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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

This proceedings book, which is based on research results produced in engineer-
ing doctoral programs, brings the importance of the Internet of Things (IoT) un-
der the spotlight. The Internet and mobile connectivity together with the vision
of the IoT promise exciting challenges for researchers and industry and benefits
for society. The IoT is an integrated part of the Future Internet and could be
defined as a dynamic global network infrastructure with self-configuring capa-
bilities based on standard and interoperable communication protocols, enabling
the interlinking of the physical world with cyberspace.

A key challenge for successful usage of IoT in the future is to identify the
various areas which will be influenced by or contribute to the future develop-
ment of the IoT — energy-efficient communication, scalable architectures of net-
works, bio-inspired algorithms, energy-aware systems, energy harvesting, smart
and micro devices, biomedical devices, service-triggered security, self-organizing
systems, distributed decision making, collaborative networks and ecosystems,
connected machines and robotics, remote operation and supervision, collective
adaptive systems, nano-electronics, etc.

Although typical PhD students are not experienced researchers, but rather in
the process of learning how to do research, observation of worldwide publications
shows that a high number of technologically innovative ideas are produced in
the early careers of researchers. The DoCEIS series of Doctoral Conferences on
Computing, Electrical and Industrial Systems aim at creating a space for sharing
and discussing ideas and results from doctoral research in these inter-related
areas of engineering. Innovative ideas and hypotheses can be better enhanced
when presented and discussed in an encouraging and open environment. DoCEIS
aims to provide such an environment, releasing PhD students from the pressure
of presenting their propositions in more formal contexts.

The fourth edition of DoCEIS, which was sponsored by SOCOLNET, IFIP,
and the IEEE Industrial Electronics Society, attracted a considerable number of
paper submissions from a large number of PhD students (and their supervisors)
from 24 countries. This book comprises the works selected by the International
Program Committee for inclusion in the main program and covers a wide spec-
trum of topics, ranging from collaborative enterprise networks to microelectron-
ics. As such, research results and on-going work are presented, illustrated, and
discussed in areas such as:

– Collaborative enterprise networks
– Service orientation
– Intelligent computational systems
– Perceptional systems
– Robotics and manufacturing
– Embedded systems and Petri nets
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– Control and decision
– Energy systems and smart grid
– Electronics and telecommunications

As a gluing element, all authors were asked to explicitly indicate the (poten-
tial) contribution of their work to the IoT.

We expect that this book will provide readers with an inspiring set of promis-
ing ideas and new challenges, presented in a multidisciplinary context, and that
by their diversity these results can trigger and motivate richer research and de-
velopment.

We would like to thank all the authors for their contributions. We also ap-
preciate the efforts and dedication of the DoCEIS Program Committee members
who both helped with the selection of articles and contributed with valuable
comments to improve their quality.

April 2013 Luis M. Camarinha-Matos
Slavisa Tomic
Paula Graça



Organization

4th IFIP / SOCOLNET Doctoral Conference
on Computing, Electrical and Industrial
Systems
Costa de Caparica, Portugal, April 15–17, 2013

Conference and Program Chair

Luis M. Camarinha-Matos, Portugal

Organizing Committee Co-chairs

Luis Gomes, Portugal
João Goes, Portugal
João Martins, Portugal

International Program Committee

Marian Adamski, Poland
Amir Assadi, USA
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A Neural Network Based Security Tool for Analyzing Software . . . . . . . . . 80
Adetunji Adebiyi, Johnnes Arreymbi, and Chris Imafidon

Semantic Adaptation of Knowledge Representation Systems . . . . . . . . . . . 88
Catarina Lucena, João Sarraipa, and Ricardo Jardim-Gonçalves
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Application of an Exact Transversal Hypergraph in Selection of
SM-Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

�Lukasz Stefanowicz, Marian Adamski, and Remigiusz Wisniewski

Part X: Control and Decision

Safety in Supervisory Control for Critical Systems . . . . . . . . . . . . . . . . . . . . 261
Reinaldo Squillante Jr., Diolino J. Santos Fo,
Jeferson A.L. de Souza, Fabŕıcio Junqueira, and
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Abstract. The fast development of networked smart devices equipped with 
sensors and radio-frequency identification, connected to the Internet, is enabling 
the emergence of many new applications and the redesign of traditional systems 
towards more effective operation. Raising awareness among engineering PhD 
students for the potential of this new wave in their research work is a crucial 
element in their education. With this aim, the doctoral conference DoCEIS'13 
focused on technological innovation for the Internet of Things, challenging the 
contributors to analyze in which ways their technical and scientific work could 
contribute to or benefit from this paradigm. The results of this initiative, which 
was reasonably successful, are briefly analyzed. 

Keywords: Internet of Things, Cyber Physical Systems. 

1 Introduction 

The fast development of the Internet of Things is enabling the emergence of many 
new applications and the redesign of traditional systems towards more effective 
operation. In fact, more and more objects are becoming embedded with sensors and 
gaining the ability to communicate. New smart devices, but also traditional machinery 
are “joining the Internet”, facilitating the development of more integrated services and 
optimization of existing systems. 

Some of the elements contributing to the wide potential of this area include: remote 
access / control, more effective monitoring and supervision thus allowing better 
performance, real-time access to data which supports timely decision making, wider 
systems integration, complemented with access to cloud-based resources, mobility 
without losing access to systems, access to large amounts of sensorial data, etc.  

Nowadays, a substantial amount of technological innovation is the result of the 
research works of engineering PhD students. The very nature of the Internet of 
Things, combining the physical and the cyber worlds, requires the combination of a 
set of competencies typically covered by the area of Electrical and Computer 
Engineering. It is however necessary to call the attention of students in this area, 
which typically tend to focus on a specific research topic, for the potential of the 
“interconnected things” and the role they can play in this process. 

The DoCEIS’13 conference was thus organized with this mission and some of the 
results are summarized in this paper. 
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2 Current Trends 

The term "Internet of Things" was first proposed by Kevin Ashton in 1999 to describe 
a system where the Internet is connected to the physical world via ubiquitous sensors. 
The concept emerged in the context of the developments at the MIT Auto-ID Center 
on identification technologies.  

According to some European views [1], Internet of Things (IoT) can be defined 
as “a dynamic global network infrastructure with self configuring capabilities based 
on standard and interoperable communication protocols where physical and virtual 
“things” have identities, physical attributes, and virtual personalities and use 
intelligent interfaces, and are seamlessly integrated into the information network”.  

Other definitions put more emphasis on technology: networked smart devices 
equipped with sensors and radio-frequency identification, connected to the Internet, 
all sharing information with each other without human intervention [2]. 

In this context, a “thing” could be defined as a real/physical or digital/virtual entity 
that exists and moves in space and time and is capable of being identified. Things are 
commonly identified either by assigned identification numbers, names and/or location 
addresses. 

A related concept is represented by the term Cyber-Physical Systems (CPS). 
According to the US National Science Foundation (NSF), CPS are engineered 
systems that are built from and depend upon the synergy of computational and 
physical components [3]. 

Although some literature seems to use the two terms as synonyms, depending on the 
geographical origin of the authors, IoT can more properly be seen as a subset of CPS 
(Fig. 1). In fact, the notion of CPS includes not only things connected to the Internet, but 
also other physical systems embedding computational power. When these systems are 
geographically distributed and interconnected, they will likely resort to Internet. 

Cyber
Physical
Systems
(CPS)

Internet of Things
(IoT)

 

Fig. 1. Relationship between CPS and IoT 

A number of other related terms have emerged in the last decade to represent partial 
perspectives or focused application contexts. Some examples: 

 Industrial Internet. While focusing on industrial applications, it aims a global 
network connecting people, machines and data with the purpose of facilitating 
management, operation and maintenance of industrial facilities, and their improving 
performance. According to General Electric [4], "the full potential of Internet-based 
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digital technology has yet to be fully realized across the global industry system. 
Intelligent devices, intelligent systems, and intelligent decisioning represent the 
primary ways in which the physical world of machines, facilities, fleets and networks 
can more deeply merge with the connectivity, big data and analytics of the digital 
world”. In this sense, the Industrial Internet can be seen as a subset of the IoT. 
 Internet of Events. A perspective of the IoT that puts the emphasis on time 

dependency and discrete events handling [5]. As such, events modeling and 
management, time critical reactivity, and process modeling and supervision are the 
relevant issues here. 
 Sensing Enterprise. A concept introduced in the FInES (Future Internet Enterprise 

Systems) cluster of projects [6] to refer to an enterprise anticipating future decisions 
by using multi-dimensional information captured through physical and virtual objects 
and providing added value information to enhance its global context awareness. In 
other words, it particularly focuses on enriching enterprises’ context awareness 
through intelligent, interconnected and interoperable smart components and devices 
to power enterprise systems, making them responsive to events in real time and 
aiming at reaching seamless transformation of (raw) data to (tailored) information and 
(experienced) knowledge. 
 Ambient Intelligence. A concept that represents electronic-enhanced environments 

which are sensitive and responsive to the presence of people [7]. Therefore it builds 
upon the notions of pervasive computing, embedded systems, context awareness, and 
human-centric computer interaction. One of the relevant application areas is the so-
called ambient assisted living, which uses technology to assist elderly. IoT is 
naturally a way to materialize the vision of a technology that becomes invisibly 
embedded in our natural surroundings, present whenever we need it. 

Due to its genesis, closely associated to communities involved in objects identification and 
logistics applications, IoT has been quite biased by RFID (Radio Frequency Identification) 
developments. Although RFID is an important enabling technology, it might also limit the 
vision, making it difficult to harness the full potential of the IoT. In fact, the “things” that 
can be connected to Internet are not only simple (passive) objects, but rather progressively 
more intelligent and autonomous “entities” with rich sensorial and acting capabilities. In 
terms of communications, a mix of wireless and wired forms co-exists. On the other hand, 
not all RFID applications represent cases of IoT. Under this more general perspective of 
"things", earlier examples of connection of devices to Internet - toaster, robots, like the 
Robotgarden, refrigerators, etc. - are important initial cases. 

Recent advances in other enabling technologies, e.g. NFC (Near Field 
Communications), low power devices, embedded intelligence, sensor networks, and 
novel architectures for the support infrastructures, combined with easier access to 
resources through cloud computing, are creating the conditions for truly pervasive 
computing and ambient intelligence, and thus the emergence of a wave of novel 
applications with wide impact in all sectors of life. 

A brief overview of the main milestones in the development of this area is 
represented in Fig.2. 

The area of Internet of Things has been growing in the last years, as represented by 
the large number of related projects (see [1]) and the Google trends graph (Fig.3). 
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Fig. 2. Some milestones in the development of the IoT 
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Fig. 3. Google trends graph for Internet of Things 

In terms of application cases, many implementations and futuristic scenarios have 
been designed for a large spectrum of domains. Some relevant examples are summarized 
in Table 1. 

Table 1. Applications examples 

Application 
domain 

Example features 

Aerospace and 
aviation 

 Fighting counterfeiting - introducing electronic pedigrees for certain 
categories of aircraft parts: decentralized database, RFID tags, etc. 

 Wireless monitoring of the aircraft – sensors network detecting various 
conditions such as pressure, vibrations, temperature etc.  

Airports and 
other hubs 

 Safety – RFID tags associated to luggage; building security monitoring. 
 Indoor location systems. 
 Interaction with customers gadgets: NFC for check-in, payments, etc. 

Automotive  Real-time locating systems and connecting with other IoT sub networks, 
improving vehicle tracking and management. 

 Dedicated Short Range Communication – Vehicle-to-vehicle and vehicle-to-
infrastructure communications (Intelligent Transportation Systems). 

 The vehicle itself as a ‘thing’, enabling it to make automatic emergency 
calls or breakdown calls when appropriate, collecting as much data as 
possible from surrounding ‘things’. 

 Interactions between the vehicle and user's gadgets. 
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Table 1. (continued) 

Driving 
insurance 

 Pay-as-you-drive: Electronic recorders in the car, which are able to record 
acceleration, speed, and other parameters, and communicate this 
information to the insurer -> cheaper rate or premium. 

 Similar approach applied to buildings, machinery, etc.
Environment 
monitoring 

 Environment surveillance: earth quakes, tsunami, forest fires, floods, 
pollution (water and air). 

Food 
traceability 
and 
agribusiness

 Food traceability.
 Traceability of agricultural animals and their movements. 
 Real time detection of animals during outbreaks of contagious disease. 
 Counting animals in a farm (for subsidies). 

Independent 
Living support 

 Detecting the activities of daily living, particularly in the case of elderly or 
people with special needs, using wearable and ambient sensors, monitoring 
social interactions using wearable and ambient sensors, monitoring chronic 
diseases using wearable vital signs sensors, and in body sensors. 

 “Things” can learn regular routines and raise alerts or send out notifications 
in anomaly situations.

Intelligent / 
smart cities 

 Environment monitoring, public safety, urban analytics, emergencies 
handling, participatory governance, etc. 
 Integrated multi-modal transportation management (mobility networks), 

Energy and water management, Waste collection management, etc. 
 City level social networks (& interaction with gadgets).

Intelligent 
buildings 

 Home automation, operation of home appliances.
 Sensors for temperature, humidity provide the necessary data to 

automatically adjust the comfort level and to optimize the use of energy for 
heating or cooling (ubiquitous sensor networks). 

 Smart metering for measuring energy consumption and transmitting this 
information to the energy provider electronically. 

 Monitoring and reacting to human activity, such that exceptional situations 
could be detected and people can be assisted in everyday activities e.g. 
supporting the elderly. 

 Building security infrastructure.
Intelligent 
transportation 
infrastructures 

 Tolling and vehicle monitoring.
 Roads and highways with warning messages and diversions according to 

traffic and climate conditions and unexpected events like accidents or jams. 
 Smart parking, traffic congestion management, etc.

Manufacturing 
& Product 
Life Cycle 
management 

 Embedded smart devices or the use of unique identifiers and data carriers 
that can interact with an intelligent network infrastructure and information 
systems: optimization of processes, refine schedules, and improve logistics.  

 Product’s usage history along its life cycle (from cradle to grave). 
 Remote maintenance and updating of manufacturing equipment. 

Medical 
technology, 
healthcare 

 Measurement and monitoring methods of vital functions (temperature, blood 
pressure, heart rate, cholesterol levels, blood glucose etc). 

 Implantable wireless identifiable devices could be used to store health 
records that could save a patient's life in emergency situations. 

 Edible, biodegradable chips could be introduced into the body and used for 
guided action.  

Operation in 
dangerous 
environment

 Tele-operation and tele-presence, Tele-supervisory control, etc.
 Detection of gas levels and leakages in industrial environments. 
 Under water exploration, fire fighting, etc. 

Retail, 
Logistics, 
Supply Chain 
Management 

 RFID-equipped items and smart shelves: automatically checking of goods 
receipt, real time monitoring of stocks, tracking out-of-stocks or the 
detection of shoplifting. 

 Improving logistic processes with RFID data. 
 Guidance in the shop according to a preselected shopping list, fast payment 

solutions like automatically check-out using biometrics.
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Table 1. (continued) 

Safety and 
security 
monitoring 

 Building monitoring: water leaks, gases, vibrations, fire, un-authorized entry, 
vandalism. 

 Personnel: mugging alarm, equipment surveillance, payment systems, 
identity security.

Smart grid  Advanced metering, supporting more effective energy management. 
 Interaction with smart appliances. 
 Intelligent monitoring. 
 Demand response and value added services 

 
As it becomes clear in the above application examples, the Internet of Things is a 

multi-disciplinary subject that requires the integration of contributions from multiple 
technologies. Table 2 lists the most relevant ones and summarizes the key issues to be 
addressed in each one. 

Table 2. Involved technologies 

Technology Illustrative key issues 
Communication 
technology 

Energy efficient bi-directional communications, Multi-frequency, 
wireless sensor networks, message-queue based communications 
targeting cloud environment, etc. 

Network technology Protocol gateways, Scalable architectures, Secure & reliable wireless 
communication protocols, service based network, etc. 

Network discovery Automated discovery mechanisms and mapping capabilities (new 
“things” continuously appear / disappear, some “things” evolve) 

Software and 
algorithms 

Micro operating systems, Service oriented computing, Applications 
in cloud environments, Self-adaptive software (autonomic systems), 
Bio-inspired algorithms, Energy-aware systems, Context aware 
software, Events management, Balancing local vs. cloud intelligence 
and decision making, Objects' representation (services, agents), etc. 

Hardware devices Nano-electronic smart devices, Energy harvesting, Polymers 
electronics, Embedded intelligence, Low cost tags, Smart devices, 
Multi-standard protocols, Heterogeneous architectures, Low cost 
devices, etc. 

Data and signal 
processing technology 

Semantic interoperability, Data sharing, Data aggregation, Stream 
processing, Big data processing, etc. Making sense of the massive 
amounts of data that can be generated by intelligent devices (big 
data) is one of the key components of the IoT. 

Discovery and search 
engine technologies 

Device discovery, Distributed repositories, Positioning and 
localization, Terrestrial mapping, Location awareness, etc. 

Power and energy 
storage technologies 

Batteries / micro-batteries, Energy harvesting, Energy consumption 
mapping, Energy-based priority scheduling, dynamic tariffs, etc. 

Security and privacy 
technologies 

Privacy for heterogeneous devices, Decentralized authentication and 
trust, Energy efficient encryption, Anonymity mechanisms, Data 
ownership, etc. 

Standardisation Standards for cross interoperability, Standards for intelligent devices, 
Languages for things interaction, Standard infrastructure 
architectures, etc. 

Relationship network 
management 
technologies

Identity, relationship and reputation management, Organizational 
structures, Collaborative models and functions, Collective 
intelligence, Traceability of distributed decision making, etc. 
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A comprehensive research and development agenda for IoT can be found in [1]. In 
addition to the purely technological issues, there are other relevant aspects to be 
properly addressed in order to let the full potential of IoT be achieved. These include: 
Legal and regulatory aspects, Socio ethical aspects, and Economical aspects. 

Although considerable research and practical developments were made during the 
last two decades, it is likely that substantial efforts are still needed in this area, as 
illustrated by the Gartner’s hype cycle (Fig. 4). According to this forecast, it will still 
take more than 10 years to reach the “plateau of productivity” in this area. 
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Fig. 4. Hype cycle for Internet of Things (adapted from Gartner's [8]) 

3 Example Contributions 

IoT is a particularly relevant topic for Electrical and Computer Engineering (ECE) 
researchers and professionals. In the last decades the scope of ECE has expanded so 
widely that it risks some "fragmentation". Most professionals (and students) focus on 
a specialization sub-field, rarely mastering a comprehensive view of the whole field. 
Since IoT requires a "strong dialogue" among the various sub-fields of electrical and 
computer engineering (and other areas), it represents a potential gluing element to 
bring them together. 

Under this assumption, a challenge was presented to DoCEIS'13 conference 
participants [9] (doctoral students from various countries and different sub-fields) as 
summarized in the following questions: 

− In which aspects your research can contribute to the development of the Internet 
of Things? 

or 
− In which aspects your area of work could be affected / influenced in the future by 

the development of the Internet of Things? 
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As a result, all contributors made an effort to analyze the relationship between their 
specific research work and the IoT. Among the accepted papers there is an almost 
balanced distribution between those that contribute to the development of support 
technologies for IoT and those that can benefit from IoT adoption [9], as summarized in 
Fig. 5. The size of the rectangles is proportional to the number of contributions in each 
specific sub-field. 
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Fig. 5. DoCEIS’13 contributions to IoT 
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4 Open Challenges 

From the analysis of the state of the art and also considering the sample of 
contributions to DoCEIS’13, it becomes evident that more attention needs to be 
devoted to the system level. Such system perspective is needed in order to better 
understand and manage complex IoT environments. 

More and more we live surrounded by large numbers of devices with growing 
(embedded) intelligence / sensing and computational power, connected to Internet, and 
forming complex inter-dependent systems. These devices can typically be “represented” 
in the cyber-space by service entities (or agents). The combination of physical devices 
with their “cyber representatives” constitutes a cyber-physical system. In this 
environment, devices / representatives can “appear and disappear” from the cyber-space. 

Devices / sub-systems typically have an “owner”; therefore, in addition to the growing 
autonomy of such entities (which comes from the growing intelligence / cognitive 
capabilities), they also have to “obey” to their owners, which introduces a new dimension 
to the problem of designing such systems. When systems involve a large number of 
entities (hundreds? thousands? millions?), flat organizational structures are not 
appropriate. Therefore some “structural thinking” is necessary, leading to the 
organization of such entities in “communities” or “societies” (“ecosystems”) of cyber-
physical artifacts (Fig. 6). Important issues in these “communities” are the definition of 
“borders” / membership, roles, and evolution. 

Physical objects
(heterogeneous, 
distributed, large numbers)

Cyber 
representatives

(heterogeneous but same 
representation paradigm 

(services?), large numbers)

Organizational 
structures
-Communities
-Societies

-Roles
-Borders
-Evolution

Behavior
-Healthy
-Faulty

-Propagation / evolution
-Complex faults/diseases

Attacks
(endogenous, exogenous)

Protection / 
recovery
- Monitoring
-Diagnosis
- “Health” indicators

-Trustworthiness
-Certification

- Learning systems

Resilience
(desirable property)

Progressively 
more intelligent 
& autonomous
Different 
ownerships / 
“obediences”

 

Fig. 6. Toward sustainable IoT-based systems 

In organized communities – and depending on their design / purpose – different 
behaviors can emerge. Some behaviors are consistent with the system’s purpose (healthy 
behaviors). But we can also have faulty / deviating behaviors. These are particularly 
critical as complexity increases and we become more dependent on such systems. 
Understanding (and detecting) faulty behaviors is thus critical. How do these behaviors 
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propagate / extend over “different regions” of the communities? How do they evolve? 
How can systems adapt to faulty situations? Collaborative networks and collective 
adaptive systems principles are important here. 

Faulty behaviors can have an endogenous source (component’s malfunctioning, 
interoperability “frictions”, non-collaborative behavior, etc.) or result from exogenous 
attacks (e.g. terrorist cyber-attacks). It is therefore necessary to develop adequate 
protection / recovery approaches and mechanisms. This involves distributed monitoring, 
(collective) diagnosis of detected faulty behaviors, and launching recovery / self-healing 
processes. Considering the complex nature of such systems, it is important to first 
elaborate some “health indicators”, including system’s trustworthiness indicators, 
system’s certification, etc. How much can we trust in systems that we do not fully 
understand and over which we do not have full control (as they are complex, evolving, 
components belonging to different owners, etc.)? Learning mechanisms should be an 
intrinsic functionality here. 

5 Concluding Remarks 

Developments in the Internet of Things are having a strong impact in all sectors of 
society and their importance is likely to grow in the coming years. 

The needed technological components and approaches to connect the physical and 
the cyber worlds open important expansion opportunities for the area of Electrical and 
Computer Engineering. This is clearly reflected in the contributions to the DoCEIS’13 
(4th Doctoral Conference on Computing, Electrical and Industrial Systems). 
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Abstract. In face of the current economic turbulence, companies face new 
challenges. In order to respond to new business opportunities, it is crucial that 
companies attain strategic alliances so that they can obtain or maintain market 
competiveness. The formation of alliances and partnerships for collaborative 
problem solving is of extreme importance, being therefore essential to 
understand their structures and requirements. To overcome a number of 
difficulties that may appear in the formation of such alliances, it is necessary to 
properly model the elements that constitute the alliance agreements through a 
suitable negotiation support environment that besides the basic functionalities 
of data storage and alerts can also conduct the entire negotiation process 
making it traceable. In this context, this paper presents the main requirements of 
an electronic negotiation support environment in a collaborative network, 
identifies the main risk sources and drivers in collaborations, and analyses how 
a negotiation support system can help in reducing the potential risk in 
collaboration. 

Keywords: collaborative networks, negotiation support environment, risks, 
agreement. 

1 Introduction 

In today's unstable and highly competitive business environments companies and 
organizations have to shift their modus operandi if they want to obtain or maintain 
market competiveness. It is therefore essential to move to a new business paradigm 
where the creation of strategic alliances is vital[1, 2].Past “traditional” enterprises are 
increasingly replaced by new collaboration structures of enterprises, forming 
temporary networks of independent companies that share skills, costs and access to 
each other’s market[3].In this context, the possibility of rapidly forming a consortium 
to respond to a business or collaboration opportunity gives companies an expression 
of agility and survival mechanisms in face of this market turbulence. Moreover, the 
topic of collaborative networks (CNs) appears as significantly promising because if 
enterprises or organizations share a common interoperable infrastructure, common 
operating principles, common cooperation agreements, and a base of trust among 
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them, then their ability to rapidly form virtual organizations(VOs) is increased [4]. 
Nevertheless, this kind of business formation is not without risks, so besides the 
important and classical task of selecting the adequate partners with the most suitable 
competencies to form a consortium able to respond to the requirements of the 
business or collaboration opportunity (BO/CO), it is also of extreme importance to 
consider the potential risks in collaboration. If there is a robust and reliable 
negotiation environment that supports the potential VO partners in achieving 
agreements during the VO creation process considering the involved collaboration 
risks, then that may lead to a reduction of risks and amount of time spent in this 
process. These VO agreements will be the basis for the governing principles of the 
VO during its operation phase[5].Considering this background and a virtual 
organization breeding environment (VBE) [6] context, that supports and fosters the 
creation of dynamic VOs, the main research question that emerges is: 

How can an electronic negotiation support environment increase the agility in the 
creation process of successful dynamic virtual organizations? 

One important motivation for this work is that by contextualizing the VO creation 
process in the VO breeding environment (VBE), making use of all its infrastructures 
and functionalities, the process may become more agile in terms of time. Furthermore, 
identifying and characterizing the involved potential collaboration risks can also make 
the process more agile in terms of adaptation to unexpected events and thus reducing 
the risks in collaboration. Moreover, managing risks in VOs is a rather underexplored 
and unstructured scientific area [3]. 

2 Technological Innovation for the Internet of Things 

The Internet of Things (IoT) is a novel paradigm that is rapidly gaining ground in the 
scenario of modern wireless telecommunications[7]. This paradigm is based on the 
concept of pervasive presence of a variety of things or objects (such as RFID tags, 
sensors, actuators, mobile phones, etc.) which are able to interact with each other and 
even cooperate to reach common goals[8]. As a result, the IoT causes a natural impact 
on the behavior of its users, either in everyday-life or business aspects. 

In the context of a negotiation process towards the creation of a VO, it is of extreme 
importance that the potential partners can have quick access to relevant information that 
is acquired through devices or other objects of their business environment so that it can 
contribute to boost the VO creation process. For that reason, if the potential partners of 
the VO have access to information, independently of the geographical place where they 
are (through different devices, e.g. smart phones), and on top of that have access to the 
required information of their infrastructure and related devices in real time, then the 
negotiation of the VO creation process it could become more agile in terms of time, and 
therefore the IoT appears as a suitable paradigm. 

On the other hand, in collaborative networks, while the IoT can help to overcome 
some technical problems, in terms of finding accurate information and providing 
anywhere and anytime access, there are some business aspects that are still open 
issues. Therefore, a negotiation support environment that deals with this information 
can also contribute to elaborate on new business models related to the IoT [9]. 
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3 Related Literature 

Being the main topic of this work a negotiation support environment to assist 
organizations to increase the agility of a VO creation process, it is then essential to 
mention a brief summary of related literature that has directly influenced the current 
work. More detailed review of related literature can be found in[5, 10, 11]. 

VOs and Their Related Environments. Collaborative networks is a scientific discipline 
that covers the study of networks consisting of a variety of entities that are largely 
autonomous, geographically distributed and heterogeneous, and that collaborate to better 
achieve common or compatible goals, and whose interactions are supported by computer 
network [4, 12]. The Virtual Organization paradigm constitutes one of the first 
manifestations of the collaborative networks. Being the concept developed and applied in 
several domains and areas, many contributions for the characterization and modeling of 
the paradigm can be found in the literature, as exemplified by[1, 2, 4, 13]. The main idea 
behind this concept is basically of a temporary consortium of enterprises and/or 
organizations, geographically dispersed, that strategically join their competencies to 
rapidly respond to a business or collaboration opportunity. Previous works have 
established some reasons for companies or organizations to establish 
cooperative/collaborative networks, such as [14]: flexibility, capacity, speed, skills and 
competences, etc. The main outcome here is always the risk-sharing, but also, the sharing 
of gains either in terms of profit or in terms of market information. Nevertheless, in face 
of a new business opportunity, if companies can take advantage of a common 
interoperable infrastructure, common operating rules, common cooperation agreement, 
and a base trust level among the organizations, then they become more ready and 
prepared to collaborate. Therefore, an approach is to consider that dynamic VOs are 
mostly created in the context of a VO Breeding Environment (VBE)[4, 6]. 

Risks in Collaborations. Risk is an ambiguous concept, thus there are many definitions 
of risk depending on the specific application and on the situational context[15]. One of 
the most common meanings for risk is a threat or danger and often implies the probability 
of a negative outcome. Harland, Brenchley & Walker [16]have done an exhaustive 
review of definitions and classifications of types of risk and defined risk (R) as the 
product of the probability (P) of a loss (loss) and the significance or impact (I) of the loss, 
related to an event n (n): Rn = P(loss)n x I(loss)n. Other authors claim that risk, per se, 
has neither a positive nor a negative value and is perhaps more related to uncertainty, 
where eventualities can be either beneficial or adverse[3].Considering the VO life-cycle, 
there are of course some risks that traditional risk management does not deal with, in 
particular when considering the sharing of skills, costs and access to each other's markets. 
Also, risks may change from project to project or opportunity to opportunity. Therefore, 
new challenges in how to manage VO risks are enforced.  

Negotiation and Contracting. Negotiation is an iterative communication and decision-
making process between two or more parties who seek a consensus decision and cannot 
apply unilateral actions to achieve their objectives [17, 18].As a negotiation processes 
involve a transversal, multi- and inter-disciplinary approach, it is necessary to have a 
holistic view of the problem, making use of multiple methodologies and paying attention 
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to the practical details [19]. A negotiation process can rely on several mechanisms such 
as: auctions, game theory, intelligent agent mechanisms, etc. [20]. Nevertheless, such 
process if often conducted by human actors that in the last instance are the ones 
responsible for decision-making.Although some works try to insert some automation into 
the negotiation process [21, 22], this continues to be a rather difficult issue. Progress in 
this area during the last years has highlighted a number of important topics that need to 
be considered when developing processes and methodologies for negotiation, including 
Contract Models, Ontology, Contract Framework, Electronic Institutions, Digital 
Signature, etc [5]. 

Considering the above rich conceptual inheritance but also practical requirements 
attained through the interaction with existing enterprises networks, the  next section 
describes the main requirements for an electronic negotiation support environment 
that considers the potential collaboration risks, and allows members of a collaborative 
network to conduct their negotiation towards the internal consortium agreement. As a 
result, the VO creation process can become more agile in terms of adaptation to 
unexpected events and reduce possible risks in collaboration. 

4 Research Contribution and Innovation  

Due to the continuous changes in socio-economic markets, companies and 
organizations have to constantly adapt themselves to survive. One option is to 
strategically join their competencies to rapidly respond to a business or collaboration 
opportunity through a goal-oriented network that is an association of individuals 
and/or organizations. Nevertheless, besides taking advantage of clustering themselves, 
companies and organizations have to find better solutions to meet the customer needs. 
One trend in manufacturing is to move towards highly customized products and 
ultimately one-of-a-kind products [23]. In this context, this trend is reflected in the 
term mass-customization that refers to a customer co-design process of products and 
services which meet the needs/choices of each individual customer with regards to the 
variety of different product features. Moreover, in all cases, even in the case of new 
product orders or co-creation teams for innovative services, the goal-oriented 
collaborative network can be labeled virtual organization (VO). It should be noted 
that different VOs, with very different time durations, can be needed during the life 
cycle of a complex product, such as solar energy parks, intelligent buildings, etc. 

This consortium formation mainly consists in planning and scheduling the work 
order and selecting the appropriated partners to join the VO. But, and according to 
innumerous authors in literature (as mentioned in the related literature section), it is 
desirable that a virtual enterprise or organization is able to deal with the associated 
risks, vulnerability, robustness, flexibility, resilience and business continuity. Being 
agility, the quality or state of the organization of being able to have a quick 
resourceful and adaptable response, then the time and amount of resources consumed 
during the VO creation process give a good indication of the level of agility of a 
collaborative network. To achieve that agility, it is essential that some requirements 
are provided to its members, namely in terms of common infrastructures, governance 
models and rules etc. For that, the existence of a VO breeding environment context 
(VBE), enables a partial fulfillment of those requirements [6].Furthermore, due to the 
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heterogeneous contexts of the VO breeding environments that usually companies or 
organizations belong to, it is possible to create value among VBE members if there 
exists an electronic negotiation support environment that contributes to boost the 
participation in consortia creation. Thus, the hypothesis adopted for this work is: 

The process of creating dynamic virtual organizations can become more agile if an 
appropriate electronic negotiation wizard environment is established with the 
necessary soft modeling characteristics to structure and conduct the entire 
negotiation process, making it traceable, reducing the collaboration risks, and 
managing the participants' expectations. Moreover, the negotiation environment 
should be customizable according to different collaboration levels, either in terms of 
commitment or in terms of duration. 

The key reason why it is important to have a consistent negotiation support 
environment for the formation of VOs is essentially to improve the entire process of 
establishing the VO agreement that will induce the governing rules and principles of 
the consortium during the operation phase and as mechanism to reduce the potential 
collaboration risk. Therefore, it is of extreme importance to make a comprehensive 
analysis of the important characteristics that such support environment shall involve.  

Risk sources and drivers in collaboration. Having into account the environmental 
characteristics of collaboration, one topic that has considerable importance and can 
influence the negotiation process is the related associated risks and their prediction. 
For that, the current work relies on the characterization of risks and failures in 
collaboration, so that the negotiation model can also support risk analysis of potential 
risk of members’ behavior during VO operation. Fundamentally it is important to 
consider the sources and drivers of such risks. Elementary questions arise such as: 
what can happen and what can be the case?; how likely is it that it will happen?; and 
if it does happen, what are the consequences? 

Table 1. Risks in collaborative network environments 

Risks in Collaborative Network Environments 

Drivers Types Sources 

Internally-driven 
risks 

Operational 
Human error or staff failing to 
perform 

Organizational risk 

Commercial 
Risk of business relationships 
failing 

Organizational/Network risks 

Technical 
Risk of physical assets failing 
or being damaged 

Organizational risk 

Externally-
driven risks 

Financial 
Uncertainty of financial 
controls failing or succeeding 

Organizational/Network/environ
mental risk 

Decision driven 
risks 

Strategic 
Related to the uncertainty of 
plans failing or succeeding 

Network risk 

According to some authors in risk management, and collaborative environment 
characteristics, it is assumed that risks in collaborative environment can be categorized 
according to internally, externally and/or decision driven risks. Also, risks may have 
different sources, namely organizational, network, and/or environmental. Therefore, 
Table 1 includes a mapping of risks drivers and sources in collaborative network 
environments. 
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Table 2. Actors in the negotiation support environment 

Actors Description 

Potential Customer 
Individual or organization that makes a new product order or innovative 
service request. 

VO Planner 
VBE Member that in face of a new collaboration opportunity identifies the 
necessary competences and capacities, selects an appropriate set of partners 
(VBE Members and/or outsiders), and structures the new VO. 

Potential VO Internal 
VBE Partner VBE Member that is a possible partner of the VO that is being created. 

Potential VO Local 
Partner 

External interested stakeholder (e.g. Local suppliers and Local Support 
Entities), that is a possible partner of the VO that is being created. 
Nevertheless, depending on the nature of the Potential VO Local Partner, 
there might be different levels of involvement in the collaboration process. 

So that the negotiation environment can be properly implemented, it is necessary 
that it has access to the VBE information system mainly to the VBE Members' profile 
and competences, as well as, access to collaboration history so that risk forecasting 
and partners' expectations assessment can be performed. Thus, the basic modules of 
the negotiation support environment are: 

Table 3. Basic modules of the negotiation support environment 

Modules Description 

Negotiation 
support 
modules 

Negotiation Template Management (NegTM). 
Collection of contract templates and negotiation topic templates to support the VO 
creation. In the contract construction process it should be possible to build or edit the 
contract skeleton or template and add them to the collection. 

Negotiation Contract Editor (NegCE). 
The main point of interaction with the user, allowing the initiation, conduction and 
monitoring of the entire negotiation process in the VO creation. The main users are the 
VO Planner and the Potential Partners (that have different authorization levels 
depending if they belong to the VBE or are potential local partners). More details in [5]. 

Negotiation Virtual Negotiation Rooms (NegVNR). 
It is the virtual space where the potential partners of the VO are invited to join in order 
to negotiate and/or discuss the necessary topics/clauses that need an agreement. More 
details in [5]. 
Negotiation Support for Agreement Establishment (NegSAE). 
Like an e-Notary that allows clients to exchange information with warranty of 
authenticity and validity as well as providing a safe repository for saving and requesting 
documentation (through digital signatures and encryption techniques). 
Negotiation Assessment and Potential Risk Forecasting (NegAPRF). 
Through interaction with the VBE management system it will be made an assessment of 
potential partners’ expectations towards collaboration and the forecasting of potential 
risks of the collaboration. 

Interaction 
with other 
systems 

The main interaction is basically with the VBE information management system to have 
access to the VBE members profile and competencies as well as access to collaboration 
history. 
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Having into consideration the main requirements of the negotiation support 
environment as well as the identified mechanisms, Fig.2illustrates the strategic 
dependency model for the negotiation of a goal-oriented collaborative network (VO) 
where the dependences between actors and system modules are represented. 

 

Fig. 2. Strategic dependency model for the negotiation support environment 

Discussion of Results. As a first result, to support some of the previous concepts and 
basic functionalities, an Agreement Negotiation Wizard (WizAN) was designed and 
developed [5, 11]. The prototype aimed to assist the human users in their decision 
making process of consortia creation, structuring the negotiation process and making it 
traceable. The basic functionalities that were implemented were synchronism, negotiation 
editor, CSCW functionalities, privacy, and some other basic functionalities. Through 
interaction with some real VBE networks, the prototype was positively validated in a real 
scenario with a Swiss and a Chinese VBE supporting negotiations between partners from 
the two geographical areas [5].As a result, it is possible to draw some positive 
conclusions, namely in terms of preventing misunderstandings (particularly cultural) due 
to focused negotiation and the possibility to attach (electronic) documents. Moreover, a 
degree of authenticity is also guaranteed due to the existence of an eNotary service. Also, 
the system ensures the privacy of the information exchanged during negotiations, 
guaranteeing that partners have access only to authorized information. Therefore, by 
using such system, it is possible to reduce the negotiation time of the VO creation 
process, which increases the agility indicator. 

Through the on-going PhD research and participation in European research 
projects, the topic of participants' expectation assessment and collaboration risk 
forecasting during a VO creation phase, gains more significance also for the agility 
indicator because it is possible to reduce the risks in collaboration and increase 
adaptation to unexpected events. So a first identification of risk drivers and sources is 
prepared and summarized in this paper. The test bed to assess the agility indicator in 
VO creation phase is provided by the GloNet project in a solar park context. 
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5 Conclusions and Further Work 

As it has been discussed for several years, the virtual organizations paradigm is of 
extreme importance for companies to survive in a competitive market. It is therefore 
vital to provide mechanisms to allow more dynamism in the process of consortia 
creation for VOs. If during the creation process the VO is aware of the potential risks 
that such collaboration might have during the operation phase, it will indeed be much 
simpler to overcome or even to avoid some execution/operation problems. Moreover, 
if the VO has its governing rules and principles as well as knowledge of the potential 
collaboration risks well defined in its collaboration agreement, then the chances of 
success will certainly increase. If there is an electronic negotiation support 
environment to help organizations to structure and conduct the entire negotiation 
process, then the VO creation process can become more agile. 

This paper summarizes an on-going research work that tries to accomplish the 
above requirements. As some of the concepts and preliminary results have already 
been positively validated, it is now foreseen to achieve a more advanced environment 
that comprehends most of the described areas with the needed adaptations to support 
the aimed negotiation support for dynamic VOs with "smart" characteristics, such as: 
collaboration risks forecast, assessment of participants' expectations, traceability, etc. 

A first identification of drivers and sources of those risks has already been 
achieved and presented in this paper. The emphasis of the current work is now on a 
taxonomy for potential risks in collaboration and how they are directly related to the 
potential participants expectations and competences. The validation process is then 
intended to consist in peer validation and supported by the EU project GloNet. 
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Abstract. This paper proposes the concept of Inter-Enterprise Architecture 
(IEA), which seeks the application of tools and methodologies developed in the 
Enterprise Architecture (EA) field for the individual firm, adapting to an 
environment of collaboration between several companies that make networks or 
supply chains, in order to facilitate the integration and interoperability of their 
collaborative processes in line with its IS/IT (Information Systems/ Information 
Technology) to harmonize the joint processes, reduce risk and duplication, 
increase service and customer responsiveness, reduce technology costs and 
align the joint  business  to IS/IT. 

Keywords: strategic alignment, enterprise collaboration, enterprise architecture. 

1 Introduction 

The current business environment is dominated by globalization, and the biggest 
consequence of this effect is the increase of competition, not only between companies 
but also between supply chains and networks. As a result, supply chains and networks 
are now looking to enforce collaborative agreements, which would produce more 
efficient workflow, flexibility, effectiveness, agility and coordination between chain 
links. In order to achieve proper synchronization and organization, every chain link 
must be provided with sufficient information and communication technology to 
further facilitate their operational integration. In achieving this level of cooperation, 
there has been an increase in the number of publications that combines topics of 
strategic alignment and enterprise collaboration. To fuse these principles, current 
research proposes the use of enterprise engineering through utilizing enterprise 
architecture. 

In order to explain the origin of that formulation, state of the art research has been 
conducted in three areas: strategic alignment, enterprise architecture, and enterprise 
collaboration; this has helped to identify trends in current literature, studying the 
models that have been presented and their relationships with one another, structuring 
main concepts and associated issues, analysing main ideas and common points, and 
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identifying a large gap in the literature, due to the fact that there is currently not any 
documentation tying these three fields of research together. As a result of this gap, the 
concept of Inter-Enterprise Architecture (IEA) is proposed, using the tools and 
methodologies of enterprise architecture, which have been developed for the 
individual enterprise, but adapting them in a collaborative environment between 
several enterprises making up supply chains and networks. This will facilitate the 
collaboration and integration process between enterprises and their information and 
technology systems, supporting joint processes, reducing risks and redundancies, 
increasing customer service and responsiveness, reducing technology costs and 
allowing for alignment on multiple levels: joint business processes, and IS/IT. This 
level of integration has made the Internet vitally important to all business 
environments. Therefore, the link between the topics of IEA and Internet of the future 
is evident. 

2 Future Internet and Internet of Things 

Currently, it is well known that the Internet is used by everyone in many different 
ways. Over time, the Internet has become a necessity in business environments, but 
many SMEs cannot use it as a management and operational tool. In order for the 
Internet to become useful as a real universal business system used by collaborative 
networks, it is necessary than society research and industry work jointly and 
coordinately.  

According to the European Commission, Internet of Things (IoT) is  an  integrated  
part  of  the  future  Internet  and  could  be  defined  as  a  dynamic global network 
infrastructure with self configuring capabilities based on standard and interoperable 
communication  protocols  where  physical  and  virtual  "things"  have  identities,  
physical  attributes, virtual personalities and use intelligent interfaces, and are 
seamlessly integrated into the information network[1].   

The current research proposes that the concept of an IEA describes how an 
instrument assures strategic alignment between business and IT in collaborative 
networks. Thus, it is necessary to also understand the interactions between virtual and 
physical worlds. Enterprise Architecture and Modelling based on the Internet of 
Things makes sense because of the proliferation of cheap sensors heralded by the 
Internet of Things. With this kind of technology being utilized, collaborative 
enterprise efforts will achieve a better understanding of the joint process of allowing 
business decisions to be made in real time, even without direct human intervention. 

3 Conceptualization 

So far, in the context of the current research, three papers have been published that 
consolidate the state of the art research in three main topics: strategic alignment, 
enterprise collaboration and enterprise architecture [2, 3, 4]. In this section, we are 
going to brief the reader in a general way about the principal conclusions deduced in 



 Inter-Enterprise Architecture and Internet of the Future 27 

 

these papers, after a deep analysis of the literature. We invite the reader of this paper 
to check these papers in order to enhance their knowledge of these topics. 

3.1 Conceptualization of Strategic Alignment 

According to the most important elements provided for several authors, in [4], we 
suggested the following definition for strategic alignment:“The strategic alignment of 
business and IS/IT is a dynamic and continuous process that enables integration, 
adjustment, consistency, understanding, synchronization and support between 
business strategies and strategies of IS / IT, in order to contribute and maintain the 
correct performance of the organization, creating a competitive advantage that is 
sustained over time”. 

The principal models in strategic alignment have been proposed for [5] and [6], 
Strategic Alignment Model (SAM) and Alignment Maturity Model (AMM), 
respectively. The field of strategic alignment is reinforced by SAM but their bases are 
theoretical and not practical. AMM, presents a practical component that SAM does 
not have, this model is based on the concepts that are treated conceptually in the 
SAM, but incorporating a practical aspect to the field of strategic alignment, 
proposing a model to measure the degree of maturity of the business and IS/ IT 
alignment, enabling the company that applied to identify, how it is, where and how to 
improve [2]. 

The principal elements identified in this field are:  business strategy, organizational 
and processes infrastructure, IS infrastructure, IS / IT strategy, IT conceptualisation, 
maturity model alignment, applications and services portfolio, alignment heuristics, 
strategic dependencies model and portfolio applications [5, 6, 7]. 

3.2 Conceptualization of Collaboration  

In [3],business collaboration is defined as: “A joint process between members of the 
SC, where the decisions are made jointly, based on the information shared and 
exchanged on a bilateral form, achieving coordinate and synchronize joint activities 
to meet customer requirements and achieve process efficiency sets to generate a 
mutually beneficial”.  

According to [8], the collaboration process consists of six activities. However, this 
generic process has not taken a certain crucial aspect into account: the definition of how 
to share benefits equitably to ensure the stability of the collaboration [9]. The solution to 
this problem is provided by [10], which proposed the definition of a system of 
compensatory payments, which may agree with the definition phase of the negotiation 
and exception handling and can be implemented when evaluating the results. Another 
previously unconsidered aspect in this generic process is the need for feedback between 
the parties once it has completed the process of collaboration in the stipulated horizon, 
which also must review the plan and modify if necessary. Thus, we proposed in [4], the 
following enterprise collaboration process: 1) Definition and collaboration agreement, 2) 
Planning in the local domain, 3) Plan of exchange, 4) Negotiation, exception handling 
and compensation system, 5) Execution, 6) Measurement of results and implementation 
of compensation plan, and 7) Feedback and review of the plan.  
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3.3 Conceptualization of Enterprise Architecture 

In [3], Enterprise Architecture is defined as: “A discipline that provides a set of 
principles, methods, models and tools used for analysis, design and redesign of a 
company, thus allowing to represent and document the elements that form the 
company (such as organizational structure, business processes, systems information 
and technology infrastructure) and the relations, organization and joints between 
these elements, allowing the company to be represented in a holistic and integrated 
perspective, in order to achieve the business objectives and facilitate decision-making 
processes” 

In recent years, several researchers have proposed enterprise architectures, among 
which stand out: CIMOSA [11], GIM-GRAI [12], PERA and GERAM [13], IE-GIP 
[14, 7], TOGAF-ADM [15], ARDIN [16] and ARIS [17].  

The common elements that handle these enterprise architectures are: methodology, 
framework and language modeling [3].The definition of a methodology facilitates the 
implementation of the architecture [18]; the framework allows a graphic and simple 
structure of the elements that make up the enterprise [19] and how these elements are 
related [18]; furthermore, modeling language allows for modeling, organization and 
understanding of the relationships between elements of the enterprise[3]. 

4 Research Contribution 

It has been crucial to prepare state of the art research in three areas: strategic 
alignment, enterprise architecture, and enterprise collaboration; this has helped 
identify trends in current literature, studying the models that have been presented and 
their relationships with one another, structuring main concepts and associated issues, 
analysing main ideas and common points, and identifying a large gap in the literature, 
due to the fact that there is not currently any documentation tying these three fields of 
research together. 

As a result of this gap, the concept of Inter-Enterprise Architecture (IEA) is 
proposed, looking for applications of the tools and methodologies of enterprise 
architecture, which have been developed for the individual enterprise, but adapting 
them in a collaborative environment between several enterprises that make up supply 
chains and networks. This will facilitate integrative collaboration processes among 
enterprises with their information systems and technology systems, supporting joint 
processes, reducing risks and redundancies, increasing customer service and 
responsiveness, reducing technology costs and allowing for alignment on multiple 
levels: joint business processes, Information and Communication Technology (ICT).  
In Fig. 1, currently complete work is summarized, and in the spotlight, the field of 
intended study is represented. 

The implementation of an IEA is part of establishing a set of architectural 
guidelines that ensure comprehensive development between models and inter-
enterprise needs, with joint business processes and ICT. This set of ICT strategic 
guidelines must be based on joint strategic planning and corporate recognition of 
business strategies and activities that support such planning. These guidelines will 
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Enterprise architectures are tools that provide business concepts, models and tools that 
enable the integration of the elements that comprise it. The supply chains or networks are 
a set of related companies where the principles of enterprise architectures can be 
extended to this type of collaborative organizations. 

In relation to research that combines the use of strategic alignment, business 
collaboration and enterprise architectures, there are no references found that take into 
simultaneous account these three fields of knowledge, but there are only articles that 
deal with different ways to combine two of these three disciplines.   

The line of research that arises from this analysis is to make a proposal for inter-
enterprise architecture in the context of collaborative networks based in Internet of the 
future, looking to achieve a real strategic alignment between joint business and joint 
information technology. This line approaches and combines the three disciplines 
analysed: enterprise architecture, strategic alignment and business collaboration.  

We want to continue working in this line of research seeking a proposal in future 
papers of a Reference Architecture for Collaborative Networks based in Future 
Internet. 
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Abstract. The GloNet network is an agile virtual enterprise environment for 
networks of SMEs involved in highly customized and service-enhanced products 
through end-to-end collaboration with customers and local suppliers (co-creation) 
in the solar park construction sector. A challenge that arises in this network is the 
effective management of the interactions among participating organizations and 
their customers. Some participants’ problems, that are not solvable with the 
working hard procedures of the project execution, might arise leading to some 
potential tension. Most of the times this tension is a result of soft “emotional” 
issues experienced in the collaboration “environment”. Considering these 
challenges and having in mind enhancing the quality of the interactions between 
the involved participating organizations, this paper describes a scenario for 
supervising collective emotions in the GloNet network context. 

Keywords: Emotions, Collective Emotions, Collaborative Networks, Product-
servicing Networks, Collaboration Health. 

1 Introduction 

In the current global and dynamic business environments we have been assisting to a 
growing trend towards developing highly customized products and services. This 
assumes the mass customization paradigm of providing individually designed 
products and services to customers by means of process flexibility and quick 
responsiveness [1]. Furthermore, besides the physical product, a number of business 
services add value to the product. 

The GloNet network aims to support an agile virtual enterprise environment for 
networks of SMEs interested in pursuing mass customization businesses through 
implementing the glocal [2] enterprise notion. This involves highly customized and 
service-enhanced products through end-to-end collaboration with customers and local 
suppliers (co-creation). 

A challenge in this network is the effective management of the interactions among 
participating organizations themselves and the customers, namely in what concerns 
the management of “soft” issues that are not solvable with the hard processes of the 
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project execution. These issues can include inter- and intra-organizational abilities, 
problems in keeping team cohesion, leadership, customers and the network as a 
whole[3]. It might also include external factors such as the participating organization 
itself, the people that stand for the organization, etc. In addition, one cannot forget 
that organizations are composed of people, and people have intrinsically associated 
emotions which are present in all interactions, so most of the times these conflicts are 
a result of emotions speaking for themselves. Considering these challenges, it is 
important to understand these psychological aspects and effectively manage the 
participating organizations by avoiding emotional conflicts[4]. 

In this context the main research question is: What could be a suitable set of 
models, methods and tools to promote emotional health in collaborative networks, 
namely allowing the diagnosis of the networks’ emotional state and assisting in 
conflicts resolution? 

In order to give an answer to this research question, this paper presents a business 
scenario for supervising collective emotions in the context of the GloNet project. The 
reminder of this paper is organized as follows: Section 2 identifies the relationship of 
this work to Internet of Things; Section 3 gives a brief description of the related 
literature namely the collective emotions in the collaborative networks context, the 
GloNet network and the characteristics inherent to business scenarios used in this 
application case; Section 4 presents the business scenario on collective emotions 
supervision services; and finally Section 5 concludes. 

2 Relationship to Internet of Things 

More than ever, “things” are more actively present in our daily routines either at our 
homes or at business. According to Sandmaeker et al. [5]Internet of Things (IoT) “is a 
integrated part of the Future Internet and could be defined as a dynamic global 
network infrastructure with self-configuring capabilities based on standard and 
interoperable communication protocols where physical and virtual “things” have 
identities, physical attributes, and virtual personalities and use intelligent interfaces, 
and are seamlessly integrated into the information network”.  

In product-servicing collaborative networks IoT might be applied through embedding 
smart devices able to interact and communicate among them and with the environment 
by exchanging data and information and reacting autonomously to events (e.g. the data 
exchanged by the embedded sensors in the solar plant help in the optimization of 
processes, refinement of schedules, improvement of logistics, etc.).In such networks, the 
communication, which may be remote, between participants (people on behalf of a 
company) and the system might be through multiple smart devices such as mobile 
phones, tablets, laptops, etc. These will give rise to a large amount of data from 
processes, products, communication interactions and business services systems. Here 
emotional information might be identified through communication flows and peer 
interactions intensity which will be then translated into emotional evidences to the 
emotions-oriented supervision system. In addition, the work presented in this paper 
might contribute to the future developments of IoT in what concerns network context 
awareness and distributed intelligence problem solving. 
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3 Related Literature 

3.1 Collective Emotions in the Collaborative Networks Context 

Collective emotions have been defined in a relatively general way as emotions that 
are shared by large numbers of individuals in a certain society [6] while group-based 
emotions are defined as emotions that are felt by individuals as a result of their 
membership in a certain group or society [7]. According to Bar-Tal, et al. [8], both 
concepts suggest that individuals may experience emotions, not necessarily in 
response to their personal life events, but also in reaction to collective or societal 
experiences in which only a part of the group members have taken part. But while the 
former concept suggests that group members may share the same emotions for a 
number of different reasons, the latter refers only to emotions that individuals 
experience as a result of identifying themselves with their fellow group members [8].  

Emotions are undeniably present in Collaborative Networks, because they are 
composed of people (representing the CN member organization) interacting, 
collaborating and sharing common goals. Each participant brings their own emotional 
tendencies to the network, and the composition and interaction of those emotions 
produce an emotional energy that goes beyond the tendencies of individual members. 
On the other hand, individual members may also experience emotions in reaction to 
the collective emotion shared by the collaborative network. 

In this context, it is interesting to inquire to what extent collective emotions 
influence the normal operation of CNs.   

3.2 Product-Servicing Network – GloNet Network 

GloNet focuses on collaborative environments for networks of SMEs involved in 
highly customized and service-enhanced products. The project aims at supporting the 
notion of glocal enterprise with value creation from global networked operations and 
involving product-service linkage, and management of distributed manufacturing 
units, in collaboration with customers and local suppliers (co-creation)[2, 9]. 

Further to service-based enhancement, there is a growing trend in manufacturing to 
move towards highly customized products, ultimately one-of-a-kind, which is 
reflected in the term mass customization[1]. In fact, and according to Piller [10], mass 
customization refers to a customer co-design process of products and services which 
meet the needs/choices of each individual customer with regard to the variety of 
different product features. Important challenges in such manufacturing contexts can 
be either obtained from the requirements of complex technical infrastructures, solar 
parks, intelligent buildings, etc. 

The guiding use case in GloNet is focused on the production and lifecycle support of 
solar energy parks. The norm of operation in this industry is that of one-of-a-kind 
production. The results (products and services) are typically delivered through 
complementary competences shared between different project participants 
(organizations can range from mechanical and electrical companies to software product 
development enterprises in the area).A key challenge is the design and delivery of 
multi-stakeholder complex services along the product life cycle (typically 20 years). 
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3.3 Business Scenarios 

The development of business scenarios is an important technique that helps in better 
characterizing requirements, identifying and understanding business needs, and thus 
provides important inputs for the next phase of the emotions-oriented supervision 
system development: the design of the system architecture [11]. 

Although the concept is not precisely defined in the literature, the adopted notion 
here is that a business scenario represents a significant business need or problem in 
the target domain. In other words, it provides a reasonably extensive description of a 
business problem, which enables individual requirements to be viewed in relation to 
one another in the context of the overall use case / target domain [12]. 

Taking into consideration that GloNet aims at designing and developing support 
environments for SME networks, a number of networked structures based on the 
foundations of collaborative networks [13] are identified: (i) Long-term strategic 
alliances; (ii) Customer related communities; and (iii) Goal-oriented networks. For the 
business scenario developed in this paper the focus will be on the Long-term strategic 
alliances, which typically involve product/project designers, manufacturers, service 
providers, and some support entities, configuring a kind of virtual organizations breeding 
environment (VBE). A VBE represents an association of organizations and a number of 
related supporting institutions, adhering to a base long term (formal or informal) 
cooperation agreement, and adopting common operating principles and infrastructures, 
with the main goal of increasing their preparedness towards rapid configuration of goal-
oriented networks (Virtual Organizations/Virtual Enterprises - VO/VE). 

In this way, a business scenario to supervise collective emotions in the context of 
the GloNet network was considered and developed. The following main elements are 
considered: (i) Description and purpose; (ii) Goals, outcomes and main features, (iii) 
Environment and actors; (iv) Details on actors, roles and responsibilities; and (v) 
Business processes. In addition to tables and textual descriptions, the following 
formalisms are adopted to help characterizing the business scenario: i* (i-star) to 
describe actors, individual and common goals, tasks and their inter-relationships[14]; 
and BPMN – to represent business processes[15]. 

4 Business Scenario: Collective Emotions Supervision Services  

4.1 Description and Purpose 

The purpose of this scenario is to explore the feasibility of supervising collective 
emotions in the context of product-servicing networks. The main idea underneath this 
scenario is to illustrate how “emotional issues” of collaboration might be handled and 
supported by ICT.  

Supervising the emotional interactions within the network will provide multi-
modal emotional input for achieving awareness of the participants as well as the 
collective emotional state. The supervision system should offer mechanisms to 
perceive what is not emotionally working and, with or without the administrator 
intervention, make the necessary adjustments to promote the level and “health” of 
collaboration. 
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4.2 Goals, Outcomes and Main Features 

Table 1. Goals, outcomes and main features of the collective emotions supervision services 

Goals Description Outcomes Main Features 

Monitor 
network 
collective 
emotions 

Monitoring all the 
participants’ interactions, 
seeking for emotional 
anomalies. These 
malfunctions might 
occur when participants 
are socializing, 
negotiating a new 
business opportunity or 
when co-working in a 
project. 

A service that 
provides mechanisms 
to identify and 
monitor the 
emotional state of the 
network. This service 
will provide 
emotional 
information 
according to the 
overall state of the 
network and will 
support an alert 
mechanism 
whenever something 
unusual is detected. 

- Mechanisms to collect 
and configure member 
emotional evidences. 

- Mechanisms to identify 
and characterize 
collective emotions 
accordingly. 

- Mechanisms to 
scrutinize all 
interactions looking for 
emotional flaws.   

- Alerts are fired when 
changes in the 
emotional state are 
noticed. 

Collective 
emotion 
fault 
analysis   

After detecting that 
something is not properly 
working, a first analysis 
of the occurrence, 
identifying the emotional 
fault, should be done. 

A service that 
provides mechanisms 
to conduct a 
comprehensive 
diagnosis in order to 
identify the 
emotional fault. 

- Mechanisms to identify 
and characterize the 
detected emotional 
anomaly. 

- Delivery of the 
identified emotional 
fault. 

Suggest 
healing 
actions 

Once identified the 
emotional problem, a 
healing process is 
suggested with the aim to 
restore the emotional 
state of the network to 
normalcy. 

A service that 
provides healing 
actions to the 
diagnosed emotional 
fault.  

- Mechanisms to evaluate 
and analyze the 
“situation” and assess its 
potential impact on the 
network. 

- Creation of an action 
plan to heal the 
identified problem. 

- Healing action logs. 

Suggest 
preventive 
actions 

A continuous assessment 
of the possible future 
emotional conflicts 
among participants is 
assured by suggesting 
preventive actions.   

A service that 
predicts potential 
conflicts or tension 
inside the network. It 
aims to suggest 
preventive actions 
for the sake of the 
network emotional 
equilibrium. 

- Mechanisms to evaluate 
and analyze the possible 
emotional conflicts and 
assess its potential 
impact on the network. 

- Creation of an action 
plan to prevent the 
potential problem. 

- Preventive action logs. 
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4.3 Environment, Actors and Their Roles 

This scenario envisages the long term strategic alliances (represented as VBE). The 
involved actors may be individuals and/or organizations that can play the following roles: 

 

VBE Administrator. The VBE Administrator is responsible to supervise the 
collaborative health of the network by taking the necessary decisions in order to 
ensure the collective emotional equilibrium.  

 

VBE Member. VBE Members are responsible to make emotions evidences available 
to the VBE Administrator allowing in this a proper emotions supervision. 

 

VBE Emotions Critical Situation Manager. The VBE Emotions Critical Situation 
Manager is responsible to diagnose and propose healing solutions whenever the VBE 
Administrator is informed by the monitoring system that an emotional anomaly 
occurred. It is also responsible to suggest preventive measures whenever the VBE 
Administrator perceives a potential thread in the emotional state of the network. 

 

Fig. 1. i* Strategic Dependency Model for Collective Emotions Supervision 

4.4 Details on Actors, Roles and Responsibilities 

 

Fig. 2. i* Strategic Rationale Model for Collective Emotions Supervision (partial view 1) 
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Fig. 3. i* Strategic Rationale Model for Collective Emotions Supervision (partial view 2) 

4.5 Business Processes 

The collective emotions supervision services scenario envisages the following main 
business processes: 

 

1) Collective emotions characterization and evidences configuration process 
2) Collective emotions monitoring process 
3) Collective emotion anomaly diagnosis process 
4) Healing actions process 
5) Preventive actions process. 

Collective emotions characterization and evidences configuration process. This 
process is conducted by the VBE Administrator and interacts with the VBE Members 
in order to identify and characterize the collective emotions associated to the VBE. In 
a second phase of the process the VBE Administrator identifies and configures what 
are the emotional evidences necessary to keep under monitoring in order to maintain 
the emotional health of the VBE (Fig. 4). 

 

Fig. 4. BPMN diagram of collective emotions characterization and evidences config process 

Collective Emotions Monitoring Process. This business process, conducted by the 
VBE Administrator, comprises the continuous monitoring of emotion evidences 
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within a VBE and, when an anomaly that puts in jeopardy the emotional “health” of 
the network is detected alerts are triggered (Fig. 5).  

 

Fig. 5. BPMN diagram of collective emotions monitoring process 

Collective Emotion Anomaly Diagnosis Process. This process, which is activated 
by the monitoring process whenever an anomaly is detected, is carried out by the 
VBE Emotional Critical Situation Manager and aims to identify and characterize and 
finally deliver the emotion anomaly (Fig. 6).  

 

Fig. 6. BPMN diagram of the collective emotion anomaly diagnosis process 

Healing Actions Process. This process is activated, with a message containing the 
characterized emotion anomaly, to the VBE Emotional Critical Situation Manager 
which is in charge of developing a healing action plan and delivers it to the VBE 
Administrator. The latter, evaluates the suggested action plan and implements the 
actions accordingly. Finally the VBE Members are informed (Fig. 7).  

 

Fig. 7. BPMN diagram of the healing actions process 
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Preventive Actions Process. This process, which is activated by the monitoring 
process whenever a potential conflict is detected, is carried out by the VBE Emotional 
Critical Situation Manager which firstly identifies the collective emotion potential 
conflict, evaluates the situation and judges if the detected potential conflict is a thread 
to the emotional health of the network. If the decision is positive, then a preventive 
plan is developed and delivered to the VBE Administrator to be implemented. If the 
decision is negative, i.e., if the identified potential conflict does not put in jeopardize 
the emotional well being of the network then the process is terminated (Fig. 8).   

 

Fig. 8. BPMN diagram of the preventive actions process 

5 Conclusions and Future Work 

Product-servicing networks of SMEs aiming at develop customizable serviced-
enhanced products through the involvement of customers in the creation of product 
and services (co-creation) are being developed in the GloNet project. Such 
collaborative networks incorporate global networks of manufacturers and local supply 
chains in order to attack global business opportunities.  

Managing these networks is per se a great challenge, especially because several 
types of conflicts might arise among partners which might lead to a tension 
environment. This paper addresses collective emotions as potential drivers to generate 
conflicts in the GloNet network and presents a business scenario of a supervision 
system consisting on services to monitor, identify and heal the emotional state of the 
product-servicing collaborative network.  

This work intends to understand what should be the requirements to design and 
develop an emotions-oriented supervision system in collaborative networks. As such 
it represents only the design phase of the research project. Future work is planned on 
building a conceptual model of collective emotions in collaborative networks as well 
as building a conceptual framework aimed at developing a working definition of the 
involved concepts and their relationships, developing the purposed processes and 
validating the system. 

Acknowledgments. This work has been supported by the Collaborative Networks and 
Distributed Industrial Systems (CoDIS) Research Group of Uninova and partly by the 
GloNet project funded by the European Commission. 
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Abstract. The problem of service composition is of key importance in the Internet 
of Things paradigm. A composite Web Service can clearly determine how real life 
objects described as Web Services could interact with each other. This article 
proposes a non-functional parameters aggregation algorithm, used in composite 
service plan optimisation stage, taking into account the uncertainty of the non-
functional parameters. Also, an optimisation algorithm, using the proposed 
aggregation method, is presented to show the complete solution for the problem. 
In this proposition, the algorithm focuses on composite service plan optimisation 
with uncertain parameters with the given uncertainty description on example of 
uncertainty parameter. However, the proposed algorithm can be generalized, so it 
can be used also with other uncertain parameters. 

Keywords: QoS-oriented service composition, uncertain non-functional 
parameters, Service Oriented Architecture. 

1 Introduction 

In the Internet of Things paradigm real life objects can be described with Web 
Services. Web Services are often considered building blocks for composite services 
performing complex tasks. The same approach could be used in the Internet of Things 
paradigm to show how Internet users can interact with a composition of objects, 
which is more than simply a sum of its parts. This composability aspect of Web 
Services enables us to fulfil user requirements, which cannot be met by any single 
available Web Service. The service composition task in general aims to fulfil both 
functional and non-functional user requirements (the latter are known also as Quality 
of Service parameters). This paper focuses on the QoS-oriented composition and 
defines the problem as composite service plan optimisation with uncertain non-
functional parameters for each Web Service.  

The aspect of uncertainty of non-functional parameters is often omitted in the 
general service composition problem, however it is crucial to ensuring that the Web 
Service model is properly describing the real behaviour of the Web Service. In real 
life scenarios Web Services exist in dynamically changing environments and their 
parameters – like execution time or cost – vary, depending on other parameters 
values. Therefore Web Services, as real life objects, cannot be described with pre-
determined non-functional parameters values. 
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The subject of Web Services composition is often raised in literature. In various 
papers approaches like AI Planning [1][2], workflow based service composition[3] or 
template based service composition[4][5] were suggested. Those approaches mainly 
focus on satisfying the functional requirements for the service. With time more and 
more authors point that the semantics of composition, user requirements and of Web 
Services are not regarded sufficiently. Many take on the topic of QoS-Aware service 
composition focusing on fulfilment of non-functional requirements [6][7]. 

However in the QoS-Aware service composition approach the problem of non-
functional parameters uncertainty was often omitted. Papers where non-functional 
parameters uncertainty is only a side-topic to the general service QoS optimisation 
problem often use a simple probabilistic approach based on mean calculation for 
uncertain parameters, which is later used as a fixed value of given non-functional 
parameters[8]. Papers, which focus on the problem of non-functional parameters 
uncertainty, also utilize other probabilistic measures (i.e. skewness or curtosis) [9][10] 
to achieve reliable results. Some of them even propose a comprehensive solution for 
the problem of non-functional parameters uncertainty [11]. 

2 Relationship to Internet of Things 

Service Oriented Architecture (SOA) is an approach, in which some functionality of a 
web application can be provided as Web Services. Nowadays Web Services are still 
mostly useful to programmers, offering general operations that each can provide 
actions on multiple objects. In the future however, it is more likely that a single Web 
Service could be responsible for a single real-life object, like a light in a house or a 
TV. The latter is already possible but not popular as programmers still think about 
more general methods that help them handle multiple problems with a single snippet 
of code. However, this creates a demand for more monolithic environments, which 
stands in opposition to the SOA paradigm. It is true that operations (like “show device 
state”) will be available via Web Services and accessible remotely from different 
locations, thus making the system distributed, but single objects like TV, coffee 
express, fridge or washing machine will be only data in a database in a single 
centralized management system. In contrast, each device could be available via a Web 
Service and managed independently of another by various management systems. In 
fact, as in the Internet of Things paradigm, we could manage them in a direct manner, 
looking at Web Services as wrappings for real-life objects. 

In this context we cannot use a typical approach when a Web Service could be 
executed hundreds of times at the same time until the server can’t process any more 
requests. Here, the “execution time” of the object-based Web Service is not equal to 
duration of single use of that object but should rather be described in general (for 
instance with uncertainty), considering the demand on that object as usually two 
clients cannot use one Web Service at the same time.  
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3 Formal Problem Definition 

3.1 Service Composition 

In general, service composition process consists of two steps. First, the required 
functionalities and their interactions – i.e. control and data flow – are identified. 
Second, for a set of the functionalities appropriate candidate services are discovered 
from the repository and then selected in an optimisation task resulting in a composite 
service execution plan describing a required composite service.  

In this paper we will not describe a detailed approach on how candidate services 
are discovered and assume that a composite service execution plan with service 
candidate for each step of the plan is available. In further sections we will describe an 
algorithm for composite service plan optimisation, in which from sets of candidates 
for each step of the plan only one Web Service is selected in such a manner that the 
quality of the whole composite service, determined by QoS parameters, meets the 
non-functional requirements. 

A composite service plan, denoted by S, is described with a graph, in which nodes 
denote steps of the plan, which are in fact users functional requirements. We denote 
them by: 

 – i-th functionality (functional requirement, node in a graph) 
Candidate services are services that meet the functional requirements but differ in 

non-functional parameters. For each functionality  there are candidate services 
denoted by: 

 – j-th candidate service for functionality  
In the process of composite service plan optimisation, for each functionality , 

only one Web Service will be selected from a corresponding set of candidate services. 
The selection is in general based on non-functional parameters of each candidate, 

(referred to as Quality-of-Service – QoS attributes) like service execution time, 
service execution cost, service availability, service execution success rate, service 
reputation or service execution frequency. The quality of the composite service is 
determined by the quality of selected services, meaning that each services’ QoS 
property contributes to the QoS calculated for the whole composite service. 
Depending on the composite service structure (determined by the graph that 
represents the service plan) the non-functional parameters of the composite service 
will be calculated differently, with respect to the functional parameter type. For 
example cost of a composite service could be a simple sum of a cost of each selected 
service, whereas service execution time is a sum of execution times whenever services 
are executed one after another (in a series) and a maximum when services are 
executed in parallel. 

Non-functional parameters of a composite service are denoted by  to 
highlight that they we calculated in the process of aggregation of QoS parameters of 
services selected in the plan S, where k is an index determining for which non-
functional parameter of the QoS parameters vector (k = 1: execution cost, k = 2: 
execution time, k = 3: availability, k = 4: success rate, k = 5: reputation, k = 6: 
execution frequency), the aggregation is calculated. 
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Additionally a constraint (C )can be defined for each non-functional parameter: 
 A S C if k 1,2 time, costA S C if k 3,4,5,6 availability, etc.  

 

Finally, the quality criterion is defined as follows: 
 Q S  min w max A S  CC , 0 w max C A SC , 0  

 

where is a weight of the k-th QoS constraint defined by the user (k = 1,2, …, 6) 

3.2 Uncertainty 

As a base for our uncertainty model we use uncertain variable definition introduced 
by Bubnicki in [12]. In this approach one cannot define a certain value for a specific 
parameter but instead an expert defines a confidence index for a set of values, 
expressing his confidence that those values could be obtained. In general, the expert 
can define a function h that assigns parameters values to appropriate confidence index 
values. 

Typically, one would ask the expert if the value of a parameter belongs to some set 
D and then with function h, a certainty of that statement could be determined. 
However, in presented case we want to ask the opposite question. Assuming a certain 
degree of confidence (value for confidence index) we would like to determine what 
are the most certain values for the parameter. 

To be exact, in service composition, we would like to know what is the uncertain 
availability of a given candidate service , assuming that its confidence index is 
greater than c s c .Taking into consideration a certain demand d for the service 

and confidence index (stating that the demand was in the same timeframe), the 
approximated value of the k-th non-functional parameter of service is denoted as: 

 q c , d q , , q ,   
In the following sections we focus on the uncertainty coming from uncertain demand 
for a service and we give an example of uncertainty based on availability. 

4 Research Contribution and Innovation 

4.1 Service Plan Optimisation Algorithm 

The service plan optimisation algorithm presented in this paper is based on a 
combined approach using simulated annealing and tabu search. The general frame of 
the algorithm is as follows: first greedily find an initial plan, then if it doesn’t meet 
the requirements search for a neighbour plan. Innovations presented in our approach 
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The above is true assuming that function hd is dependent only on popularity d and not 
varying for different services. 

is a typical value of k-th non-functional parameter for a service sij if no 
uncertainty is present. 

4.3 Atomic Service Fitness Function 

The goal of a fitness function is to establish a local fitness score according to 
weighted QoS requirements and thus to define a single order on candidate services 
(for a given functionality) to jointly represent their various non-functional parameters. 
In initial execution plan generation algorithm this function is used directly for each 
functionality to determine greedily which candidate service is locally the best. 
 
Input:q  – value of the k-th QoS parameter of service sij; q |1 l m  – 

values of the k-th QoS parameter for candidate services for functional 

requirement φ  (there are mi of those services), set of candidate 

services SC 

Output: Aggregated QoS (fitness) estimate for the sij service 

 

1.   for each service sij in SC do 

2.    for k=1 to 6 do 

3. 

 q
  |    | for k 1,2 time, cost  |    | ,   |    | for k 3 availability  |    | for k 4,5,6 other  

4.   end 

5.   end 

6.   return w q ∑ w q  , , , , , w q ∑ w q  , , , ,  

 
In the above algorithm availability is a non-functional parameter with uncertain 

values, thus its normalization and summation with other parameters is not a typical 
sum but instead the fitness score for the atomic service is also an uncertain number. 

Then, depending on user approach (optimistic, pessimistic, average) appropriate 
order on candidate services can be imposed (based on maximum, minimum or 
average value). 

4.4 Service Plan Aggregation Algorithm 

This aggregation algorithm recursively establishes a vector of non-functional 
parameters for any composite service provided with a service execution plan S with 
QoS parameters for each of atomic services in that plan.  

The algorithm replaces sequence and parallel service structures with single services 
which QoS parameters are aggregated so that the new aggregated value is calculated 
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according to formulas in Table 1 (where is a value of k-th non-functional 
parameter of a service currently selected for functionality ). The general concept for 
such a Table is known in literature for composite service plan optimisation. Here, 
formulas for availability aggregation take into account the uncertain nature of this 
non-functionality. 

Table 1. QoS aggregation formulas for various non-functional parameter types 

Param. Cost Execution 

Time 

Availability 

(uncertain) 

Success 

rate 

Reputation Execution 

Frequency 

Sequenti

al 
q φ  q φ  q φ , q φ q φ 1n q φ  

1n q φ  

Parallel max q φ  max q φ  min q φ , min q φ min q φ 1n q φ  
1n q φ  

5 Discussion of Results 

The algorithms presented in previous sections allow for composite service 
optimisation, considering that some parameters are described with uncertain values. 
Regarding limitations of this paper only availability parameter was described in more 
detail, as its dependency on users demand on a service is most clear. Other non-
functional parameters like execution time or cost could also be presented as uncertain 
parameters and the main approach to optimisation wouldn’t have to be changed, 
however more in depth discussion would be needed. For instance uncertain execution 
time leads to significantly different h function shapes compared to availability 
parameter, depending on demand on that service. With each request for a certain 
service in a specific timeframe the uncertainty of expected experienced execution 
time (considered as waiting time and actual execution time) increases significantly, 
ranging from t to d*t, where d is the demand and t is the typical execution time. 

6 Conclusions and Further Work 

In this paper a service composition problem in the Internet of Things paradigm was 
discussed. We presented an algorithm for composite service plan optimisation with 
uncertain non-functional parameters. In the presented works some parts of the 
algorithm were presented in more detail, namely a method for calculating uncertain 
availability parameter value, estimation of fitness function for service candidates with 
uncertain parameter and a method for aggregation of non-functional parameters of 
services considering series and parallel composition structures. 

Algorithms presented in this paper will be included in the PlaTel platform for 
composition and management of telecommunication services [13] and are a step in an 
on-going research on composite service composition and its application to various 
domains like telecommunication sports or transport. Further testing of the algorithms 
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will be performed in the PlaTel framework, using an advanced testing framework for 
Web Services currently in development. 

Further work will focus on uncertainty description of other non-functional 
parameters besides availability. Finally, more research will be done in the matter of 
demand for a service at a specific timeframe, how that timeframe is established and 
how it can influence uncertainty of parameters in other timeframes.  
Acknowledgments. The research presented in this paper has been co-financed by the 
European Union as part of the European Social Fund. 
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Abstract.In this work the topic of service composition scenarios is introduced 
and discussed with the use of leading example of service composition in the 
transport domain. The example is used to visualize the connection to the 
Internet of Things paradigm. The service composition itself is defined with a 
holistic approach, describing all steps of the proposed composition process like: 
requirements definition, requirements decomposition or aggregation using 
domain ontology, composite service structure construction, service discovery, 
structure and service plan optimization. Lastly, implementation of service 
composition with service composition scenarios is discussed. 

Keywords: service composition, Service Oriented Architecture, service 
composition scenarios. 

1 Introduction 

The demand for quick delivery of new functionalities to applications is increasingly 
more significant in today’s world. Sometimes it can determine the future of a big 
company that cannot quickly adapt to new market requirements. To give an example, 
one can think of banks that needed to add Internet capabilities for their clients and 
their monolithic, enormous applications put them in a disadvantage, compared to new 
Internet banking companies. 

Web services have received much interest due to their potential in facilitating 
seamless business-to-business or enterprise application integration, allowing for 
building smaller component-based applications that could be easily replaced or 
extended with new functionality. 

When applications are distributed a new problem arises – how to connect their 
capabilities. One could hardwire services but this, assuming existence of hundreds of 
services in a company, would inevitably lead to problems with clarity of so designed 
systems. Functionalities obtained via service compositions allow for loose coupling of 
services, connecting them via their interfaces and allowing for easy 
interchangeability. Much work on the use of web services has been done in the 
context of Service Oriented Architecture paradigm [1]. 

Still, the trend of outsourcing more and more tasks to outside companies and 
personalization of systems, created a need for more automation and thus, focusing 
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interest on automated service composition. In the last decade many researchers have 
presented their approaches to service composition. Basic approaches presented the use 
of AI Planning techniques ([2]) or, on top of it, introduce other ideas like two-staged 
composition with abstract processes ([4]) and more recently [5]. Through the last 
years various other approaches were introduced, among them workflow-based ([6]) 
and template-based approaches ([7], [8]). More recent take on service composition is 
visible in emergence of semantic match making in service composition ([9]) and 
fulfillment the Quality of Service (QoS) requirements ([10], [11], [12], [13]). 

This paper focuses on another perspective. Rather than analyzing different methods 
for building abstract composite services, it is investigated what really are the 
requirements for the service composition and how a composite service can be 
obtained. To do this we must begin with the analysis of the leading example of 
service composition, namely, composition in the transport domain and present 
approaches of some other authors to this subject. 

The remainder of this paper is structured as follows. In Section 2 relation to the 
Internet of Things is discussed. Section 3 defines service composition problem 
definition and motivation for research. Section 4 presents research contribution and 
innovation. Section 5 discusses the applicability of proposed innovations. Finally, in 
section 6 concluding remarks and future research plans are presented. 

2 Relationship to Internet of Things 

Web Services are crucial to the Internet of Things paradigm. They allow for precise 
definition of capabilities of interfaced objects and interaction with them. Appropriate 
web description of real world objects will allow Internet users to define their 
requirements of those objects and their capabilities. Those requirements could be 
increasingly complex, leading to defining requirements of composite interactions 
between specific objects or, generalizing, requesting strictly capabilities and not specific 
objects. Such process of designing requirements and finding optimal selection of objects 
available via web services could be defined as service composition problem. 

In transport domain applicability of web services and service composition to the 
Internet of Things paradigm can be twofold. Typically, services could be divided into 
travel search and reservation services. However, in the context of the Internet of 
Things paradigm Web Services and service composition can look quite different than 
a typical operations-based service composition. If, in the travel domain, we define a 
task of travel composition then one could use services that interface real planes or 
flights to be taken and a sequence of flights from consecutive cities could be looked at 
as a composite service that consists of a series of Web Services. In the context of 
Internet of Things each flight or plane could be responsible for its own information 
management, registration etc., making it more natural to have separate services for 
each “thing” in the world. However, regardless of the choice of approach, both 
models recognize the existence of real world objects and define Web Services that 
mediate their use – whether it is a single service for one object or managing a set of 
objects of one owner. 
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3 Problem Definition 

3.1 Service Composition 

The service composition problem can be presented as transformation of user 
requirements into a composite service execution plan that fulfills them (Fig.1). 
Typically user will present both his functional and non-functional requirements, 
sometimes referred to as Service Level Agreement (SLA). To find a service that 
fulfills those requirements a three-stage approach is proposed: 

• structure: SLA with all required functionalities is defined and given a structure 
of a graph, where each node contains a functional requirement and edges that 
connect graph nodes define the required control flow, 

• scenario: the set of edges of the graph is extended so that the graph is consistent 
(complete information about order of execution of all functionalities is known) 
and service repository is searched in order to find services capable of providing 
requested functionalities; the main goal of this stage is to find services that fulfill 
each of the requirements but may differ in non-functional parameters (this part is 
usually performed using semantic filters) 

• optimal execution plan: for each vertex representing a required functionality 
only one service is selected (from candidates gathered in the previous step), in 
such a manner that all the services in the structure fulfill the non-functional 
requirements (this is determined according to the aggregated QoS parameter 
value of the whole composite service) 

 

More details on the three-stage service composition and algorithms for this approach 
can be found in [14].  

 

Fig. 1. Stages of service composition approach 

3.2 Motivation 

What is a service? In aerial transport domain, is it a single flight from A to B or a 
flight-searching component that is connected to a database of “A to B”-like flights. 
A programmer would more likely choose the latter, however, in the Internet of Things 
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paradigm it is not so obvious. The distinction is deeply dependent on when and how 
would we want to use such a service and, getting closer to the topic of service 
composition, what would a composite service look like and how or when would we 
want to compose it. Those questions are very often omitted in literature and authors 
propose a real life motivating example but quickly switch to abstract ideas mixing all 
types of composition approaches and neglecting the notion of describing in which 
situations composition algorithms should be used. 

For example in [15] (see Fig. 2) a composite service is comprised of a 
TravelPlanner service and services like AirlineBooking, HotelReservation and 
CarRental. However, this shows how often two different roles are mixed together: of 
a designer and a final user. The designer does not need the automated composition to 
create such a service and the user does not want to know that a TravelPlanner service 
exists and will not demand it. Thus, no one needs such composition. This happens 
because TravelPlanner service and HotelReservation service are not of the same kind 
and it should not be the goal of service composition to achieve such a service in one 
end-to-end process at a single time. 

 

 

Fig. 2. Travel Planner composite service 

4 Research Contribution and Innovation 

4.1 Client and Provider Perspective Distinction 

From the client perspective the actual focus is put on the result of the requested 
service and not the service itself. When we imagine our clients’ actions, they do not 
originate in a Google-like web service search engine. In fact it is more probable that 
the client already is on a travel-planning site and so the service composition request is 
not at all random and in should not be treated as generic with a generic composition 
approach. In this context we should rather empower the provider with the right tools 
to build appropriate, simple and domain-specific web forms, rather than to use some 
kind of generic tools e.g., graph-based composition user interface to generate requests 
similar to one presented in Fig.2. 

When describing the providers’ perspective, it is necessary to understand that the 
composite service provider does not have to be the provider of web services used in 
the composite service. In fact, he could be seen as an intermediary between a client 
and the actual web service provider. His goal is to create such a service that the client 
would want to use and to that purpose he would typically use manual composition 
approach. He would not want to automatically compose a service as in Fig. 2 and 
definitely would not want to burden the user with such a task or risk that the 
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composition algorithm will omit crucial parts of the composite service like 
TravelPlanner service. However, he does not want to create and maintain dozens of 
possible composite services that differ in the selection of airline, bus, train, car or 
hotel reservation depending on what are the users’ current needs. What he would like 
is to manually define some kind of template that would want to allow a controlled 
composition to be dynamically performed for the user, while determining the limits 
and behavior of such a controlled composition mechanism. 

4.2 Service Composition Scenario Definition 

For this purpose we present a scenario driven dynamic and data driven service 
composition approach. Scenarios, that define the scope of the composition, are 
defined manually by the composite service provider along with the basic template 
describing what parts of the composite service should remain constant. 

Fig. 3 presents such a scenario where the user actions and travel planning services 
are statically bound at design time and other parts of the composite service are 
represented as dynamic composition requests that will result in the composition and 
execution of a composite service so that the service composition is dependent on the 
data received from the previous step. 

 

Fig. 3. An example with a composition scenario 

The stages of dynamic composition can be further controlled in the service 
composition scenario with: 

- limiting the set of candidate services, 
- choice of a single-step approach, selecting Web Services directly, as in AI 

Planning techniques or a choice of a two-step approach, first selecting abstract 
services and then performing dynamic service discovery and binding, 

- selecting a goal-based technique over a keyword-based technique, 
- if possible, preferring parallel structures over series or series when some 

services need data from the previous services and should be composed in such 
a way. 

 

With such approach the composite service provider can deliver a single composite 
service that will be partially recomposed at runtime, assuming that he can deliver 
appropriate data with the UserRequest or TravelPlanner service. 
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4.3 Advanced Composition Scenarios 

In previous sections, in order to avoid confusion, a simple example taken from 
literature was used. However, even that example is in fact not what the composite 
service provider would want. The TravelPlanner service would have to have access 
the data from all providers i.e., airline, hotel and car provider or more if the user 
would want to use train instead of a plane. Also, the data would be accessed via Web 
Services and this would stand in contradiction with the SOA paradigm that services 
should not execute other services directly. In fact, the travel planner should be a 
composition of search services, dynamically composed based on users requirements 
(see Fig. 4). Only then a merging of results may happen and a suggested travel plan 
that is valid in each option should be delivered to user interface. 

 

 

Fig. 4. Example of an advanced composition scenario 

The example in Fig. 4 also shows that the difference between selection and 
reservation could be easily neglected when designing a domain example, however, it 
presents itself with important implications such as wrong placement of the user 
confirmation service (in Fig. 2 it is after the reservation services). And if the human 
operator can get it wrong, how the automated composition could know it. 

5 Discussion of Results 

In the motivation in section 3 it has been briefly mentioned that it is possible to 
compose services using them as immediate interfaces for singular real world objects 
(namely one service corresponds to one object or operation like flight from A to B). 
However, most examples presented a typical approach with generic services. This 
does not mean, of course, that the general-purpose services don’t implement the 
Internet of Things paradigm. They still do but in such a scenario they are responsible 
for sometimes hundreds of such real world objects. 

Still, it would be valid to present a service composition of such “atomic” services. 
One could use composition scenarios presented in previous sections and in a dynamic 
composition component use AI Planning techniques for composition of a series of “A 
to B” travel services. However, to bring back the focus of this paper, we should 
consider why such a composition should be delivered. As an effect of such 
considerations one has to remember that for the user the reason for using service 
composition is in fact its results and, indirectly, its execution. Here, the execution of 
the travel service itself should be delayed in time and prior to that the reservation 
should be performed. Such composition could be useful with composing or 
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recomposing long running processes, when the user is in fact “inside” the process as it 
executes but this topic is beyond the scope of this paper. 

6 Conclusions and Further Work 

In this paper a topic of service composition in the Internet of Things paradigm was 
discussed. A motivating example for the need of different approach to service 
composition was introduced and, in that context, service composition scenarios based 
approach was presented and discussed. 

Further work will focus on detailed definition and systematization of various 
composition mechanisms to structure, scenario and optimal plan stages and their 
adaptation to the composition scenarios format. 

Research presented in this paper will be included in the PlaTel platform for 
composition and management of telecommunication services [16] as part of the 
composite service execution engine dynamic behavior component. This research is a 
part of ongoing research on service composition and its application to various 
domains like telecommunication, sports or transport.  
Acknowledgments. The research presented in this paper has been co-financed by the 
European Union as part of the European Social Fund. 
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Abstract. Recent advances in the development of information systems have led 
to increased complexity and cost in terms of the required maintenance and 
management. On the other hand, systems built in accordance with modern 
architectural paradigms, such as Service Oriented Architecture (SOA), posses 
features enabling extensive adaptation, not present in traditional systems. 
Automatic adaptation mechanisms can be used to facilitate system 
management. The goal of this work is to show that automatic adaptation can be 
effectively implemented in SOA systems using machine learning algorithms. 
The presented concept relies on a combination of clustering and reinforcement 
learning algorithms. The paper discusses assumptions which are necessary to 
apply machine learning algorithms to automatic adaptation of SOA systems, 
and presents a machine learning-based management framework prototype. 
Possible benefits and disadvantages of the presented approach are discussed and 
the approach itself is validated with a representative case study. 

Keywords: SOA, adaptive manager, machine learning. 

1 Introduction 

The growing complexity of modern IT systems hinders effective administration, 
resulting in increased maintenance costs. Geographical distribution of services, 
dynamic workflow enactment and on-demand service selection improve the systems’ 
scalability and flexibility but do not foster their overall manageability. It should be 
noted, however, that contemporary architectural paradigms such as Service Oriented 
Architecture (SOA) [1] or Internet of Things (IoT) [2], provide sophisticated 
adaptation features [3,4]. Flexibility in terms of service/sensor coupling, instant 
binding or semantic message routing can be used to modify information flow between 
system components during runtime, affecting processing speed. Such extensive 
adaptation opportunities are characteristic of modern design approaches and can be 
leveraged to solve problems associated with system management and administration 
through automatic or semi-automatic adaptation. 

Issues involved in the adaptation process of enterprise systems are addressed by the 
well-known MAPE adaptation pattern [5], which introduces four elements 
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(Monitoring, Analysis, Processing, Execution) necessary in every adaptation 
framework. This paper presents a new approach to implementation of the Analysis 
and Processing elements of the MAPE pattern based on a combination of two types of 
machine learning methods. A clustering algorithm is used to provide automatic 
recognition of similar system states and grouping them into subsets (called clusters), 
based on information provided by the Monitoring element interface (e.g. regarding a 
system load or observed bottlenecks). The goal of further processing is then to find a 
mapping between the clusters and adaptation actions provided by the Execution 
element interface (e.g. a service replication, routing changes or resources allocation). 
These actions should be assigned to clusters in such a way that execution of actions 
attributed to a cluster to which a current system state has been assigned increases the 
overall system QoS (Quality of Service). In order to find a mapping which satisfies 
this condition, a reinforcement learning algorithm has been devised. The paper 
explains how such a combination of machine learning methods can effectively and 
flexibly implement the MAPE pattern in service-based systems and discusses 
assumptions which have to be met by an adaptable system in order to be applicable to 
our solution. The proposed approach to MAPE is evaluated on the basis of a proof-of-
concept implementation. 

The paper is organized as follows: in Section 2 the relationship between the 
proposed approach and IoT architectures is discussed. Section 3 briefly presents 
related approaches to MAPE implementation. In Section 4 a machine learning-based 
approach to implementation of the MAPE pattern is elucidated. Section 5 shows how 
the concept has been implemented in a prototype framework and which algorithms 
have been chosen. Section 6 discusses evaluation results while Section 7 concludes 
the paper and discusses future work. 

2 Relationship to Internet of Things 

Adaptation issues are widely present in various aspects of IoT systems. The vast 
quantities of objects involved in such systems, huge amounts of information 
produced, chaotic working environments and the need for autonomous control make 
efficient and flexible adaptation a crucial part of many IoT solutions. Implementation 
of the MAPE pattern in IoT architectures requires dedicated monitoring and execution 
layers which can cope with such issues. Since the approach presented in this paper 
does not impose any specific monitoring and management framework, it can be 
applied to IoT infrastructures as well as to other manageable systems. 

3 Related Work 

Existing approaches to implementation of the MAPE pattern are based on rule/policy 
engines, decision theory or fuzzy logic. The use of machine learning techniques for 
SOA system adaptation is only partially covered in existing papers. An approach to 
context-based adaptation in production systems based on data mining techniques has 
been proposed in the Self-Learning project [6], which bases in part on learning and 
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adapter modules. Nevertheless, recent publications released by this project do not 
clearly point to any particular data mining algorithms and do not present any 
evaluation results. Other existing papers focus on machine learning-based selection of 
web services [7,8] and reliability assessment in SOA systems [9]. Although these 
approaches can partially solve the issue of automatic management of service-based 
systems, they do not constitute a complete implementation of the MAPE pattern. 

4 Machine Learning-Based Approach to MAPE Pattern 
Implementation 

Most existing machine learning algorithms operate on sets of n-dimensional real valued 
vectors x є Rn. Unsupervised learning methods, i.e. clustering algorithms, operate 
directly on such sets, whereas in the case of supervised learning methods or 
reinforcement learning algorithms an additional value, y, is assigned to every vector and 
interpreted as the “correct answer” to it. The goal of the analysis and processing 
elements of the MAPE pattern is to find out which action offered by the execution layer 
should be invoked in a specific system state. To achieve this goal using machine 
learning methods we have to represent system state as an n-dimensional vector, while 
the action suitable for a given system state is equivalent to the “correct answer” value. 
Based on these observations, the system state at point t is represented as x(t) є Rn, 
whereas the set of all observed system states at various points in time (x(t1), x(t2), ..., x(tm)) 
will be called the system state space X. It is important to stress that vectors x(t) should 
contain all available information about the system which should be taken into account 
during management, including the working context and current configuration. 
Representing the state of a system in the form of a vector of real values may seem 
somewhat constraining, yet even those parameters which are expressed in non-numeric 
form (e.g. strings or enumerations) can usually be converted to numeric values by 
applying appropriate mappings. Since the main goal of our approach is to manage a 
complex system in a way which increases its overall QoS level, the system state vectors 
are assumed to reflect the QoS experienced by users in some way. Certain system 
parameters directly reflect QoS (e.g. processing time), whereas in more sophisticated 
cases the QoS level can be calculated with evaluation function e(x). 

The management interface which constitutes the execution element of the MAPE 
pattern, is assumed to be represented as set of values: A={a0, a1, .., ak}, consisting of 
the available adaptation actions. In order to avoid contradictions and discrepancies 
during learning we have to assume the action set A meets several conditions. First of 
all, there are no duplicate actions in the set, since most learning algorithms use 
injective functions to produce the “answer value” ai. Furthermore, we assume that 
every action ai can be repeated any number of times and the actions are stateless (i.e. 
no action has a different effect when invoked several times in the same system state). 
Finally, it is necessary for the actions to be independent of each other, meaning that 
no action should require prior execution of any other action. If some actions have to 
be invoked in a specific sequence, they should be represented as a single action. 
These assumptions are not challenging and every well designed management 
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framework usually satisfies them all. In order to make actions comparable to “correct 
answer” values returned by learning algorithms, the actions should be bijectively 
mapped to numbers, e.g. simply enumerated. In order to facilitate implementation, 
both sets (X and A) are assumed to be fixed for each given adaptable system. 

Given the system state and management interface we can precisely define the 
overall framework goal. Roughly speaking, the framework should perform actions 
from the space A (e.g. service launch or migration) so that the adaptable system 
provides the best possible QoS level for end users. From a mathematical view point, 
this problem can be divided into two subproblems. The first subproblem is clustering 
the system state space X into a set of non-empty sets {C1, ..., Cl} which should be 
characterized by the maximum possible homogeneity of elements within each set (e.g. 
lowest sum of distances between the elements of Ci) and the maximum possible 
diversity between sets (e.g. greatest sum of distances between the {Ci} sets’ 
centroids). The Ci sets can evolve during system runtime, reflecting changes in the 
system and its working environment. The second subproblem is mapping the 
clustered system state space {Ci} onto actions: the framework has to find a mapping 
∀i=1, ..., l F: Ci→(aj: j=0, ..., k(Ci)) such that the execution of actions returned by the 
mapping F when the system state belongs to the cluster Ci causes ∑i e(x(ti)) to assume 
its lowest possible value. The function e(x(t)) is the overall system QoS evaluation 
metric calculated using state vectors x(t) whose values are inversely proportional to the 
condition of the system. Applying F yields a sequence of actions with length k(Ci), 
sorted from the most appropriate to the least appropriate one (for a given system state) 
– thus we can say that mapping F reflects the adaptable system model. The first 
subproblem may seem unnecessary as one might claim that actions could be assigned 
directly to system states x(t). In reality, however, this assumption is only satisfied by 
very small systems, where X can be modeled e.g. as a small finite state machine. In 
most real systems – especially complex enterprise SOA solutions – this assumption is 
no longer valid. In such cases the space X is usually infinite and multidimensional, so 
that both elements are essential in order to accomplish the framework objectives. 

The first task is a well-known clustering problem, the only major issue being that 
the clustered space X is not known a priori, but is instead constructed during runtime 
by aggregating x(t) vectors. This issue can be solved using online clustering methods 
which are designed to cluster data streams. In turn, the second task leads us to the area 
of reinforcement learning algorithms which are used to teach computer systems how 
to act in different situations in order to achieve a given goal. The learning mechanism 
in such algorithms is based on rewards, usually represented as a single real number. In 
our case the situations are represented as state vectors x(ti) at different points in time ti, 
whereas the reward constitutes the system evaluation metric e(x). The reinforcement 
learning algorithm returns a function, hθ(x), called the hypothesis, which provides 
“correct answer” values for different vectors x. In our approach this function is 
equivalent to mapping F – the returned sequence of actions comprises set A, which is 
calculated on the basis of differences between actions from A and the hθ(x) function 
results. The final necessary element is normalization of state vectors x(t). Since most 
machine learning algorithms require input vectors to have all elements normalized to 
a common range of values, a normalization function has to be applied to all state 
vectors prior to clustering. The approach is depicted in Fig. 1. 
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Fig. 1. The machine learning-based approach to the MAPE pattern 

The bottom part of Fig. 1 presents an SOA system subjected to adaptation. Above, 
four elements of the MAPE pattern are shown. The monitoring and management 
interfaces are assumed to be provided by external frameworks which can be tuned to a 
specific adaptable system (provided that they meet the assumptions previously stated). 
The monitoring interface returns vectors x(t) composed of real values representing 
system states. The management interface exposes A – the set of management actions 
available in the system. The analysis layer consists of two services: the normalizer 
service, responsible for mapping state vectors to an n-dimensional [0,1] hypercube, and 
the clustering service which, based on normalized |x|(t) vectors, extracts clusters {Ci} 
representing groups of similar system states. Each cluster represents a pool of system 
states which significantly diverge from all other states. By assigning vector |x|(t) to an 
appropriate cluster, the framework can check whether the adaptable system currently 
belongs to the best possible cluster. This information, along with the current QoS 
evaluation metric derivative ∂e(x)/∂t calculated as a differential approximation from 
several successive observations of e(x), is used by the processing layer to select actions. 
When sgn(∂e(x)/∂t) < 0 no management action is performed because even if the system 
state is not in the best possible cluster, it is improving and this trend should be 
maintained. If, however, sgn(∂e(x)/∂t) ≥ 0 and the system state does not belong to the 
best cluster, execution of a management action is necessary. In order to do so, a 
sequence should be returned by the reinforcement learning algorithm. A third case 
should be distinguished, with sgn(∂e(x)/∂t) ≥ 0  and the system already assigned to the 
best cluster. In this case we may not know why the system condition is deteriorating – 
whether due to brief fluctuations (e.g. caused by a slightly higher load) or more 
permanent reasons. Thus, a prediction algorithm could be applied to estimate the likely 
evolution of the system state. Every executed action is evaluated, and, based on the 
evaluation result, the reinforcement learning algorithm’s hypothesis function hθ(x) is up- 
or downregulated in order to improve future decisions. Evaluation bases on observation 
of system state changes reflected in the QoS evaluation metric derivative ∂e(x)/∂t over a 
period of time. If the system state remains poor and shows no signs of improvement 
(sgn(∂e(x)/∂t) < 0), another action from the list returned by the algorithm is executed 
and evaluated. This process repeats until the system state begins to improve. 
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The key advantage of the proposed approach is its independence of any specific 
system model. In contrast to other approaches, e.g. based on policy or rule engines, it 
does not require any initial configuration or specifications of the adaptable system’s 
model. Moreover, online clustering and reinforcement learning algorithms can 
dynamically adapt to changes in the model without reconfigurations or restarts. On 
the other hand, lack of initial knowledge about the managed system means that many 
incorrect actions can be taken during the startup phase, before the framework learns 
how to appropriately manage a given system. 

5 Approach Implementation and Applied Algorithms 

A prototype implementation of the approach described in the previous section is 
currently being developed. Its most recent version has been implemented as a set of 
OSGi [10] services providing the above mentioned features. The implementation 
consists of four services: the normalization service (responsible for state vector 
normalization), the clustering service (responsible for clustering), the strategy service 
(responsible for action selection and evaluation) and the evaluation service (providing 
the e(x) function values). 

Since the aim of the implementation is to validate the proposed concept rather than 
provide sophisticated functionality, the prototype relies on simple machine learning 
algorithms. Specifically, the clustering service implements a standard k-means 
algorithm to cluster state vectors collected over a period of time. In the future this 
algorithm will be swapped for an online clustering algorithm based on the PCA 
method [11]. As the reinforcement learning algorithm, a simple adaptive gradient 
descent implementation with a polynomial hypothesis function has been used. The 
main disadvantage of this algorithm is slow convergence – in the future we intend to 
apply a more efficient reinforcement learning algorithm. 

6 Prototype Evaluation Results – Preliminary Study 

The objective of evaluation of the prototype framework was to check whether it 
properly accomplishes its goals, i.e. invokes appropriate management actions when the 
overall system QoS level decreases, and to verify if the learning method is appropriate, 
i.e. whether the hypothesis function properly converges regardless of its initial 
coefficients. Both goals were evaluated on a load balancing case study in an SOA 
system. The simulated system consisted of three services. The first service had to invoke 
either the second or the third service in order to accomplish its functionality. By default, 
the first service used only the second service – thus the third service remained idle. The 
response time of the second service was highly dependent on the number of 
simultaneous invocations. As the number of concurrent requests grew, the service’s 
response time increased noticeably, affecting the overall system QoS. In such cases, the 
first service was expected to begin using the third service in order to balance load and 
avoid a decrease in the overall QoS. The simulated services have been implemented 
using the OSGi technology and deployed in an OSGi monitoring and management 
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framework provided by the AS3 Studio [12] toolkit. The monitoring interface was 
configured to monitor two parameters of the system: average processing time (APT) 
and invocation rate (IR). These two parameters were passed to the framework prototype 
as a single vector x(t) = [APT, IR]. The evaluation function was calculated as e(x) = 
APT + IR/2. The management interface exposed two actions: “do-nothing”, whose 
invocation did not affect the simulated system in any way, and “balance-load”, which 
activated load balancing in the first service for a period of time. As a result of the 
second action, the first service would begin dispatching its requests to both the second 
and the third service. The evaluation was performed on a computer with an Intel Core 2 
Duo 2.80 Ghz CPU and 4 gigabytes of RAM. The hypothesis function was a simple 
linear polynomial of two variables hθ(x

(t)) = θ0+ θ1x1+ θ2x2, where x1 = APT and x2 = 
IR. Tab. 1 presents evaluation results from three test runs. 

Table 1.   Evaluation results of the prototype framework 

Processing 
time speedup

Initial hθ(x) Final hθ(x) Convergence 
time 

Invalid 
actions 

24% 0.64+0.69x1+0.57x2 0.68+0.71x1+0.59x2 0:20 [h] 2 
21% 0.23-0.44x1+0.01x2 1.06+0.07x1-0.21x2 2:00 [h] 7 
19% -0.55-0.23x1-0.03x2 1.12+0.13x1-0.53x2 2:30 [h] 21 

 
Evaluation results confirm that the proposed approach to the MAPE pattern 

implementation is viable and properly accomplishes the stated goals. Processing time 
speedup was in the 19% - 25% range, depending on initial coefficients of the 
hypothesis function. The greatest speedup was observed for near-optimal initial 
hypothesis coefficients, because in this case the framework almost always executed 
the “balance-load” action when necessary. In other cases the framework executed a 
greater number of “do-nothing” actions, before it learned that this action was 
inappropriate for a high system load state. Convergence time was directly dependent 
on initial hypothesis coefficients. Better coefficients improved the algorithm’s 
convergence; however in all cases convergence was eventually attained (although 
with differing final hypothesis coefficients). 

7 Conclusions and Further Work 

The proof-of-concept evaluation of the approach proposed in the paper shows that 
machine learning methods can be applied to implementation of the MAPE pattern. Our 
combination of clustering and reinforcement learning algorithms properly identifies 
disruptions in system QoS and invokes appropriate management actions. The main 
advantage of the proposed approach is its independence of any specific system – the 
framework does not require any a priori knowledge about the adaptable system. 
Flexibility offered by online clustering and reinforcement learning methods means that 
the approach can be applied to SOA system adaptation as well as to IoT system 
management. The only evident disadvantage is its potentially long convergence time. 
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Further development will focus on more advanced algorithms for online data 
clustering and selection of management actions. The framework effectiveness and 
scalability will also be evaluated on much more complex case studies and real-world 
systems, e.g. a telemedicine platform, where maintaining a certain level of QoS is 
crucial. We also intend to improve the efficiency of our approach by implementing a 
system state prediction algorithm which could invoke management actions in order to 
prevent QoS disruptions. 
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Abstract. The Internet has become the main source of information for business 
and research activities. Despite the value of libraries supported by 
computational cataloging, there are far more opportunities to retrieve 
information on the Internet than in paper books. However, when we seek the 
Internet we get essentially chunks of text with titles and descriptors resulting 
from search engine’s activity. Albeit some information may contain sensorial or 
emotional contents, the search results come essentially from algorithmic 
execution over keywords by relevance. Our brain retrieves information about 
things in real world by capturing sensorial information and storing it with 
emotional experience. We can question why things in Internet are not 
represented in a similar way to human brain. The present research aims to 
support a new type of search by sensations and emotions in a path to model 
Things in Internet towards a human-like representation of objects and events, 
based on lessons learned from the human brain. 

Keywords: Knowledge Management, Neuroscience, Sensation and Perception, 
Internet of Things, Interoperability. 

1 Introduction 

In the last years, the Internet has evolved towards user’s needs in terms of expression 
of ideas with a boom in the blogosphere and then with the social networks allowing a 
real-time expression of actions and thoughts. With a computer or a smartphone, a 
person can express ideas and report events putting it online in murals or tweeting 
events as they happen. We can talk about a freedom of speech as anyone can say what 
they want and publish it to be available anywhere in the world. Diverse approaches 
where developed for users to organize their photos, to share whatever they want with 
friends colleagues or to all people. We may wonder what else could be provided to 
users that are more than a support for text and image or sound. The research reported 
in this paper addresses new approaches for users to interact with the web or with each 
other using the web.  

The main vision of the current work is to learn from the human sensorial interaction 
with the world and the way we perceive the world mediated with emotions. In general, 
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the authors want to learn and, as much as possible, replicate how the brain and the 
nervous system handles information and generates knowledge and wisdom. The 
research presented in this paper seeks for an enlarged sensorial representation of objects 
in the Internet and, in some cases, mediated with emotional information. The relevance 
of this work is extensible from the individual representation of episodes of a person’s 
life, as depicted in this paper (Fig. 3), to the opportunity of an enlarged object 
representation, either in an Internet of Things (IoT) context or, in a broad sense, as a 
generalization in the Internet with potential impact for Business, Social Networking or 
Education. 

In the next section, a modification is proposed on how Things are handled in the 
Internet, on an IoT context, by means of an enrichment of the description of those 
Things that relies on the inclusion of human perceptions and emotions.  

In section 3, the presented Research is contextualized in the framework of the 
ongoing doctoral studies. In section 4 the Methods and Associated concepts 
developed in the current research are presented highlighting its application in a 
knowledge management framework, and finally, section 5 presents Conclusions and 
Future work. 

2 Relationship to Internet of Things 

Internet of Things proposes an environment littered with communicating objects, with 
a pervasive presence around us of a variety of things, or objects, such as Radio-
Frequency Identification (RFID), tags, sensors, actuators, mobile phones, etc. These 
networked objects will play its role in both working and domestic fields, with 
scenarios in domotics, assisted living, e-health and enhanced learning as possibilities 
for this new paradigm with a leading role in a near future [1]. Considering the 
proposed different layers for an IoT architecture, it can be designed with a path 
starting on a perception layer, being its main function to identify objects and gather 
information. It is formed mainly by sensors and actuators, monitoring stations (such 
as cell phone, tablet PC, smart phone, PDA, etc.), nano-nodes, RFID tags and 
readers/writers [2]. But what can those assets tell us about human beings? Can they 
contribute to our perception of the world? Are they an extension of our sensorial 
organs? They can tell us about goods, flow of materials and technological devices, but 
what can they tell about people? From the development of cyber-physical systems 
(CPS) results a new range of possibilities of interaction with the physical world 
around us [3] but in order to advance that interaction a step ahead, we propose that 
computational resources meet our biological perception of the world by considering 
our sensorial capabilities. To close this loop, the inclusion of emotional information 
will better characterize objects or events by allowing an emotion-driven management 
of those objects. Considering the relevance of sensorial and emotional information as 
well as our relation with the world, by means of sensations and emotional regulation, 
we propose a model for representing things, supporting sensations and emotional 
information as depicted in the next figure. It represents a model that includes an   
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Fig. 1. Modelling things to include Sensations and Emotions 

association of sensorial information, as humans perceive Things in real world, along 
with support for emotional response to those objects or events 

The use of tagging technics, either automatic or made by users [4] will allow the 
description of objects, in a first stage, with either symbolic or textual information. In a 
later stage, as technology makes available new devices, we envisage that information 
can be retrieved by portable non-invasive devices. In an ideal scenario, using this 
model along sensorial and emotion-catching devices in an IoT world, it would be 
possible to automatically acquire sensorial and emotional information. 

3 Followed Research Method 

The on-going research is following the traditional research method based on research 
questions that result from a background observation with an hypothesis that will be 
tested over a design experiment, leading to results to be analysed and published on its 
major findings. The research path is focused on improving information systems, 
especially its aspects over the internet, taking examples from existing neuroscience 
models, in particular the Two-Stream Hypothesis [5], as a source of guidance for 
knowledge management for its perspective on a “where” and a “what” streams that 
also seem to be useful in a IoT vision of our interaction with the connected world.   

3.1 Research Question 

The research question defines the area of the interest for the authors and the problem 
they want to address. The selected question;  
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Q - How to improve information systems based on lessons learned from 
neuropsychology and neurophysiology? 

Is decomposed in the following sub-questions 
Sq1 - Does Sensorial and Emotional Information brings an added value to Internet 

objects for human usage? 
Sq2 - Would the two-stream Hypothesis of the brain be suitable for taking 

advantage of sensorial and emotional information for knowledge management? 
Those questions will be addressed with analogous kind of sensorial perception and 

emotional contextualization in handling Internet Objects. To pursue such approach 
some scientific challenges will be addressed on how to model things in the Internet 
with sensorial and emotional information for the search by the human brain. 

3.2 Background Observation 

The Internet as an information system takes us to a world mostly expressed on textual 
information. As support to written data there are pictures, music and movies. The 
human brain uses the five senses to retrieve, store, handle and later, seek for 
information to think and to establish correlations with newly acquired information. 

Many brain models have been constructed based on experiments and observation. 
From hundreds of years most of the great classical philosophers like Plato, Aristotle, 
Spinoza, Descartes, Hobbes and Hume, had recognizable theories of emotion [6] tried 
to develop cognitive models and understand how the mind works. Since those times 
many things changed. Today with Internet’s worldwide diffusion and its vast amount 
of information, would be desirable to use it as a veritable extension of the human 
brain [7], but in order to make it possible it is logical to support, along with the 
growth of information, new ways of representing objects as perceived by the human 
brain. In our research we consider that an unavoidable method, towards a brain-like 
representation of objects, is to include sensorial and emotional information. 

Considerations about the state of art on sensorial information in the Internet were 
made in our previous paper [8] where we propose a framework for knowledge 
management using the two-stream hypothesis. From that framework, based on 
sensations and emotions, it is necessary to go beyond state of art and develop models 
that would allow a human-like representation of Objects and Episodes. By Episodes, 
or i-episodes, we define the possibility of storing interconnected sensorial and 
emotional information segments, on i-episode, were that information makes sense as a 
whole to the person who experienced that place at that time. In the same line, we can 
relate sensorial and emotional experience of a person towards a Thing. In the next 
section the proposed hypothesis explore research paths to accomplish those goals. 

3.3 Hypothesis 

If we adopt selected brain models in order to improve knowledge management in 
particular or in the Internet, then the probability of presenting and finding information 
that meets our ways of perceiving the world will be higher. Getting more concrete 
with the following construction; 1) A new conceptualization of knowledge 



 Modelling of Things on the Internet for the Search by the Human Brain 75 

representation can support sensorial and emotional information 2) Support for meta 
information can foster sensorial and emotional representation methods 3) Semantic 
mediation can be supported by enlarged information and thus improving knowledge 
extraction and search results.  With this in mind we will extend the sensorial 
information to the five senses, or at least enable that potential, also associating 
emotions textually expressed or device captured.  Our primary goal is to facilitate 
better knowledge management by enabling different types of information 
representation and extraction based in sensorial and emotional tagging. 

4 Methods and Associated Concepts 

In our first exploration of the question, we took a look at a brain model and explored 
how it could be valuable to be applied in a technological framework. The basis for 
that was to observe that we receive images that are formed in the occipital region of 
the brain [9], then according to the two-stream hypothesis, the dorsal stream goes 
from the occipital lobe to the temporal lobe and is known as the “what stream” and 
the Ventral Stream goes from the occipital lobe to the temporal lobe and is known as 
the “where stream”[5]. 

Two findings are relevant in this theory; first, the brain tries to identify what is in 
the visual field, identifying Objects, mostly by comparing with memories. Then the 
brain tries to give spatial context by establishing a sense of location for the visual 
information Episodes. So the cognitive process starts with images at the visual cortex, 
then two streams follow a path thru other regions of the brain where the same process 
of analysis and comparison to existing records is extended to other recorded sensorial 
information, thus empowering the what and where context findings. And that is the 
area where, from our research strategy, technology meets the brain. The proposed 
approach relies on the establishment of a databank of sensations that could help us 
identify “what” are the Things in real world as we capture sensations. Then it can 
result in Episodes, if for a given person, a relation is established between a set of 
sensations giving us the “where”. As in the brain, it is supposed to store emotions 
associated with those sensations that give relevance to the objects or to events.  

Handling Emotions in Internet 
Emotions are what make us humans. They give meaning to our existence [10]. They 
reflect the effect caused on humans by the sensorial experience of the world. An 
important part of our information gathering behavior has always been to find out what 
other people think [11], thoughts and our perception of the world result in an 
emotional response that can be consciously assimilated and can simultaneously 
produce a physiological response. In affective computing, we can separately examine 
functions that are not so easily separated in humans [12]. We identified a lack of 
applications that consider emotion related aspects. This situation is mainly due to the 
great amount of proposed theoretical models and the complexity of human emotions 
[13]. So, in order to proceed with our framework design, we need to include emotions 
along with sensorial information, both represented, in an early stage, with tags.  
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Fig. 2. Proposed Framework for Knowledge Management 

This framework proposes an enlarged search using emotions and sensations that 
will result in episodes, being those unitary or complex and from a person or others. 
This search will be done in specific databanks with the most diverse sensations and 
emotions that, at the same time, consider clusters named Episodes. When an episode 
is validated by one or more users it will be reinforced and progress in relevance. 

The next challenge to the ongoing research is to gather and store related pieces of 
sensorial and emotional information in the form of episodes, a so called i-Episode, 
that makes sense to a person or to a group of persons. The result of that new type of 
search may be validated by the user and reinforce a possible classification e.g. 
beautiful sunset, amazing jump, good scent. The stored information, if publicly 
available, can be used by others to represent their sensations or reproduce their events. 

4.1 Design Experiment  

We want to prove that a framework inspired in the two-stream hypothesis, as 
described above, has a great potential for handling information in innovative and 
fertile knowledge bases. In order to accomplish that goal we need a new modelling of 
Things, similar to what our brain does, which is also in the scope of the research 
reported in this paper. In order to accomplish that goal, we exploit the retrieval and 
storage of information as it happens based on the two-stream hypothesis. This can be 
achieved by establishing a connection with ‘where’ it was and ‘what’ is represented. 
Then it will instantiate a knowledge base and harmonise it with existing information, 
which includes sensorial and emotional information, either by properly instantiate 
with retrieved knowledge or by semantic annotation. This could be backed by 
semantically-based Web Map Mediation Services a core of semantic and ontological 
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tools for mapping [14], mediation, annotation and what else found needed for 
pursuing the most consensual and interoperable solution as possible.  

In the next picture the proposed 
modelling approach supported by 
both a databank of emotions and 
other for sensations, with correlations 
that can be associated as episodes of 
a person’s experience in life. Those 
data banks can be populated by 
known sensations and emotions and 
will permanently be updated with 
user’s contributions that can be used 
by them or by others. When 
performing a query it is possible to 
find our own episodes but also 
other’s episodes if available publicly. 
The resulting queries, if validated by 
users can increase the bonds between 
objects and associated emotions or 
perceptions.  

As an example, if surfers associate a beach with good waves, soft sand and smooth 
sea scent then the occurrence of more validated results will reinforce such 
associations. In figure 3, three instantiations of the proposed data model result in a 
person’s set of episodes. Those episodes encompass selected emotions and 
perceptions for the person’s i-Episode description. Both emotions and perceptions are 
stored in specific databases, which use existing content or the user’s description, or 
measurements. As a result, a new form of modelling information allows richer 
sensorial descriptions and empowers existing knowledge. In terms of functionality, 
new services can be deployed, making use of sensorial and emotional information, 
providing more ubiquitously searching and finding of information. Comparing to 
existing solutions, we propose a framework that supports; 1) a new data model 
including sensorial an emotional information along with ‘traditional’ data. 2) a new 
approach to search on the internet by allowing new specific fields with the proposed 
data model 3) a modelling approach that supports correlations between sensations and 
emotions. As a result we want to change the established paradigm of Internet object 
description, allowing new methods for knowledge management.  The first stage 
consists in presenting a new data model that support sensorial and emotional 
information starting its filling process with an annotation sequence that is supported 
by an ontology [15]. On a second stage a framework is being developed to support the 
new object modelling, its storage, usage and retrieval in a seamless and standardized 
operating mode. Finally the objective will be to establish a methodology for the 
association process of sensorial and emotional information in order to promote the 
existence of i-Episodes. The final result will be a permanently growing knowledge 
base of Emotions, Sensations and Episodes. As an instantiation of what is described, 
imagine that a person stores diverse Episodes in life. These episodes can include sport  
 

 
Fig. 3. Emotions and Sensations collected and
clustered for a person as i-Episodes 
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events, music concerts and other events where the person describes sensations and 
emotions. With this reach variety of information it is possible that other persons 
attending the same events will able to find them on the Internet even with some 
disability, e.g. a blind can find the environment of a rock concert by searching the 
music and the food served at that precise event. People can share memories using 
sensations and emotions in databank, building their own set of Episodes. 

5 Concluding Remarks and Future Work 

The present work describes an approach to incorporate sensations and emotions in 
information available on the Internet but also to establish relations between different 
objects and its sensorial and emotional relation to persons. This is a challenging 
question and addresses a person’s centric content for the Internet. To accomplish 
those objectives we want to enable the creation of a person’s own episodes that are 
more than pictures, by the inclusion of their extended sensorial and emotional 
experience. At the present stage the authors to pursue the establishment of a bank of 
emotions and sensations that could be accessed by the person or by others when 
possible. The case applies for people sharing the same type of event, e.g. people 
attending the same party, the same sports event or even the same natural phenomena. 
Our objective is gaining consistency as we are enlarging the possibility of 
representing emotions and sensations, starting with the usage of tags, but allowing 
other representations of captured information from current, emerging and future 
technologies. In an ideal situation those episodes would be captured by portable or 
wearable devices or by communicating with the surrounding IoT connected devices. 

The novelty of the present work can be identified by the possibility of retrieve 
information related with the five senses and user’ emotions as part of Object’s 
representation and use it to increase the description of those Things. Then we explore 
the possibility of interconnecting that information as Episodes as in fact happens with 
a person’s experience. The conceptual goal addresses lessons learned from the Two-
Stream Hypothesis trying to find what is searched and where thus it exist or where 
thus that happened. Future work for the proposed framework will be to support the 
establishment of relations envisaging the permanence of Events on the Internet. This 
research may impact in many societal and business aspects. Just to name same, people 
with sensorial limitation, either blind or deaf, will have more chances to explore the 
Internet and have a more immersive experience with the expanded emotional and 
sensorial information. In business, enhanced product description will increase chances 
to reach a wider range of potential customers and better description of products, from 
raw material to consumer goods, will empower an advantage over the concurrence. 
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Abstract. The need to secure software application in today’s hostile computer 
environment cannot be overlooked. The increase in attacks aimed at software 
directly in the last decade and the demand for more secure software applications 
has drawn the attention of the software industry into looking for better ways in 
which software can be developed more securely. To achieve this, it has been 
suggested that security needs to be integrated into every phase of software 
development lifecycle (SDLC). In line with this view, security tools are now 
used during SDLC to integrate security into software applications. Here, we 
propose a neural network based security tool for analyzing software design for 
security flaws. Our findings show that the trained neural network was able to 
match possible attack patterns to design scenarios presented to it. With the 
information on the attack pattern identified, developers can make informed 
decision in mitigating risks in their designs. 

Keywords: Threat Modeling, Neural Network, Attack Patterns, Security Tools, 
Secure software design. 

1 Introduction 

The dependence of our society today on software systems demand that they are 
robust, reliable and secured when they are deployed. Therefore, it is very important 
that the design of software must be that which makes it to function properly in a 
hostile computer environment, protecting the information and systems on which it 
runs with minimal risks. However, as software attacks become more sophisticated 
especially with  the increase  of  attack  tools  available, today’s security solutions are 
no longer adequate in providing security[5][18] because many of these attacks  
circumvent  the  traditional  defenses  and  target  the software directly [2].   By 
retrofitting security into software after development exacerbate the issue as these may 
lead to significant change in the architectural design and code of  the  software  which  
often  introduces  more  flaws  and increases the cost of production [4]. 

Reportedly, 50% of security problems in software products today have been found 
to be design flaws [8]. In this view, many authors argue that it is much better to find 
and fix flaws during the early phase of software development because it is more 
costly to fix the problem at a late stage of development and much more costly when 
the software has been deployed [4][11][18]. To achieve this, a neural network based 
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tool that would enable software engineers to evaluate their software design for 
security flaws by matching attack patterns to software design scenarios presented to it 
is proposed in this paper. Each attack pattern matched to the design helps the software 
designer to see areas of vulnerability in the design that needs to be secured. Based on 
this information, software designers can integrate security capabilities that will 
mitigate the identified risks in their design before the software is coded. 

2 Internet of Things (IoT) 

One of the core issues in IoT is the connectivity between social, cloud, mobile and 
everyday objects. While IoT has lots of benefits, it also increases the attack surface of 
applications running on the connected devices. Many devices that were never 
intended to be connected to the internet become exposed to software-based attacks 
while connected to other devices. Furthermore, as devices connected in IoT will be 
generating a huge amount of data, the risk of data breach also increases. Therefore, 
the security of software running these devices connected in IoT cannot be overlooked, 
This paper contributes in this area by proposing a tool based on neural network that 
can be used to analyze the software design for security flaws. 

3 Current Security Tools for Analyzing Software Design 

In recent years, various security tools have been developed to enable software 
developers who are not security experts to scrutinize their software design and 
identify security flaws in a similar way as a security expert. Microsoft developed two 
of these security tools [10] [11]. The first was Threat Analysis and Modeling (TAM) 
tool. This was developed with the aim of enabling non-security expert software 
developers to use already known data and specific line of business application 
requirement and architecture to carry out threat modeling in an asset-centric approach. 
With this tool software developers can focus on protecting the assets within their 
application by identifying associated threats and counter-measures when it’s being 
designed. The second is SDL Threat Modeling Tool. This is a core element in the 
design phase of Microsoft Security Development Lifecycle which helps software 
developers to analyze their software designs prior to its implementation. Also, this 
tool was not developed for security experts but for software developers to aid the 
creation and analysis of threat models [10].  In  contrast  to  TAM  tool,  SDL Threat 
Modeling tool builds on well-known development activities  such  as the use  of  data  
flow diagram  (DFD)  for drawing the architecture of the software being designed. 
Thus, following a software-centric approach, threat modeling with this tool focuses on 
the software and the analysis of its design [17]. 

While these tools have lots of useful features that enable software developers to do 
threat modeling easily, they have a few draw backs. Firstly, the quality of report 
generated by the tools is still limited by the knowledge of the software developer 
creating the threat model.  Secondly, software developers require the understanding 
and interpretation of the extensive list of threats identified by the tools. This may 
become a daunting task especially when the threats are not prioritized as the case is 
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with the use of SDL Threat Modeling Tool. Thirdly the process of threat modeling 
can increasingly become complex while using the tools due to factors such as number 
of developers involved in the threat modeling process, the nature of DFD created and 
potential stakeholders [1][11]. 

There is now a range of security tools from open source with similar threat 
modeling approach like that of Microsoft threat modeling tools such as SeaMonster, 
TRIKE and  Coras, which use techniques that software developers are familiar with 
for the identification and mitigation of threats. There are other threat modeling 
approaches based on standards such as the Risk  Analysis  Toolkit ( based  on  ISO 
1799 ) which  generates security  polices  from  question  and  answers [15] and other 
open security tools like the Common Vulnerability Scoring System (CVSS) that is 
designed to for rating IT vulnerabilities [3]. 

4 The Neural Network Tool 

Previous researches show various ways through which neural network have been used 
in the area of security. Neural network based applications has been used successfully 
in the area of network security as intrusion detection systems, misuse detection 
systems and firewalls [19] [21] [22]. Also in the field of application security, neural 
network has been proposed to be used as virus detection system [20].  It would be 
noticed however, that these neural network based applications can only provide a 
form security after software deployment. 

Our proposed Neural Network tool is based on the abstract and match technique 
through which software flaws in a software design can be identified when an attack 
pattern is matched to the design. Using well known approaches such as DFD and 
sequence diagrams, software developers are able to abstract information about their 
software designs needed by the Neural Network tool for matching possible attack 
patterns. When potential attack patterns are matched against the design, the software 
developers are able to take the necessary steps in mitigating   the   security   flaw   
identified. Thus   software developers are able to integrate security into their software 
design during the design phase of SDLC when it is easy and cost effective to resolve 
security problems. 

One of the limitations with some of the current approaches is the difficulty of 
getting software developers to think like attackers during the threat modeling process 
as this mindset is not native to them [17]. It has been suggested that software 
developers can instead look at the attack surface of their software design and think of 
how to build defenses into their application [17]. Our proposed technique achieve this 
by associating components in the design with attacks that can be performed on them 
when possible attack patterns are matched to the software design thereby addressing 
security defenses needed to be put in place. 

4.1 The Neural Network Architecture 

A three-layered feed-forward back-propagation neural network is used to evaluate 
scenarios from software designs and identify possible attacks in the design. The back- 
propagation neural network is a well-known type of neural network commonly used 
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in pattern recognition problems [16]. A back-propagation network has been used in 
this research because of its simplicity and reasonable speed. The architecture of the 
back-propagation network is shown in the figure below. This consists of the input 
layer, the hidden layer and the output layer. Each of the hidden nodes and output 
nodes apply a tan-sigmoid transfer function (2/(1+exp(-2*n))-1) to the various 
connection weights. The weights and parameters are computed by calculating the 
error between the actual and expected output data of the neural network when the 
training data is presented to it. The error is then used to modify the weights and 
parameters to enable the neural network to a have better chance of giving a correct 
output when it is next presented with same input 

4.2 Data Collection 

Data of attack scenarios from online vulnerability databases such as CVE Details, 
Security Tracker, Secunia, Security Focus and The Open Source Vulnerability 
Database were used in this research. From the online vulnerability databases a total of 
715 attack scenarios relating to 51 regularly expressed attack patterns by Williams 
and Gegick [4] were analyzed. This consisted of 260 attack scenarios which were 
unique in terms of their impact, mode of attack, software component and actors 
involved in the attack and 455 attack scenarios which are repetition of the same type 
of exploit in different applications they have been reported in the vulnerability 
databases. The attacks were analyzed to identify the actors, goals and resources under 
attack. Once these were identified the attack attributes in Table 1 were used to 
abstract the data capturing the attack scenario for training the neural network. 

4.3 Data Encoding 

The training data samples each consist of 12 input units for the neural network. This 
corresponds to the values of the attributes abstracted from the attack scenarios.  The 
training data was generated from the attack scenarios using the attributes. For instance 
training data for the attack on webmail (CVE 2003-1192) was generated by looking at 
the online vulnerability databases to get its details on the attributes we are interested 
in. This attack corresponds to regularly expressed attack pattern 3.  Williams and 
Gegick [4] describe the attack scenario in this attack pattern as a user submitting an 
excessively long HTTP GET request to a web server, thereby causing a buffer. This 
attack pattern is represented as: 

 
(User)(HTTPServer)(GetMethod)(GetMethodBufferWrite)(Buffer) 

In this example, the data generated from the attack scenario using the attribute list is 
shown in Table 1. Using the corresponding values for the attributes; the data is then 
encoded as shown in the Table 1.  The second stage of the data processing involves 
converting the value of the attributes in Table II into ASCII comma delimited format 
before it is used in training the neural network. For the expected output from the 
neural network, the data used in training network is derived from the attack pattern 
which has been identified in each of the attack scenarios. Each attack pattern is given 
a unique ID which the neural network is expected to produce as an output for each of 
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the input data samples. The output data sample consists of output units corresponding 
to the attack pattern IDs. For instance, the above sample data on Webmail attack 
which corresponds to regularly expressed attack pattern 3, the neural network is 
trained to identify the expected attack pattern as 3. 

Table 1. Sample of pre-processed training data from attack scenario 

S\N Attribute Observed data Value
1 Attacker No Access         0
2 Source External        1
3 Target Buffer         9
4 Attack Vector Long Get Request        39
5 Attack Type Availability         5
6 Input Validation Partial Validation         2
7 Dependencies Authentication & Input         6
8 Output None         0
 Authentication None         0
10 Access Control URL Access         2
11 HTTP Security Input Validation         3
12 Error None         0

4.4 The Neural Network Training 

To train the neural network the training data set is divided into two sets. The first set 
of data is the training data sets (260 samples) that were presented to the neural 
network during training. The second set (51 Samples) is the data that were used to test 
the performance of the neural network after it had been trained. At the initial stage of 
the training, it was discovered that the neural network had too many categories to 
classify the input data into (i.e. 51 categories) because the neural network was not 
able to converge.  To overcome the problem, the training data was further divided into 
two sets. The first set contained 143 samples and the second set contained 117 
samples.  These were then used for training two neural networks. Mat lab Neural 
Network tool box is used to perform the training. The training performance is 
measured by Mean Squared Error (MSE) and the training stops when the 
generalization stops improving or when the 1000th iteration is reached. 

4.5 Result and Discussion 

It took the system about one minute to complete the training for each the back-
propagation neural network. For the first neural network, the training stopped when the 
MSE of 0.0016138 was reached at the 26th iteration. The training of the second neural 
network stopped when the MSE of 0.00012841 was reached at the 435th iteration.  

To test the performance of the network, the second data sets were used to test the 
neural network. It was observed that the trained neural network gave an output as 
close as possible   to   the   anticipated   output.   The   actual   and anticipated outputs 
are compared in the Table 4. The  test samples in which the neural network gave a 
different output from   the  predicted   output   when   testing  the  network includes 
tests for attack patterns 10, 35, 39, 40 and 52. While looking into the reason 
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behind this, it was seen that the data observed for these attack patterns were not much. 
With more information on these attack patterns for training the neural network, it is 
predicted that the network will give a better performance. During the study of the 
results from the neural networks, it was found that the first neural network had 96.51% 
correct results while the second neural network had 92% accuracy. The accuracy for 
both neural networks had an average of 94.1%.  Given the accuracy of the neural 
networks, it shows that neural networks can be used to assess the security in software 
designs 

 

 

Fig. 1. Actual vs. Expected Output of the Neural Network 

5 Conclusion 

It cannot be overstated that the cost of fixing security flaws in software applications is 
very costly after they are deployed. The cost could be 30 times more than the cost of 
finding and fixing the problem early in the SDLC. Therefore, integrating security into 
a software design will help tremendously in saving time and money during software 
development and when the software is deployed. For instance, it is less expensive and 
less disruptive to discover design-level vulnerabilities during the design, than during 
implementation or testing, forcing a costly redesign of pieces of the application. 
Therefore, the use of the proposed neural networks tool for analyzing software design 
for security flaws will consolidate the  efforts  of  software  developers  in  identifying  
areas  of security weakness  in  their  software  design. By fixing the security flaws in 
design before coding begins will subsequently lead to the development of more 
secured software applications. Thus, neural networks given the right information for 
its training will also contribute in equipping software developers to develop software 
more securely especially in the area of software design. 

6 Future Work 

The regularly expressed attack pattern used in training the neural network is a generic 
classification of attack patterns. Therefore,  any  unknown  attack  introduced  to  the  
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neural network  will  be classified  to the closet regularly expressed attack pattern. 
However, the success of the neural network in analyzing software design for security 
flaws largely depends on the input data capturing the attributes of the software design 
introduced to it. As this requires a human endeavor, further work is required in this 
area to ensure that correct input data is retrieved for evaluation. In addition, the neural 
network needs to be thoroughly tested before it can gain acceptance as a tool for 
evaluating software design for security flaws. To further improve the performance of 
the neural network system  as  a  tool  for  evaluating  software  design,  we  are 
currently looking into the possibility of the system suggesting solutions  that  can  
help  to  prevent  the  identified  attacks. Current research on solutions to software 
design security flaws gives a good insight in this area.  Suggested solutions such as 
the use security patterns [6] and introduction of security capabilities into design in the 
SAT [12] 
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Abstract. Due to the worldwide diversity of enterprises, a high number of 
ontologies representing the same segment of reality which are not semantically 
coincident have appeared. To solve this problem, a possible solution is to use a 
reference ontology to be the intermediary in the communications between the 
community enterprises and to outside. Since semantic mappings between 
enterprise's ontologies are established, this solution allows each of the 
enterprises to keep internally its own ontology and semantics unchanged. 
However information systems are not static, thus established mappings become 
obsolete with time. This paper's presents a PhD research with the objective to 
identify a suitable approach that combines semantic mappings with user's 
feedback, providing an automatic learning to ontologies & enabling auto-
adaptability and, consequently, dynamism to the information systems. 

Keywords: Ontologies, Knowledge Maintenance, Adaptability, Ontology 
Learning. 

1 Introduction 

The World Wide Web is a vast and growing source of information and services which 
need to be shared by people and applications. Ontologies play a major role in 
supporting the information exchange and sharing by extending syntactic 
interoperability of the Web to semantic interoperability. However, since information 
systems are not static, ontologies cannot be thought as an achieved conceptualization 
of well-delimited and static domain. One of the important aspects in the evolution 
process is to guarantee the consistence of the ontology when changes occur. That 
requires a semantic adaptation of its represented knowledge.  

Adaptability can be defined as the ability of a system to adapt itself efficiently and 
fast to changed circumstances. An adaptive system is therefore an open system that is 
able to fit its behaviour according to changes in its environment or in parts of the 
system itself [1]. One example is the Internet of Things (IoT) where smart interaction 
between objects that adapt to the current situation without any human involvement 
will become the next logical step to people stay connected anytime and anywhere. 
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2 Relationship to Internet of Things 

The Internet of Things (IoT) is a novel paradigm that is rapidly gaining ground in the 
scenario of modern wireless telecommunications. The basic idea of this concept is the 
pervasive presence around us of a variety of things or objects - such as Radio-
Frequency IDentification (RFID) tags, sensors, actuators, mobile phones, etc. - which, 
through unique addressing schemes, are able to interact with each other and cooperate 
with their neighbours to reach common goals [2]. 

Semantic oriented computing manifests its potential to cope with the challenging 
problems of heterogeneity and interoperability exposed by the large number of things 
with different characteristics. The application of semantic technology to the IoT 
domain will provide systems with the ability to better understand terms and concepts 
as data is transmitted from one system to another, while preserving the meaning of the 
content. There are many applications using semantic Web technologies in IoT 
research [3, 4], however, current work has mostly focused on IoT resources 
management while not on how to access and utilise information generated in IoT. It is 
also necessary to consider that a semantic model or ontology is not enough to our data 
be interoperable. There are/could be n ontologies for a domain. In this sense is 
necessary to exist ontology mappings, reference ontologies and standardisation 
efforts. This PhD research can contribute to the Semantic Adaptation of Knowledge 
Representation through identification of a suitable approach that provides an 
automatic learning to ontologies & enabling auto-adaptability and dynamism to the 
IoT information systems. 

3 Followed Research Method 

Research is a systematic process of collecting and analysing information to increase 
our understanding of the phenomenon under study. It is the function of the researcher 
to contribute to the understanding of the phenomenon and to communicate that 
understanding to others [5]. It is argued that the clear definition of a research strategy 
is a fundamental and necessary requirement for a sound empirical study [6]. The 
research method adopted by the authors (see Fig. 1) is an instantiation of the 7 classic 
phases scientific method [7]. The difference is that this has 8 phases, where, for each 
research question/hypothesis, the last phase aims the technological transfer to 
industry.  

Is possible to see in Fig. 1that the first 5 steps will be repeated cyclically until 
prove/show the studied theory. By the last, the referred cycle must be carry out the 
number or times needed in order to mature all the small research question that 
compose the research overall objective, which in this case is to contribute to the 
“Semantic Adaptation of Knowledge Representation Systems”. 
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Research Questions / Problem

What are you interested in?  What do you have to know about it?

Background / Observations

Make observations & gather background; Information about the problem.

Formulate hypothesis

It shall be possible to measure /test it; It should help answer the original question. 

Design experiment

How will you test your hypothesis? What tests will answer your questions?

Test hypothesis / Collect data

Test your hypothesis by executing your experiments. Collect data from them.

Interpret / Analyze results

What do your results tell you? Do they prove or disprove the hypothesis? 

Publish findings 

Write papers for conferences & journals. Write dissertation.

Research Advance & Transfer to Industry

Research to advance the frontiers of science. Technology transfer to be used by Industry 

 
Fig. 1. Adopted Research Method 

3.1 Research Questions 

A research question is an inquiry that is asked for the purpose of gaining knowledge 
or useful information on a area of interest to which the authors is intended to 
participate and contribute for. Research questions are used to determine possibilities 
and gain valuable insight. Thus, the research questions to be addressed are: 1) How to 
improve ontology based systems to facilitate its intelligence increase?  2) How to 
enhance the knowledge acquisition from information system’s external users?  3) 
How to improve the interoperability of software applications and information systems 
semantics?  

Although to contribute to this it is needed to make a first background observation 
to identify some hypothesis in the resolution of the objective.  

3.2 Background Observations 

The ability to integrate and apply specialized knowledge of organizational members is 
fundamental to a firm’s ability to create and sustain competitive advantage. This 
include the ability of organizations to be flexible and respond more quickly to 
changing market conditions, and the ability to be more innovative as well as 
improving decision making and productivity [8].  

Knowledge Management is the process of capturing the collective expertise and 
intelligence in an organization, using it to promote innovation through continued 
organizational learning [9]. In additional, it has become a challenging activity for 
most competitive business organisations. There is growing recognition in the business 
community about the importance of knowledge as a critical resource for organisations 
[10, 11]. Individuals and companies are obliged to focus on maintaining and 
enhancing their knowledge asset in order to innovate [11,12] and survive in the 
current competitive markets.  
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It is now frequently assumed that knowledge is modelled and stored in structures 
called ‘ontologies’ which are defined as a formal and explicit specification of a 
shared conceptualization [13] and may be used as a unifying framework to facilitate 
knowledge sharing and interoperability between independently developed systems . 
Ontologies are computer implementations of human-like knowledge, for the purpose 
of describing domains of the world and sharing this knowledge between application 
programs (and also between people) [14]. Its recognised capacity to represent 
knowledge, to facilitate reasoning, use and exchange knowledge between systems 
contribute to increase the computational intelligence [15]. 

Due to the worldwide diversity of communities, a high number of ontologies 
representing the same segment of reality which are not semantically coincident have 
appeared. To solve this problem, a possible solution is to use a reference ontology to 
be the intermediary in the communications between the community enterprises and to 
outside. Since semantic mappings between enterprise’s ontologies are established, this 
solution allows each of the enterprises to keep internally its own ontology and 
semantics unchanged. However information systems are not static, thus established 
mappings become obsolete with time. 

Whether knowledge is stored in ontologies, prepositional knowledge based or 
simple databases, it must be maintained and kept up to date. There are many reasons 
for ontology changes: the continual evolution of the modelled domain, the refinement 
of the ontology conceptualization, the modification of the application by adding 
functionalities according to new end-user requirements and the reuse of the ontology 
for others tasks or applications. To take into account all these evolving aspects, 
ontologies have to be adapted to change requirements [16] in a formal dynamic 
Knowledge Maintenance (KMa) establishment. KMa is focused on the Knowledge 
Base improvement to actively be updated, monitored accordingly to the knowledge 
evolution of its related domain [17]. 

3.3 Hypothesis 

The hypotheses to which the authors will follow to execute experiments are the 
following: 1) A proper interoperability system based on knowledge representation and 
reasoning is able to be adapted based on external feedback, facilitating the semantic 
adaptability on future enterprise systems 2) An ontology based framework integrated 
with proper operational research methods would facilitate the knowledge acquisition 
from user’s feedback and would increase its ability to KMa 3) The next generation of 
intelligent systems to assist on interoperability of software applications and information 
systems needs the support of machine learning and operational research methods. 

4 Design Experiment 

This chapter presents a preliminary study to better understand the authors’ research 
area, which has been used to properly design the experiments. There are introduced 
some statements about Artificial Intelligence (AI) and its parallelism to neuroscience 
addressing how human brain deals with semantic memories and learning. Then, 
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human based learning techniques and Ontology Learning (OL) are introduced since 
together with some machine learning techniques could be used to facilitate knowledge 
systems maintenance. 

Crucial systems to understand are those involved in memory, but in addition, 
learning mechanisms are at the heart of how the brain processed information. [18] states 
that is by modifying the synaptic connection strengths (or weights) between neurons 
that useful neuronal information processors for most brain functions, including 
perception, emotion, motivation, and motor function, are built. One example is the study 
made by Patterson in [19]. This study used basic emotions as a facilitator for learning. 
Thus, emotions were defined in this case, due to the animal’s use, as states elicited by 
rewards and punishments. A reward is anything for which an animal will work. A 
punisher is anything an animal will work to escape or avoid. Rewards and punishments 
can be more formally defined as instrumental reinforcers, i.e. stimuli or events which, if 
their occurrence, termination, or omission is made contingent upon the making of a 
response, alter the probability of the future emission of that response. 

Following the same idea, artificial intelligent semantic relatedness techniques/ 
methods can also be considered able to facilitate semantic adaptation ability to its 
connected system, inspired on brain learning. Since the main idea is to find a system 
able to learn, but also able to represent and manage complex inputs as concepts like 
humans do, one possible solution is to use OL. This refers to extracting ontological 
elements (conceptual knowledge) from input and build ontology from them [20]. 
Ontology learning can be defined as the set of methods and techniques used for 
building, semi-automatically or automatically, ontology from scratch, enriching, or 
adapting an existing ontology using several sources [21]. Compared with manually 
crafting ontologies, ontology learning is able to not only discover ontological 
knowledge at a large scale and faster pace, but also mitigate human-introduced biases 
and inconsistencies [22]. OL uses methods from a diverse spectrum of fields such as 
machine learning, knowledge acquisition, natural-language processing, information 
retrieval, artificial intelligence and database management [23]. It is needed to emphasize 
that the insertion of statistics in ontologies leaded to the formation of the probabilistic 
ontology concept, which embodies the enabling of ontologies to represent uncertainty 
knowledge. Such uncertainty is present in knowledge proportionally to its complexity. 
How much complex the knowledge is how much uncertain it is. 

Currently, it is widely accepted that systems that possess knowledge and are 
capable of decision making and reasoning are regarded as ‘intelligent’ [24]. There are 
recognised techniques, such as fuzzy logic, artificial neural networks, machine 
learning and evolutionary algorithms that contribute to increase a system’s ‘machine 
intelligence quotient’ [25]. The rationale behind the intelligent label of those 
techniques is their ability to represent and deal with knowledge [26]. Consequently, in 
this paper, Artificial Neural Networks (ANN), Fuzzy Logic (FL) are addressed. 

An ANN is an information-processing paradigm that is inspired by the way 
biological nervous system, such as brain, process information. Neural networks can 
be useful learning from existing data even when humans find it difficult to identify 
rules. Such as humans, ANN learn from experience and are able to adapt the 
Knowledge Base when facing new data. Focus on Ontology Learning, one application 
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to consider is [27] where is proposed a method consisting of Projective Adaptive 
Resonance Theory neural network and Bayesian network probability theorem to 
automatically construct ontology. One problem related to ANN is if the neural 
network is implemented as a “black box”, then any information “learned” by the 
network during this training is unavailable. Previous researchers, such as [28, 29] 
developed design techniques that allow network operation to be decoded after 
training. This researches made possible the automatic learning and adaptability of 
ANN with user’s feedback related to the information learned.  

In order to lead with uncertainty knowledge one solution is the application of Fuzzy 
Logic in OL. Fuzzy Logic is a multivalued logic able to absorb vague information, 
usually described in natural language, and convert it into a numerical format for easy 
computational manipulation, searching for shaping or emulate the human reasoning. In 
[30] is presented a fuzzy temporal model integrated with an ontology model to allow 
annotating ontology definitions with time specifications. Another successful application 
of FL to emulate human behaviour is the application of Fuzzy Logic to measure 
knowledge sharing, namely the confidence and knowledge complexity level [31]. 

In this sense, is possible to conclude that the referred learning technologies should 
be considered to implement a robust and complete intelligent system able to maintain 
by itself its knowledge. These may conduct authors to the possibility of build an 
(inspired human) prototype where semantics are provided by domain experts but 
which could be updated (maintained) by external users in a similar way as humans do 
when they learn through the others. 

KMa is then proposed to be ruled by the analysis of the user’s interactions 
feedback through OL. OL will facilitate the learning from the users usability in order 
to constantly improve the semantic interoperability between systems. This is 
accomplished by the insertion of statistics in ontologies leading to the formation of 
the probabilistic ontology concept, which embodies the enabling of ontologies to 
represent uncertainty knowledge. 

5 Conclusions 

The authors’ research intended to contribute with a framework that allows the 
combination of semantic mappings with user’s feedback in order to provide an 
automatic learning capability to ontologies enabling auto-adaptability of the 
information systems in the advent of dynamics. Such methodologies should be able 
to: 1) facilitate knowledge acquisition and maintenance increasing the intelligence of 
ontology based systems 2) work as a semantics mediator between enterprises 
communications with capacity to adapt to changes dynamics in the enterprises 
internal models 3) Improve the interoperability of software applications and 
information systems semantics. 

Together all the mentioned methodologies are expected to contribute with 
ideas/solutions to the system’s intelligence increase, which will facilitate semantics 
adaptability of systems. 

In the scope do the research is intended to implement some prototype in order to 
prove or disprove the hypothesis. This will allow gathering of data and execution of 
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tests according to some pre-established validation methods. Remarks concerning the 
implementation must be educe, since the research may find evidence that the 
prototype needs rectifications, the hypothesis failed the test or if it is necessary to 
reformulate the research questions (see Fig 1). Apart of having a set of main research 
questions related to the thesis research goal, there will be several sets of “small” 
research questions. For each of these questions is intended a publications about a 
specific topic, and sometimes a technology transfer to industry. 
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Abstract. Presently, the amount of documents in corporations can make 
searching and browsing for a specific topic or information a very hard task. 
Therefore, it is important to develop tools to ease the retrieval of specific 
information and to support the exploration by users on corporate intranets 
(composed of several hundreds of gigabytes of documents). Although not 
explicitly identified, many of these documents are related among themselves 
(directly or implicitly). In this paper we discuss a navigation support system to 
explore graphs applied to document correlations, using a tourism case study.  

Keywords: Document Correlation, Graph Exploration, Tf-Idf Metric, Jaccard 
Metric, Tourism. 

1 Introduction 

The purpose of this paper is to discuss the capabilities of a Tourism navigation 
support system, developed in the scope of project BrainMap [1]. The motivation 
behind such a system is to provide a unique mechanism to find relations between 
unstructured documentation and provide the results in an innovative visual format that 
allows an intuitive navigation and data exploration. An illustrative case study, based 
on vacation packages of the tourism industry, is used to test the prototype. 

Thus, this paper is structured as follows: Section 2 will briefly describe how this 
work and its components correlate with the conference theme. Section 3 will describe 
techniques and technologies used to achieve the objectives and some similar studies, as 
well as a sub-section describing the system design infrastructure. Section 4 will describe 
a usage example of the prototype. Section 5presents conclusions and future work. 

2 Internet of Things 

Considering the concept of the Internet of Things [2], and taking into account the idea 
that everything would be uniquely identified and connected, but not explicitly related, 
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any mechanism that would allow the discovery and exploration of possible 
relationships would be very advantageous. In the context of this prototype, we can 
imagine that any document could have a unique identifier that would enable not only 
the identification of its content, but also other practical information that could be 
useful to extract relations to other documents with regard to their contents. A user 
would also be identified and have an associated profile containing preferences, usage 
domain, needs and expertise etc. That profile allows the system to better adjust the 
relations and gives the user the ability to interact with these documents in a more 
productive way. This relation and correlations would evolve in time with the 
interaction with documents, making the task of searching more focused, since the 
results would automatically have filtered themselves. These could be achieved by 
providing to the documents a unique identifier (usually termed a “URI” – Uniform 
Resource Identifier), which would further enhance the integration between physical 
objects and digital contents. The system presented in this paper would also allow 
navigation with seamless transition between physical objects and the digital contents. 

3 Techniques and Technologies and Similar Studies 

In this section, we describe the techniques and technologies used in the development 
of the navigation support system. We also present similar studies made in this 
scientific area. In the following sub-sections the document representation issue is 
reported, the extraction of key-terms is described and finally the correlation metrics 
problematic is described. Considering first similar studies, we have the work done in 
[3]where term and document correlation is addressed. Similarity metrics were used 
between the terms and the web documents. In [4] document correlation is established 
using a self-organizing map (SOM) to cluster documents by cluster of topics. There 
have been also attempts at visualizing the results retrieved by means of such systems. 
Considering the above references, one type of visualization is taken in consideration 
by [3] where the author projects in space a graph of correlated web documents while 
in [4] the authors represent the relationships between documents as a SOM (self-
organizing map), to visually allow the user to observe the documents within the 
cluster and their neighbours. Our work mainly differs from the above, as we perform 
searches within a specific corporation intranet being solely based on textual document 
data, independently of the language or any other tools that would limit the support 
system. Specifically the authors of this work developed a navigation support [5], 
which is overviewed in the next sub-sections, and is then discussed in the scope of a 
customized tourism package case study.  

3.1 Main Concepts of the Navigation Support System 

While developing this system, one of the first problems was the issue on document 
representation [5].There are many representations, specifically in the ontologies 
domain [6], but we followed a simple text-mining approach. Particularly, we use a 
“Bag of Words” [5] representation, i.e., the textual content is represented as a 
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collection of all words in the text. To achieve this representation, a preprocessing step 
is necessary, which was accomplished by the use of scripts that removed unnecessary 
noise, e.g. html tags. The document text is indexed and therefore represented in a 
“Vector Space Model” [7] using Term Frequency – Inverse Document Frequency  
(Tf-Idf) [8] for term weighting purposes, as described below. 

The first step in the system is to perform a request of information, using a word 
search query. The system will return a list of documents that contain the search 
keywords ordered by importance of the keyword. For accomplishing this task we used 
statistically based extraction methodologies. These are divided into two major types: 
approaches that use statistical methods and approaches that use alternative methods, 
which are not statistical or not purely statistical like the usage of grammars [9] or 
using statistical with linguistic modulation [10]. There are several ways to calculate 
metrics to give weight to the extracted words [5].As we are interested in the 
extraction, independent from the languages of the texts, and knowing that the 
statistical approaches are based mainly in frequencies counting, we have chosen to 
use a statistical approach, which uses a common term-frequency - inverse document 
frequency metric because it poorly scores the words that are not relevant, thus making 
unnecessary the explicit use of stop-lists for each of the languages envisaged[8]. 

Term Frequency – Inverse Document Frequency(Tf-Idf) [8] is a statistical 
metric used in information retrieval and text mining. It is used to evaluate how 
important a word is to a document in a corpus, increasing proportionally to the 
number of times a word appears in the document but it is offset by its frequency in the 
corpus. From [5] we use a probability, , , in equation (1), defined in equation 
(2), instead of using the usual term frequency factor. , , ,  (1), , /  (2) , log ⁄  (3)

Where ,  denotes the frequency of a word W in a document  and  stands 
for the number of words of ;  is the number of documents of the corpus. So, ,  will give a measure of the importance of W within the particular 
document . By the structure of term  we can see that it privileges words 
occurring in fewer documents. The choice for using the Tf-Idf metric was based on a 
comparative study performed by the authors of several metrics for the automatic 
extraction of document topics [5,11]. 

Correlation Metrics are needed to generate relationships between documents 
based on the score of their words. The terminology of networks and graph are used 
interchangeably, in this work we follow the same definition as presented in [12], 
where a network indicates a relationship between objects (free text documents in our 
case) and graph indicates relationships generated through an automatic process. 
According to [13] crisp relations, are relations of dichotomous type, like in binary 
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logic, where a statement can be true or false and nothing else. Other important 
concept is the notion of similarity or proximity between elements of a corpus, for 
enabling us to learn how related they are and to construct the weighted graph. In this 
work we use Jaccard [14] similarity measure because it is flexible, simple to 
implement and is easily generalized to fuzzy weighted graphs, but any other similarity 
measure could have been used ([15][16]). Further, by using the minimum (min) and 
maximum (max) operators from the T-norms [13] the generalization of the Jaccard 
measure to the fuzzy interval of 0,1  is done with the following formulation [17]: 

,  , ,  (4)

Where the indexes i and j stand for the rows of the Tf-Idf Matrix (rows stand for 
documents, see Tf-Idf Matrix in Fig.).The  means the column k (a Tf-Idf score of 
word) from the row i (a document). The definition for  is similar but for line j 
(another document). 

3.2 Navigation Support System Architecture 

Having presented the background concepts and technologies required to understand 
the several parts of the navigation support system used in this work, the developed 
infrastructure is depicted in Fig.. It shows the flow and the four processing steps 
included in the navigation support system infrastructure 

1. Data preparation: A company or corporation documentation has a large variety of 
formats, ranging from emails, project reports, studies reports, etc. In order to deal 
with this fact, normalization is required; this usually involves extracting the actual 
text from html pages (removing html tags). All required documentation is transformed 
automatically into plain text (txt) files. Several libraries are available (for many 
programming languages) that allow us to transform documents in a given format into 
a simple text file. For example [18] presents Apache Tika, a Java based toolkit for 
extracting content from a variety of document formats 

2. Calculate the weights of documents words: For being able to mine any kind of 
relation between documents, their words (as we are using the bag of words 
representation) must be in some way weighed, assigning best scores to best words, i.e. 
best topic descriptors of the document content will have best scoring values. 
According to the work of [5,11] the best metrics to accomplish this are those based on 
Tf-Idf (Term Frequency – Inverse Document Frequency) and Phi-Square metrics. 

3. Mine document correlation: This step goal is to discover document relations 
where they do not explicitly exist, just based on the documents textual content, 
requiring no semantic knowledge, and applying similarity metrics, as exemplified in 
the previous section example. 
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The results are presented to the user in a form of ranked list first (according to the 
score of the searched word in each vacation package). 

From this point the user can select one of the vacation packages presented, on 
which the application will then present him a graph with other vacation packages 
correlated with the user selection (see Fig. 1). At this point the user can consult the 
description of each vacation package; the interaction result is presented in Fig. 1. On 
this graph of packages the user may be presented with results that would not be seen 
on the ranked list, because it did not contain the exact search word, but will appear 
because the content of a description correlates to the initial selection of the user. This 
can be an interesting outcome, while searching for a vacation destination.  

The similarity distance given the Jaccard metric value, can be visually represented 
as the distance between the center node and the related nodes, see Fig. 2 

 

 

Fig. 3. Correlation graph with Jaccard distances represented by arc lengths 

See the illustrative example below. The system would work for a corpus of two 
documents composed by a bag of 4 words that would generate a matrix containing the 
Tf-Idf values of the words in their documents. 

Table 1. The TfIdf Matrix for the example documents 

Docs\words 
praia 

(beach) 
ilhas 

(islands) 
exótico 
(exotic) 

tropical 

Thailand 0.7 0.3 0.5 0.4 
Bali 0.6 0.8 0.4 0.6 

 
Now we want to find the Jaccard Value (using equation 5) between Thailand (Doc 

1) and Bali (Doc 2) in Table 1. To calculate the correlation between lines 1 and 2, we 
start by setting i =1 and j = 2 in equation (5), determining the maximum and minimum 
for each word. For instance, in column 1 (“beach”) the maximum of (0.7, 0.6) is 0.7 
and the minimum is 0.6. We do this for all words and then using equation 4, we 
calculate the Jaccard measure: 
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  0.6 0.3 0.4 0.40.7 0.8 0.5 0.6 0.65 (5)

The result of 0.65 depicts the correlation between Thailand and Bali  using the Jaccard 
metric. This result means that Thailand is similar to Bali in 0.65. Notice that 0 means 
completely dissimilar and 1 means total similarity (this result only happens when 
correlating the same document with itself). 

5 Conclusions and Future Work 

This paper described an application of tourism industry using a novel Navigation 
Support System.  This application demonstrated how the system supports intranet 
corporate users in the search for either/or keywords and documents, and also enable 
users to navigate across a network of related documents. Visual inspection of the 
correlated documents returned by the system, showed similar contents that would 
allow a user to navigate through a graph and possibly allowing him to reach a 
document that otherwise would not be found, e.g. does not contain the initial search 
word. We believe this type of application can be very useful for exploring and finding 
knowledge and information within the massive databases of corporations. Moreover, 
it can help novices to learn about the “business” in a faster and user-friendlier way. 

As future work we will consider evolving the prototype to the web environment, 
making it readily accessible from multiple platforms. Other improvements such as 
considering as keywords of a document not only words but also multi-words, as 
indicated in the work of [5] will also be considered. Additionally in translations tasks, 
it is possible to enhance the translation process by finding correlations between 
already translated documents that are not necessarily parallel to the current document 
(i.e. not translations of each other). 
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Abstract. The proposed spam filtering architecture for MTA1 servers is a 
component based architecture that allows distributed processing and centralized 
knowledge. This architecture allows heterogeneous systems to coexist and 
benefit from a centralized knowledge source and filtering rules. MTA servers in 
the infrastructure contribute to a common knowledge, allowing for a more 
rational resource usage. The architecture is fully scalable, ranging from all-in-
one system with minimal components instances, to multiple components 
instances distributed across multiple systems. Filtering rules can be 
implemented as independent modules that can be added, removed or modified 
without impact on MTA servers operation. A proof-of-concept solution was 
developed. Most of spam is filtered due to a grey-listing effect from the 
architecture itself. Using simple filters as Domain Name System black and 
white lists, and Sender Policy Framework validation, it is possible to guarantee 
a spam filtering effective, efficient and virtually without false positives. 

Keywords: spam filtering, distributed architecture, component based, 
centralized knowledge, heterogeneous system, scalable deployment, dynamic 
rules, modular implementation. 

1 Introduction 

Internet mail spam2 is a problem for most organizations and individuals. Receiving 
spam on mobile devices, and on other connected appliances, is yet a bigger problem, 
as these platforms are not the most appropriate for spam filtering. 

Spam can be seen as belonging to one of two major categories: Fraud and 
Commercial. In the fraud category we include phishing, scams, malware, counterfeit 
products, and any other criminal activities perpetrated or assisted through Internet 
mail. In the commercial category we include promotional messages – such as 
newsletters – that we do not want to receive, either being sent legally or illegally3 
from legitimate organizations. We can also classify these two categories as per threat 
and per volume [1], as shown in Table 1. 
                                                           
1 MTA – Mail Transfer Agent, commonly referred as mail server. 
2 For this paper, spam is defined as every message that most people do not want to receive. 
3 At the European Community countries all commercial mail messages are opt-in, that is to say 

that it is illegal to send commercial messages without prior consent from the receiver. 
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Table 1. Category classification 

Category Threat Volume 
Fraud High High 

Commercial Low Low 

 
So, we should primarily address the spam messages in the fraud category. 
What is an efficient – and still effective – solution for this spam filtering? 
Can an architecture, that enables filtering based on the source of spam, be both 

efficient and effective? Designing and implementing a proof-of-concept for such an 
architecture, should provide us with enough statistical data to find an answer. 

2 Relationship to Internet of Things 

The usefulness of information platforms, specially of mobile devices and connected 
appliances, depends largely on the relevance of the information they provide. The 
spam received in these platforms wastes resources4, and reduces the overall relevancy 
of the information provided. 

The proposed spam filtering solution is a scalable and distributed architecture that 
allows the construction of an ecosystem composed by connected heterogeneous 
systems to collaborate for a common knowledge. This common knowledge provides a 
more rational use of resources, as it allows a simple and fast decision to be taken at 
each MTA and, at the same time, it prevents the duplication of complex decisions as 
these are based on a common source of information. This solution reduces waste and 
improves the relevancy of the information provided. 

3 Traditional Solutions 

Traditional and common solutions for spam filtering can be found in two flavours: 
client and server side. 

Client-side solutions – that reject or obfuscate messages – must  be avoided, as in 
these cases the sender cannot be properly informed, becoming a major problem for 
any false positives that might occur. And it is inefficient, as the server uses resources 
to process and store spam, and the client to receive it. 

Most common server-side solutions, such as the Spamassassin [2], are monolithic 
and run a synchronous filtering process. This is highly inefficient, as each connection 
is kept active until a complex decision process is complete. On busy servers this 
might end in a Denial of Service (DoS). It is even more inefficient when an incoming 
connection, from a previously blocked source, triggers the same process again in any 
MTA of the infrastructure, due to the lack of a common knowledge. 

Approaches have been made to spam filtering architectures, yet they focus more on 
effectiveness of spam identification, rather than on filtering efficiency. Ma, et al. [3] 
                                                           
4 Such as CPU, bandwidth, connections, storage, and others related to energy consumption. 
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propose an architecture for content normalization, to improve content analysis. 
Cottereau [4] proposes a collaborative architecture for client-side filtering. Yih, et al. 
[5] also propose a method for increasing the effectiveness of spam identification. 

4 The Architecture 

In order to save resources5, we need to make a decision as soon as possible, and this 
means to start our filtering process as soon as a connection is established to an MTA. 

Also, we must avoid client-side bounces, as the mail addresses from senders may 
be forged, and we would be assisting the spammer by spamming innocent victims. In 
this respect, server rejections are safe, as these are reported to the MTA of the sender 
and not to any eventually forged mail address. It is vital to inform the sender of a 
rejection, so that false positives do not go unnoticed, thus giving the chance to a 
legitimate sender to find a way to bypass any false positive rejection that might occur. 

So, the present architectural solution is designed to operate in mail servers (MTA). 

4.1 Working Principle 

The working principle of the architecture is a quite simple and straightforward one. It 
is roughly divided into three main areas and five components, as shown in Table 2. 

Table 2. Areas and working Components 

Areas Components 
Decision Adapter + Proxy 
Information Knowledge 
Assessment Consultant + Agent 

 
A decision process is initiated by the MTA, and its goal is to process each SMTP 

[6] command and decide to either accept or reject the SMTP session or transaction 
based on available information. When the information is insufficient to make a 
reliable decision, the MTA returns a temporary fail, and that fact gets registered. 

The information is a set of data classified in order to allow a quick and reliable 
decision. Unclassified data is processed by an assessment to obtain the proper 
classification. The type of data to consider should provide reliable identification, such 
as an IP address of an MTA, or a mail domain. Mail addresses can also be considered 
for a type of data for identification purposes, although they can easily be forged, as 
long as this fact is kept in mind. The classification should be easy to interpret as a 
simple rule to reject (dark, black), accept (light, white), or as insufficient to make a 
decision and thus issue a temporary fail (grey). 

An assessment process runs at regular intervals, checking if insufficient 
information was found by a decision process. If there is such an event, an assessment 

                                                           
5 Including human resources, whose time is spent with irrelevant information (spam). 
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is made, in order to obtain a reliable classification (dark or light) for what was 
previously insufficient information (grey). 

4.2 Architecture Components 

The components of the architecture allow a distributed environment with a centralized 
source of information. Fig. 1 shows a possible deployment for the components of the 
architecture, where the dashed lines denote a tight coupling between components, and 
full lines denote a loose coupling (network connection). 

 

 

Fig. 1. Diagram of the proposed Architecture 

 

The Adapter component allows heterogeneous MTA systems to coexist, and to 
benefit from a common and central source of information, to which every MTA 
contributes. This enhances the performance of the system and the rationalization of 
the resources, as it avoids duplicate assessments. It accesses the solution services 
through the Proxy component. A simple API is provided to enable this access. 

The Proxy component is the decision centre, based on the Knowledge. 
The Knowledge component gathers data into a database that can be used for 

informed decision making – by the Proxy – and for statistical purposes. 
The Consultant component is responsible for regularly checking the Knowledge for 

information that requires classification, and to invoke the appropriate Agents that are 
able to properly classify that information. 

The Agent component acts upon advice from a Consultant, and provides the proper 
classification as a response to an information query asked by the Consultant. 

5 Results 

A proof-of-concept solution was developed to assess the architecture efficiency and 
effectiveness. The developed Adapter was for the Sendmail MTA implementation. 
The Proxy – and associated API – were developed to allow communication only 
through IPC (Inter-Process Communication), instead of networked communications. 
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Yet, the developed solution allows for a full analysis and assessment of the 
architecture on both effectiveness and efficiency. 

The whole solution was developed using only Open Source technologies. The test 
environment was a single CentOS 5 system running a Sendmail MTA server. The 
Adapter and Proxy components – as the Proxy API – were developed in C. A MySQL 
relational database was used for the Knowledge component. The PERL language was 
used for the Consultant and Agent components. Hardware wise, as it is important to 
assess the efficiency, the Internet connection was assured by an ADSL link of roughly 
10 Mbps downstream and 700 Kbps upstream, and the whole software services (plus 
others like HTTP and DNS) ran on an ATOM D525@1.8GHz processor machine 
with 2 GB of memory. 

Data was collected for two months. For this period of over sixty days6, at the test 
server, it was recorded: 

 6,793 distinct source IP addresses 
 14,282 distinct mail addresses (both sender and receiver) 
 23,194 connections, of which: 

◦ 17,564 reached the envelope phase (sender identification) 
◦ 2,544 reached the recipient phase 

5.1 Effectiveness 

Being an implementation of a proof-of-concept, only one filtering Agent was 
developed for the Consultant. This developed Agent checks DNS lists – both black 
and white – for an MTA host IP address. 

Yet, the architecture has a grey-listing effect, which acts as an additional filter. 
This happens because, when a source MTA is not yet classified (as to reject or to 
accept) at the central common Knowledge component, the Proxy instructs the MTA to 
return a temporary failure, to delay the reception until the Consultant assesses and 
classifies the required information. The delay time depends on the frequency set for 
the Consultant to run, plus the assessment duration, and the settings of the sender 
MTA for retry attempts. 

In Fig. 2a we can understand why this grey-listing effect is effective to filter fraud 
spam, as most connections are from IP addresses that do not host real MTA servers 
and so they do not retry, ending with just one single connection established from that 
source IP address. We can also conclude, from Fig. 2b, that most legitimate messages 
(light) come from a low amount of new IP addresses7, and that spam (dark) come 
from a large number of different IP addresses. This is consistent with spam being sent 
from zombie computers of spam botnets. 

 

                                                           
6 The first couple of days, and the last day of the recorded 66 days of data are incomplete. 
7 Should be even less than the amount shown, as these numbers include – most certainly – IP 

addresses that are in fact source of spam but were not in any of the DNS lists used. 
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Fig. 2. Distribution of Host Connections 

As it can be seen in Fig. 3, one of the DNS black lists (Spamhaus), used by the 
single implemented Agent, was able to identify 5,909 IP addresses as a source of 
spam from the 6,793 distinct source IP addresses from which connections were 
established to the testing MTA used. This accounts for over 85% of the sources. 
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Fig. 3. DNS Lists Effectiveness 

As most spam in the fraud category has faked mail addresses, adding an Agent for 
SPF [7] validation to the solution would guarantee an even higher effectiveness of the 
solution. 

Considering that over 50% of fraud spam is caught by the grey-listing effect, that a 
single DNS black list can detect 85% of the remaining messages, and that the others 
DNS black lists can increase this detection ratio, then it is possible to expect a virtual 
full detection of fraud spam just by adding an SPF filtering Agent. 

False positives (FP) are not an issue, up to this point, even with SPF filtering 
added. Those FP that might result from DNS black lists can be reversed by the usage 
of white lists. The FP resulting from SPF and grey-listing are due to poor server 
configurations, and those systems administrators should properly configure their 
systems following the RFC directives. Besides, FP are always properly addressed, 
meaning that the sender will always be notified of a rejection, allowing for an 
alternative form of communication, or by correcting the system configuration. 

5.2 Efficiency 

The architecture allows spam filtering to occur asynchronously, and this is important 
to the solution efficiency. Not only it relieves the MTA server from a longer waiting 
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period of validations – spam filtering rules and associated procedures – as it only 
validates one single instance of each data across all MTA in the ecosystem, being it 
from several instances at the same MTA or from different MTA. 

As the Proxy component only makes a decision to accept, reject or temporarily fail 
a connection based on a simple common local knowledge (as the source MTA IP 
address, or senders domain and IP as in SPF), the MTA server takes little time and 
effort to make a decision. This can be seen in Fig. 4a, where almost 50% of the 
connections took less than one second to process, and almost 95% took less than two 
seconds. 
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Fig. 4. Performance  

On the other hand, the Consultant component, as it uses Agents that can have 
complex filtering procedures, or that check external services subject to delays, may 
take a lot longer to classify a source as spam or ham8, as it can be seen in Fig. 4b, 
where almost 60% of the DNS list verifications took 10 seconds to conclude. 

So, considering a monolithic solution with a synchronous decision process, where 
the MTA would need to wait for the filtering process, just to consult DNS black lists 
would increase each MTA connection duration from an average below one second to 
one almost 8 seconds long, as it can be seen in Table 3. 

Table 3. Processing Times (in seconds) 

Component Minimum Average Maximum 
Proxy 0 0.7473 74 

Consultant 0 7.1089 12 

6 Conclusions and Further Developments 

It came as a bit of a good surprise that this architecture alone, without any help from a 
filtering Agent, could be responsible for filtering most messages in the fraud category. 
The temporary fail, imposed when no data is available to make an informed decision, 

                                                           
8 Ham is said to be the opposite of spam, which is to say a wanted message. 
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has a grey-listing effect that prevents most spam originated from botnets of zombies 
computers, as most only tries once to send the spam. 

The IP addresses DNS lists (both black and white) filtering Agent, the only one 
implemented in the proof-of-concept, was able to identify over 85% of the IP source 
addresses as being a source of spam. An implementation of an SPF filtering Agent 
would most certainly fill the gap for messages in the fraud category. 

On the downside, we have a more complex solution due to its many disperse 
components. Thus, faults due to communication failures are more prone to occur, and 
security constitutes a major concern. These issues must be addressed with extreme 
care, as the reliability of the solution depends largely on them. 

The final conclusion is that the architecture fulfilled the objectives. It greatly 
improves spam filtering processing performance, and has an impressive effectiveness 
record, even with so scarce development of Agent components, dubbed as filtering 
rules and procedures. With a good set of filtering Agents, it can achieve an excellent 
record at spam identification. On top of this, we can run the solution in heterogeneous 
systems, sharing efforts and information, and scale the distributed system to match the 
traffic volume of mail messages. 

Further developments most certainly will include the development of new Agents, 
such as SPF filtering and trap mail addresses. Yet, the logs recorded will allow a more 
detailed spam profiling, and this analysis should be used to develop other Agents that 
will increase effectiveness without any loss of efficiency. Also, this server-side 
filtering can be combined with a client-side filtering that can contribute to the 
common central Knowledge, and with other forms of filtering. 
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Abstract. Even given today’s rich hardware platforms, computation-intensive 
algorithms and applications, such as large-scale simulations, are still 
challenging to run with acceptable response times. One way to increase the 
performance of these algorithms and applications is by using the computing 
power of Graphics Processing Units (GPU). However, effectively mapping 
distributed software models to GPU is a non-trivial endeavor. In this paper, we 
investigate ways of improving execution performance of multi-agent systems 
(MAS) models by means of relevant task allocation mechanisms, which are 
suitable for GPU execution. Several task allocation architecture variants for 
MAS using GPU are identified and their properties analyzed. In particular, we 
study three cases: Agents and their runtime environment can be (i) completely 
on the host (CPU); (ii) partly on host and device (GPU); (iii) completely on the 
device. For each of these architecture variants, we propose task allocation 
models that take GPU restrictions into account.  

Keywords: Multi-Agent Systems, GPGPU, CUDA. 

1 Introduction 

Today’s software-intensive networked applications, such as e.g. microscopic traffic 
simulations [1] cause increasing demand for computational resources. Moreover, 
Ubiquitous Artificial Intelligence (UAI, [5]) applications such as decentralized energy 
systems control [2] or cooperative traffic management [3], are data-intensive: the 
amount of data steadily increases, and more powerful algorithms and more 
computational units are needed, while paying attention to better performance per Watt. 

A state-of-the-art approach to this challenge is to make use of recent progress in 
parallel and distributed computing. Distributed computing helps divide tasks across 
different computational units. If well coordinated, it can lead to improved 
performance and scalability performance improvement, as it provides a possibility to 
decrease computational time by using multiple machines. However, it trades off 
computation with communication overhead, thus Amdahl’s Law [4] and the specifics 
of the application at hand need to be taken into account. 

Multi-Agent Systems (MAS) [8] are a paradigm, which is often used for UAI 
modeling and exploits both distributed and parallel computing.  A MAS represents a 
system as a set of interacting agents - software units that are able to execute tasks for 
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reaching local (or system) goals. Agents co-exist in the environment, and they 
communicate with each other to exchange information and coordinate task execution.  
MAS can be applied to find solutions for complex problems by decoupling them into 
less complex subproblems and providing coordinated solution frameworks such as the 
contract net protocol [25] or simulated trading [28]. MAS are of particular interest 
when viewed as a modeling and simulation paradigm [27]. The MAS metaphor 
enables fine-grained modeling of systems with local preferences, motivations, and 
capabilities, including issues of interaction, coordination, and cooperation. This is of 
use in many large-scale networked simulation tasks, such as traffic simulation [6] or 
physical, ambient intelligence simulations. However, a big challenge for agent-based 
simulation is that they are highly computation-intensive, which to date limits their 
scalability compared to e.g. approaches based on system dynamics. 

Thus, a key objective of this work is to make a contribution to more scalable, high-
performing agent-based simulation. In this paper, we focus on a specific aspect of 
MAS technology, i.e. on the question of how tasks in a MAS are assigned to agents.  

Typically, task allocation and scheduling in MAS is achieved by dedicated 
protocols for cooperative problem solving, such as the contract net protocol [25], 
which defines how problems are decomposed, assigned to agents, and scheduled for 
execution. Our hypothesis is that we can exploit information related to task 
decomposition, allocation, and scheduling contained in MAS models for efficiently 
mapping these models to models (code) executable on a parallel (e.g., graphics) 
hardware. 

Modern computers are highly parallel. Their Central Processing Units (CPU) have 
more than one core. In addition, most of the modern computers have Graphics 
Processing Units (GPU) that can be used as a coprocessor for computational tasks. 
This becomes possible because of frameworks such as CUDA/OpenCL, which 
support General-Purpose Computing on Graphics Processing Units (GPGPU) [7]. 

This paper introduces an approach to tasks scheduling in MAS; our approach 
couples MAS technology with GPGPU programming. We present three types of task 
scheduling models for MAS that uses GPU for non-graphical tasks. Our goal is to 
establish a correspondence between agents (which plan and execute computational 
tasks) and massively parallel, GPGPU-capable computational resources. 

The structure of this paper is as follows: Section 2 describes the relationship to 
Internet of Things; Section 3 outlines the current state-of-the-art; Section 4 shows the 
research contribution and innovation of this work. In Section 5 we critically discuss 
the results; Section 6 gives conclusions and directions for future work. 

2 Relationship to Internet of Things 

Internet technology is becoming ubiquitous. This concerns the service layer as well as 
the network layer. At the same time, virtualization is used to provide network users 
with a homogeneous interface to ubiquitous, decentralized services. Cloud computing 
is one example of this trend. MAS is a suitable metaphor to describe decentralized 
environments and applications where large numbers of semi-autonomous, self-
interested or cooperative  entities (services, objects, devices) interact and solve 
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problems by collaboration and cooperation. Agents are considered as Smart Objects 
[24] that have their own behavior. MAS have been successfully applied to a range of 
problems, e.g., simulations (see e.g. [9]). When it comes to simulation, MAS is a very 
interesting paradigm for the implementation and simulation of Ambient Intelligence 
scenarios. Here is the link to the Internet of Things: agents can provide semantics, 
behavior, and autonomy to smart objects created and described with Internet of 
Things technology.  To deal with the complexity and scalability issues that subsist in 
Internet of Things scenarios, we study mapping MAS models to scalable, massively 
parallel execution environment and hardware platforms – in this context, task 
allocation in MAS plays an important role, finally, in performance of the system. 

This article contributes to the improvement of task scheduling for MAS based on 
GPGPU. Our goal is to achieve improved performance and scalability. 

3 State-of-the-Art 

Agent-Oriented Programming [26] (including agent-based modeling simulation [27]) 
is a fairly young thread in software development, which extends Object-Oriented 
modeling / programming by concepts such as beliefs, goals and intentions [5]. 

Numerous methodologies for MAS development have been proposed (see [11] for 
an overview). FIPA [10] provides a set of standardized specifications for MAS 
runtime architecture and interaction protocols. The reason for it is that different 
problems require specific approaches. GPGPU is represented by a set of technologies, 
including CUDA [12], OpenCL [13], and DirectCompute [14]. In our work, we use 
CUDA by NVIDIA. OpenCL is based on similar concepts, so we expect that a 
solution for CUDA can be rather easily ported to OpenCL. 

In [15] the authors present the use of GPU technology for multiagent simulation. 
They demonstrate a performance improvement of their Multi-Agent Simulator by 
using a GPU to execute agent-based models, but they don't pay much attention to the 
agent environment. 

In [16] an adaptation of the FIPA standard to GPU is proposed with an  example of 
crowd simulation. It is a continuation of earlier research [17] of the authors, where 
they compared JADE (Java Agent DEvelopment framework) and GPGPU, while 
operating with containers as in JADE. Authors claim about the necessity of 
standardization for agent creation on GPU. 

In summary, there is a tendency in attempts to use GPU for agents, and as new 
GPUs are released, new devices provide more computational resources. In our 
research we pay great attention to agent communication, collaboration and their 
environment. 

4 Research Contribution and Innovation 

A common GPGPU application consists of two parts: host code and device code. Host 
code is executed by CPU, and device code is executed by GPU. Modern GPUs have a 
set of Streaming Multiprocessors (SM). Each SM represents a Single Instruction 
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Multiple Threads (SIMT) architecture [18]. There is a special “task manager” for 
every SM that groups threads, so they are finally executed in a Single Instruction 
Multiple Data (SIMD) manner. All threads are organized into blocks, with blocks 
belonging to grid(s) [19]. 

In this paper, we consider three architecture variants   to implement MASs that 
exploit GPU. The three variants are illustrated in Figure 1. 

 

Fig. 1. Architecture variants: a) Agents-on-Host (AoH); b) Agents-on-Device (AoD); c) Hybrid 
(HA) 

The Agents-on-Host (AoH) model shown in Fig. 1a) consists of three top-level 
components: environment, agents and task manager. We consider the individual 
components in details. On the host part of the system, agents (denoted by ai) can 
communicate with each other only by means of the environment, not directly with 
each other. An environment here holds all information about the current system state. 

The next component is Task Manager (TM) consisting of two modules: Tasks and 
Results. Module “Tasks” serves for GPU tasks preparation and GPU resource 
allocation; it also sends data to GPU and calls respective kernel functions. At the 
beginning, agents – which have their own tasks – make requests for computational 
resources to accelerate their tasks execution. Then TM starts the GPU task preparation 
phase, during which data obtained from agents are organized in a way that the kernel 
function can process them. There are numerous copies of the kernel function, each 
working on different data. This complies to the needs of similar agents, when they 
have analogous tasks. The next step is to allocate resources on the GPU and copy the 
data there. Then computation on the GPU is ready to start. TM sets a number of 
threads and number of blocks that will be executed on GPU. It means that the total 
number of copies of our kernel function equals the total number of GPU threads. 
When execution is completed, the “Results” module takes control. This module 
finally synchronizes GPU threads and solutions gathered from the kernel functions 
back to the host. Finally, the TM provides the environment with all these solutions.  
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This model can be mapped to more than one machine by uniting local 
environments of model instances. So we will get a global environment, where agents 
placed on one machine can ask for computational resources on others. (Here it should 
be noted that characteristics of the network connection and its bandwidth need to be 
taken into account while evaluating the system performance). 

Another model is Agents on the Device (Fig. 1b, AoD), which includes 
environment on GPU. Here within a GPU we consider its global memory like an 
environment, and kernel-function call concurrency is considerably helpful here. 

The host part has two modules: Initializer and Results. Initializer has initial data 
and it also allocates GPU resources. Then it copies data to the device. It is also 
possible to dynamically allocate memory on GPU, but it takes special attention while 
doing so. For example, as we dynamically allocate GPU global memory - it is the 
slowest on GPU - we should evaluate the necessary amount of memory and check 
whether it meets the default size that we can allocate. Otherwise, it should be marked 
on the host before executing on the device. Another aspect of dynamic memory 
allocation is the expensiveness of this operation. So a good practice is to allocate 
memory and then just reuse it by overwriting data. The Results module returns the 
results after computation or simulation on GPU. Depending on next actions it either 
de-allocates GPU resources and/or passes execution to Initializer. 

Components on the device are the environment, managers and agents. Every 
manager works within single multiprocessor and has access to the environment (here 
GPU global memory plays this role). As every multiprocessor has its own shared 
memory, which is a fast memory type on GPU, the manager is going to work with 
blocks. As threads running in a block can interconnect with each other and have 
access to shared memory, we can consider one separate thread in a block like a 
manager which can take part in tasks assignment for the rest threads in this block. But 
it makes other threads in a block waiting. After tasks assignment, this “manager” 
thread can also take part in computations. The main role of this manager is to 
synchronize threads in current block, copy data from global memory to shared one 
(when necessary). The amount of shared memory is limited and it should be properly 
used for communications between threads in this block. 

After finishing all tasks on the GPU, we synchronize all GPU threads and copy 
data back to host. And it is Results-module that gets final results (solutions). 

As an advantage, by using MAS conception, threads can be considered like agents, 
and every block has its manager-thread responsible for synchronization in current 
block and can copy necessary data to faster shared memory. 

However, there are some bottlenecks in this model. As we check threads in blocks 
during execution and conditional expressions (if...then) are evaluated, it influences on 
GPU’s scheduler. It means that our threads for which these conditions are true will be 
executed, and others have to wait wasting time by standing idle. Also, 
synchronization is an expensive operation, so we use it either at the end of block 
execution or during threads communication and using shared memory (to protect 
variables in shared memory while reading/writing by threads, we use atomic 
functions). 
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And the third model – the Hybrid architecture (HA, Fig. 1c) incorporates and 
integrates both AoH and AoD. In the host part we have also the environment (global, 
which can be connected or united with remote machines), agents, and the Task 
Manager TM. Here agents, like in AoH model, make requests for GPU computational 
resources. Then, the environment passes all requests to TM. TM can act either 
concurrently or sequentially. It depends on the number and type of the tasks, e.g., TM 
can organize tasks by agent types. So the module Tasks sets final input 
representations for the GPU (this module is a part of TM and it also has a concurrent 
nature). 

A device part represents the AoD model: GPU environment, manager-agents and 
agents (inside blocks). They act in the same manner: managers are responsible for 
control actions within their block, including synchronization and shared memory use. 
When a kernel-function completes its execution, module Results synchronizes tasks 
from the kernel-function and sends results back to the environment with TM help. 

So our kernel-functions work independently and solve agents’ tasks according to 
the type of agents or their tasks. TM also plays a role of load-balancer, because it 
should maximize the usage of both CPU and GPU to get the best performance. 

5 Discussion and Critical View 

We presented three types of task allocation architectures for MAS that use GPU as an 
underlying execution hardware. Like the authors in [20], we do not assume a strong 
definition of an agent, but rather take a “useful-first” approach. Conception of MAS 
helps to abstract from implementation details, but needs to be adapted with respect to 
the main restrictions of GPU. We decided to analyze the conceptual model and then 
implement a prototype. 

The AoH model, where agents request their environment for computational 
resources, can be used for systems with a small number of agents. But agents can be 
the complex ones. Every agent should have its own tasks (which is, for example, an 
independent subproblem). In addition, the Task Manager ™ uses several criteria for 
grouping tasks, e.g. agent type, task type. For instance, if our agents are working with 
matrices, TM can vary available resources for concrete agents depending on the type 
of operation (e.g., inversion) and the amount of data. 

As modern CPU is also multi-core, and we exploit this parallelism. A TM that 
operates with kernel-function calls puts them in separate streams and execution is 
asynchronous. This helps to decrease the amount of wasted computational time, but it 
takes a thorough analysis of the granularity: number of kernels executing in different 
streams. 

The AoD model – with agents on GPU – suits for such tasks that could be divided 
into smaller subtasks that can be processed independently. For example, we should 
find a global minimum of a function in a space of values. We divide our space into 
subspaces and look for local minima. Here agents communicate when they found 
local minima and check whether it is less than the current minimum for all agents. 
After checking the whole space of values, agents will find the global minimum. To 
accelerate this process, a heuristic approach should be used. 



 Multi-Agent Systems Meet GPU: Deploying Agent-Based Architectures 121 

The hybrid model, which is a mixture of AoH and AoD, is the most flexible among 
these models. Firstly, it can be scaled in two directions: locally and globally. Local 
scaling includes adding more GPUs to the machine and create a united GPU 
environment (so we have more GPU computational resources and GPU memory 
altogether). Global scaling implies extending environment by connecting machine 
environments with each other and organizing a common space. Technologies such as 
GPUDirect [21], rCUDA [22], OpenMPI [23] help to implement such environments. 

6 Conclusions and Future Work 

In this article we presented three types of task allocation architectures for MAS which 
use GPU. We discussed advantages and disadvantages of every architectural type. 
Also we mentioned possible bottlenecks. Based on the discussion, we believe that the 
third (hybrid) type  of model is the most promising: it is a general architecture that is 
aimed at performance improvement of the whole system. Moreover, there is a 
potential for scaling into two dimensions: local and global. 

The main long-term goal of our research, of which this paper is a part, is to create a 
methodology of multi-agent system development with the help of general purpose 
computing on graphics processing units. At the end it will be realized as a framework 
or simulation tool. As there is a wide range of MAS application, we focus on traffic 
simulations and combinatorial optimization problems. Future versions could be 
extended to other application domains. Currently there are lots of tools for simulation, 
even agent-based, but the problem is that within a single machine it is difficult to 
achieve high performance. 

Next steps are to implement all these models and create corresponding prototypes. 
So we can analyze performance empirically. Firstly, we will consider all models 
within a context of single machine, and find out the performance and behavior of the 
system. Then we will investigate ways of scaling, which we mentioned above. 
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Abstract. In the Internet of Things a lot of business opportunities may be iden-
tified. The devices in IoT may create ad-hoc temporary networks to provide 
services or share some resources. Such services are characterized by a great 
economical potential, especially while provided at mass-scale and for incidental 
users. However, the development of paid services or resources in IoT is ham-
pered by relatively big transaction costs of payment operations. To deal with 
this problem, we propose a novel architecture of coupon-based, semi-off-line, 
anonymous micropayment system to enable transactions in the scope of Internet 
of Things. User anonymity and security is assured by the usage of standard 
cryptographic techniques together with novel architectural design of the pay-
ment processes. Utilization of a hash function allows generating and verifying 
electronic coins in computationally efficient way, so as to be executed even in 
hardware- and software-restricted environment such as Internet of Things.  

Keywords: micropayments, e-money, Internet of Things, Future Internet. 

1 Introduction 

The Internet of Things (IoT) is the rapidly developing phenomenon, which undoub-
tedly will influence the society and economy. Originally it was perceived as the intel-
ligent network linking objects, information and people to allow remote coordination 
of resources by humans and machines [3]. However, nowadays IoT is not only limited 
to electronic identification of objects, but it is defined as technology integrating  
physical objects with information network, where these objects may act as active 
participants in business processes [6].  

Multiple applications of Internet of Things have been identified in such economy 
areas, as manufacturing, supply chains, energy, healthcare, automotive industry and 
insurance, to mention a few [6]. Moreover, the expansion of Internet of Things out-
side the internal infrastructures of companies is expected. Such situation should affect 
the economy by creating human-to-machine (H2M) and machine-to-machine (M2M) 
markets [14]. In these markets, the machines will match business partners and  
conclude contracts, according to the preferences of their owners. 

In the Internet of Things markets the devices will cooperate by creating temporary 
networks to exchange data. The devices are expected to provide services on the mass 
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scale, but the business relations will be temporary, and often formed on an ad-hoc 
basis. The devices in Future Internet will be used locally, but at mass scale and in 
many places. Similarly, the particular payments will be made in micro scale, but all 
transactions will have the global character. One of the features of the services pro-
vided by devices from IoT network is activity-based micro-pricing, which means  
that clients are charged by exact time, amount and sort of services they consume [14]. 
Therefore, to make the provision of ad-hoc services profitable, an efficient  
micropayment system is required.  

The micropayment system suitable for the transactions in Internet of Things should 
observe the following requirements. First, it should be possible to implement the sys-
tem worldwide, by avoiding intermediaries (e.g., a clearing house). Second, the finan-
cial institution should bear possible minimal computation costs. Third, a user should 
be able to make a payment off-line in order to decrease the costs of a network connec-
tion, which in particular cases may exceed the value of purchased goods or services 
(e.g., mobile data transfer under roaming circumstances). Fourth, the vendor should 
contact a financial institution as seldom as possible. Fifth, the anonymity of the user 
should be assured by a prevention of payment tracking. Sixth, the security of transac-
tion should be assured by the encryption and the prevention of double spending or 
forgery. 

To deal with the above problems, an anonymous, semi-offline, micropayment sys-
tem for transactions in Internet of Things is proposed in this paper. The contribution 
of the proposed solution in the field of anonymous micropayment systems and Inter-
net of Things is described in Section 2. The state of the art of micropayment systems 
is reviewed in Section 3. In Section 4 overall architecture and main protocols of mi-
cropayment system suitable for micro-transactions in Internet of Things are proposed. 
Finally, Section 5 concludes the paper. 

2 Contribution of Proposed System to the Internet of Things 

In the paper a new architecture of micropayment system adjusted to the requirements 
of business transactions in Internet of Things (IoT) is presented. The proposed micro-
payment system meets the needs of human-to-machine and machine-to-machine mar-
kets, where efficient processing of many small-amount transactions is required.  
Although plenty of anonymous micropayment systems were proposed in the litera-
ture, the state of the art reveals that none of them is suitable for transactions in Inter-
net of Things. However, the coupon-based systems, originally proposed to handle pay 
per view payments on the websites, seem to fit the gap.  

A good starting point to realize the idea presented in the paper is related with a  
micro-payments architecture originally proposed by Wilusz and Rykowski [15]. 
However, in order to fulfill above-mentioned requirements of IoT transactions, this 
architecture was significantly modified. First, the clearing house became an unneces-
sary intermediary and in our proposition a financial institution is sufficient to handle 
both coin issue and clearing. Second, the coin registration was changed by putting this 
activity into a vendor task, so that each coin is registered during its first use.  
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Moreover, this solution strengthened user anonymity, by an elimination of a possibili-
ty of user (e.g., his personal device) tracking. Third, the coin blocking procedure was 
improved by setting the final date for blocking a coin by a vendor. Fourth, the user 
and vendor specify together in anonymous way the account to be credited, which, by 
an application of cryptographic methods, improves security of the proposed solution. 

According to the long tail concept [2], the Internet of Things has a huge economic 
potential of services or resources being sold for micro-price in huge amounts to plenty 
of incidental clients. The potential areas of application of micropayments in IoT are as 
follows: transportation services (pay per exact distance or number of stops), services 
concerning augmented reality (virtual guides in a museum or multimedia concerning 
cultural heritage objects), a reduction of external effects in public spaces (payments 
for using a car in city centers), and services in public spaces (vending machines, toi-
lets or waiting rooms), to mention a few. However, because of the lack of efficient 
payment method, high transaction costs strongly limit IoT market. The proposed ar-
chitecture will allow implementing an efficient micropayment system suitable for 
payments in IoT. The system, once become de facto standard, will cause the IoT  
market to flourish on international scale. 

3 State of the Art 

There were proposed numerous micropayments schemes in the literature. However, to 
our best knowledge none of them is suitable for the payments in the IoT environment.  

Most of already implemented micropayment systems are based on the prepaid ac-
count and aggregation of particular payments by single payment system operator 
(e.g., Amazon Flexible Payment Service [1] or GeldKarte [5]). In this approach ven-
dors and clients are bound to a single payment service provider, which consolidates 
clients’ micropayments into macropayments made to the sellers at the end of specified 
period. The micropayments aggregation by one entity is not proper for IoT transac-
tions, as purchases happen rather irregularly, incidentally and should be possible 
worldwide. Moreover, this solution lacks anonymity, as service provider can track 
each payment [13]. 

Another sort of micropayment schemes applies probability approach to make mi-
cropayments effective (e.g., schemes proposed by Micali and Rivest [8] or Lipton and 
Ostrovsky [10]). The foundation of these systems is based on an assumption that users 
make a lot of purchases and vendors have huge volume in sales. Under this assump-
tion, it is enough to provide a coin, which with probability of s will be payable 
amount of 1/s to assure that users will pay and vendors will get amount close to their 
expenses and earnings. However, there are following drawbacks of such a solution. 
First, no anonymity is assured, as each user is obliged to sign transaction details. 
Second, the probabilistic scheme has features of a wager (one may win or lose de-
pending on result of some activity) rather than sale (getting goods or services for an 
amount of money). Third, both user and vendor are required to have PKI certificates. 

The third group of micropayment schemes is coupon-based, which utilizes the idea 
of hash chains [7] (e.g. PayWord [12], Payeras-Capella et. al. scheme [11] or Wilusz 
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and Rykowski architecture [15]). In coupon-based systems an electronic coin is 
represented by the last output of a hash function applied iteratively to some seed. This 
approach enables the electronic coin to be spent in fractions, by presenting the vendor 
a set of chain nodes. Although, the general scheme presented by Rivest [12] missed 
the anonymity and allowed user to exceed their bank-account limits, it was improved 
by Payeras-Capella et al. [11] by an application of Chaum’s blind signature protocol 
[4]. However, in this scheme, a user needs to contact financial institution directly 
before the payment in order to produce merchant-specific hash chain. Moreover, the 
Authors do not mention what happens with unspent tokens of merchant specific hash 
chain, and it appears that unspent value is lost in favor of the financial institution. 
Wilusz and Rykowski [15] proposed improved, anonymous coupon based micropay-
ment system. In their proposition the user contacts the financial institution only during 
coin issue phase. During the payment process only the vendor needs to stay on-line. 
The proposition of locking the coin by the vendor at the clearing house solved the 
problem of double spending, and in advance to the Payeras-Capella et al. [11] 
scheme, there is no need to generate merchant-specific coins. Moreover, unspent frac-
tion of the coin may be used in further transactions, provided that the coin was un-
blocked by the merchant. However, there are still some drawbacks of this system. 
First, the presence of the clearing house increases transaction costs and hampers the 
worldwide expansion of the system. Second, there is a serious risk, that the vendor 
will not unblock the coin after the payment.  

The decentralized micropayment systems such as Bitcoin [9] are becoming more 
popular. However the decentralized systems appear to be of limited trust, as there is 
no central authority controlling the supply of virtual currency. Moreover, the security 
of Bitcoin system is preserved under condition that the majority of Bitcoin network 
nodes are honest. The botnet attack poses a real risk of Bitcoins forgery or doubles-
pending. The above mentioned traits of Bitcoin system cause, that this solution is not 
suitable for mass scale payments in the Internet of Things. 

The analysis of the state of the art in micropayment systems indicate that there is 
no solution meeting all the requirements of transactions in the Internet of Things. 
However, the Wilusz and Rykowski solution [15] has a potential, after some modifi-
cation, to meet the needs of H2M and M2M markets. In this paper, we propose some 
extensions and improvements to this approach, to be described in the next section. 

4 Architecture of Micropayment System for Internet of Things 

The architecture and protocols of a micropayment system for Internet of Things, pre-
sented in this section, are the results of significant improvements of the proposition of 
Wilusz and Rykowski [15]. The introduced changes enabled the system to meet the 
requirements of micro transactions on both H2M and M2M markets.  

The proposed system is coupon-based, which means that the hash chain concept is 
used to produce divisible coin. Such a solution decreases computation costs of a fi-
nancial institution, as it is enough to sign the coin once and further this coin may  
be spent in fractions. The anonymity is assured by an application of Chaum’s blind 



The Architecture of Coupon-Based, Semi-off-Line, Anonymous Micropayment System 129 

signature scheme. In the result, a financial institution is not able to link the coin iden-
tifier with a user. Additionally, the vendor stands for an entity to register a coin at 
financial institution, which strengthens the user anonymity, as no IP tracking of end-
user device is possible. The financial institution F generates the coin in return for 
money, so the coin bears obligation of F to accept it and pay the holder (e.g. by bank-
ing transfer). As a result there is no need to involve a clearing house in the payment 
process, as the financial institution, that issued a coin, takes care of coin clearing. 
What is more, a user needs an Internet connection only to get new coins from F. In 
Internet of Things, a user (a person or a device) contacts a vendor (a person or a de-
vice) by a short-range radio communication. Moreover, the vendor V uses the Inter-
net, to contact F, only when blocking the coin or finishing the transaction. The idea of 
indexing and blocking of coins together with storing the last spent token in financial 
institution database, prevents the double spending issue. In the system a coin may be 
blocked only till specified date T. Additionally the user U specifies who should be 
credited by using vendor’s certificate, which prevents any eavesdropper from gaining 
benefit. 

Figure 1 presents the participants of the system and their interactions. In the next 
sections the coin generation protocol and payment protocol are described in details. 

 

Fig. 1. Overall system architecture 

4.1 Coin Generation Protocol 

In the proposed system, the coins generated by a financial institution are of fixed val-
ue M and may be divided into n fractions (tokens). Each token has specified value 
equal to M/n. The divisibility of a coin is achieved by an application of hashchain 
concept, while the anonymity is assured by the use of Chaum’s blind signature 
scheme. The coin generation protocol consists of three phases: blind coin generation, 
blind coin signing and a removal of a blind factor. 

In the first phase, the user U generates a random seed S, which is kept in secret. 
Then, hash function H() is performed iteratively on the seed. Next, the user generates 
random blinding factor r and finds its reverse modulo N (where N is modulus of  
financial institution RSA public key). Finally, blinding factor r is encrypted with  
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financial institution RSA public key e and multiplied modulo N by the coin identifier 
(last value of hash chain Hn(S)). As a result of this operation a blinded coin 
Hn(S)re mod N is produced.  

During the second phase, the user is authorized in the payment system and sends 
the blinded coin to the financial institution, which in turn debits user account and 
signs blinded coin with RSA decryption key d. Then, the signed blinded coin 
Hn(S)dred mod N is returned to the user U. 

In the last phase, the user removes the blinding factor. As the red mod N is equal to 
r mod N it is sufficient to multiply the blinded coin by the r reverse modulo N 
(r-1 mod N), because the following congruence is met rr-1≡ r0≡1 (mod N) [4].  

 

 

4.2 Payment Protocol 

At the beginning of a transaction, the user U and the vendor V both agree on the date 
T of finishing transaction (the final date till which the coin will be blocked at a finan-
cial institution). Additionally, the vendor provides to the user its certificate C contain-
ing credentials and bank account details. The user sends to the vendor the following 
items: the signed coin, encrypted concatenation of the last unspent token Hn-m(S) 
(where n>=m) with T, and encrypted concatenation of Hn-m(S) with C. This proves 
that U (the only entity knowing Hn-m(S)) authorizes vendor V identified by certificate 
C to block the coin identified by H(S)dmod N till the date T.  

In the next step vendor V sends C, T, the coin Hn(S)d mod N and both concatena-
tions (Hn-m(S)||T)e mod N and (Hn-m (S)||C)e mod N to the financial institution F. Then, 
the financial institution F uses its encryption key e, in order to obtain coin identifier 
Hn(S) from signed coin H(S)dmod N. Next, the financial institution F decrypts 
(Hn-m(S)||T)emod N and (Hn-m(S)||C)emod N with its decryption key d and retrieves 
Hn-m(S). Then, the financial institution F checks if the coin was already registered. In 
the case of a new coin, the financial institution F checks if H(Hn-m(S)) is equal to 
Hn(S). If this checking succeeded, the coin Hn(S) is registered in the database by stor-
ing  the coin Hn(S)d mod N , coin identifier Hn(S), and first token Hn-1(S) (in this case 
m=1). If the coin was already registered, the financial institution F checks if the token 
Hn-m(S) is the predecessor of the previously spent token Hn-m+1(S) by verification of 
the following equation Hn-m+1(S)=H(Hn-m(S )).  In the next step, the coin is blocked 
for the period T for the vendor V identified by the certificate C. Then, financial insti-
tution F sends to the vendor V the last spent token Hn-m(S) and a position (n-m) of this 
token in the hashchain. The position of the token in hashchain determines the remain-
ing value of the coin ((n-m)M/n).  

After having validity and blocking of the coin confirmed by financial institution F, 
the vendor V starts charging the user U the micro prices by requesting tokens 
representing particular value. Then the user U provides the vendor V the token  

Coin generation protocol 
U→F: user credentials, Hn (S) re mod N 
F→U: Hn (S)d red mod N 
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Hn-m-q(S) of value qM/n and the order number n-m-q (where n>=m+q). The token is 
verified by the vendor V by checking if Hq(Hn-m-q(S))= Hn-m(S). If the checking is posi-
tive, the goods or services may be provided. The request and validation of the tokens 
may be repeated during the consumption of services or goods purchase, in the case 
when the user U is charged on the pay per use (or unit) basis. For a next service use, 
the user U is requested for next token Hn-m-q-p(S) of value pM/n. The vendor V  
provides proper token and this process continues till the end of the transaction. 

At the end of the payment the vendor V sends to the financial institution F the coin 
Hn(S)d mod N, last received token Hn-m-q-p(S), and order number n-m-q-p 
(where n>= m+q+p). The financial institution F locates the coin in its database and 
stores the last token. Then, the coin is unblocked and vendor’s bank account may be 
credited. If the total value M of the coin is spent (in the case of n-m-p-q = 0), it is 
marked as invalid. 

 

 

5 Conclusions 

In this paper, an anonymous semi-off-line micropayment system for transactions in 
Internet of Things is proposed. The improvements described in the text allowed simpli-
fying the architecture, strengthening user anonymity and protocols security. The inter-
mediary clearing house became unnecessary and was removed from the architecture, 
which caused a simplification of communication and transactional overheads of the 
proposed solution. The original approach of the vendor being the entity who registers 
the coin at a financial institution has been applied. This solution caused an increase  
of the user-anonymity level by disabling communication tracking possibilities. Moreo-
ver, the coin management in payment process enhanced security of the solution, for at 
least two reasons. First, encrypted concatenation of token with blocking date prevents 
the suspension of coin in financial institution database. Second, the concatenation of 
token with vendor’s certificate ensures that the vendor gets the payment, because any 
malicious intervention in the protocol cannot change the beneficiary. 

The proposed system meets the specific needs of financial transactions in Internet 
of Things by decreasing transaction costs concerning the payment process. What is 

Payment protocol 
V→U: T, C 
U→V: Hn (S)d mod N , (Hn-m (S)||T) e mod N, (Hn-m (S)||C) e mod N 
V→F: T, C, Hn (S)d mod N , (Hn-m (S)||T) e mod N, (Hn-m (S)||C) e mod N 
F→V: Hn-m (S), n-m 
V→U: Request for tokens 
U→V: Hn-m-q (S), n-m-q 
V→U: Request for tokens 
U→V: Hn-m-q-p (S), n-m-q-p 
V→F: Hn (S)d mod N, Hn-m-q-p (S), n-m-q-p 
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more, proposed solution may be implemented on wide range of payment instruments 
concerning smartcards or smartphones. The payment protocol is easy to be executed 
by even small devices, and users are required only to formulate an intention of a pay-
ment. Additionally, a coin management system may be proposed, which would optim-
ize the choice and strategies of coin spending with different vendors. We do hope that 
the proposed micropayment system will allow several new, commercial innovations 
to emerge within the scope of Internet of Things.  
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Abstract. In this paper, the main activity was to investigate how different 
substrates, temperature of sintering and percentage of silver ink containing 
silver nanoparticles influence on Young’s modulus and hardness of printed 
silver thin samples. Samples were prepared by low cost ink-jet printing 
technique using Dimatix Material Printer on polyimide flexible substrate and 
slide glass. Characterization of these samples was carried out by Nano Indenter 
using a three sided pyramidal (Berkovich) diamond tip. Measurement results 
show that the thickness of ink-jet printed silver layer varies for different percent 
of nanoparticles in silver ink. All measurements were done at same depth of 
indentation to avoid possibility of perforation of printed layer. The higher 
temperature of sintering and the higher percent of silver nanoparticles give the 
bigger Young’s modulus and hardness of printed silver sample. This research 
provides very useful information about mechanical characterization of the silver 
layers on flexible substrates for printed-electronics. 

Keywords: ink-jet printing, silver nanoparticle ink, nanoindentation. 

1 Introduction 

Ink-jet printing is a particularly attractive technique, for a direct write of patterns and 
the delivery of precise quantities of materials. It is desirable to fabricate onto polymeric 
or similar temperature sensitive substrates by solution-based printing process. 
Development of a solution-based process on a flexible substrate would allow roll-to-
roll fabrication, which is an extremely inexpensive way to mass-produce circuits since 
it eliminates conventional photolithography and complex substrate processing 
including vapor phase deposition and etching. For these reasons, the ink-jet printing as 
a convenient and rapid processing technique to fabricate conductive lines has attracted 
great attention in recent years [1]. In the electronic industry, ink-jet printing tecnology 
has proved to be more flexible, low cost and more enviroment friendly [2] than the 
current manufacturing processes. This technology has shorted time of production and 
this result lower cost of production. The ink-jet printing technology has become an 
interesting aternative to the current manufacturing methods and has been integrated 
into the various phases of mass electronics production [3]. 

Nanomaterials have been of much benefit in improving process procedures in 
printable electronics, especially in connection with sintering process temperature and 
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sintering process duration. Silver ink, based on nanoparticles makes it possible to 
lower the sintering temperature and to shorten sintering time. Evaluation of the 
mechanical reliability of silver ink-jet printed structures is crucial in reliable electrical 
design. Some of the analysis of mechanical performance of silver ink-jet printed layer 
are presented in [4]. 

For a mechanical characterization of such printed samples nanoindentation has been 
established as an important tool for characterization on the submicron scale. Such a test 
is usually conducted using instrumented machines with which indenter load and 
indenter displacement can be continuously and simultaneously recorded during 
indenter loading and unloading [5]. The two mechanical properties measured most 
frequently using load and displacement sensing indentation techniques are the Young’s 
modulus and the hardness [6]. The measured Young's modulus and hardness would be 
different, even for the same film, depending on the substrate materials because of the 
substrate effect on the measured properties [7]. 

In this paper, we present fabrication process of silver layer on different 
plastic/organic substrate and slide glass in ink-jet printing technique and their 
mechanical characterization. Relationship to internet of things and state of art/releated 
literature are shown in Section 2 and 3, respectively. In the Section 4 is present 
fabrication and characterization processes. Section 5 presents measurement results of 
mechanical characterization and the discussion. The reached conclusions of the 
obtained results follow finally in the Section 6. 

2 Relationship to Internet of Nano-things 

Over the internet, everything is connected through the online system to perform 
controlled devices and complex systems, for example power plants, industrial 
equipment, automotive and cellular industry, and even households. This leads to 
improvements in the quality of production and the saving of time, and all that is 
connected with the lower prices of products on commercial market. 

The internet, there is a lot more data, all the time, growing at 50 percent a year, or 
more than doubling every two years, estimates IDC (International Data Corporation), 
a technology research firm. It’s not just more streams of data, but entirely new ones. 
For example, there are now countless digital sensors worldwide in industrial 
equipment, automobiles, electrical meters and shipping crates. They can measure and 
communicate location, movement, vibration, temperature, humidity, even chemical 
changes in the air. Link these communicating sensors to computing intelligence and 
you see the rise of what is called the Internet of Things or the Industrial Internet [8]. 

Nanotechnology promises new solutions for many applications in the biomedical, 
industrial and military fields as well as in consumer and industrial goods. The 
interconnection of nanoscale devices with existing communication networks and 
ultimately the Internet defines a new networking paradigm as the Internet of Nano-
Things [9]. Many application in microelectronics involve combinations of plastic and 
metal constituents. Due to the different properties of the materials involved (e.g. 
Young’s modulus and hardness, thermal expansion coefficents, elestic constants yeild 
strenght) components can be subject to internal stresses during fabrication.  
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Ink-jet printing technology consist of complex micro- or nano-network of metal 
structures embedded within a plastic/organic substrate. The low sintering temperature 
(i.e. below 300°C) can be achieve using inks containing nanoparticles. This makes 
feasible the use of excelent electronic conductors such us silver or gold with different 
percentage participation in inks. 

During the production of commponents, which is used in connecting things (the 
internet of things) could be used different materials. The choice of the materials 
depend on the purpose of the components and the conditions in which it will be used. 
For this reason, ti is very important to know all the characteristics of the used material. 
For example, if you want to make a RFID tag to be used in an environment which will 
significantly affect the material that we used in the preparation of tag, we need to know 
the materials’ mechanical characteristics, like hardness, Young 's modulus, and scratch 
test. This leads to a better design of components, longer life and higher quality mode. 

3 State of the Art / Related Literature 

In a last twenty years, nanoindentation was introduced as a method for determining the 
modulus and hardness of materials by studying nanomechanical response as a function 
of penetration depth. During the years, this method has been constantly refined. 
Nanoscale characterization techniques are continuously challenged by the rapid 
progress in nanostructures and functional materials demanding higher resolutions and 
advanced measurement techniques for mechanical, chemical, electrical, and thermal 
characterization. This understanding will be valuable in supporting the impetus to 
harness multifunctionality of materials to realize nano- and micro-devices [10]. 

Nanoindentation is widely used to study the displacement  of materials under 
specific applied loads to produce load–displacement curves. This will lead to the aim 
of presenting its contributions to progress in materials science [11]. One of the most 
fascinating things about nanoindentation is the number of different applications for 
which the technique is useful. One of these applications is: the utility of 
nanoindentation in the geological world, It relates some of the smallest experiments on 
mechanical properties that can be performed to some of the largest we know of: 
earthquakes. Other very important areas that have become popular recently are the 
accurate characterization of viscoelastic materials and polymers, polymers 
characterization as it relates to nano-imprinting and nano-forming, nanoindentation in 
the materials science of biomedicine [12]. 

4 Fabrication and Mechanical Characterization of Ink-Jet 
Printed Samples 

In recent years, there has been tremendous interest in the development of printed 
electronics components as a means of achieving ultra-low-cost electronic circuits [13]. 
In the electronic industry, fabrication of conductive tracks is inevitable. Conventional 
photolithographic and electroless deposition techniques are widely adopted in the 
printing circuit board (PCB) for manufacturing its conductive circuits. However, this 
method is not only time consuming but also very complicated and expensive, because 
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many processing steps are required to construct a layer of the circuit. Moreover, the 
electroplating and etching processes also produce large quantities of chemical waste. 
Therefore, there is an industrial need for direct digital printing to simplify the processes 
and to reduce manufacturing costs [1]. For good results it is very important to know all 
characteristic of materials which are used for ink-jet printing. Because of that we have 
tested mechanical characteristic of printed silver layers. 

4.1 Fabrication of Ink-Jet Printed Sample 

The samples for mechanical characterization were prepared by ink-jet printing 
technique by Dimatix Deposition Material Printer DMP-3000 [14], on polyimide 
flexible substrates with different thickness and slide glass, shown in Fig. 1.  

 

Fig. 1. Dimatix Deposition Material Printer DMP-3000 

 

Fig. 2. a) Measurement system - Agilent Nano Indenter G200; b) Berkovich diamond tip 

The thicknesses of polyimide film were 50 μm and 75 μm (manufacturer GTS 
Flexible Materials Ltd [15]) and thickness of slide glass was 1000 μm. As inks have 
used commercially available SunChemical silver nanoparticle inks with 20 wt% and 
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40 wt% of silver nanoparticles [16]. During the printing procedure has been used 16-
nozzle piezzo cartridge with nozzle diameter of 25.4 μm. The distance between 
nozzles is 200 μm and drop spacing was 50 μm. After depositing silver nanoparticle 
ink on polyimide film and slide glass samples are sintered on air atmosphere at three 
different temperatures (200 ˚C, 225 ˚C and 250 ˚C) for 30 min. Printed samples, after 
sintering, are presented in Fig. 2. 

4.2 Mechanical Characterization of Ink-Jet Printed Samples 

After sintering process, characterization of this samples are carried out by 
measurement system with Agilent Nano Indenter G200 [17] using a three sided 
pyramidal (Berkovich) diamond tip. Measurement system and Bercovich tip are shown 
in Fig. 3. Berkovich tip is ideal for most testing purposes. It induces plasticity at very 
small loads which produces a meaningful measure of hardness. The Berkovich indenter 
tip has a large included angle which minimizes the influence of friction. Basic 
principle Nano Indenter G200 testing is employing a high-resolution actuator to force 
an indenter into a test surface and a high-resolution sensor to continuously measure the 
resulting penetration. As the indenter is driven into the material, both elastic and plastic 
deformation cause the formation of a hardness impression conforming to the shape of 
the indenter to some contact depth. After the indenter is withdrawn, only the elastic 
portion of the displacement is recovered; this recovery enables one to determine the 
elastic properties of a material [17]. The first step of measurement is preparing a 
sample by mounting it on a sample disk. For mounting samples double stick tape is 
used. Mounted samples are presented in Fig. 4.  

 

Fig. 3. Printed silver layers on different substrate after sintering 

Middle position in sample tray is reserved for reference material (Corning 7980, 
fused silica or Pyrex 7740 [17]). One of these materials are used to indirectly verify the 
instrument accuracy according to the standards. 

After placing sample of silver layer on plastic substrate on tray into the indenter, 
height of measuring sample must be adjusted to the height of the reference material 
which is fixed. Adjusting the height of the sample can be done with small thumbwheel 
for each sample holder; rolling of thumbwheel sets the height of sample. Finally, when 
samples are in line with reference material, it could be set measurement parameters. 
All measurements were done at same depth of indentation, around 200 nm to avoid 
possibility of perforation of printed layer. The Poisson’s ratio for silver was set as 0.37. 
The ten indentations have been made for each sample. 
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Fig. 4. Samples mounted on holder and prepared for measurement 

5 Measurement Results and Discussion  

Fig. 5. presents load-displacement curves obtained by nanoindentation for ink-jet 
printed silver layers on 50 μm polyimide film sintered at 200 ˚C, 225 ˚C and 250 ˚C 
for 30 min. The observed curves are consistent with intuitive expectations; the largest 
load is required to silver layer sintered at highest temperature, at 250°C. 

Table 1. summarize mean values of the 10 measurement data of Young’s modulus, 
hardness, displacement into surface and load applied to test surface. As it can be seen 
from the Fig. 5. and Table 1, as it was expected higher temperature of sintering leads 
to higher hardness and Young’s modulus of material. 

 

Fig. 5. Typical load-displacemet curves of ink-jet printed silver layers on 50 μm polyimide film 
at different temperature of sintering 
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Table 1. Mechanical properties of ink-jet printed silver layers determined by the 
nanoindentation 

 Young’s 
modulus at 
Max load 
(GPa) 

Hardness 
at Max 
Load 
(GPa) 

Displaceme
nt at Max 
Load (nm) 

Load at 
Max 
Load 
(mN) 

20 %wt on 50 µm polyimide at 
200 °C 

8.237 1.250 206.773 0.250 

20 %wt on 50 µm polyimide at 
225 °C 

8.658 1.445 204.96 0.240 

20 %wt on 50 µm polyimide at 
250 °C 

10.328 1.737 206.902 0.305 

20 %wt on 75 µm polyimide at 
200 °C 

9.056 1.456 204.69 0.251 

40 %wt on 50 µm polyimide at 
200 °C 

11.968 1.387 207.542 0.383 

20 %wt on 1000 µm slide glass at 
200 °C 

95.506 1.627 219.182 1.697 

 
The load-displacement curves obtained for silver layers printed with 20 wt% and 

40 wt% silver nanoparticle ink on 50 μm polyimide substrate and sintered at 200 ºC 
for 30 min are presented in Fig. 6. It can be seen, silver layer printed with 40 wt% 
silver has larger load during approaching depth of 200 nm of indentation. According 
to that and to data from Table 1. it also visible that silver layer printed with 40 wt% 
has a higher value of Young’s modulus and hardness that the layer printed with 
20 wt% of silver nanoparticles. 

 

Fig. 6. Typical load-displacemet curves of ink-jet printed silver layers printed on 50 μm 
polyimide film with different percentage of silver nanoparticles in ink sintered at 200 ˚C 
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Fig. 7. Typical load-displacemet curves of ink-jet printed silver layers on different substrate 
sintered at 200 ˚C 

The load-displacement curves for silver layer printed on polyimide film with 
thicknesses of 50 μm and 75 μm and on slide glass with thickness of 1000 μm are 
shown in Fig. 7. From Fig. 7. and data from Table 1, the visible is different type of 
substrate leads to different value of hardness. The silver layer printed on polyimide 
film with thickness of 50 μm has lowest and silver layer printed on slide glass has the 
highest value of Young’s modulus and hardness. It is also visible that difference in 
load applied on layer printed on polyimide substrates is almost negligible in 
comparison with load applied on silver layer printed on slide glass. 

6 Conclusion 

In the last two decade, much attention has been paid to developing techniques for 
probing the mechanical properties of materials on the submicron scale. Developing 
instruments, which can continuously measure load and displacement during the 
indentation, could see the progress. 

Mechanical performance of ink-jet silver layers was considered, suitable for 
electronic component production. Sample preparation and mechanical test setup were 
briefly described. Nanoindentation tests were performed to see how different 
parameters, such as thickness of substrate (50 and 75 μm), the type of substrate 
(polyimide and glass) and %wt of silver nanoparticles containing in silver ink, 
influence on Young’s modulus and hardness of printed silver layers. According to 
average value of indentations silver layers, it was found that the higher temperature of 
sintering and the higher %wt of silver nanoparticles give the bigger Young’s modulus 
and hardness of printed silver sample. It was also found that thickness and type of 
substrate have low influence on Young’s modulus and hardness of ink-jet printed 
silver layer. This research provides very useful information about mechanical 
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characterization of the silver layers on flexible substrates for different industrial 
applications on plastic/organic electronics. 
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Abstract. Competency modeling framework serves as a; (a)  very important 
basis for the explanation of a generic competency modeling approach, (b)  base 
element in the consolidation of existing knowledge in this area, (c)  tool for 
model developers on selecting appropriate competency models, and (d)  basis 
for competency modeling. This research uses literature review approach to 
propose a modeling framework for organizational competency. The proposed 
modeling framework has been developed based on the most relevant well 
known competency models. The research suggests that organizational 
competency can be categorized into three groups; individual competency, 
enterprise competency and collaboration-oriented competency. For modeling 
each of these groups, it is essential that the modeling process have to be aligned 
with model developer purpose (Modeling perspective), thus the model 
developing process will be based on the same segmentation model. 
Furthermore, competencies have to be model at different levels of abstraction 
(modeling intent).  

Keywords: Competency, Capability, Modeling, Modeling framework. 

1 Introduction 

In early 1990’s [1] described core competences as the "collective learning in the 
organization, especially how to coordinate diverse production skills and integrate 
multiple streams of technologies". There exist several definitions for competency. 
Notable among them, [2] defines competency as “the interaction between three 
components: the professional situations, the actors, and the resources” and, [3] 
describes competency as “the smallest autonomous performance unit able to create 
value, be indivisible and able to exist independently”. 

Competency model is an information and knowledge model that describes the 
skills and abilities of a particular organization. Organizations need comprehensive 
competency model for successful management of internal resources/activities and 
corresponding their inter-related activities [4]. For an organization to participate in 
Virtual Organization Breeding Environment (VBE) activities, prior submission of 
competency model is necessary [5]. On the other hand, competency models are 
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essential tool for improving organizational core competency [6]. In small and medium 
size enterprises, the competency models can be developed from oral information 
while, in a more complex   organization , the collection and modeling of competency 
by human actor is not any more effective [7]. In such cases, computer-based 
mechanisms are required. Available Literature reviewed emphasizes competency 
model as a paradigm which depend on modeling purpose that varies from one model 
to another [8]. Furthermore, collection, analysis and management of competencies for 
modeling purpose are a complex task involving many aspects of manufacturing and 
business environment.  

These issues motivate the co-authors of this paper to propose a PhD thesis to the 
author. The main aims of this research thesis are: (a) understand capability and 
competency concepts (b) introduce an approach to store, manage and maintenance 
capability and competency of an organization in different levels of abstraction (c) 
suggest some criteria for using competency as a tool for organization integration. The 
central research questions which are addressed in this research thesis; 

RQ1) how to model an organization with its existing competencies? 
RQ2) what are the templates, procedures and methods to store, maintain and 

manage competency of an organization? 

To answer the above research questions, the hypothesis prepared are as follows;  

Hypothesis1) if we combine a multi-phase holonic modeling view with associated 
needed competencies then we can better understand product evolution, customization 
potential, and retrofitting needs. 

Hypothesis1)If we combine competency model paradigm with co-innovation and 
involvement of local stakeholders then we can have a more effective life-cycle support 
for complex products, including customization, maintenance, and retrofitting.           
At the first step of the research thesis, based on existing well-known competency 
models, a conceptual competency modeling framework for organizational 
competency is developed. This step will be presented in this paper. For the next step, 
using a case study, a capability model of a shop is developed. The case study uses 
Flexible Manufacturing Systems (FMS) Lab of the Eastern Mediterranean University.  
Finally with the use of another case study, the enterprise competency model is 
proposed [9]. The case study was a bicycle manufacturing company which is located 
in Cyprus. 

“A modeling framework can be seen as an envelope that includes a number of 
models, collections of templates, procedures and methods, rules, and even tools” [10]. 
Competency modeling framework is an important basis towards the development of 
competency models. Competency modeling framework intend to help model 
developers to identify what kinds of competency models have to be created for 
successful decision making [11]. What have not been published in competency 
modeling context, however, are, a comprehensive modeling framework for 
organizational competencies and, a generic capability and competency model which 
can be used by researchers and decision makers.  The purpose of this paper is to 
develop a modeling framework for organizational competency. The modeling 
framework has been developed using a literature reviewed approach. In essence, the 
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proposed modeling framework has been developed based on the literature review and 
evaluated with the aid of most relevant well known competency models. 

1.1 Contribution of the Paper to “Internet of Things”  

Competency modeling is an approach for configuring an organizations data base 
scheme. In contrast to the other organizational data modeling approaches that covers 
only the information and knowledge of the organization from one perspective, 
competency modeling has the capability of providing an organizational data model 
from different viewpoints. Similar to the other organizational data models, it is 
accessible through the internet using some specific infrastructures and tools, in which, 
all the tangible and intangible objects of the organization (such as, machines and 
processes) can be individually identified and presented in virtual environment. Since, 
“uniquely identifying objects and their virtual representations in an inter-like structure 
referred as “Internet of things””, the authors believe is that, competency modeling 
approach, is a good starting point on applying the “Internet of things” philosophy on 
organizational management context.  

1.2 Research Methodology 

To effectively conduct the proposed research investigation and develop a competency 
modeling framework (CMF) a research methodology developed as below. The proposed 
methodology illustrates the CMF configuration processes from requirements analysis 
(literature review approach) to CMF development. In the requirements analysis phase, 
primary 86 related journal papers were extracted both from computer science and 
organizational management data bases. After elimination of the papers with less novelty 
and or fewer citations, 46 papers have been used in the final requirement analysis phase. 
These requirements are then utilized for generalization phase which proposed the 
modeling framework perspectives. Ultimately, the generalized perspectives are 
employed to propose a competency modeling framework.   

2 Literature Review 

In this section, for discovering competency modeling framework perspectives, the 
most cited competency models are taken in to consideration. To begin with, the most 
relevant well known competency models on both organizational and computer science 
literatures are reviewed. After that, the potential perspectives for competency 
modeling framework are highlighted. 

When attempting to establish a modeling framework, it is important to consider the 
potential inputs and partial contributions from previous related works for proper 
system requirements [12]. This contribution uses literature review approach for the 
requirement analysis phase. In this way, we strived to harness  the advantages offered 
by  a number of well-known competency models introduced by other initiatives, and 
attempted to eliminate some of the common pitfalls which theoretically or 
empirically, model developers face while establishing a model.  
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Clearly, this attempt does not argue about the relevance and appropriateness of 
previous well known models, for the purpose of organizational competency modeling. 
Rather it argues and represents (i.e. through identifying more elements) that more 
needs to be done for the purpose of proper organizational competency modeling. As 
such, instead of starting from scratch to identify the main perspectives and required 
elements for competency modeling, we have tried as much as possible to reuse some 
already defined concepts that are more familiar to the users of model, model 
developers and researchers in this area. As an illustration, table 1 summarizes our 
analysis results from some well-known competency models for highlighting the 
potential perspectives for competency modeling framework at intra- enterprise.  

Table 1. An attempt to map current competency models applicable to competency modeling 
framework 

 
 

A summary of our main observations are as follow: 

• Similar to organization management theory, which hierarchically subdivides 
organization into four tiers; shop, enterprise, organization and network, the 
competency models depending on the organizational level differ from one tier to 
another. Shops as an organization just comprises of capability not competency 
[13] so there is no competency model for shop level. For enterprise level, there 
exist three different sets of competencies models namely individual, enterprise 
and collaboration-oriented. For organization level the models refers to core 
competencies of the organization and for network level the models deals with sets 
of competencies which each organization shared within the network.    

• The reviewing on competency model literatures emphasis that competency model 
is a research context from both organizational management and computer science 
points of view meanwhile, this context is significant at intra-organization, inter-
organization and network levels. 

• An important task during competency modeling is to provide an abstract 
representation of the model on which the model is to be used. The structure and 
level of details depending on the further intentions of using this specific model is 
a three level architecture: concept level, basic level and detail level. 
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The modeling perspective capture the modeling requirements and the diversity for 
internal and external manufacturing and business processes and for different purposes 
is be represented by the vertical axis, labeled as “modeling perspective”.  

The second defined modeling perspective addresses the competency modeling 
viewpoints as represented by horizontal axis on competency modeling framework. 
These viewpoints include “managerial science and industrial engineering” and 
“information/knowledge managerial sciences”. Accordingly, competency at both 
viewpoints includes a variety of requirements and these requirements can be 
categorized into three different groups: intra- organization, competences within an 
organization; inter- organization, competencies beyond the boundary of the 
organization but for cooperation and network, competencies for the collaboration 
networks.  

3.3 Modeling Intents 

The contemporary organizational theories distinguish three hierarchical levels for 
organization management: organizational level, infrastructural level, and content level 
[24]. On the basis of such hierarchical system, it is possible to define three adequate 
levels in competency modeling processes. The third defined perspective is related to 
the different intents for the modeling of competency features, will be represented by 
the diagonal axis, and labeled as “modeling intents”. This perspective addresses the 
three possible modeling stages for competency elements; from the organizational 
level, to the infrastructure level (e.g. using a specific modeling approach or theory), 
and finally to the content level.  

Following the research practices in modeling, the three layers below are considered 
as follows: 

• Organizational level:  includes the most general concepts and related 
relationships, that is common to all competencies at the highest level, 
independent of the application domain. 

• Infrastructure level: an intermediate level that includes more detailed models, 
focused on different classes of competencies.  

• Content level: that represents models of concrete competencies. 

4 Proposed Modeling Frameworks 

In this section, the proposed modeling framework for organizational competency is 
presented. To begin with, the general modeling framework is given.    

For the sake of consistency, the authors have named the suggested modeling 
framework, Comprehensive Organizational Competency Modeling Framework 
(COCMF). Figure 4 shows the developed modeling framework for the competencies. 
It can be argued that organizational competency models can be encapsulated into a 
process of three dimensions: Competency inherent characteristic, Modeling 
perspective and Modeling intent. COCMF explore the granularity of the competency 
with the purpose to systemize competency models which will be applicable for the 
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transformation of an organization into a knowledge-based system [25], and its 
alignment with business goals and the range of other business management functions 
[26]. 

In this matrix, for the three subspaces of the individual competency, enterprise 
competency and collaboration-oriented competencies which forms the “competency 
inherent characteristic” dimension; their respective dimensions are depicted as 
different columns. Similarly, for the modeling perspective, each perspective is 
depicted as one row. The Modeling Intent constitutes the third dimension of the 
matrix, with its three respective subspaces of organizational level, infrastructure level 
and content level. 

Each of 54 items within the COCMF possesses its own semantics and identifies the 
definite component of competency model, which integrates three dimensions: 
modeling perspective, inherent characteristic and modeling intents at the same level 
of elaboration. E. g., item 111 represents the integration of a competency model 
concerning three aspects of individual competency, intra-enterprise at managerial 
science points of view that are used at the organizational level. There are three, two-
dimensional subspaces of the COCMF, namely, E1, E2 and E3. 

The subspace E1 “modeling perspective- competency inherent characteristic” 
defines models that are used to support modeling perspective at a definite inherent 
characteristic (individual, enterprise and collaboration oriented). The subspace E2 
“modeling perspective-modeling intents” describes modeling perspectives and their 
interactions with the modeling intents. The subspace E3 “inherent characterizes-
modeling intents” characterizes the competency in the way it is used at each level of 
competency modeling.  

 

Fig. 3. A modeling framework for enterprise competency 
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Our result of this study shows that although several related previous works have 
provided valuable contributions to the understanding of several aspects of this area, 
they are somewhat limited, when a more holistic modeling is pursued. This research 
suggests that organizational competency can be categorized into three groups, namely 
individual competency, enterprise competency and collaboration-oriented 
competency. For modeling each of these groups of competencies, it is essential that 
the modeling process have to be aligned with model developer purpose (Modeling 
perspective), so they exchange information, and operate based on the same 
segmentation model. Furthermore, competency have be model at different levels of 
abstraction (modeling intent).The main benefit of a competency modeling framework 
is enhancing decision making process for model developers. The main research 
limitation was; since the research is explorative in nature, therefore empirical data 
from similar and other research settings should be gathered to reinforce the validity of 
the findings. The major practical limitation of the COCMF is that a generic 
competency modeling approach is still needed for organizational competency 
modeling. 

5 Conclusions  

Establishment of a comprehensive modeling framework for organizational 
competency is a very important basis for the explanation of a generic competency 
modeling approach, a base element in the consolidation of existing knowledge in this 
area, tool for model developers for selecting appropriate competency models and a 
basis for its consistent further progress. In this way, as a contribution, a modeling 
framework for organizational competency considering multiple dimensions is 
proposed. The necessity and detail elements of each of the three dimensions on the 
proposed modeling framework, i.e. competency inherent characteristic, modeling 
perspective, and modeling intents are addressed. Finally, to benefit from the 
knowledge generated by other related research in this area, the most relevant other 
well-known competency models aspects and domains are evaluated with the three 
dimensions of the proposed modeling framework. 
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Abstract. Food product traceability from harvesting, through food processing 
to the final food product and through the retailer to the end consumer is a 
significant process that has to ensure food quality and safety. The traceability 
enables the end consumer to get information from all previous stages of the 
food product, leading back to the food origin. In this way, the consumer can get 
more information on the specific product, and thus make a decision on buying 
the product that suits his needs best. In each stage of the food product 
transformation, important data are generated for the subsequent chain 
participants. Every participant should have access to certain data of interest to 
them. This can be achieved by using automated identification technologies, like 
RFID (Radio Frequency IDentification) and two-dimensional barcode, which 
allow faster data acquisition, recording and reading processes than the 
traditional means, and provide up-to-date information in each product stage. 
Furthermore, these technologies allow the possibility to record large amounts of 
data for each specific product, and interconnect all the data in a database. This 
paper discusses the process of providing traceability of food products, 
recording, transmitting and reading of significant data in specific stages of food 
product chain, with the application of automated identification technologies, 
including the possibility of obtaining additional data from a database, according 
to appropriate access level of each participant in the chain. Advantages and 
disadvantages of automated identification technologies are discussed, with the 
proposition for using specific technologies in certain food product stages. 

Keywords: Food traceability, RFID, 2D barcode, QR code. 

1 Introduction 

Great competition within the food market forces the food producers to introduce 
technologies and principles that make their products more competitive. Studies show 
that the customers rather chose quality over price in food product, as shown e.g. in [1] 
where 72% of the respondents said that they are more concerned with quality than the 
price of food. Similar situation is in Serbia, where an agency conducted research that 
showed that the main reason for deciding on buying a specific product is its quality, 
with 61% of interviewed customers [2]. The quality of food products is influenced by 
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the source and quality of raw food, but also by the processing and production 
methods, the packaging and transport of semi-products and finished products. This 
leads to the necessity for a traceability system that would enable tracking the food 
product through the whole food chain, and also tracing the food end-product back to 
its origin, which is recognized as forward and backward traceability. 

The EU Regulation 178/2002, which took effect on January 1st 2005, set general 
foundations for traceability requirements in food sector in the EU and at the national 
level in EU member states [3]. According to this regulation, “traceability means the 
ability to trace and follow a food, feed, food-producing animal or substance intended 
to be, or expected to be incorporated into a food or feed, through all stages of 
production, processing and distribution”. This regulation requires traceability of all 
the abovementioned food products and ingredients, identification of preceding and 
subsequent participants in the food supply chain, availability of this information to the 
competent authorities upon demand, and labeling of food products that are ready for 
the market. 

The traceability system is supposed to enable all participants in the food chain to 
trace food products at all times and to provide full history for the specific product [4], 
which includes the source of all raw food, treatments to which it was exposed during 
growing and harvest phase, processing, transport, etc. This system should also protect 
the consumers from buying out-of-date food, food that contains allergens, religiously 
prohibited food, etc. In the case of problems with safety and quality of a batch of food 
products, e.g. appearance of dangerous substances or microorganisms, such a system 
should enable withdrawal of these products from the market and prevent health 
disasters. 

Traceability systems worldwide have been developed, but they lack standards, 
companies develop their own systems which are different, and are producing different 
economic results [5]. Such systems are mainly developed internally within one 
company or within large food production chains, and they lead to large information 
gaps between the participants in the food chain. On the other hand, Daives (as cited 
by [6]) states that 62.2% of European food companies are small and medium 
enterprises, they produce the largest amount of food products, but cannot expect the 
potential benefits from implementing traceability systems in comparison to the cost of 
work needed for implementing such a system, as they are not connected into a unified 
information system, which would allow efficient and transparent information flow in 
supply chains. 

One of the challenges in traceability systems are means of storing and transferring 
data between participants in the food chain. Traditional systems include 
alphanumerical identification of food products, but such systems require manual 
identification of products, and are time consuming. Automated identification 
technologies such as barcode and RFID technologies enable automation of 
traceability systems and faster and less expensive data collection and transfer. These 
technologies can thus help overcome problems that exist with traditional traceability 
systems, and enable full integration of data in a food product chain. RFID and 
barcode technologies have become widely implemented in many areas due to the 
increasing availability of devices and systems that enable data collection through 
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these technologies. The main challenge in implementing a traceability system based 
on automated identification technologies is the fact that food products greatly vary 
from one product to another, regarding the aggregate state, amount of products in a 
group package, methods of processing, packaging and transportation, storage 
temperatures, key product data, etc. In order to create a unified system, all of these 
features have to be taken into account, and the system set up in such a way that it is 
adaptable to various conditions in food chains. 

Taking into account all the abovementioned, several hypotheses can be set: an 
automated identification system can be developed and applied for food product 
traceability through different stages; data that are generated in different stages of the 
food chain can be integrated in one database and thus can be used in subsequent 
stages; the data generated using automated identification technologies are significant 
for food safety. Research methodology that is applied for validating the hypotheses 
includes analysis and synthesis for developing a concept for food traceability based 
on automated identification technologies, and also experimental validation, that is 
planned for fulfillment in the next phase of research. 

2 Relationship to Internet of Things 

In the world of globalization and interconnecting various areas into one integrated 
whole, a very important aspect is the traceability of objects and linking important 
information into a unique system that allows access to this information to various 
users, to the appropriate extent. Such systems include systems for food products 
traceability, which are specific as they can influence human health. A system for food 
traceability discussed in this paper precisely allows interconnecting various data about 
food products, from the means, place and time of the farming of raw food, through its 
processing, packaging, transport and storing, and to its arrival to retailers and end 
consumers. Such a system should enable storing of all key data in an adequate 
database, and allow access to this database to various users and according to their 
position in the food chain and their privileges to enable viewing and/or updating 
specific food data. This system should be universal and applicable for different types 
of food products, and to easily provide incorporation of new participants in the 
process, in order to help the tendency for integration of all relevant data in a unique 
system. The main purpose of such a system is the availability of all the key data to the 
end user, which would enable them to more wisely choose products that they are 
buying, in accordance with their wants, needs, restrictions (e.g. for allergic, 
vegetarian, diseased consumer). Other very important aim of such a system is the 
possibility of fast reactions in the case of contaminated batches of food (e.g. with 
poisonous chemicals or bacteria), where the food can immediately be traced back to 
its origin and further spread of the contaminated food can be blocked and the already 
spread food withdrawn. Moreover, such a system can also help producers, as it 
enables them to recognize the actual demand for products on the market, the amount 
of their sold products as well as places and time when they are sold, which would let 
them create better market strategies.  
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3 State of the Art 

As automated identification technologies had become widely used in various areas for 
tracking different types of objects, systems based on automated identification were 
also created for traceability of food products.  

In [7], a traceability system with the use of standard linear barcodes is presented, 
on a case company in the baking industry that started applying barcode labels to the 
cases and pallets in order to improve warehouse inventory system by recording 
quantity, location and product identification numbers. This system also allowed them 
to track the subsequent participants in the food chain, and help in risk situations when 
batches with bad products were accidentally released. The authors state that improved 
systems for product traceability can be achieved by using two-dimensional barcodes 
or RFID technology.  

In [6], the authors proposed an information infrastructure that enables traceability 
in the food supply chain by the application of RFID technology. The presented 
traceability system is cost effective and applicable in the chain of small and medium 
enterprises, which have limited financial capabilities. Every participant in the food 
chain has set up RFID readers. The data from food products is collected via RFID 
readers and sent to the central database through an IP network. The central database 
can be accessed through a web interface, and each participant in the food supply chain 
can view the adequate data. The authors state that the greatest potential for RFID 
application in a food supply chain is in particular in connecting different participants 
in the chain. 

In the meat processing industry [8], traceability systems have to enable tracing 
meat along the complete chain, back to the origin, as various diseases can influence 
the quality of meat. The traceability systems have to be considered the highest 
priority, and not just legislation, in order to ensure safe and high quality meat for the 
end consumer. In [9] a case traceability system for chicken meat is presented, that 
integrates RFID technology with the information system. The system is applied 
through the complete food chain, from the farm, through slaughter house and 
processing factory, to the retailer. Food traceability data is gathered and registered 
through RFID readers, and sent to the central database. At specific places there are 
devices where a consumer can read data from the central database and get the required 
information. 

In Japan [10], an integrated traceability system was developed for identification of 
agricultural products and storing the key data from production to consumption stages, 
by the application of RFID technology, mobile phones and web-based network 
computing. This system enables farmers to input data for methods and materials used 
in the production stage through their mobile phones, and store them in the production 
database. Through the distribution stage, data is inputted to the distribution database, 
and RFID tags or barcodes are applied to the individual products, and they connect 
each product to the data in the production and the distribution database. End-
consumers can use their internet enabled mobile phones that have integrated RFID or 
barcode readers to scan data from the RFID tags or barcodes, and access the database 
with production and distribution data about the particular product. 
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The same author [11] has developed a unique database system that integrates the 
previous production and distribution databases, and a visualization tool for 
traceability of agricultural products in the food chain. This database system allows 
changing of the ID tags of products through the chain, and concatenating all the 
available data about the product. The author states that the major drawback in using 
the RFID technology in a traceability system is the price of tags and devices used for 
the transfer of data and the time needed for tagging and reading each product. 

In [5] a traceability system is presented for a very expensive Italian cheese, 
Parmigiano Reggiano. This cheese is produced in large cylindrical pieces. In the 
presented traceability system, each cheese is labeled with one tag, which precisely 
identifies the specific cheese. The authors state that this system is applicable and 
effective as the price of the tag is irrelevant considering the price of the whole cheese. 
They consider RFID a good solution for traceability of high-value products like 
cheese or wine, while for the low-priced food products they propose systems still 
based on alphanumerical codes or barcodes. 

4 Research Contribution and Innovation 

The main objective of this paper is to set up a framework for a unique food 
traceability system that enables transfer of key product data through the entire product 
transformation chain, which uses automated identification technologies: RFID and 
two-dimensional barcodes. This framework should be adaptable to various food 
chains according to the specific demands for traceability of particular products.  

RFID technology has many advantages for implementation in automated 
identification and traceability systems, such as the amount of data that can be 
contained in a tag, high reading speed of data, possibility of simultaneous reading of 
multiple tags, possibility of non-contact reading of data, etc. One of the major 
disadvantages of RFID technology is the price of its implementation and of single 
tags. This disadvantage affects the use of RFID technology in food product 
traceability systems, as the price of an RFID tag would greatly affect the price of a 
single food product. On the other hand, two-dimensional barcodes can store less but 
still a significant amount of data, and are not costly like RFID tags. They have other 
disadvantages, including the need for proximity of readers while reading labels, 
inability of readers to simultaneously read multiple labels, etc. One of the most often 
used two-dimensional barcodes is QR code, which can store a sufficient amount of 
data, has very good readability even on small sized labels, and which also has very 
good readability in case of physical damage of a part of the code. QR codes are 
mostly used for recording a certain numeric code or a URL to the website that 
contains information. In this paper the framework for a traceability system is 
proposed that uses both the RFID and QR codes for food product traceability, in 
which both the RFID and QR codes contain information about a particular product, 
which is therefore immediately readable with the use of an adequate reader. 

The traceability system framework presented in this paper includes all the possible 
stages in a food chain, where the potential participants are: primary producers, 
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processing industries, transport, retail and the end-consumer (Fig. 1). In a specific 
traceability system, it is not necessary that all of the above mentioned participants be 
present, but the system can consist of any possible combination thereof. Each 
participant in the chain represents a specific stage in the transformation of food. 

At each of the transformation stages, specific data are generated that describe the 
current processes, methods used, place and time, etc. Each product gets a unique ID 
code, which is the primary key data for the product. All the important data at a 
particular stage are assigned to the unique ID code of the product, and recorded in the 
database, to which each participant in the food chain can connect via an IP based 
computer network. If the new product is a combination of several ingredients, its 
unique ID code is also connected to the ingredients’ unique ID codes in the database, 
which enables traceability back to each raw product that is integrated in the current 
food product. This way, the database contains all the existing data about a specific 
product, which is also connected to the data originating from its ingredients. Also, 
accessibility levels must be set, to define to what extent subsequent users can reach 
specific product data in the database. 

Moreover, at each stage, the key data is picked, which is significant for the 
subsequent participant in the chain, and it is incorporated in the label for each product 
in the form of a QR code. The QR code is chosen for this application as it can store a 
sufficient amount of data, and at the same time it is small, but can be read even if 
greatly damaged, can be placed on a sticker, and printed on many available printers.  

 

Fig. 1. The concept for food product traceability based on automated identification technologies 

An application rarely given to QR codes is the usage of their possibility of storing 
a sufficient amount of data in a small space, and not just a numeric code or the 
address of a website. For example, a QR code sized 25x25 mm which consists of 
69x69 blocks, can store up to 321 characters of data. The data in the QR code can be 
accessed by the appropriate reader, such as a dedicated two-dimensional barcode 
reader or a smart phone with the adequate application. The mandatory data in the food 
product QR code is a unique ID code that can connect the user to the correct data in 
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the database upon request. The important thing is that here the QR code is used for 
tagging each single product, with the corresponding information related solely to it. 
This enables the subsequent participant in the chain or the end consumer to easily 
access the most important data about the product without the need for internet 
connectivity, just by using a smart phone with the application for reading two-
dimensional barcodes, or a dedicated reader for two-dimensional barcodes. With the 
increase of everyday usage of smart phones, many users could read such labeling to 
immediately get the required information about the particular product. If such users 
install the dedicated application for reading detailed information about products, they 
can acquire additional information from the database through internet connection, 
where they can check detailed information about the product or its ingredients at the 
available accessibility level.  

A specific situation occurs in transport, where large amounts of products are 
simultaneously transferred between the participants in the chain. In the transport 
stages, products are usually packed in larger group packaging, such as boxes, cases, 
pallets, barrels, etc. or the products are themselves large. In transport, speed is a very 
important issue, and if each product or a group packaging should be read with barcode 
readers, it would require a lot of time. A possible solution to this challenge is to 
additionally label transport packaging with RFID labels with the required information 
about the contained products. The RFID technology enables storing of larger amounts 
of data than two-dimensional barcodes, more RFID tags can be read simultaneously 
and are readable from a distance with dedicated RFID readers. The disadvantage of 
RFID technology is its price, which is the reason why it is not yet widely available for 
identification and traceability systems of individual products. However, this 
disadvantage is not so significant during the transport stage, as the product packaging 
is usually large, and contains more products, therefore the use of a single RFID label 
for the entire packaging would not drastically affect the price of individual products. 
Furthermore, identification of RFID tags can be done automatically without the need 
for additional workers for reading labels and registering the products. The 
implementation of RFID tags during the transport stage would allow immediate 
registration of sent and received packages, which must be integrated in the whole 
information system for traceability of particular food products and synchronized 
between all partners in the chain. This should again be done through the database, 
where the particular products would get additional data about their new location. 

5 Discussion of Results and Critical View  

This paper provides a framework for a centralized unified system with the application 
of automated identification technologies for food product traceability. By reviewing 
the literature, no such complete system could be found, and on the other hand many 
regulations, both national and worldwide, require complete traceability of food 
products. There seems to be no single technology that can provide such a complete 
system for various kinds of existing food chains, which leads to the conclusion that 
several identification technologies must be integrated into a system where their 
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individual advantages will be used, and disadvantages suppressed or even avoided. 
The proposed framework suggests exactly such a system, where two-dimensional QR 
codes would be used combined with the RFID technology, using their possibilities for 
easy integration into various information systems, large memory capacities for the 
required data, easy printing and application to the products etc. This way the proposed 
framework can be considered general for use in any food product traceability system. 

The suggested traceability system based on automated identification technologies 
must be implemented in various food product chains, and validation of the proposed 
framework must be carried out in different conditions in order to reach the real impact 
that the proposed solution potentially has.    

6 Conclusions and Further Work 

The paper presents a possible conceptual framework for combined application of QR 
codes and RFID technology in a traceability system for food products. Such 
traceability systems are very important as they provide the end consumer with 
information from all the previous stages of the food product, including the 
information about the origin of the product ingredients, the means and places of food 
production and processes, the transportation and storage information, etc. By the 
implementation of the proposed framework in a traceability system, the end 
consumers can easily get important information about a particular product, and if 
interested, they can check further information about the product from the database, 
which enables them to make better decisions when choosing an appropriate product. 

In order to validate the proposed framework, further work must include 
experimental implementations in as many different food product chains as possible, 
where also primary producers, food processing industries, transporters and retailers 
must be included and educated to accept such a system upgrade and integrate it with 
their current information infrastructures. Only by such real implementations, 
challenges can be revealed that are not obvious in the theoretical analysis, the existing 
problems can be solved and the system framework improved. 
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Abstract. The increase of life expectancy in the European Union, and the high 
risk of cardiovascular diseases associated with age, are some of the main factors 
to contribute to the rise of healthcare costs. An intelligent stent (e-stent), 
capable of obtaining and transmitting real-time measurements of physiological 
parameters for its clinical consultation, can be a useful tool for long-term 
monitoring, diagnostic, and early warning system for arterial blockage without 
patient hospitalization. In this paper, a behavioural model of capacitive Micro-
Electro-Mechanical (MEMS) pressure sensor is proposed and simulated under 
several restenosis conditions. Special attention has been given to the need of an 
accurate fault model, obtained from realistic finite-element simulations,to 
ensure long-term reliability; particularly for those faults whose behavior cannot 
be easily described by an analytical model. 

Keywords: Biomedical Electronics, Implantable Biomedical Devices, 
Biomedical Transducers, Cardiology, MEMS Testing, Fault Injection. 

1 Introduction 

Cardiovascular diseases are the leading cause of mortality in the European Union 
(EU), being responsible of nearly 35% of all deaths in the year 2009 [1]. Percutaneous 
Coronary Interventions (PCIs) are the most common coronary revascularization 
procedures, consisting mainly of a balloon angioplasty procedure with stent 
placement. A stent is a bio-compatible mesh tube designed to be inserted into the 
body in a collapsed way, mounted at the tip of a catheter with a deflated balloon 
inside it. At the point of blockage of a blood vessel, the balloon is inflated, so the 
stent is expanded against the vessel walls, where it is deployed in order to create a 
durable unobstructed path for blood flow. 

The stent has had a strong impact in modern cardiovascular medicine, positioning 
as a minimally invasive alternative to coronary artery bypass grafting surgery 
(CABG), with a short recovery time and low major complications rate. Particularly, 
the Universitary Hospital Marqués de Valdecilla in Santander (Spain) conducts more 
than 1500 procedures with stent implantation per year.Unfortunately, this procedure is 
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not exempt of long-term complications as the in-stent restenosis (ISR), that consists of 
the re-occlusion of the vessel lumen due to physiological repair mechanisms triggered 
by damage induced to the vessel walls during an angioplasty procedure [2]. 

The development of MEMS, together with micro-fabrication technologies 
compatible with CMOS fabrication processes, allow the integration of sensor 
structures and electronic circuits in the same chip, increasing the capabilities of 
implantable medical electronic devices. An intelligent stent (e-stent) that incorporates 
a sensor and integrated electronic circuitry, capable of monitoring and transmitting 
real-time measurements of physiological parameters related to blood vessel occlusion, 
such as pressure and flow velocity, can be a useful tool to ISR early detection [3-5]. 

It is relevant to point out that an implantable sensor must fulfil certain design 
restrictions, including reduced size, low power consumption, low cost, and above all, 
long-term reliability and stability. This is why heterogeneous testing, fault modelling 
and fault injection are critical issues to validate the fabricated device. 

In this paper an initial model of a proposed ISR monitoring device is presented and 
evaluated under different grades of stenosis; focusing on the analysis of MEMS 
pressure sensors, to estimate the influence of their most common fabrication faults on 
the system response. Section 2 summarizes the relationship of this work to the 
Internet of Things (IoT). Section 3 describes the behavioural model of the proposed 
implantable device under different grades of stenosis. In Section 4 analytical models 
of a MEMS pressure sensor are validated using FEM simulations. A common 
fabrication fault error is injected into the FEM model, so that its influence on the 
sensor response can be quantified. The paper finishes in Section 5 with the 
conclusions and future work. 

2 Relationship to the Internet of Things 

The Internet of Things (IoT) was born with the main objective of providing wireless 
communication capabilities to daily life objects, in order to create a new network 
concept based on the interaction between an imaginary environment (internet) and the 
real world (objects and sensors). The application of IoT technology in the healthcare 
field represents a potential way to minimize, social problems related, among others, to 
population aging and the associated risk of long-term diseases. 

In this sense, a field of interest in the IoT lies in the concept of Medical Body Area 
Networks (MBAN) [6]. The use of implantable or wearable sensors, together with the 
addition of network connectivity, short range wireless communication to handheld 
modules, and remote data transmission via mobile phone or home gateway, can 
optimize the way medical data is nowadays acquired, stored and analyzed by 
healthcare providers. This type of sensors offers numerous benefits, such as 
continuous monitoring of patient’s health state and personalized treatment or 
instantaneous first aid notification in the case of critical condition. 

This work proposes a behavioural model of an implantable pressure sensing device 
for the pulmonary artery, capable of obtaining and transmitting real-time 
measurements for the early detection of ISR condition without patient hospitalization. 
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3 Intelligent Stent Model 

Blood flow and pressure measurements are some of the most commonly carried out 
procedures to monitor cardiovascular diseases. In this field, three approaches have 
been proved to be compatible with e-stent design: electromagnetic, ultrasonic and 
pressure-based techniques [3-5]. Pressure-based techniques are of special interest, 
because of their simple implementation, low power requirements, reduced dimensions 
and integration capabilities of sensors and electronic circuits on the same silicon 
substrate. Moreover, these approaches allow measuring both blood flow velocity and 
pressure in the vessel, providing a complete set of data to carry out ISR follow-up. 
The relationship between the two physiological parameters in an obstructed vessel can 
be expressed as [7]: ∆P R · v R · v R · dvdt . (1)

Where ΔP is the pressure gradient between both sides of the stenosis, v is the mean 
cross-sectional flow velocity in the vessel, and R1, R2 and R3 are coefficients that 
depend on the geometry of the obstruction and fluid properties. Parameter R3 is 
related to fluid inertial effects and has been reported to be despicable under medium 
to strong stenosis conditions [7]. 

 

Fig. 1. Sensor placement and measures 

The simplest pressure-based e-stent implementation consists of a pair of capacitive 
MEMS sensors to measure blood pressure and an inductance to form an LC tank for 
remote power transfer and data transmission through inductive coupling. Fig. 1 shows 
a simplified representation of the proposed device, where P0 and P1 are blood pressure 
values in the heart and distal sides of the stent respectively. 

A behavioural model of the implantable device, implemented in Matlab, is shown 
in Fig.2. This model has been simulated under different grades of stenosis, by varying 
R1 and R2 parameters, in order to obtain an approximation of its response under real 
disease conditions. 
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Fig. 3. Output system voltage compared to blood flow (right), reflecting the differential 
pressure measured in a pulmonary artery under low stenosis conditions (left) 

 

Fig. 4. Output mean voltage for R1 and R2 parameter sweep 

Several sets of R1 and R2 parameters have been introduced in the model, to generate 
blood flow waveforms under various real ISR conditions. As shown in Fig. 4, worse 
ISR conditions, reflected in higher R1 and R2 values, increase the pressure gradient 
along the longitudinal axis of the e-stent, as well as the mean output voltage of the 
system. The simulation results show a similar behaviour to the one expected (1), and 
have been compared to experimental data obtained from clinical trials [10]. 

It must be noted that a fault-free analytical model of the sensor has been used to 
carry out the previous simulations. As will be seen in the next section the accuracy of 
the mathematical models under faulty conditions must be analyzed, in order to 
evaluate its influence in the behaviour of the whole device. 

4 Capacitive MEMS Pressure Sensor 

The principle of operation of MEMS capacitive pressure sensor is based on the 
concept of a two parallel plate capacitor, as mentioned in Section 3. Fig. 5 shows a 
typical cross-sectional view of this kind of sensors, where P is a uniformly distributed 
pressure applied to the sensor, w0 is the center deflection of the membrane, tg is the 
gap between the membrane and the fixed backplate when the external pressure is 
equal to the one in the cavity, and tm is the thickness of the diaphragm. 
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Fig. 5. Output mean voltage for R1 and R2 parameter sweep 

The deflection of a fully clamped circular diaphragm can be analytically modeled 
as a function of the radial distance from the center of the plate [11]. To validate this 
approach, some assumptions must be considered [11]: (a) the material of the 
diaphragm must have isotropic mechanical characteristics; (b) the thickness of the 
metallic electrode on the plate has to be neglected; (c) the gap between the plates 
needs to be small compared to the lateral extents of the plates, so the electric field 
fringing effects can be depicted; (d) the residual stresses in the diaphragm are not 
considered. Once fulfilled the previous requirements, the deflection of a circular 
diaphragm under large deflection conditions (w0 > 30% tm) can be stated as: w r w · 1 ra . (2)

w 3Pa 1 υ16Et · 11 . .
(3)

Where r is the distance to the center of the diaphragm, a is the radius of the 
diaphragm, and w0 is the maximum center deflection. 

Once known the expression relating radial displacement and pressure applied to a 
fully clamped circular diaphragm, the sensor capacitance can be defined as: 

C ϵ rdrdθt w rA ϵ At tw tanh wt C tw tanh wt  . (4)

Where C0 is the capacitance of the undeflected sensor, ϵ0 is the dielectric permittivity 
of free space, and A is the common area of the plates. 

Finite element analysis (FEA) techniques allow non-linear mechanical and 
electromagnetic simulations of complex structures. In the particular case of MEMS 
pressure sensors, FEA analysis enables the validation of the aforementioned analytical 
models under various environmental conditions, as well as fault injection in the 
structural model of the sensor. Fig.6 shows the analytical and FEA capacitance and 
deflection response of a pressure sensor with a polysilicon diaphragm (Young 
Modulus: E = 169 GPa; Poisson Ratio Coefficient: υ = 0.22) of 4µm thickness, a 
radius of 350µm and a sealed cavity of 2µm height. 



170 J.A. Miguel et al. 

 

 

Fig. 6. Output mean voltage for R1 and R2 parameter sweep 

Because of its small thickness and high deformation degree, the sensor’s 
diaphragm can be considered to be the most vulnerable part to fabrication defects. As 
the critical element of a capacitive sensor, its analytical model response, obtained 
from (2), (3) and (4), has been compared to the one from a FEA simulation, in fault 
injection cases. Fig. 7 contains analytical and FEA results when a defect, in the form 
of a pyramidal protuberance, appears on the top diaphragm of the sensor. This type of 
defect has been reported to occur because of the presence of impurities during the 
anisotropic wet etching of a single crystal silicon; a widely used process to create 
membranes [12]. Fig. 7 (left) shows that the capacitance response of the sensor, under 
constant pressure conditions, decreases for higher pyramid base areas at the center of 
the diaphragm. Fig. 7 (right) contains the capacitance results, under similar pressure 
conditions, calculated for different locations of a pyramid with a base side of 50µm. 

 

Fig. 7. Capacitance for different pyramid base sizes (left) and capacitance for different pyramid 
locations from the center of the diaphragm (right), under a pressure of 8kPa 

As shown in Fig. 7, the presence of a pyramid on the top membrane of the sensor 
reduces its deflection and equivalent output capacitance value, implying a loss of 
sensor sensitivity which can seriously compromise its reliability. 

As shown in Fig. 6, an acceptable analytical solution can be achieved in the fault-
free case, based on (2), (3) and (4). However, this mathematical formulation is no 
longer valid for modeling a faulty membrane. Hence, it is necessary to create 
additional analytical membrane models under faulty conditions, considering 
deflections results obtained from FEA simulations; especially for those faulty cases in 
which the geometry and/or material properties of the membrane are altered. 
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5 Conclusions and Further Work 

In this work, a behavioral model of an implantable device for ISR early detection has 
been presented. Test related problems for implantable capacitive MEMS pressure 
sensors have been considered; especially those cases which significantly affect the 
properties of the diaphragm. The deflection issue of circular membranes has been 
proved to be solvable for a fault-free case, using an accurate analytical behavioral 
model. Nevertheless, the aforementioned mathematical model evidences a lack of 
accuracy when tested under fault-injection conditions. The creation of additional 
models to precisely describe the behavior of a flexible diaphragm under faulty 
scenarios, using deflection results from FEA simulations, seems to be an essential 
requirement to completely characterize implantable MEMS pressure sensors. 
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Abstract. Within the Internet of Things (IoT) paradigm, an everyday object can 
be transformed into a smart object, able to sense, interpret and react to the 
environment. IoT is bringing new ways of communicating between people and 
things (objects) to reach common goals, bringing a high impact on everyday-
life. The aim of this paper is to present how people with psoriasis and their 
doctors can benefit from the IoT advantages. There is presented a proposed 
system for surveillance and treatment plan for patients suffering from psoriasis 
using assisted IoT and Computer Vision technologies. 

Keywords: Internet of Things, psoriasis severity, Expert System.  

1 Introduction  

The Internet of Things (IoT) is meant to refer to a vision of an Internet where there is 
a strong connectivity between anyone and anything, and takes place anywhere and 
anytime. It envisions a future in which physical and digital things can be linked to 
enable and support new classes of applications and services. There are many fields in 
which IoT has started to bring important contribution: health and e-health, domotics, 
monitoring systems, logistics [1].   

The use of cross-layer communication schemes to offer adaptive solutions for the 
IoT is motivated by the high heterogeneity in the hardware capabilities and the 
communication requirements among things. IoT permits a global communication on 
existing layered solutions. It also provides efficient and reliable end-to-end 
communication. Among the possible IoT domains and corresponding applications, we 
can consider the following: healthcare (tracking, identification, authentication, data 
collection), smart environments (smart homes, industrial plants), transportation and 
logistics (assisted driving, augmented maps), personal and social (social networking, 
historical queries) [2].  

There is a growing demand for more advanced and better healthcare solutions with 
the focus on: a) decrease of healthcare costs; b) a need for better and more efficient 
outcomes. Our objective is to bring some preliminary ideas/evidence of improving the 
quality of healthcare and/or reduce the cost of it.  
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Psoriasis is a skin condition that develops when the immune system malfunctions. 
It is estimated that about 5% of the global population have this genetically-determined 
chronic skin disease [3]. People with psoriasis may have discomfort in the form of 
pain and itching, and emotional distress (see Fig. 1). 

 

       

Fig. 1. Different psoriasis lesions photographed under different illumination conditions 

In the next sections we will cover the following aspects: (i) technical contribution 
to the Internet of Things; (ii) related work in both Internet of Things technology and 
also in Expert Systems for dermatology (psoriasis in particular); (iii) detail 
presentation of the proposed system; (iv) discussion of preliminary results; and (v) 
final conclusions and future work. 

2 Relationship to Internet of Things 

In this paper, we propose a prototype that aims to integrate physical and digital things 
(IoT technology) into the everyday life of patients and their medical doctors. We try 
to respond to the needs of patients and healthcare professionals by proposing a new 
expert system that envisions the IoT paradigm. This expert system will objectively 
assess the erythema (degree of redness) for psoriasis severity evaluation. The IoT 
solution is meant to give guidance to medical doctors in prescribing the best treatment 
for patients suffering from psoriasis disease. 

The system’s architecture is based on smart objects (things) and is designed to 
meet primarily the expectations of patients and doctors. The patients would benefit 
from a high quality personalized healthcare on an equal access basis, regardless of 
their social status and location, with full respect of their privacy. Also they can stay at 
home as much as possible due to the ability of the system to collect data provided by 
the patients themselves (this data being further evaluated by the doctor who will have 
access to it through an intelligent web application). On the other hand, the healthcare 
professional would be able to follow up any development in the patient’s health 
condition at home and also, would have access to the health information of other 
patients through this healthcare system of sharing information between medical 
facilities (by having an RFID tag reader present which would be able to read the tag 
inserted in the patient’s smart phone). 
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3 Related Work 

Psoriasis is a long lasting skin disease depicted when patches of skin become 
inflamed and scales develop. Psoriasis Area and Severity Index (PASI) [4] is an 
evaluation technique that measures the overall psoriasis severity and coverage (see 
Fig. 2). PASI is the most used measure in clinical trials when assessing the psoriasis 
severity and therefore, giving the proper treatment. 

The PASI score computation is done in a subjectively manner by evaluating three 
characteristics (erythema, induration and scaliness) of psoriatic lesions (see Fig. 2). 
The Abbott PASI meter tries to standardize these psoriasis characteristics into four 
types (Mild, Moderate, Severe and Very severe).  

 

 

Fig. 2. Abbott PASI meter 

There are several papers that give a solution to this subjective evaluation by 
objectively assess the lesion thickness and erythema for psoriasis severity evaluation 
[5], [6]. 

Expert Systems are a sub-type of Artificial Intelligence systems used in clinical 
diagnosis. They contain medical knowledge and are able to output logical conclusions 
given as entry point specific data from individual patients. Although there are many 
variations, the knowledge within an expert system is typically represented by a set of 
rules or criteria. 

Recent research presents different expert systems for differential diagnosis of 
erythemato-squamous diseases. For example, the paper presented in [7] aimed the 
implementation of a visual tool for differential diagnosis of skin diseases, which is a 
difficult problem in dermatology, because several diseases share almost the same 
clinical features of erythema and scaling.  

The main objective of our expert system is not to make a differential diagnosis, but 
to classify the already known psoriasis disease in order to further help the 
dermatologist in giving the correct treatment.  

The RFID technology (Radio Frequency IDentification) can be used to put 
identification labels (e,g. tags) into objects (tablets, mobile phones). If the consecrated 
reader of these tags is in next proximity of the tagged object, the information related 
to it can be accessed without any physical contact. In this way, the whole process of 
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patient's identification and database access is simplified and the timings are 
appreciable reduced [8].  

There are several medical applications that make use of RFID technology [9], [10], 
[11]. 

In the following section we will present our proposed system used for surveillance 
and treatment plan for patients suffering from psoriasis disease. 

4 The Proposed System 

In the Romanian healthcare sector, the information related to each individual patient 
is scattered among several hospitals and medical clinics, with no connection among 
them. There is a major lack of interoperability due to no standardized content related 
to patients’ medical records. The data provided in each database is sometimes 
incomplete and there is no way to update it by synchronizing it with different other 
databases from other cities (or even other medical clinics from within the same city). 

Considering the above-mentioned disadvantages we propose in this paper an expert 
system that can be used for the objective assessment of psoriasis. This system is 
integrated in a bigger IoT architecture which includes three main layers: a perception 
(or sensor) layer, a network layer and an application layer. The perception layer 
gathers information from objects which are transmitted further to the application layer 
through the network layer.  

The basic idea behind IoT is the fact that we are surrounded by many things or 
objects which interact with each other to reach common goals [12]. Objects or things 
can be considered the following: RFID tags, sensors, actuators, mobile phones. A 
series of objects that appear in the proposed system are presented in Fig. 3. 

 

 

Fig. 3. Objects (things) present in the proposed system 

The proposed IoT architecture is presented in Fig. 4. The system is based on the 
RFID technology which includes the following main components:  

- RFID readers placed in hospitals, medical clinics etc.  
- Smart phones equipped with RFID tags;  
- An EMR (Electronic Medical Record) server for storing the medical records of 

individual patients regardless their location;   
- A HL7 server for interoperability with other clinical software. 
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Fig. 4. General view of the IoT architecture for the proposed system 

Even though the proposed RFID-based system is similar to the SIMOPAC system 
described in [13] the application types and the main idea are different.  Therefore, our 
proposed expert system has a more specific task, by objectively evaluating the 
erythema severity of psoriasis lesions regardless the location of the patient (at a 
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clinical facility or at home) and also by updating the medical records through the 
intelligent applications which can be accessed by doctors and also by patients.  

The ability to integrate and exchange information among similar systems will be 
achieved through HL7 (Health Level Seven) standards. This type of standard is promoted 
in the healthcare industry due to its quality, accuracy, and efficiency characteristics [14]. 

In the application layer the two types of applications (doctor’s and patient’s 
application) are present. They are connected to the expert system (see Fig. 5) which 
returns the degree of erythema for the psoriasis lesions. The psoriasis lesions are first 
photographed by the patient at home or by the doctor in the hospital. The images are 
then uploaded through the specific applications onto the system and the expert system 
is processing this input. From the answer given by the expert system the doctor can 
give the proper treatment and also, can update the medical data related to each patient. 

 

Fig. 5. Expert System architecture 

The presented IoT solution enables the system management, respectively the 
disease pathway. It brings transparency in the responsibility of impact, it reduces the 
subjective visual analyze of psoriasis by doctors and also gives guidance during 
treatment plan. 

The main benefits of the proposed system consist in: immediate access to data, the 
possibility of transmitting data when it is available (patients are uploading the pictures 
whenever they want and doctors can access uploads whenever they want), direct 
feedback on the treatment efficiency, the time of every day visual diagnosis during 
the treatment is reduced, all the process of clinical pathway is more efficient and helps 
the patient to comply with his/her treatment routine. 

The main risks that might appear are the information accuracy, which depends 
mostly on the quality of the image uploaded by the patients and the need of more 
evidence (the induration or thickness measure for the psoriasis lesion which can be 
evaluated only by the medical doctor) for treating the disease.   

5 Discussions of Results 

In order to develop an expert system that can be used in the dermatology field we 
have to first classify the psoriasis severity for different lesions. The input to our expert 
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system is composed of digital images depicting psoriatic lesions. Due to the different 
illumination conditions a color correction step is needed. 

In the research done in [6] the authors propose an approach for objective 
assessment of the erythema degree. Their approach comprises of three steps: (i) 
reference-based color correction, (ii) lesion segmentation and (iii) erythema 
classification and ranking. Due to the correction step, the color segmentation and 
classification could be correctly performed, and also, the specialist could assess the 
erythema severity with less ambiguity when being presented with images of lesion 
images previously color corrected. 

We intend to use a similar approach when developing our psoriasis evaluation 
expert system. Having a limited set of images containing lesions of psoriasis we are in 
the process of enlarging our database with different other images (test cases) to get a 
higher accuracy when objectively assess the erythema severity. 

6 Conclusions and Future Work 

We strongly believe that the IoT can offer assistance, support and follow-up of 
patients which are suffering from psoriasis symptoms, both in hospitals/treatment 
clinics and at distance (home). 

We have presented in this paper a solution for using IoT for improving the quality 
of healthcare in psoriasis diagnosis and treatment. There were presented two possible 
applications that can be used both by patients and doctors. The applications show how 
patients can achieve a better quality of life while treating the disease, during the 
prescript treatment. 

Using the proposed Internet platform the costs for transferring patients from one 
hospital to another, for diagnosis and/or treatment, is reduced. Also, the system can 
guarantee the privacy and security of patient’s records. 

In the future, we intend to implement all the necessary things for bringing to life 
the system for surveillance and treatment plan for patients suffering from psoriasis 
disease. 
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Abstract. Remote monitoring is an essential task to help maintaining Earth 
ecosystems. A notorious example is the monitoring of riverine environments. The 
solution purposed in this paper is to use an electric boat (ASV - Autonomous 
Surface Vehicle) operating in symbiosis with a quadrotor (UAV – Unmanned Air 
Vehicle). We present the architecture and solutions adopted and at the same time 
compare it with other examples of collaborative robotics systems, in what we 
expected could be used as a survey for other persons doing collaborative robotics 
systems. The architecture here purposed will exploit the symbiotic partnership 
between both robots by covering the perception, navigation, coordination, and 
integration aspects. 

Keywords: Collaborative robotics, ASV, UAV, remote riverine monitoring. 

1 Introduction 

The monitoring of water in riverine environments is of enormous importance not only 
in controlling some of the most delicate ecosystems (some of the highest 
concentration of life forms are in the estuaries) but also for economic reasons, since 
almost all the potable water come from rivers or lakes making the control of water 
quality essential for industry, agricultural and human consume. It is an enormous 
challenge attending to the actual robotics state of the art to build a single robot with 
all the capabilities to survive and to be autonomous in this kind of environment. 
Although sensor networks are becoming popular solutions for this kind of problem, 
they are seriously limited by their static characteristics. Several projects [1], [2] had 
dealt with this limitation by introducing a very large number of sensors or combining 
static sensors with sensors with more or less locomotion capabilities or even using 
ASV - Autonomous Surface Vehicles. The use of small (ASV) are also becoming a 
reasonable and attractive alternative [3], [4]. However, providing these boats with full 
autonomous behaviour is not a trivial task, there are many challenges, namely:  
The low height the sensors equipping these robots are from the water's surface limits 
their ability to perceive the far-field and consequently to ensure safety by means of a 
proper path planning strategy. Another related limitation is their inability to inspect 
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riverbanks, which are key elements in the riverine ecosystem. In RiverWatch we 
overcome the limitations imposed from observing the environment from a low 
vantage point, by pairing the ASV with a small unmanned aerial vehicle (UAV). With 
an aerial perspective, the UAV will extend the visual field of the ASV as well as it 
will enable the survey of riverbanks.  Equipped with solar panels, the ASV will be 
able to do energy harvesting for itself and for the UAV, in a mechanism known in 
biology as Trophallaxis. The project will exploit this symbiotic partnership between 
both robots by covering the perception, navigation, coordination, and integration 
aspects making the system extremely flexible, reliable and with extended capabilities 
for adaptation, self-organization and self-development.  

We expect the RiverWatch project to impact on scientific (novel perception, 
navigation, and coordination algorithms), technological (novel autonomous multi-robot 
integrated platform), and application (novel environmental application scenario) 
dimensions. 

1.1 Progress beyond the State-of-the-Art 

In order to overcome some of the limitations of static sensor networks, [5] propose the 
addition of a small ASV into the monitoring system. Although this approach improves 
the resolution of the performed analysis, the overall system continues to be spatially 
constrained. Several solutions have been proposed for dynamic monitoring of riverine 
ecosystems. A simple solution is to deploy drifters that flow with the river current 
gathering data along way [6]. This solution is limited to wide and obstacle free river 
streams, as otherwise drifters may get stuck. A more efficient solution is to use a set of 
ASVs [7], [8] to navigate along rivers while collecting environmental data.  The use of 
robotic sensors is motivated by the fact that they can achieve sufficient spatial coverage 
to perform complete measurements, i.e., they are not limited to a set of discrete sampling 
points. Although many work exists in aquatic robots, some already capable of performing 
energy harvesting [9] and multi-vessels coordinated behaviour [10], many challenges are 
still open. One particularly demanding is the ability to robustly segment the river from 
land and obstacles up to the far-field. The low vantage point afforded by medium size 
surface vehicles poses additional difficulties to this problem. Previous work [11] 
capitalized on the benefits of multi-robot systems to handle some problems arising from 
the low vantage point, by using an helicopter to provide the human operator with 
improved situation awareness in a hurricane post-disaster situation. In this project we 
intend to exploit the same idea but in this case to extend the surface vehicle's situation 
awareness. Hence, we consider the coordination between both robots for autonomous 
behaviour, instead of the context of tele-operation. Although previous work considered 
the docking of a UAV on a ground-based platform [12], [13], [14] docking on a moving 
aquatic platform has not been reported yet. Waves, wind, and displacement are variables 
that must be taken into account by the model. We will depart from previous work by 
considering the problem not only under the control perspective. A smart mechanism will 
be used to grasp the UAV, thus reducing the need to hover close to the landing surface, 
where chaotic airflow complicates the process. Furthermore, both ASV and UAV will 
negotiate a rendezvous site where it is more likely to occur successfully, such as by 
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searching a less windy spot. This may require the ASV to actively search for this spot 
while the UAV is performing its delegated surveying task. 

For short range obstacle detection in the ASV, we will mostly recur to 3-D data 
provided by stereo vision, laser scanner, and underwater sonar scanner. For this 
purpose we intend to adapt some work on all-terrain obstacle detection [15] [16] to 
the domain in question. An interesting point of this work is the use of visual attention 
parallel mechanisms, which we have been shown that, if operating in an intricate way 
with obstacle avoidance, the amount of processing can be considerably reduced [17], 
and as a consequence, the computational requirements as well. A key aspect of 
obstacle avoidance in aquatic environments, yet to be solved, is to filter out false 
positives induced by waves and large ripples in the water. For this purpose we intend 
to exploit the fact that false positives in this domain exhibit structured spatio-temporal 
patterns (propagating waves). These patterns can be determined in volumetric terms 
using the range image produced by the stereo-vision sensor and in appearance terms 
as produced by the aerial image provided by the UAV. 

To enable path planning in aquatic environments [18], long-range water/land 
segmentation of the environment is required. This includes the ability to detect sand 
banks. For this purpose we will recur mostly to appearance models learnt under the 
self-supervised learning paradigm, similar to work on ground-based vehicles [19]. In 
these models, near-field range data provided by stereo/laser is used to label patches of 
the robot's input image as belonging to the obstacle or non-obstacle class. In our case 
the classes are water and land and the input images are the ones obtained by both 
ASV and UAV. Then, an on-line machine learning mechanism can be used to learn a 
classifier in the appearance space given the provided water/land labels. This way the 
system learns to segment water from land in the appearance-space of the images 
obtained by both robots. This learning process requires to register the obstacle 
detection results obtained with range data onto the aerial image produced by the 
UAV. This in turn will require both robots to localise each other with respect to the 
other. We expect to solve this problem using their global localisation mechanism (i.e., 
GPS based) in addition to having the UAV performing visual tracking of the ASV. 
The transformations required to match the image obtained from an omnidirectional 
camera mounted on the ASV with the aerial image provided by the UAV may be 
useful to provide an additional cue on both robots' relative localisation. The proposed 
method differs considerably from previous work on river [20] and coast-line [21] 
detection from aerial images, where human intervention was key to assist the learning 
process. We also expect to exploit maps provided by the Google Maps API, where 
rivers are already segmented, to score potential river hypotheses generated by the 
perceptual system against the map.  

With the purpose of reducing ambiguities in images classification process, we 
consider the possibility of having the classifiers as dynamical entities exploring the 
image to build contextual information [22]. Context is well recognised as a key 
component of any robust and parsimonious perceptual system [23]. In addition to 3-D 
information, the sky/water interface can also be useful to generate training labels. 
This innovative approach can exploit cues regarding the profile of the detected 
skyline. 
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Shoreline orientation and position is also an important cue for ASV safe 
navigation. We intend to use particle swarms to detect and track shorelines. For this 
purpose we expect to use an omni-directional camera. Particle swarms have recently 
exhibited interesting properties, even better than particle filters, for object tracking 
[24]. Moreover, making these particles sensitive to contextual cues, we expect to 
improve detection rate while reducing computational cost. These techniques will also 
be used to determine shoreline from the aerial images obtained by the UAV, besides 
being equipped with a conventional photographic camera, it will be equipped with a 
near-infrared camera, as it is recognizably useful for water/land segmentation [25]. 
Our expectation is that the fusion of all these methods in addition to the long-range 
water/land segmentation mechanism results in a robust system, which in turn reduces 
the accuracy requirements for each of the techniques alone. 

2 Contribution to the Development of the Internet of Things 

Remote monitoring is an essential task to help maintaining Earth ecosystems and will 
be without doubt influenced by the Internet of Things. The use of network sensors for 
monitoring some environmental aspects is already a reality [26]. Several TIWS – 
Tsunami International Warning Systems (IOTWS,NEAMTWS,PTWC, etc.) based on 
fixed DART© stations are actually working all over the world, coordinated by the 
Intergovernmental Oceanographic Commission of UNESCO integrated within the 
program GOOS – Global Ocean Observing System. Inspired on these systems and in 
the IoT the RiverWatch architecture will enable the cooperative robots of the system 
(UAV and the ASV) to interact and communicate among themselves and with the 
environment by exchanging data and information ‘sensed’ about the environment, 
while reacting autonomously to the ‘real/physical world’ events with or without direct 
human intervention depicted as one of the most important aspects in European IoT 
roadmap. It is our goal that with RiverWatch and by using ROS as the operating 
system with its capacity of making transparent the communications between several 
nodes and the recent developments in support to IPv6 to allow those requirements. 

3 RiverWatch Architecture 

We use the ROS operating system as the background of our system with all the 
advantages that cross-language inter-process communication system will allow. We´ve 
decided to adopt as possible open sources solutions as pointed on the following  
sub-chapters. 

3.1 UAV (Multi-rotor, Variable Configuration) 

We had evaluated several platforms Comercial: AirRObot, Asctec, Microdones, 
Draganfly, Cyberquadand several open source: MikroKopter, Mikro'sAeroquad,  
NG-UAVP, UAVX & UAVP, OpenPilot, Arducopter, Multipilot 32.The price of these 
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commercial solutions ranges from 5000€ to more than 20000€. All of them, uses some 
patented and closed mechanisms of control what was unacceptable to our project. With 
the open-source projects, we have access to all the code and in some of them the 
solutions available are more complex and with more functions than the commercial 
solutions, and so we decided to build a platform based in open source solutions. For the 
low level control boards, we´ve adopted the Multipilot 32 solution that is totally open 
source, compatible with the project Arducopter (a very large active community) and 
offers the best processor and IMU capabilities. For the mechanical platform we´ve 
selected the open source Mikrokopter solution that offers reconfigurable frames that 
allow to build any configuration: Quadrotor, Quadrotor coaxial, X6 , X6 axial, Octo. 
Power distribution boards that allow a very easy mount with a minimum of connections 
and wires, very good motors (MK3638) and I2C high speed motor controllers. The 
batteries selected were the Maxamps 11Ah 4S. For  manual and emergency control we 
will use the system OSRC. 

 

Fig. 1. UAV components and architecture 

3.2 USV  

In partnership with the company Jetbuster we´ve decided to use the commercial hulls 
from model JETRIDER XXL and the water turbine propulsion system. We´ve 
adopted a modular configuration with 4 main components (2 hulls, connection 
platform and electronics boxes) that will allow the easy setup and transport of the 
ASV. The propulsion unit based on ducted water jets systems have great advantages 
in shallow waters when compared with tradition propellers, namely the possibility to 
navigate with few centimetres of water, more resistance to impacts, etc.  
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The on board sensors are divided in two categories:“Localization and attitude” and 
“Obstacle detection”. In “Localization and attitude” we have a PB200 weather station 
and a CS4500 water speed sensor from Airmair and a complete GPS RTK from 
Ashtech (Proflex 800 base and rover). In “Obstacle detection” we have a multibeam 
DT837B sonar from Imagenex mounted in a tilt system based on servos EX-106  
from Dynamixel, sonar that will allow us to create a 3D map of the bottom of the 
river to detect and predict what will be the best way in the presence of sand banks or 
other subaquatic obstacles. For collision detection, the main sensor we will use is the 
LIDAR LD-LRS2100 system from Sick. For segmentation water algorithms and 
detection of obstacles, we will use a Ladybug3 360 degrees camera from Pointgrey. 
For low visibility (nigh, fog, etc) and for segment the ASV from the water using its 
special thermal signature, we will use thermal cameras. In the ASV the FLIR Quark 
640 with wide angle lens, while for the UAV the camera selected was a Quark 336. 
For special safety precautions we will have on board an active radar deflector, 
infrared and visible light marks and redundant communications with VHF modem 
(ADL Vantage radio system), Long range Wifi and GSM modem as we could see in 
Fig.2. 

 

Fig. 2. USV components and architecture 
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3.3 Operations Centre 

In its first version, the control centre has been developed to run as a web-based 
application. This has the advantage of allowing the use of a simple web-browser for 
interacting with the robotic system. However, it is also relevant to enable the 
integration of the control centre software in custom applications. For instance, the 
control centre can be part of a larger software package that not only allows human-
robot interaction but also integration with simulators and information management 
systems. Bearing this in mind, the control centre has been wrapped as a QT 
component that can be integrated in any QT application. An important part of this 
software package will be the GSC – Ground Station Control that will allow to have 
access to all the attitude information from ASV and from the AGV. Since we adopted 
the open-source solution based the project Multipilot32, that follow the MAVLINK 
protocol there are several Mission Planners open source available. In Fig.3 we can see 
the hardware to run the GSC. 

 

Fig. 3. Control center hardware 

4 Conclusions and Further Work 

The use of robots working in a symbiotic relation is a solution that shows very 
promising results, although the topic is still in its infancy. Some results are: Increase 
of autonomy of the entire system, the increase in flexibility and reliability. There are 
however drawbacks and problems that must be yet solved. They constitute challenges 
that could lead to promising research directions. As examples: Intelligent power share 
mechanisms, intelligent docking, identification of each robot (not only the robot but 
also its relative orientation) in the system by the others, the possibility of sensorial 
expansion of the main robot of the system or the whole system itself, etc. With 
RiverWatch, we hope to contribute with some answers. Many more questions will 
prevail and it’s our hope that this paper contributes to arouse some curiosity in the 
reader and makes him think about them. 
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Abstract. Virtual Reality (VR) is one of the newest technological domains with 
revolutionary applicability for the tomorrow’s Future Internet, including visions 
of the Internet of Things. The sensation of total immersion in Virtual 
Environment (VE) is still unresolved. Therefore, our work proposes a new 
omnidirectional locomotion interface for navigation in VEs. The novel interface 
was built from an ordinary unidirectional treadmill, a new mechanical device, a 
motion capturing system to track the human walking and a control method 
using artificial intelligence techniques. A neural network is used to predict the 
motion of the new interface based on user’s body motion and information about 
VE. The feasibility of the proposed system is verified through experiments and 
the preliminary results suggest that the new interface performs very well in a 
simplest VE based on our control method. 

Keywords: Virtual Reality, navigation, Virtual Environment, locomotion 
interface, neural network. 

1 Introduction 

Nowadays, Virtual Reality (VR) has become an indispensable technology with 
practical applications in many areas such as medical, engineering to urban planning, 
training and education, sports and arts, etc. The VR is defined as the use of a 
computer-generated 3D environment – called a ‘virtual environment’ (VE). One of 
the hardest things to achieve in this area is to provide the immersion of the user, 
meaning that he can feel in a virtual world like in the real world. To achieve this, 
navigation is a fundamental task needed for human interaction with the VE. 

In our work we deal the navigation into VE by walking because it is the main 
motor activity of daily life. The human gait is considered for VR field the user’s most 
natural way of exploring a VE [4], [14]. Over the time, locomotion interfaces were 
built in order to not limit the navigation by walking in a VE. Due to these interfaces, 
the user can walk freely and his motion was compensated. Ruddle, R. A. and Lessels, 
S. showed that a walking interface would bring immediate benefits for navigation in 
virtual environments in a number of VE applications [11]. Therefore, the first 
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research about omnidirectional (ODT) treadmill was proposed by Darken et al. [2] in 
1997 and was named by the authors ‘a revolutionary locomotion device that enables 
bipedal locomotion in any direction of travel’. The base principle of the ODT consists 
of two perpendicular belts, one inside of the other, each of them comprised of an array 
of freely rotating rollers.  

Another similar concept is the CyberWalk platform, one of the largest VR platforms 
in the world [3]. Over the years, many other locomotion interfaces have been designed 
and implemented. An example is ATLAS [8], that consists of a remodeled commercial 
treadmill and a motion platform with three axis. In the first phase the authors control the 
speed of the belt and further the walking direction, proposing a method than allows user 
to walk in any direction by cancel the turning motion of the user [7]. In [10] is used a 
motor-less treadmill resting on a mechanical rotating base. The belt of treadmill contains 
stripes along the direction of motion and measuring the angle of foot placement, the 
entire treadmill is rotate accordingly on a rotary base. 

To achieve a target in a real environment, the human needs to walk on flat surfaces 
and also he need to climb or to go down surfaces with hilliness. As we could see in 
above researches, the currently locomotion interfaces based on ordinary treadmills are 
controlled by making a user navigation in VEs just on a flat surface. Therefore, in our 
on-going project we want to build a new locomotion interface by improving the 
control of an ordinary treadmill in order to allow the user to navigate also on a surface 
with hilliness in a VE, as in a real environment. Thus, one novelty of our on-going 
project is to make a complex control of treadmill to fit very well in a VR 
environment. Besides forward and backward navigation, it provides to the user the 
possibility to climb to or go down on a virtual surface with hilliness and also to turn 
left or right during navigation in a natural way. Our complex control of treadmill 
gives two main opportunities of the new locomotion interface: (i) to move in any 
direction in virtual worlds, and (ii) to enhance the user’s immersion. 

Up to the present time, controls of ordinary treadmills were done by using the 
classical PID controller method and derivatives of this method, such as: PD on/and PI 
controller [9], [12]. Although these basic controllers are most widely used, they are 
limited when complex processes are required to perform a task. Our locomotion 
interface based on an ordinary treadmill involves a complex controller because two 
motors need to be controlled in the same time, taking into account other two entities: 
user’s actions and the scenarios of the VE. User’s actions represent the first entity that 
involves the modulation through perception-action model. Thus, the user perception 
activity is given by treadmill motion through a natural gait. Based on 3D virtual 
scenario users performed the reaction activity upon treadmill. 

In order to achieve the intended complex controller of the treadmill, we replaced 
the classical PID controller with artificial neural networks method. We have chosen to 
use this method because it is simplified mathematical models of brain-like systems 
that function as parallel, distributed computing networks [6]. Hence, artificial neural 
networks method let us to build a flexible cognitive control over the user’s behavior 
and the plan of virtual scenarios.  

To build the proposed complex controller of the treadmill, we had to use multiple 
devices, such as an ordinary treadmill (Energetics Power Run 3000 HRC), an 
Optitrack Motion Capturing System to track the human walking,  and also we design 
a simplest virtual environment, as see in Fig.1 a). In addition, we had to design and  
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Fig. 1. The 3D model of the omnidirectional interface 

build a mechanical support with two degrees of freedom (2-DOF) upon the treadmill 
was fixed. Therefore we presented preliminary results obtained based on the proposed 
complex controller of the treadmill and the prototype of the new locomotion interface. 

The outline of the paper is as follows. In section 2 is illustrated the contribution for 
the Internet of Things of this paper, section 3 present our prototype and the used 
methodologies. Experimental studies, results and a discussion are given in section 4 
and finally, in section 5, is given the conclusion and the future work. 

2 Contribution to the Internet of Things 

Nowadays, the speed of information technologies development is increasing more 
than ever. Hence, VR is one of these technologies that is often supported by the 
Internet of Things, by making a natural human-computer interaction for the users. 
One of the areas where VR found practical application is user’s natural navigation by 
walking in 3D VEs. Thus, human locomotion inside VEs applications is an important 
concept that can be integrated and supported by novel technologies, promising to 
expand into most of today’s domains and also into the concept of tomorrow’s Future 
Internet, where Internet of Things is one of the core elements of it.  

Internet of Things will revolutionize and expand the interaction between persons 
and objects and object-object. In this context a ‘thing’ can be defined as a real or 
virtual entity that exists, moves and can be identified.  

According to the definition of Internet of Things from [5]: “Things having identities 
and virtual personalities operating in smart spaces using intelligent interfaces to connect 
and communicate within social, environmental, and user contexts”, our new locomotion 
interface for navigation in virtual worlds represent a promising step toward the future of 
the Internet. From this reason, the proposed system with small dimensions manages to 



 An Omnidirectional System for Navigation in Virtual Environments 195 

 

reduce the main disadvantage of most active treadmill interfaces – the need for a large 
walking area [8] – and ensure proper integration in a full immersive CAVE system by 
making it ideal for future immersion needs. 

Based on the experimental study and results presented in this article, we achieved 
an omnidirectional walking for navigation in 3D VE by implementing a new 
locomotion interface and building an intelligent control. The preliminary test results 
will help future development of already existing domains by opening a path to new 
ideas and trends for more applications which integrated visions about Internet of 
Things, and also will contribute to VR locomotion interfaces evolution, which 
represent in our view a huge step making the Internet of Things to become a reality 
very soon in the next years. Moreover, our preliminary results show that the 
interaction between user and real/virtual objects is enhanced and it represents the 
main vision of the Internet of Things. Hence, our new locomotion interface will 
improve in the same time the quality of humans lives. 

3 Proposed Prototype and Methodology  

In order to answer the main research question addressed in this paper (How to build a 
new locomotion interface with small dimensions by achieving an omnidirectional 
walking for navigation in 3D VE based on a complex control through AI methods, i.e, 
neural networks?) we propose a modular prototype and describe next the functionality 
of each module. An overview of the proposed prototype was presented in Fig. 1. 

The proposed prototype is to allow a user to endlessly walk in a VE in any 
direction, while he is on a real interface that compensates his motion. Our first 
scientific challenge in development of the omnidirectional interface was to make a 
completely immersion of the users and for this purpose a new method to control this 
interface was implemented. 

Simulation Apparatus - We have built the locomotion interface based on a set of 
devices. The main device of our approach is a walking compensation device, based on 
an ordinary treadmill adapted for VR purposes. Also we combined other devices for 
building the prototype, such as: the Optitrack Motion Capturing System to track the 
human walking. In order to implement the control of the treadmill related to the VE of 
the application, we designed a simple test scenario that simulates a surfaces with 
hilliness (see fig. 1, a), left). The display and rendering graphics scenes are done in an 
immersive CAVE system to provide a whole body immersion and a strong visual 
feedback. Using this system, the VE scale and the human interaction become equal. 

The omnidirectional compensation device – We have adapted an ordinary treadmill 
with the following dimensions for the surface area: length – 150 cm, width – 50 cm 
into an omnidirectional device. To achieve an omnidirectional walking for navigation 
we had to design and to build a mechanical support with two degrees of freedom (2-
DOF) that has the following dimensions: the height of mechanical support is 50 cm, 
the upper surface is by 80 cm (L) and by 50 cm (W) and the upper surface is a 
cylinder with a diameter of by 50 cm (see Fig. 2, right). Then classical unidirectional 
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treadmill was fixed on it, (see Fig. 2, left) and the new device became an 
omnidirectional compensation device with three degrees of freedom (3-DOF= 2-DOF 
of mechanical support + 1-DOF treadmill). The whole prototype was simulated using 
CAD parts in order to build a good solution. The electrical part of the system was 
modeled in Matlab Simulink.  
 

 

Fig. 2. The 3D model of the interface and the dimensions of the mechanical base 

Three motors were used: one that actuates the treadmill belt and others two for 
mechanical support of treadmill: one motor to rotate left/right the whole platform and 
another one motor to tilt up/down the platform. One motor actuate the belt of the 
treadmill in order to compensate the user walking and another motor actuate the 
whole base for compensating the change of direction in walking. The first motor is a 
DC motor of 180 V, 7.5 A, 2 hp, 3000 rpm. Motors of mechanical support are EC 
motors of 48 V, 9.38 A, 400 W, 5370 rpm. To detect the sense of rotation for the 
motors are used optical encoders TIRO 1000. This sensor is coupled to the motor and 
detects the sense and also the speed of rotation by incrementing or decrementing a 
position number related to a reference value [13]. Hence, the user can navigate by 
walking on the surfaces of the VE into omnidirectional way on a real omnidirectional 
treadmill. Our system is able to rotate accordingly to cancel the turning motion when 
the user intents to change the direction of walking. In order to give user a feeling of 
safety, the hand supports of the original treadmill were not removed. 

The Optitrack Motion Capturing System – A motion tracking system was needed 
to recognize the motion of the user’s feet and maybe also body and then change the 
view accordingly and the whole platform is rotate. Therefore, we used a passive 
optical system that use markers coated with a retro-reflective material to reflect light 
back to the infrared cameras (IR). This system presents the following main 
advantages: high update rates, low latency and scalable to fairly large areas. In our 
experiments 12-IR cameras were used for data capture (see Fig. 1, a) right). 

VE of the test scenario – We designed a simplest VE using Blender tool, because it 
is an open source tool. The VE simulates a track with mix surfaces: flat and surfaces 
with hilliness. The track from scenario has a square shaped, with a length of 4 km and 
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a width of 10 m, with two traffic lanes (Fig. 1, b)). There are two types of hillines, 
with different angles of inclination (Fig. 1 c)). The human position on the track is 
given by a simplest virtual avatar (as it can be seen in the Fig. 1, a) left).  

4 Experiment and Results 

In order to control the sense of motors we use an algorithm implemented with neural 
networks. A neural network can be designed to perform a specific task and it need to 
be trained before it can be put in use. Matlab software was preferred to perform the 
computation, using the Neural Network Toolbox™. 

The inputs of the algorithm are extractions of features from a set of data. Data were 
recorded from six users when they performed a real scenario similar with proposed 
VE. We tracked the position and orientation of users feet using the motion tracking 
system. Then we process data in order to extract the angle between the foot and tibia 
and also feet orientation related to a reference position for right and left rotation of 
treadmill. Extracted angles and feet orientation were data inputs for a neural network. 
A feed-forward neural network with one hidden layer of ten neurons  is used. Also we 
modeled the used motors in Matlab Simulink in order to obtain the positions of the 
motors related to a reference factor and a parameter for the scenario, i.e. used to tilt 
the platform depending on the inclination angle of hills scenarios.  

For choosing the number of neurons, the neural network is trained in Matlab and 
the number of neurons in hidden layer is reduced until the error can be accepted. 

When training multilayer networks, the general practice is to first divide the data 
into three subsets: training set, validation set and test set [1]. Figure 3 depicts the 
training process for the proposed neural network, showing the confusion matrices for 
the training, validation, test and for all phases. For the test phase the accuracy of the 
neural network is 88,9 %, representing the percentage of correct classifications. 

 

 

Fig. 3. The confusion matrices for the training process 

In Figure 4 (left) it can observe the mean square error during 17 epochs for the 
phases described above and for all steps the mean square error value decreases, the 
optimum value for the validation phase being obtained after 11 epochs. In Figure 4 
(right) the gradient and the validation checks plots are illustrated. The value of the 
gradient after 17 epochs is 0.019608. The training process will stop when the 
validation checks reach 6 (the default value). 
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Fig. 4.  Validation performance for neural network. Gradient and validation checks 

After the training of data we tested the prototype in VEs in offline functionality for 
checking the solution. We checked the solution with new data recorded from the 
users. Each user performed three scenarios: (1) normal waking, (2) alert walking, and 
(3) mixed walking. We tested and checked the prototype in a VE in order to see the 
avatar behavior and also the control of treadmill (see Fig. 1, a)).  

In normal walking good results were achieved with low errors for both the control 
of treadmill and avatar behavior. The results highlight that the mixed walking 
scenario presents errors due to fluctuation of waking speed. These errors are caused 
also of lost markers of the motion tracking system. In alert walking scenario some 
errors was registered, but less than in the mixed scenario. According to [15] the errors 
could be reduced if data are filtered previously to use after for testing the prototype.  

5 Concluding Remarks and Future Works 

In this paper, we present a system for omnidirectional navigation in VE and an 
algorithm is developed for controlling this interface using a feed forward neural 
network. Our goal was to develop an interface that allow an endlessly walk for a 
virtual avatar, while the real user move in a limited workspace in any direction. We 
designed a simple test scenario that simulate a surfaces with hilliness and a CAVE 
system was used as display to provide a whole body immersion and a strong visual 
feedback. In order to test the interface we propose a method for controlling the system 
using a neural network. The ease of use, simple structure and robustness are some 
advantages of the neural network controller, overcoming the limitations of PID 
controllers, like instability, late response and poor control performance. The 
preliminary results show the feasibility of the system was achieved.  

The presented system is an improvement over current implementations, providing 
a solution for navigation in VEs with a small dimensions interface and enhancing the 
user immersion. 

Future work includes a better control of the interface by implementing a system 
that recognizes the user intentions of walking. We intend to develop a complete 
virtual system for navigation with application in actual and future areas of interest. 
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Abstract. This research presents a new vision system that explores a spherical 
geometry and will be provide innovative solutions for tracking, surveillance, 
navigation and mapping with micro Unmanned Aerial Vehicle (µUAV) in un-
known indoor environments. The system will be used with µUAV in indoor en-
vironment and it is composed by twenty six cameras that are arranged in order 
to sample different parts of the visual sphere around the µUAV. This configura-
tion allows that some of the cameras will have overlapped field of view. This 
system has been designed for the purpose of recovering ego-motion and struc-
ture from multiple video images, having a distributed omnidirectional field of 
view. We use the spherical geometry to extend the field of view, from one sin-
gle direction to a single point of perspective, but with multiple views. This ma-
nuscript will prove that spherical geometric configuration has advantages when 
compared to stereo cameras for the estimation of the system’s own motion and 
consequently the estimation of shape models from each camera. The prelimi-
nary field tests presented the theoretical potential of this system and the expe-
rimental results with the images acquired by 3 cameras. 

Keywords: Vision, µUAV, Spherical Geometry, Indoor, Ego-motion, Trifocal 
tensor, Motion Flow. 

1 Introduction 

Mobile robots are important artifacts for the exploration of unknown areas, not only 
in hazard situations, but also as an extension of human capabilities. Those so called 
explorer robots can be developed to navigate in unleveled terrain. Both semi-
autonomous and completely autonomous machines allowed a real time report of  
otherwise impossible places to visit. On the last decades researchers expanded their 
attention to others than Unmanned Ground Vehicles (UGV), for example, µUAV.  

The most challenging part of 3D mapping is obtaining the full 6 Degrees of Freedom 
(DOF) of pose of the robot between each scan [1]. The vehicle position and orientation, 
is, in most cases, estimated with the combination of inertial sensors and GPS, but in in-
door GPS denied environments tends to create an important barrier from the fully  
autonomous exploration [2]. To complete the autonomous exploration, problems like 
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localization and mapping unknown environments need to be solved. One way of achiev-
ing this is with the use of laser sensors or vision systems. Advances have been made in 
the use of vision sensors for target tracking and obstacle avoidance or to estimate vehicle 
pose [3], but the traditional stereo configuration does not provide enough information nor 
covers the totality of the space. In order to complete the visual information, inertial sen-
sors were added to the system. The inertial sensed gravity [4][5] provides a vertical refer-
ence for the spherical vision system, enabling to establish an artificial horizon line and 
vertical features. Between each pair of cameras there is a rigid transformation that could 
be determined using a calibration process [6], getting the rectification of the stereo  
configuration and generate the epipolar constrains, and generating the optical flow [7].  

In this paper we intend to demonstrate some of the advantages of the spherical geome-
try for multiple cameras complemented with inertial data in order to be successfully  
solving problems of tracking, surveillance, navigation and mapping.  

In the next section it will be presented the relation with the Internet of Things (Sec-
tion 2), followed by the research in UAV field and vision based controls (Section 3). 
The proposed solution and mathematical support (Section 4) will be complemented 
with some of the implementation details and the progress towards the full sensor de-
veloping (Section 5) that lead us to the conclusions and future work (Section 6). 

2 Relationship to Internet of Things 

When explaining the definition of “Internet of Things”, Kevin Ashton [8] mention 
that “people have limited time, attention and accuracy – all of which means they are 
not very good at capturing data about things in the real world”. This extension to the 
man capabilities was always present during the development of this project. In the 
early stages of development of this project, we intended to create a unique capturing 
device that not only capture video from all of its surroundings but also could be able 
to identify and track people or objects. By analyzing and categorizing moving objects, 
it will provide enough information for an organized database which could grow with-
out human interaction. With multiple systems like this and if them are complemented 
with network connection, multiple nodes will act as smart and autonomous data col-
lection spots, presenting content to the Internet of Things.  

3 Related Work 

In the last decade, many authors increased their research on the implementation of 
control algorithms of flying devices, mainly µUAV. Those devices have been used in 
multiple research goals, but with the goal of autonomous navigation or mapping an 
unknown environment. The first approaches on the UAV control were only focused 
on outdoor environments, where there was more space of maneuver and where GPS  
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between any two consecutive cameras is always 4⁄  radians. The coordinates of 
each camera is always C ,  where  is the angle on z-axis and  the angle on x-
axis. 

In the center of the sphere is a 6 DOF inertial sensor that will provide the system 
accelerations and orientations.  

4.1 Geometry Relationships and Models 

Using a spherical geometry allow a unique transformation between each pair of cam-
eras. Even without a complete overlap between all cameras, it is possible to see all of 
the extension of the exterior space. 

The center of projection of the camera C ,  could be obtained with a rotation on 
x-axis Rx  and z-axis Rz  from the frontal camera C0,0 using (1).  

 

 RC0,0 C , =  Rz   Rx  (1) 

 
where 

m π
4

+ n π
8

 and 
n π
4

,  ( m M= -3,…,0,…,4  n N={-2,-1,0,1,2}) 

That way, the relation between a camera i (C , ) with any other camera j (C ′, ′) 
could be determined with (2). 

 

 
C ′, ′ C , ′  ′  (2) 

 
By using developments on [18] and assuming that the intrinsic parameters among 

these two cameras are equal, the homography Hi
j  between the images could be de-

scribed in (3) where K represents the intrinsic parameters (the same in both cameras).  
 

   (3) 

 
That way, it is possible to calculate the epipolar constrain between the cameras (4). 

 

 j=P' 0
1

=K ti
j  (4) 

The fundamental matrix, F, is obtained in (5). 
 

       ′  ′           (5) 
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The unique setup of the geometry between the 
cameras allows the simplicity of the calculation 
not only between two, but also with each three 
cameras. The trifocal tensor [19] could be  
approached using the relationship of three cor-
responding lines. The lines ,  and  are 
the projection of L (line in space) on each of 
the cameras i (C , ), j (C ′, ′) and k (C ′′, ′′) 
as represented in Fig. 2. 

Assuming the origin at camera I and using 
development of Hartley et al. [19], the cameras 
matrices for the three views would be Pi=[I|0], 
Pj=[ Hi

j |ej] , Pk=[ Hi
k |ek] , where Hi

j  and  Hi
k  are the homography matrix  be-

tween cameras j and i, and k and i respectively (calculated in (3)), while jand k 
are the epipolar constrain from camera j and k to i, as calculated in (4). Recovering 

the equation la=lj
T Hi

j
a

kT
- j Hi

k
a

T
 lk  where l  represents the  coordinate of  

. Moreover, by definition, la=lj
T     lk  , what is equivalent to present the notation 

in (6). 

         (6) 

Using the equations (2) and (3) that refers about the particular cameras configurations, 
the equation (6) could be rewrite as (7). 

  ′-  ′-      ′′-  ′′-    (7) 

We could define the trifocal tensor Ti
jk  between the cameras  i,  and  k, as being 

Ti
jk=[Tx,Ty,Tz]. This result could be used to extract the fundamental matrix between 

the cameras i and j in (8). 

 , ,  (8) 

This equation (8) shows that it is possible to recover the relationship between each 
subset of three cameras using the Trifocal tensor and the epipolar lines. Taking advan-
tage of the unique relation between each cameras (pure rotations on x-axis and z-axis) 
the calculation will be simplified.  

4.2 Motion Flow Properties in Image Plan 

One very important part of our research is related with the movement of the entire 
system motion flow. In order to simplify the calculations we analyze the system using 
the camera C ,  as reference. 
 

Fig. 2. Symbolic representation of 
three cameras representing the line L 

 



 Indoor Exploration Using a µUAV and a Spherical Geometry Based Visual System 205 

Assuming a three dimension motion has two components: translation and rotation.  
If we define the projection = P Z⁄  , with p the image point,    the 

scene point with a depth Z, we could define the equation (9), where V is the world 
motion, T the translation and ω a vector that represents the rotation. 

 V=-T - ω×P (9) 
Assuming that between two consecutives frames the motion is small, we could derive 
the both sides of the projection equation. Using the previous equation (9) and from the 
image perspective analyzing its velocity projection components, we obtain the equa-
tions in (10). 

  

 

 
00   (10) 

From this equation (10) we see that is difficult to decouple the motion from rotations 
around x-axis or y-axis of the camera. Therefore, we use inertial sensors to confirm 
those.  The relation between inertial sensor and the camera axis is represented on Fig. 3. 

 

Fig. 3. Inertial and camera C ,  referential 

4.3 Visual and Inertial Integration 

Inertial information provided by accelerometer and gyroscopes are by themselves 
very important to obtain the attitude and motion parameters of the vision system.  

However, the accelerometer provides the linear acceleration in the 3 axes of  , 
sensing the gravity vector  summed with the visual system acceleration . If 
the vision system is attached to the UAV ( , then the acceleration 
could be defined in (11).  

   (11) 
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(a)                      (b)                      (c)  

This will mean that, if the system is motionless ( 0), only the gravity will be 
present, allowing the system to have a vertical reference from the gravity, and calcu-
late the orientation  of the UAV using (12). 

   (12) 

The gyroscope measures the rotational acceleration in the 3 axes, and it is possible to 
separate the gravity from the sensed acceleration by performing the rotation update [4]. 

As the inertial sensor is fixed in the center of the sphere as soon as we determine 
the orientation  of the device, we could calculate the orientation ̂ of every camera C , , based on the rotation between the inertial system and the C ,  in equation (13). 

 ̂ C ,     C ,C ,     (13) 

The C ,   could be easily determined using calibration [6]. Having the complete 

pose information of each camera, it is possible to predict location of the horizon line, 
from where it is also possible to easily identify vertical features on each image.  

5 Implementation and Experimental Setup 

In order to present the initial proof of concept, only one oct part of the sphere where 
designed. Using the configuration displayed in Fig. 4 it was possible to test different 
angles configurations.  
 

Fig. 4. Hardware used on the trials, (a) 3D printed version of part the Sphere(b) UI 1226LE-M 
camera from IDS-Imaging (c) 6DOF Inertial Measurement Unit 

Each camera is connected through a serial connection link (USB) and could display 
at a 43 frames per second (fps) rate, value that decreases when multiple cameras are 
connected on the same bus. This frame rate is enough to use vision based tracking 
algorithms. 

5.1 Experiments 

The initial experiments proved the system concept and the correspondence between 
points in cameras were the expected. Images from the three cameras (see Fig. 5) were 
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The first trials provided enough data to test basic vision algorithms and proved the 
capability and potential future of the system. 

Other algorithms could be developed and proved based on this system, eventually 
aiming an autonomous µUAV to explore, navigate and map indoor environments. 
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Abstract. A new approach for the realization of self-adaptive and highly avail-
able production systems based on a context aware approach, allowing  
self-adaptation of flexible manufacturing processes in production systems and 
effective knowledge sharing to support maintenance, is presented. The usage of 
dynamically changing context as basis for adaptation of flexible manufacturing 
lines/processes and effective knowledge sharing is proposed. The presented so-
lution includes services for context extraction, adaptation and self-learning  
allowing high adaptation of production systems depending on the identified 
context. A generic architecture following Service Oriented Principles is pre-
sented allowing for integration of the proposed solution into various production 
systems. A successful initial application of the developed solution in real world 
manufacturing environment is presented. 

Keywords: Context Awareness, Context Extraction, Ontology, SOA. 

1 Introduction 

The need for highly flexible manufacturing processes is nowadays indispensable. In 
order to enhance the availability and at the same time the efficiency of modern pro-
duction systems, two key requirements arise a) self-adaptation to support change of 
process parameters aiming at increasing flexibility and efficiency and b) effective 
knowledge acquisition / sharing to support maintenance increasing availability of 
production systems, as indicated in [1]. 

In order to realize such production systems, which are able to solve both above men-
tioned requirements, there is a clear need for powerful ICT infrastructures/solutions able 
to handle high amount of data, complex models and algorithms. Key challenge is to find 
a common approach for addressing these two problems: 

• To allow for a self-adaptation, production systems need advanced monitoring and 
control. Thereby changes (e.g. changing process parameters) need to be identified 
and used to (self) adapt control processes. 



 Context Awareness for Self-adaptive and Highly Available Production Systems 211 

• To allow for knowledge sharing, production systems need advanced monitoring to 
allow enhancement of monitored knowledge in order to facilitate knowledge shar-
ing needed for effective maintenance. 

A service oriented approach promises new perspectives for realizing such self-
adaptive production systems. It is likely that approaches based on Service Oriented 
Architecture (SOA) principles, using distributed networked embedded services in 
device space (sensors, controllers etc.), are the most appropriate for implementation 
of such production systems in general. 

While successful application of SOA based principles in manufacturing lines is 
emerging, there is still a major challenge: 

How to realize reliable, production systems for complex manufacturing processes, 
which support both, self-adaption of process parameters and knowledge sharing to 
support improved maintenance of such production systems, while using a common 
approach. 

1.1 Research Question 

Taking the above mentioned major challenge and the related sub-challenges into ac-
count, a new innovative approach for future production systems is required, which 
raises the following research question: 

Which methods and tools are required, to allow for the realization of reliable 
production systems that are able to support both, self-adaption of production 
processes without the need to reprogram or reconfigure such manufacturing 
processes and knowledge sharing to support effective maintenance, increasing 
thereby availability and efficiency of complex manufacturing processes? 

The research question elaborated above can be addressed by the following two hy-
potheses: 

• Self-adaptive production systems can be achieved if a context aware approach is 
used to identify the current context of (complex) manufacturing processes and use 
this extracted context as a basis for self-adaptation of process parameters. 

• Effective sharing of knowledge in production systems can be achieved, if a context 
aware approach is used to identify the current context under which the knowledge 
is monitored and use this extracted context as foundation to support knowledge 
sharing, improving effective maintenance. 

2 Relationship to Internet of Things 

The application of context awareness within production systems to allow the realiza-
tion of self-adaptive and highly available systems may on one side lead to enormous 
benefits regarding availability and efficiency of production systems and, on the other 
side increase the implementation of such possibilities by using a generic solution 
which can be used in several scenarios (i.e. Control, Maintenance). 
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To allow for the realization of such solutions, the presented work describes a new 
approach for such self-adaptive production systems based on a context aware ap-
proach, allowing self-adaptation of flexible manufacturing processes in production 
systems. The usage of dynamically changing context of production lines, as well as 
changing ambient conditions, for adaptation of flexible manufacturing lines/processes 
based on the usage of connected sensors and machines, as well as scalable architec-
tures is proposed. 

3 Survey of the State of the Art 

This section gives a brief overview of the state-of-the-art for RTD topics which are 
relevant for the presented approach. 

In the area of self-learning production systems, the research has demonstrated that 
the application of machine learning techniques, dynamic self-adaptation and opera-
tor’s feedback in the loop promises to increase the intelligence of the overall system. 
In this approach, machine learns whenever it changes its structure, program, or data 
based on inputs or in response to external information in such a manner that its overall 
performance is expected to improve [2], [3], [4]. In production systems in particular, 
these methods have been proven to be especially useful for monitoring/diagnosis [5], 
[6], [7] and control [8]. However, the applications of self-adaptation of production 
systems and learning in industrial practice are still in initial phase. In this paper a 
novel approach in production systems is presented, which is context aware, adaptive 
to contextual changes at run time and learns from adaptation and operator’s action. 

Of high interest for the work presented in this paper is Service Oriented Architecture 
(SOA) in manufacturing i.e. the relation between self-learning production systems and 
SOA. SOA gained popularity with the advancement of web service technologies in 
industrial networks. For example, Devices Profile for Web Services (DPWS) allows 
devices with embedding computing capabilities, sensors, actuators etc. to interact within 
the industrial network and enabling SOA integration to higher levels [9]. OPC Unified 
Architecture is the recent OLE (Object Linking and Embedding) for process control 
(OPC) specification from the OPC Foundation and differs significantly from its prede-
cessors. The Foundation's goal was to provide a path forward from the original OPC 
communications model (namely COM/DCOM) to a cross-platform SOA for process 
control, while enhancing security and providing an information model [10]. Scalable 
SOA holds promise for seamless integration, interoperation and flexibility in manufac-
turing environment. But, there is a lack of adoption of overall SOA based self-adaptive 
production systems in discrete manufacturing environment. 

Context awareness is widely applied in modern ICT solutions. Different approach-
es to context modeling are developed, where ontology based context modeling is 
mostly investigated. Based on the formal description of context information, context 
can be processed with contextual reasoning mechanisms. Since contextual informa-
tion has some inherent features (it can be considered incomplete, temporal, and inter-
related) context reasoning can exploit reasoning mechanisms to deduce high level, 
inferred context from low-level raw contextual information. Furthermore, contextual 
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reasoning can be used to verify and possibly solve inconsistent context knowledge 
due to imperfect input. For example, Luther et al. [11] show the needs for ontology 
support and reasoning in mobile applications; their case study is conducted with the 
Protégé knowledge workbench [12] for ontology modeling and OWL editing, and the 
RACER inference engine [13] for proof checking, ontology validation and classifica-
tion. A more flexible use of ontological reasoning is presented in [26]. Their frame-
work utilizes context-awareness for service classification. 

Application of context awareness for SOA based self-learning production systems 
has not yet been sufficiently investigated. The approach proposed in this paper applies 
the ontology based context modeling, and re-use of experience of other projects [14], 
for context extraction in highly flexible and dynamic self-learning production systems 
[15]. 

4 Proposed Approach to Identify Context 

The key assumption is that the extraction of current context is the foundation for self-
adaptation / self-configuration of service-oriented production systems on one side, as 
well as for knowledge sharing to support effective maintenance. The application of 
such a context aware approach based on extraction of dynamically changing current 
context seems to be an effective way to assure availability and efficiency of modern, 
flexible production systems.  

In a more detail, the assumption is that it is possible to gain more efficient embed-
ded services by using context awareness than by using classical embedded services. 
The foundation of such context aware services is data, which will be gathered from 
various sources (e.g. sensors, inputs of the human operator, etc.). This information 
will be used to identify the current context of the services, which is realized via moni-
toring services, which are, for example, services for monitoring of sensors or of a user 
interacting with a system. These Monitoring services will transform all monitored 
information into a "standardized" matrix/action which is used to extract the current 
context. The extraction uses the Monitoring/Action Matrix together with context rea-
soning methods to identify the context. Basis of the context identification is a context 
model for device spaces. The context model consists of a generic model, to allow for 
effective use of different application domains, and a specific model which instantiates 
generic concepts to allow for optimal adjustment to the domain. In order to allow 
context extraction to produce tangible results, a well-defined context model is crucial. 

The identified context will be used to a) allow embedded services to adopt their 
behavior according to the identified context (e.g. change of process parameters) 
and/or b) support sharing of knowledge of production processes according to the iden-
tified context (e.g. identify necessary maintenance tasks). 

The objective of the presented work is to realize a context aware approach which 
can be used as a common solution for the realization of self-adaptive production  
systems and effective knowledge sharing to support effective maintenance in such 
production systems. The aim is to develop a generic solution, which can be used in 
several scenarios (i.e. Control, Maintenance) and various domains [16], [17], [18]. 
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• Data Processing: This module is responsible for the pre-processing of monitored 
raw data acquired via the data access layer, before the context will be identified. 
Main functionality will be the normalization of monitored data to transform the 
raw data in a format which serves as basis for context identification 

 

 

Fig. 2. Context Extractor Architecture 

• Context Identifier: Main component of the Context Extractor. It is responsible for 
the identification of the current context, based on monitored raw data, the ontology 
and historic context information stored in the context repository. 

• Rule Engine: Responsible for providing rules for the identification of context. 
• User Interfaces: User interfaces for maintaining and administering the rules and 

the context repository. 
• Model Repositories: Inside the Context Repository the identified context will be 

stored for further processing and reuse. Model Repository is used for the ontology.  
• Business Case Specific Modules: This module is a placeholder and represents all 

components and user interfaces which needs to be developed for each business 
case individually. 

5 Application 

The presented concept has been developed following SOA principles and initially 
applied in different application scenarios. These application scenarios belong to dif-
ferent industrial sectors. 

One of these application scenarios addresses control systems/machines and automa-
tion systems for shoe industry. The overall objective is to enhance machines with self-
adaptive functionalities by allowing machines to inspect statistically the condition of 
products and equipment, report and analyze proactively the gathered statistic values, 
enabling the machines to decide and adapt the parameters and keep them always inside 
the “optimized” working range. The objective is to achieve high adaptation of the ma-
chines to the changing conditions. The parameter variations are in terms of pressure and 
temperature, speed frequencies of drives and pumps, proper material mix ratio and  
filling of materials into shoe forms. For example, one of the scenarios addresses synchro-
nicity of the different valve circuits when dosing of several components, caused by e.g. 
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different force requirements or different air supply. As the valve synchronization is de-
signed by an electronic system with different valve opening times, and/or due to valve 
abrasion, it may come to flaws in the product. Currently the synchronization can only be 
adjusted by a technician during downtime of the machines. By implementation of the 
proposed self-adaptive solution an automatic adjustment of the valve switching to differ-
ent conditions is achieved. The advantage of having such an intelligent solution for the 
valve synchronizations is that it provides a basis for preventive maintenance.  

The implementation of the proposed self-adaptive solution for the automatic ad-
justment of machine parameters based on changing context, for example changing 
ambient conditions, leads to minimization of errors and keeps the machine utilization 
high, as well as the overall product quality. The context extraction serves as a basis 
for identifying machine adjustment parameters. 

6 Conclusions and Further Work 

A novel approach for the realization of self-adaptive and highly available production 
systems is presented. The proposed solution addresses the adaptation of process pa-
rameters based on a context aware approach. 

Further research will focus on advanced algorithms for self-learning based on ex-
tracted context to (semi-)automatically update the context model. In addition the con-
text model itself will be addressed by further research to allow better utilization of the 
presented model for other companies as well as for other application domains. High 
complexity of data acquisition and real-time data analysis algorithms will be ad-
dressed in further research to “fully” utilize the opportunities offered by service-based 
self-learning systems. 
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Abstract. High-level Petri net classes are suited to specify concurrent processes 
with emphasis both in control and data processing, making them appropriate to 
specify distributed embedded systems (DES). Embedded systems components 
are usually synchronous, which means that DES can be seen as Globally-
Asynchronous Locally-Synchronous (GALS) systems. This paper proposes to 
include in high-level Petri nets a set of concepts already introduced for low-
level Petri nets allowing the specification of GALS systems, namely time 
domains, test arcs and priorities. Additionally, this paper proposes external 
messages and three types of (high-level) asynchronous communication 
channels, to specify the interaction between distributed components based on 
message exchange. With these extensions, GALS-DES can be specified using 
high-level Petri nets. The resulting models include the specification of each 
component with well-defined boundaries and interface, and also the explicit 
specification of the asynchronous interaction between components. These 
models will be used not only to specify the system behavior, but also to be the 
input for model-checking tools (supporting its verification) and automatic code 
generation tools (supporting its implementation in software and hardware 
platforms), giving a contribution to the model-based development approach and 
hardware-software co-design of DES based on high-level Petri nets. 

Keywords: Distributed embedded systems, GALS systems, model-based 
development, high-level Petri nets, asynchronous-channels. 

1 Introduction 

This work gives a contribution to the use of high-level Petri nets in the model-based 
development approach of distributed embedded systems (DES). Model-based 
development approaches [1, 2, 3, 4] and hardware-software co-design techniques [5] 
have been providing several development methods for embedded systems. Often 
supported by tools, these methods can provide benefits such as the reduction in the 
development time and in the number of development errors (bugs). DES are 
composed by a set of embedded systems (components) in interaction, which may be 
geographically distributed or not (implemented in a single implementation platform or 
chip). When these components, which may be hardware or software components, are 
synchronous with a specific clock tick (or clock signal), the DES is globally-
asynchronous locally-synchronous (GALS) [6]. 
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Several modeling formalisms, such as State-Diagrams, StateCharts [7] and Petri 
nets [8], have been used in model-based development approaches to develop 
embedded systems. Given that Petri nets are appropriate to specify concurrency,  
they were chosen in this work as the modeling formalism for DES. Low-level Petri 
net classes are appropriate to specify “control dominated” systems, whereas  
high-level Petri net classes are appropriate to specify not only control but also “data 
processing”. 

Low-level Petri nets were extended and used in [9, 10, 11] to specify GALS 
systems. Additionally, several works (such as in [12, 13, 14, 15]) addressed the 
development of distributed systems using low-level Petri nets. But no works are 
known, where globally-asynchronous locally-synchronous distributed embedded 
systems (GALS-DES) are explicitly specified through high-level Petri nets. 

The work presented in this paper is integrated in a PhD work, and contributes to 
answer the following research question: How to extend high-level Petri net classes to 
allow the explicit specification of GALS-DES? An explicit specification should 
include the specification of each component, its interface, and the specification of the 
asynchronous interaction between components. 

This paper presents an extension to high-level Petri nets, which contributes both to 
the model-based development and to the hardware-software co-design of distributed 
embedded systems that are also globally-asynchronous locally-synchronous (GALS-
DES). The extended high-level Petri net models are intended to support not only the 
system specification, but also to be used as input in model checking and automatic 
code generators tools for hardware and software platforms. 

Section 2 mentions how this paper contributes to the Internet of Things, section 3 
presents the proposed extension for high-level Petri nets, and finally in section 4 
conclusions and future work are presented. Due to space limitations it was not 
possible to present any complete application example in this paper. 

2 Relationship to Internet of Things 

The spread of embedded systems by devices, machines and infrastructures around  
us, and the possibility to interconnect via Internet or mobile connections, enabled  
the creation of many types of distributed embedded systems. The development  
of distributed systems when compared with the development of centralized systems  
is a challenging task, due to the interaction of concurrent components and also due  
to the large size/complexity of the overall system. This paper aims to contribute to  
the development of such systems using a model-based development approach  
and high-level Petri net classes, which are suitable to specify concurrent controllers 
with control and data processing capabilities. High-level Petri nets were augmented  
in this work to allow the specification of distributed embedded systems, and  
are also intended to be the input for verification and automatic code generation  
tools. 
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3 Extending High-Level Petri Nets for GALS-DES 

High-level Petri nets were defined in the international standards ISO/IEC 15909-1 and 
ISO/IEC 15909-2 [16]. Briefly presented in Fig. 1, high-level Petri nets 
(HLCoreStructure) are an extension of low-level Petri nets (PNMLCoreModel). It is 
important to note that the international standard does not define a concrete syntax for 
high-level Petri nets, and that in this paper is used a concrete syntax similar to the one 
used in Colored Petri nets [17]. 

 

 

Fig. 1. The UML class diagram of the HLCoreStructure package, image adapted from [16] 

This paper extends high-level Petri nets with a set of concepts to support the 
development of GALS-DES with emphasis both on control and data processing. The 
proposed concepts are presented in Fig. 2, which is represented by an UML class 
diagram and by a set of constraints expressed in the Object Constraint Language 
(OCL). Some of the concepts (test arcs, priorities, and time domains) have already 
been proposed for low-level Petri nets in [18, 11], whereas the other concepts 
(external messages and three types of asynchronous channels) are new. 

Test arcs and priorities proposed here for high-level Petri nets, were proposed in 
[18] to support conflict arbiters. Test arcs (also known as read arcs) do not remove 
tokens from places, and are represented in Figs. 3, 4, and 5, by arcs with an arrow in 
the middle. When two or more transitions are in conflict, the one with higher priority 
(lower value) will fire. Priorities are represented in Fig. 5, by p:1 and p:2. 

3.1 Execution Semantics and Time-Domains 

The concept of time-domains was proposed in [11] to extend the IOPT-net class [18], 
which is a low-level Petri net class. This class without time-domains has (globally) 
synchronous and maximal-step execution semantics, which means that transitions can 
only fire at specific time instants (given by a clock tick) and that all transitions that 
are enable and ready (see [18]) to fire (and also not in conflict) at a specific clock tick, 
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Fig. 2. The proposed GALS extension package 

will fire simultaneously. The IOPT-net class extended with time-domains allows the 
specification of globally-asynchronous locally-synchronous systems, because all 
transitions with a specific time-domain are “locally synchronous” and have a “locally 
maximal-step” execution semantics. The concept of time-domain associates each Petri 
net node (transition or place) with a specific component, which is synchronous with a 
specific clock tick. Transitions with different time-domains belong to different 
components (synchronous with distinct clock signals). 
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The concept of time-domain when added into high-level Petri net classes, 
introduces the globally-asynchronous locally-synchronous execution semantics into 
high-level Petri nets, allowing the specification locally synchronous components 
(synchronous with specific clock signals). Fig. 2 presents the concept of time-domain 
added into high-level Petri nets, where Petri net nodes (transitions and places) can 
have an associated time-domain (represented as a node annotation). An OCL specifies 
that if two transitions have the same input message, they must have equal time-
domains, because an input message cannot be an input of several components. Fig. 3 
presents a high-level Petri net model with two components, each one specified by a 
specific time-domain (represented by td:1 and td:2). 

3.2 Asynchronous-Channels 

Time-domains are used to identify components, whereas asynchronous-channels 
enable their interaction specification (the exchange of data between components). 
Three types of directed asynchronous communication channels are proposed in this 
paper: (1) Simple-Asynchronous-Channel (SAC); (2) Aware-Asynchronous-Channel 
(AAC); and (3) Test-Asynchronous-Channel (TAC). To ensure that messages are 
delivered by the same order that are sent, asynchronous channels have FIFO (First In, 
First Out) semantics. All the proposed channels assume that all sent messages 
eventually arrive (sometime in the future) at the destination component. 

The models at the right hand side of Figs. 3, 4, and 5 present the semantics of each 
channel and the models at the left hand side present their representation (clouds 
connected to transitions by dashed arcs). Although it is only presented for SAC (in the 
right model from Fig. 3), the behavioural model of the other two channels (right 
models from Figs. 4 and 5) also have a reset transition to prevent the messages 
identifier to grow indefinitely. Due to space restrictions the channels proposed in Fig. 
2 will be briefly described. 

Each SAC sends messages from one (master) transition to a set of (slave) 
transitions. All slaves have the same time-domain (belong to the same component), 
which is different from master time-domain. Fig. 3 (left) presents a high-level Petri 
net model with a SAC, and its behavior is presented in Fig. 3 (right) model. 

 

Fig. 3. A high-level Petri net model with a Simple-Asynchronous-Channel (at the left) and its 
behavioral specification using a high-level Petri net model (at the right) 

In an AAC, messages are sent as in a SAC, but an acknowledge is sent when the 
message is read by destination component (even if the message is ignored). Fig. 4 
(left) presents a model with an AAC, and its behavior is presented in Fig. 4 (right). 
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Fig. 4. A high-level Petri net model with an Aware-Asynchronous-Channel (at the left) and its 
behavioral specification using a high-level Petri net model (at the right) 

Finally, in a TAC messages are sent as in a SAC, but when the message is read by 
destination component, an accepted (acc) message (if the message fired the transition) 
or a rejected (rej) message (if the message is ignored) is sent back. Fig. 5 (left) 
presents a model with a TAC, and the TAC behavior is presented in Fig. 5 (right) 
model. Each SAC or AAC can have several slave transitions, whereas each TAC can 
only have one slave transition. 

Any Petri net model with these three types of communication channels can be 
specified by a Petri net model without channels, replacing the channels by their 
behavioral models (right models from Figs. 3, 4 and 5). 

 

Fig. 5. A high-level Petri net model with a Test-Asynchronous-Channel (at the left) and its 
behavioral specification using a high-level Petri net model (at the right) 

The GALS-DES specification using high-level Petri net classes extended with 
time-domains and asynchronous-channels have a strong mathematical definition (not 
presented in this paper) and a well defined execution semantics, allowing its use as 
input for model-checking tools, to verify the extended high-level Petri net models 
proprieties. 
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3.3 Messages 

Input and output messages are proposed to specify the components interface (to allow 
the specification of the interaction between the components and the environment or 
between the components and the communication channels). After GALS-DES 
specification and verification, and before components implementation, asynchronous 
channels must be removed, and input and output messages must be inserted into Petri 
nets. Inserted input and output messages are associated with master and slave 
transitions (previously connected with asynchronous channels). The resulting models 
with input and output messages can be used as input for automatic code generator 
tools for software and hardware platforms. 

Input and output messages are proposed in this paper as presented in Fig. 2. 
Messages are Petri nets or Pages declarations, and are associated with transitions. 
Both input and output messages can have associated Variables, which defines the 
carried data. When an input message occurs, the associated transitions fire if enable 
and ready (the carried data influence transition bindings). Output messages are 
generated when associated transitions fire. An output message can carry data obtained 
from place marking. 

4 Conclusions and Future Work 

This extension gives a contribution to the use of high-level Petri nets in the model-
based development approach of distributed embedded systems. The identification of 
components sub-models is made through the use of time-domains; the interaction 
between components is specified by asynchronous communication channels; and 
external messages (input and output messages) are the components interface.  

Some of the concepts (such as time-domains) proposed in this paper for high-level 
Petri nets had already been proposed in the past for low-level Petri nets, whereas other 
concepts (such as the three types of asynchronous communication channels with FIFO 
semantics and the external messages) as far as we know, are new. 

During our experience using these communication channels, it was possible to 
specify all encountered communication scenarios between components of globally-
asynchronous locally-synchronous distributed embedded systems. 

As future work we intend to extend the tool chain framework for a low-level Petri 
net class (online available at http://gres.uninova.pt/), to allow the edition, the model-
checking, and the automatic code generation of distributed embedded systems using 
high-level Petri nets. 
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Abstract. This paper presents a proposal for structuring events for system 
models expressed using IOPT nets (Input-Output Place-Transition Petri nets). 
Currently, a non-autonomous event within an IOPT model is defined based on 
change of input signals with respect to a specific threshold, when two 
consecutive execution steps are considered. New types of events are proposed 
allowing the definition of an event activated not only by crossing a fixed 
threshold, but also considering a change in associated signal value on a specific 
amount (belonging to an interval of values). The concept is further extended 
allowing the definition of an event based on signal values presented on previous 
execution steps. The proposal results on a classification of several types of 
events, namely threshold events, momentum events, impetus events, as well as 
delayed events and logical events. Usage of these types of events allows 
improvements in terms of expressiveness and compactness of the resulted 
model.  

Keywords: Petri nets, embedded systems, human-system interaction. 

1 Introduction 

Since its presentation by Carl Adam Petri in 1962 [1], Petri Nets have suffered many 
changes and developments, which have led to the growth of their use in various areas. 
Engineering is one of those areas that take advantage of features such as the ability to 
model synchronization, concurrency, or conflicts [2], or the simultaneous visualization of 
the structure and behavior of the system [3]. These features allow Petri nets to capture the 
dynamics of the system, making them useful in simulation [4]. 

The inclusions of non-autonomous characteristics in Petri nets models have 
significantly contribute to increase the impact of their use when compared with other 
modeling formalisms used for embedded systems design [5]. These non-autonomous 
characteristics allow the connection of the net with other environments, making them 
very suitable for modeling of system’s controller behavior. 

There are a set of non-autonomous Petri net classes applicable for this kind of 
application areas. Some examples are the Interpreted Petri nets[6], synchronized Petri 
nets [7] or IOPT nets (Input-Output Place-Transition nets) [7]. 

After working with these formalisms, it is easy to conclude that whenever a 
complex interface modeling is needed the model tends to become complex and with 
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hard interpretation, due to limited number of modeling primitives to explicitly handle 
human-system interaction. 

In this paper a set of proposals to define different types of events are presented 
addressing the effectiveness of Petri nets modeling for human-system interaction 
systems, having also application within controllers modeling.  

On top of the traditional way to define an event (as a signal trespassing a threshold 
level), new ways to define an event associated with signal changes are proposed based 
also on concepts of amplitude and changing speed of variation on signal values.  

In this sense, starting with the concept of event definition based on a signal 
threshold when comparing its value on two consecutive execution steps, the new 
concepts are proposed considering a larger observation window (not only two 
consecutive execution steps), as well as reasoning on speed and acceleration of the 
signal values changes. This led to the definition of impetus events and momentum 
events, as well to the definition of delayed events and logical events, resulting from 
the pre-processing of signal variations. 

An overview on regular and new events is provided in this paper. A simple 
potential application for this new modeling attitude uses the model of a joystick 
controlling a plane simulator as inspiring source, and can be used to informally 
support the rationale around each new type of event, illustrating modeling benefits for 
their usage and potential compactness of resulting models. Due to lack of space, it is 
not possible to present detailed models. 

2 Relationship to Internet of Things 

In this paper a set of additions to the non-autonomous part of Petri nets models 
allowing a structuring on events is proposed. These additions directly support a more 
compact modeling of human-system interactions, permitting also a simpler 
implementation. With the growth of internet and its opening to the general public, 
rather than just for those who have expertise in the area, brought new problems to 
solve like how to develop easier and more enjoyable interfaces to facilitate the 
interaction of the people with the systems. 

Petri nets are in a good position to provide solutions to these problems, as tools are 
available to model distributed systems and to support a good way to answer to these 
modeling challenges. 

The ideas proposed in this paper leads to an evolution in the modeling of the 
human-system interactions with Petri nets facilitating the modeling of new interfaces 
within the “internet of things” concept.  

3 IOPT Nets  

The IOPT nets, proposed in [8], are a low-level and non-autonomous Petri nets class, 
extending Place Transition nets and allowing modeling of interaction with the 
environment through inputs and outputs (events and signals). These signals and 
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events are associated with the transition firing and places marking, allowing 
communication with the environment. 

The IO extension adds a minimal set of notations to Place-Transition nets that 
allow the specification of control of discrete event systems. The IOPT nets support 
specification of: 

- External input signals and external input events constraining transition firing, as 
well as generation of external output events as a result of transition firing 
(Mealy style). 

- External output signals associated with marking of places (Moore style). 

As common in modeling controller systems with discrete events, the evolution of the 
model is possible only in specific moments, called "ticks", and the period between 
two "ticks" is called step (which is of paramount importance along this paper). All 
transitions that are enabled and ready will fire at the same step ("maximal step").  In 
this sense, the synchronized Petri nets paradigm [9] is adopted, where a transition is 
enabled to fire whenever the marking of its input places provides adequate marking, 
and is ready to fire whenever associated conditions on signals and events are 
evaluated as true. 

The IOPT nets may also accommodate mechanisms for model structuring [10] 
supported by decomposition and composition techniques, as in [11].  

Currently there are two types of events defined: autonomous events (in the sense 
that they come directly from environment), and non-autonomous events (in the sense 
that they are automatically generated after processing of external signals). Only the 
later ones are considered for this paper. A non-autonomous input event or simply 
input event from now on, is associated with one input signal and is associated with a 
threshold level. It is the starting concept and will be formally presented in next section 
under the classification of “threshold event”.  

4 Events Definition 

In this section the definitions of the existing threshold events are presented, followed 
by the definitions of the new types of events. Notation used in this section considers 
representation of signal X, being xn the value of signal X at execution step n, and xn-1 
the value of signal X at previous execution step, and xn-p the value of signal X 
occurring p execution steps before. 

4.1 On Threshold Events  

Two types of threshold events are defined: the “up” event and the “down” Event, as 
proposed in [8]. 

The event “up”, defined against the definition of the threshold level K, occurs 
when the value of the associated signal in the last execution step was lower or equal 
to the level K and the current value is higher than the level K. This event is presented 
and defined in (1). Similarly, the event “down” occurs when the value of associated 
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signal in the last execution step was higher than the level K and the current value is 
higher or equal to the level K. Expression (2) presents the mathematical definition and 
a representation of this type of signals. 

Table 1. Threshold events definitions 

 
 

A third type of event, an event “up or down” can be composed from the previous 
two types of events, is defined in expression (3) and reflects a situation where a 
crossing of the threshold level is observed. 

4.2 On Momentum Events  

The new type of events (the momentum events) is associated with reasoning on the 
difference of values of signal X along consecutive execution steps (where the concept 
of acceleration can be associated with this type of events, if X is related with position 
representation). So, let dx = xn – xn–1. Starting with equations in Table 1 related with 
threshold events evx, the momentum events evdx defined in Table 2 are obtained 
applying the same reasoning to dx as to x previously. 

Table 2. Momentum events definitions 

 
 

Expression (4) presents the definition of momentum event “up”. This event detects 
that the variation of the difference on the signal values becomes higher than a specific 
value k. It means that in xn–1 the momentum value was lower or equal than k and in xn 
the value becomes higher than k. 

In the same way, expression (5) presents the momentum event “down”. Similarly, 
this event can detect a variation of the difference of the signal X lower than a specific 
value k. It means that in xn–1 the momentum value was higher than k and in xn the 
value becomes lower or equal than k. 

Similarly to (3), a momentum event “up or down” is defined allowing the detection 
of the crossing of the k value, without taking into account the direction. This event is 
composed by event “up” (4) and “down” (5) and is defined in (6). 

 

 

Definition 
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4.3 On Impetus Events 

Impetus events are events that occur with the analysis of the differences in the signal 
magnitude. Four types of basic events can be defined, according with the signal 
magnitude and the variation direction: 

- evxdpu event defined in (7), associated with a signal having a large positive 
increase rate, larger than k. 

- evxdpd event defined in (8), associated with a signal having a small positive 
increase rate, smaller than k. 

- evxdnu event defined in (9), associated with a signal having a large negative 
increase rate, larger than k. 

- evxdnd event defined in (10), associated with a signal having a small 
negative increase rate, smaller than k. 

On top of these four types of events, it is possible to define composed impetus events, 
detecting if the variation is between two levels, k1 and k2, and not only below or 
above a value k. Thus, two additional events are defined: 

- evxdp event defined in (11), associated with a variation of the signal between 
two values (k1, k2) and composed by  evxdpu and evxdpd events, considering 
a positive variation on the associated signal. 

- evxdn event defined in (12), associated with a variation of the signal between 
two values (k1, k2) and composed by  evxdnu and evxdnd events, considering 
a negative variation on the associated signal. 

Note that in the events (11) and (12) the values k1 and k2 can be equal. If this occurs, 
the generated event is associated with a specific value k on the difference of values of 
signal X. 

Table 3. Impetus events definitions 

 

As previously defined for threshold and momentum events, two additional events 
can be defined based on the magnitude of the difference, namely: 

Definition 
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- evxdmu event defined in (13) that detects if the signal had a variation higher 
that a certain value k; this event can be obtained by composition of the two 
“up” events, evxdpu and evxdnu. 

- evxdmd event defined in (14) that detects if the signal had a variation lower 
that a certain value k; this event can be obtained by composition of the two 
“down” events, evxdpd and evxdnd. 

Note that for these events to occur there must have some variation on the signal, so it 
is needed that xn ≠ xn–1. 

Finally, to conclude on impetus events, an event detecting no variation in the signal 
is defined in expression (15). 

4.4 Delayed Events 

In all cases presented in the previous sub-sections, the analysis of the event is made 
taking into account the signal value at current execution step and the signal value at 
immediately prior execution step(s).  

In order to accommodate adequate modeling flexibility (particularly for human-
system interaction modeling), generation of events may depend on the analysis of 
signal values not so close in time. In these cases, it can be of interest to consider an 
event which takes into account a larger number of execution steps in its trigger 
condition, leading to the comparison of the current value xn with the value p-
execution steps before (xn-p). 

This modeling strategy, relying on the analysis of a delayed signal, can be applied 
to all previously proposed events. 

Applying this strategy to threshold events as in Table 1, Table 4 is obtained. 

Table 4. Threshold delayed events definitions 

 

Likewise, applying the delayed strategy to momentum events as in Table 1, Table 
5 is obtained. 

Table 5. Momentum delayed events definitions 
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Finally, applying the same strategy to impetus events as in Table 3, Table 6 is 
obtained. 

Table 6. Impetus delayed events definitions 

 

These events have similar characteristics as the single step events but their usage 
allows a tuning with time constants associated with the specific modeling situations. 

4.5 Logical Events 

The next proposed type of complex events is based on the preprocessing of signals 
evolution history and allows the identification of specific sequences on those signals 
evolution. They are classified as logical events. Due to space restrictions, only two 
types of logical events are proposed, having two instances, the “up-down” logical 
event, and the “down-up” logical event, with and without hysteresis. 

These events are of big interest to support production of compact models and rely 
on the detection of a “cycle” on the level of the signal. 

An “up-down” event occurs when the signal value starts below or at level k and 
goes above k, returning to level k afterwards. The “up-down” event occurs in the 
execution step when signal returns or cross level k. This event is presented and 
defined in expression (31) 

A “down-up” event occurs when the associated signal starts above level k, reaches 
level k or below, and returning above level k afterwards. This “down-up” event is 
defined in expression (33), and occurs when the signal return above level k again. 

Delayed logical events can naturally be defined as extensions to the above 
proposed events, as defined in expression (32) and expression (34), respectively, 
where p determines the pulse width (in terms of number of execution steps). A 
particular case of interest is observed when p could hold an arbitrary value, allowing 
the detection of a complete cycle on signal values. 

Definiton 
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Table 7. Logical events definitions 

 

A second extension to the referred events, with particular interest for non-Boolean 
signals, is the definition of a hysteresis on associated signal. 

In this case, the events are defined using two levels (k1 and k2), corresponding to 
the hysteresis window. 

The “up-down” event with hysteresis, presented in expression (35), is generated 
when associated signal starts at or below k1, goes above k2, and return at or below k1. 
Similarly, the “down-up” event with hysteresis, presented in expression (36), is 
generated when associated signal starts above k2, goes at or below k1, and return 
above k2. 

Table 8. Logical events with hysteresis definitions 

 

5 Brief Discussion 

The initial type of events, based on a threshold level, only allow modeling of very 
simple dependencies in terms of analysis of input signals evolution. This means that 
one event is associated with a specific signal threshold value. All of the other 
modeling possibilities need to be explicitly represented through sub-models 
augmented with annotations integrating signal dependencies. This solution allows the 
modeling of these situations, but leads to a complex model. 
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Returning to the inspiring example of a joystick controlling an airplane simulator, 
situations as quick changes in the controls that should lead to different simulation 
results are difficult to model if only the threshold event is available. On the other 
hand, the set of proposed new events will adequately support a compact and 
expressive modeling of the different reactions of the user when using the joystick. In 
the referred example some examples to of use of each type of event can be found. 

 For example, whenever the speed at which the joystick is moving is above a 
certain value, a momentum event can be used considering a K value equals to the 
value that should not be crossed. When the signal changes from a lower value to a 
higher value of K, an event is generated.  

On the other hand, whenever one wants to identify variations in the joystick speed, 
it is possible to create an impetus event with the values that wants to detect. The event 
is generated whenever the speed variation is higher than the set value regardless of the 
previous value. 

Additionally, whenever detection of activation-deactivation sequence of a 
pushbutton is required, an up-down logical event associated with the pushbutton 
signal can be used. This event only occurs when the button has just been released. 

Any of these previous events could be a delayed event as well. It would be used if 
the analysis is being done at a rate slower than the analysis rate of the system. 

The introduction of the concept of analysis of signal evolution in more than one 
execution step allows the possibility of introducing some filtering on signal variation. 

The proposed logical event paves the way to complex pre-processing of signals, 
allowing embedded detection of special sequences on signal evolution.  

These characteristics make the model easier to produce, understand, and maintain, 
being easily integrated in automatic code generation tools, as the ones available at 
http://gres.uninova.pt applicable to IOPT nets. 

6 Conclusions and Further Work 

The use of these new types of events provides effective modeling capabilities when 
using IOPT nets models. It allows the creation of smaller models for the same system, 
making them easier to read and easy to interpret. 

Another advantage of the use of such systems lies in the possibility to increase the 
processing speed of the implemented system using code generation tools. 

These event updates are proposed intrinsically matched with IOPT net models, but 
can also be applied and useful in other classes of Petri nets, both high-level and low-
level Petri nets classes. 

Other possibility that can be interesting to be further analyzed is the possibility of 
create events depending on more than one signal, allowing a new level of complex 
events. 
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Abstract. This paper presents a new architecture to semi-automatically 
generate Web user interfaces for Embedded Systems designed using IOPT Petri 
Net models. The user interfaces can be used to remotely control, monitor and 
debug embedded systems using a standard Web Browser. The proposed 
architecture takes advantage of the distributed nature of the Internet to store all 
static user interface data and software on third-party Web services (the Cloud), 
and execute the user-interface code on the user's Web Browser. A simplified 
protocol is proposed to enable remote control, status-monitoring, debugging and 
step-by-step execution, minimizing resource consumption on the physical 
embedded devices, including processing load, memory and communication 
bandwidth. As the user interface data and code are kept on third-party Web 
services, these resources can be shared among multiple embedded device units, 
and the hardware requirements to implement the devices can be simplified, 
leading to reduced cost solutions. To prevent down-time due to network 
problems or server failures, a fault-tolerant topology is suggested. The 
distributed architecture is transparent to end-users, observing just a Web 
interface for an embedded device on the other side of an Internet URL. 

Keywords: Embedded-systems, Petri-Nets, Web User Interface. 

1 Introduction 

The widespread dissemination of the Internet and the mass production of 
telecommunication technology has significantly reduced the cost barrier to add 
Internet connectivity to the most inexpensive embedded-system devices, ranging from 
home appliances, medical and health monitoring devices, surveillance and security 
equipment, in-vehicle systems, to industrial machinery. However, the traditional 
Internet connectivity implementation strategies generally lead to increased product 
complexity, longer development time and increased hardware requirements, including 
more memory to store images and multimedia files and higher processing power to 
execute user interface code, with the corresponding implications on power-
consumption and battery life. 
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This paper proposes a new architecture to overcome these limitations, taking 
advantage of the distributed nature of the Internet and the processing capabilities offered 
by modern Web browsers. All static data files are stored on external Web servers and the 
user-interface code is executed directly on the user's personal computer Web browser, 
greatly reducing the embedded devices hardware requirements and contributing to 
minimize bandwidth consumption, as many user interactions are dealt directly by the user 
interface code running on the browser. 

To implement the new architecture, a new protocol is proposed to establish the 
communication between the user-interface code running on the browser and remote 
embedded devices, taking advantage of AJAX (Asynchronous Javascript and XML) 
principles. The same protocol used to implement the Web user interfaces can also be 
used to enable remote monitoring, debug and step-by-step execution of embedded 
system controllers running on physical devices, or simulated on personal computers. 

The proposed architecture is applied to embedded systems designed using the 
IOPT Petri-net modeling framework [1] and the associated Web-based IOPT-tools [2] 
tool-chain (http://gres.uninova.pt), including an editor to design IOPT models, a 
model-checking framework based on a state-space generator and a query system, and 
automatic "C" and VHDL code generators to produce the controller implementations. 

The user interfaces are designed using an Animator tool [3] that permits the interactive 
rule-based definition of Animated Graphical User interfaces for embedded-systems. This 
tool has been previously used to design and generate simulation control-panels and 
graphical user interfaces for systems running on FPGA (Field Programmable Gate Array) 
reconfigurable devices. Using the Animator tool, the user-interface designer creates a set 
of screen background images, used to implement application dialogs, and sets of static or 
animated icons and images. Each dialog contains a table of rules associating internal state 
variables (IOPT Marking) and Input/Output Signals with the appearance and screen 
location of the selected icons and images, creating an animated SCADA-like user 
interface that reflects the system-state in real-time. To control the system from the Web 
interface, Input Signals can be associated with icons and images activated using mouse 
clicks to implement bidirectional user-feedback. 

The new architecture proposes the execution of Animator-generated user interfaces 
inside a Web browser, converting the Animator rules into equivalent Javascript code 
and establishing the communication with the physical systems using remote 
procedure calls over a protocol based on AJAX XmlHttpRequests. 

The creation of Debug and monitoring interfaces has been presented in [4], with the 
automatic generation of Animator screens that directly depict the corresponding IOPT 
models and the automatic generation of rules that display the system status in real-time, 
including place marking, transition firing readiness and the state of Input and Output 
Signals. However, in order to fully support remote debug sessions over the Internet, the 
communication protocol will be extended with additional remote procedure calls 
implementing step-by-step execution, continuous execution, system reset, force input 
signal values and the definition of breakpoints associated with Transition firings. 

Finally, this paper proposes a new type of Transition, called the Test-transition, used 
during the debug and simulation development phases. Test-transitions differ from 
standard IOPT Transitions because they are not allowed to change system behavior in 
any form. This way, the new transitions can be freely added to existing models without 
the risk of accidentally introducing behavioral modifications, to define breakpoints 
associated with new conditions that were not verified in the original models. 
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2 Related Work and Research Innovation 

Over the past decade, Internet enabled embedded devices with Web interfaces have 
been offered by commercial systems and were implemented on many research 
prototypes. The traditional architectures used to implement these solutions have 
resorted to full-featured Web servers running over embedded operation systems, as 
embedded Linux [5] and QNX [6], using standard interface technologies like 
common-gateway-interface (CGI) to control the physical embedded devices. 

However, solutions based on complex operating systems require advanced 
microprocessors and occupy large amounts of memory, including many megabytes of 
RAM (Random Access Memory) and mass storage devices to store operating system 
files. The Web interfaces are generally created using standard Web page authoring tools 
and the connection to the physical embedded systems are manually programmed. All 
files used by the Web interface, including images and scripts are usually stored in the 
device. Due to these requirements, Internet connectivity has usually been skipped from 
the least expensive devices. 

The new solution presented in this paper has many advantages over traditional 
technologies. To start, the Web user interfaces are semi-automatically generated using 
the rule-based Animator tool [3] and the Debug interfaces are fully automatically 
generated [4] without the need to manually write any code. As the static files are 
stored in external Web servers and the user interface code (Animator rules) is 
executed by the user's Web browser, the computational requirements of the embedded 
controller are largely reduced and the need to employ complex operating systems is 
avoided, allowing the addition of internet connectivity and Web interfaces to the most 
inexpensive devices without a significant cost increase. Instead of requiring 32-bit 
microprocessors, the proposed minimalist architecture can be implemented with 
simpler 8-bit embedded micro-processors using small TCP/IP stacks as uIP and LwIP 
[7] that require just tens of Kilobytes of RAM and can entirely fit inside the memory 
blocks offered by FPGA devices without external RAM. The usage of 8-bit micro-
processors also contributes to reduce FPGA resource consumption, enabling the 
choice of smaller and less expensive reconfigurable devices. 

In addition to the automatic generation of Web user interfaces, the proposed 
communication protocol also permits remote debugging and step-by-step execution of 
embedded-system controllers running on real hardware devices, allowing long 
distance troubleshoot and maintenance operations over the internet. As the graphical 
debug interfaces automatically generated by the PNML2Anim4Dbg [4] tool can be 
directly presented in the new architecture, it is possible to monitor the state of remote 
embedded-systems in real time, observing the graphical evolution of the underlying 
IOPT Petri net model. Contrary to traditional remote administration tools, this 
solution offers a high degree of intuitiveness and user friendliness, as the system 
designer operates directly on the Petri net model used to design the original system. 

Other Petri net tools, including CPN tools [8], CPN-Ami [9], Renew [10] and 
others have implemented debug and step-by-step execution tools, but as these classes 
of Petri nets are autonomous, the scope of these tools is generally restricted to 
simulations running on personal computers and not for final implementations. Inside 
these simulation tools, some authors have also defined the concept of breakpoints 
associated with transitions and changes on place-markings [11], but the new concept 
of Test-transition presented in this paper offers many advantages over these solutions 
as it enables the definition of generic breakpoint conditions.   
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Finally, the new architecture was built on top of previous work, starting with the 
definition of the IOPT Petri Net class [1], IOPT design tools [2], automatic code 
generators and the Animator Tool [3]. The proposed architecture enables the porting 
of previous Animator-designed user interfaces that were executed inside simulations 
or on FPGA hardware [12] [13], to a distributed Web/Internet platform. 

3 IOPT Petri Nets 

The characteristics of the IOPT Petri net class [1] were selected to support the design 
of embedded-system controllers. Beyond the Places and Transitions inherited from 
classical Petri nets [14], IOPT nets also contain a set of non-autonomous properties 
used to specify the interface between the controllers and the external world. This 
interface comprehends Input and Output Signals, that can hold Boolean logic values 
or Integer range values, and Input and Output Events associated with changes in 
Signal values. Figure 1 displays an example IOPT Model implementing a UART 
transmitter hardware module, edited with the IOPT-Tools model editor. 

The model presented in Fig 1, has three Places (yellow circles), four Transitions 
(cyan rectangles), three Input Signals (cyan circles), five Output Signals (green 
circles), and one Output Event (green triangle). Associated with Places there are 
Output Expressions that assign values to Output Signals whenever these Places are 
marked. Guard conditions, associated with Transitions, inhibit the firing according to 
the value of Input/Output Signals, Literals and Place marking. Transition firing is also 
triggered by Input Events, and can produce Output Events that perform changes in 
Output Signals. For example, transition TCount raises a Cntr Output Event, used to 
count the number of bits transmitted by incrementing the value of the Cnt Output.  

In order to ensure determinist execution, IOPT nets employ maximal-step 
execution semantics, where every transition ready to fire will immediately fire on the 
next execution step. Firing conflicts, when more than one transition is simultaneously 
ready to fire, but the number of available tokens is not enough to fire all of them, can 
be solved by assigning different priorities to each conflicting transition. A state-space 
generation tool offered by IOPT-Tools can be used to automatically detect conflicts, 
deadlocks and to calculate the maximal and minimal bound of each Place. 

 

 

Fig. 1. IOPT-Tools Editor (UART Transmitter IOPT Model) 
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7 The IOPT-Internet Protocol 

The proposed Internet-IOPT protocol defines a set of commands, viewed as remote 
procedure calls over HTTP, used to establish the communication between the user 
interface code running on the Web Browser and the embedded-system HTTP 
command interpreter. It comprehends three types of procedures calls: 1) front-page 
and authentication; 2) status-monitoring and GUI interaction and 3) debug and step-
by-step execution. 

Start-page requests and user authentication are implemented with the standard 
HTTP commands used to serve static HTML files. User sessions can be implemented 
using a temporary HTTP cookie holding a random number that identifies each user 
after the authentication phase is successfully passed. 

The second group of commands implements remote procedure calls that produce 
XML results, implementing the following methods: 

getMarking()   - read the instantaneous IOPT net marking vector 
getInputs()   - read the instantaneous input signal vector 
getOutputs()    - read the instantaneous output signal vector 
getStateChanges( tm )  - read «marking, inputs and outputs» changed since the 
     previous read or wait «tm» seconds if there are no changes 
setGUInput( sigName, value ) - write the value of a GUI input signal. 

All remote procedure calls are implemented using AJAX xmlHttpRequests, and the 
embedded-system's Web server answers to each command with XML files containing 
the requested values. The getStateChanges() method provides reduced bandwidth 
consumption, as it only returns values that suffered changes since the last read 
operation and will block when there are no changes during a specified timeout period. 

Finally, the debug and step-by-step group of commands, used to directly control 
the clock management unit shown on figure 3, implement the following methods: 

reset()   - reset embedded-system controller state 
stop()    - stop execution 
run()    - continue execution 
step( n=1 )   - execute «n» execution steps (by default n=1) 
setBreakpoint( trId )   - enable breakpoints on transition «trId» 
clearBreakpoint( trId )  - disable breakpoints on transition «trId» 
forceInput( sigName, value ) - force the value of a non GUI input signal 

 releaseInput( sigName )  - release a forced input signal 

8 Breakpoints and Test-Transitions 

The proposed hardware architecture and communication protocol supports remote debug 
and step-by-step execution, including a hardware clock management unit that can stop or 
run continuously and is able to generate individual clock pulses to perform single 
execution steps. However, as complex embedded-systems often execute thousands of 
execution steps before reaching a critical situation being tested, step-by-step execution 
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may not be practical. Other embedded-systems simply cannot be run step-by-step 
because the controllers must respond to external input changes during very fast time 
intervals in order to prevent malfunctions and mechanical damages. For example, an 
automatic door controller must immediately turn off the door motor when the door is 
being closed and a presence sensor detects a person inside the door limits. 

To solve this problem, the concept of breakpoints, usually employed in software 
debugging systems, was extended to the IOPT Petri net modeling framework, adding 
the possibility to assign breakpoints to Transitions. When a Transition fires, a 
Breakpoint event will be raised and execution is stopped before the Transition is 
actually fired. Observing figure 3, breakpoint events are connected to the clock 
management unit and will immediately stop the clock signal. This concept can also be 
easily ported to software implementations and may be applied on simulations or on 
embedded devices running on microprocessors. 

Finally, the test conditions corresponding to the error situations being debugged 
may not directly correspond to the firing of any Transition existing in the model. As a 
consequence, it might be necessary to add additional new Transitions to the model, 
containing Arcs, Input events and Guard conditions that detect the (un)desired 
situations. However, adding new Transitions to an existing model will usually 
introduce changes to the behavior of the original model, potentially invalidating the 
debug conclusions, as the new model may behave differently from the original one. 

To solve this problem, a new concept of Test-transition is proposed. A Test-
transition has a set of restrictions that does not allow behavioral changes and can be 
safely used to define test/debug conditions associated with breakpoints. In order to 
achieve this effect, Test-transitions can only be connected to Test Arcs, cannot be 
connected to Normal Arcs and may not be associated with Output events. As a result, 
Test-transitions can only have input Test Arcs and cannot have output Arcs. 

The concept of Test-transition has many advantages. First, Test-transitions can be 
safely added to any model in any configuration without the risk of introducing any 
behavioral changes. Second, Test-transitions can continue to be viewed as regular 
Transitions by all IOPT Tools, including the automatic software and hardware code 
generators, simulators and validation tools, without requiring additional development. 
Finally, Test-transitions can also be safely removed from models using automated 
filters, to generate final controller implementations without Debug code.   

9 Conclusions and Future Work 

The goal of this paper is to propose a new architecture to automatically add Web User 
Interfaces to embedded-system controller designed with IOPT Petri net models. This 
architecture employs a distributed topology to take advantage of the Web browser 
processing power and the storage capacity offered by external Web servers, in order 
to minimize the hardware requirements on the physical embedded-systems, 
implementing Web awareness without almost no additional cost. 

This work is an extension to previous work, where the Animator [3] concept and 
tools were introduced. The proposed architecture can be used to automatically convert 
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existing user interfaces designed with the Animator tool, producing equivalent Web 
interfaces. 

In addition to automatic Web interface generation, the same communication 
protocol was also extended to support remote debugging and step-by-step execution, 
offering the possibility to perform maintenance and diagnose problems over the 
Internet. The association of breakpoints to Transition firing and the new concept of 
Test-transitions also contribute to reduce test and debugging effort, simplifying the 
debug of systems where step-by-step execution would be impractical. 

Although the proposed architecture was not yet implemented, all the components 
used in the architecture are currently disseminated technologies, including the 
suggested  hardware platforms, the embedded TCP/IP protocol stack and the AJAX 
technologies used to execute the user interface code in the Browser. All the 
components employed are readily available, leading to the conclusion that the 
implementation of the proposed ideas is feasible. Future work may lead to the 
creation of prototypes based on the new architecture, with possible improvements to 
overcome technical difficulties that may occur during development. 
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Abstract. The paper deals with the application of the hypergraph theory in 
selection of State Machine Components (SM-Components) of Petri nets 
[1,2].As it is known, Petri nets are widely used for modeling of concurrency 
processes. However, in order to implement the concurrent automaton, an initial 
Petri net ought to be decomposed into sequential automata (SM-Components), 
which can be easily designed as an Finite-State-Machine (FSM) or 
Microprogrammed Controller [3]. The last step of the decomposition process of 
the Petri nets is selection of SM-Components. This stage is especially important 
because it determines the final number of sequential automata.  
In the article we propose a new idea of SM-Components selection. The aim of 
the method is reduction of the computational complexity from exponential to 
polynomial. Such a reduction can be done if the selection hypergraph belongs to 
the exact transversal hypergraphs (xt-hypergraphs) class. Since the recognition 
and generation of the first transversal in the xt-hypergraphs are both 
polynomial, the complete selection process can be performed in polynomial 
time. The proposed ideas are an extension of the concept presented in [1]. 
The proposed method has been verified experimentally. The conducted 
investigations have shown that for more than 85% of examined Petri nets the 
selection process can be done via xt-hypergraphs.  

Keywords: hypergraph, exact transversal hypergraphs, SM-Components, Petri 
nets, graphs, transversal, exact cover, exact transversal, concurrency hypergraphs, 
selection hypergraph, sequentiality hypergraph. 

1 Introduction 

Discrete systems model discrete processes: sequential and concurrent, so they are mostly 
applied to model and represent controlling systems described by Petri nets [2]. In some 
cases the designer may encounter a problem: size of system exceeds the frames imposed 
by the size of prototyped systems thus the system needs to be decomposed into a series of 
collaborating subsystems. The most frequently applied synthesis method is 
decomposition of a concurrent automation into sequential automata [4,5].  

Petri nets [2,4] are widely used for designing and modeling of the concurrency 
processes [5,6]. Analysis of the relations (such as concurrency or sequentiality) and 
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decomposition of a Petri net are very often hard to perform because of exponential 
dependence between number of states and size of the initial net [2,4,6,7].  

The decomposition process can be divided into several stages. At the beginning the 
concurrency relation is obtained. The operation can be executed via concurrency 
graph or concurrency hypergraph. The detailed description about those structures can 
be found in [5,8]. Next, the set of SM-Components is obtained. There are several 
methods that permit to calculate this stage [1]. Finally, the selection process should be 
executed to eliminate the redundant elements. The main problem is computational 
complexity of such an operation. In a general case the selection can be done in an 
exponential time. Since for some Petri net classes there are polynomial methods for 
selection of the concurrency graph/hypergraph and generation of SM-Components  
[1, 9], the selection process is a bottleneck of the whole decomposition process.  

In the article we propose anapplication of xt-hypergraphs in the selection process. 
Initially, the selection hypergraph is formed. Such a structure is determined from the 
set of SM-Components. Next, if the selection hypergraph is an xt-hypergraph, the first 
exact transversal is computed. It directly indicates the proper SM-Components that 
ought to be selected to reach the optimal solution. The proposed idea will be 
described later in more details. 

2 Relationship to Internet of Things 

Petri nets are widely used for modeling of concurrency processes. Thus, they are very 
useful in designing and prototyping of concurrent automata. Decomposition of a Petri 
net permits to split the device into independent finite-state-machines (FSMs) [1]. SM-
Components that are obtained during the decomposition process refer to FSMs. Each 
FSM can be analyzed and designed as a separate module. Since SM-Components 
ought to be synchronized [1,6], usually they are implemented in the same 
programmable device (like an FPGA) [1]. However, Internet of Things may 
revolutionize such an approach. Imagine that SM-Components can be synchronized 
via Internet. Then, different devices may be applied for implementation of modules. 
Moreover, each module can be designed with different technology! Since the distance 
is not important, SM-Components can cooperate all over the World. Therefore, 
decomposition of Petri nets maybe especially fruitful in relation to Internet of Things. 

3 Main Definitions 

3.1 Hypergraph 

Hypergraph H is defined by a pair [9]:  

H=(V,E), (1)

where: 
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V={v1,…,vn} is arbitrary, nonempty set of vertices; 
E={E1,…,En} is set of hypergraph edges, i.e., subset of set P(V) of all the possible 
non-empty sets, elements of which belong to V [9]. 

3.2 Transversal 

Transversal (hitting set, vertex cover) of hypergraph H is set [9,10]: 

VT ⊆ , (2)

containing vertices incident to each edge of hypergraph [9]. 
A minimal transversal is such a transversal which contains no other transversal of 
hypergraph H. 

3.3 The Exact Transversal 

The exact transversal D of hypergraph H is set [1,10]: 

VD ⊆ , (3)

of vertices of hypergraph H, which is incident to all egdes of hypergraph H, where 
each edge is incident to exactly one vertex of set D. 

3.4 Exact Transversal Hypergraph (xt-hypergraph) 

Exact transversal hypergraph Hxt is hypergraph in which all minimal transversal are 
also exact transversals [10]. In the other words, hypergraph Hxt belongs to class xt. 

4 Problem Formulation 

The decomposition process of a Petri net can be divided into three main steps [1]:  

1) Formulation of concurrency graph or concurrency hypergraph. 
2) Formulation of SM-Components. 
3) Selection of SM-Components. 

In the first step of the decomposition process, the concurrency relations are determined. 
They can be obtained in two ways: via concurrency graph or concurrency hypergraph. 
The concurrency graph is computed during the analysis of the structure and relations in a 
Petri net. The graph contains concurrency relations between any two places of a net. It 
was proved that the concurrency graph can be calculated in a polynomial time [7].  

The alternative decomposition method bases on the concurrency hypergraph 
computation. In opposite to the concurrency graph, hypergraph can hold the information 
between more than two places in a net. Its vertices represent the places of an initial Petri 
net, while hyperedges are related to the concurrency relations. As it was shown in [5], the  
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computation of the concurrency hypergraph may be polynomial, however the main 
problem is the number of hyperedges, which in some cases can be exponential. 

The SM-Components are generated from the concurrency graph or hypergraph. 
There are several methods; like concurrency graph/hypergraph coloring, application 
of the graph-search algorithms or computation of exact transversals [1,12,13]. 
Depending of the structure of an initial Petri net, this process is either polynomial or 
exponential [1,13]. 

Most of algorithms generate more SM-Components, that are required to cover the 
whole Petri net. Then, regardless of the initial structure (concurrency graph or 
hypergraph), the process of selection ought to be applied.  

In the article we propose a new idea of SM-Components selection. The aim of the 
proposed method is to apply an algorithm that can be performed in polynomial time in 
most of cases.  

5 Idea of the Proposed Method 

The proposed idea of selection of SM-Components can be divided into the following 
steps (Fig.1): 

1) Formulation of the sequentiality hypergraph that represents the set of achieved 
SM-Components [1]. Vertices refer to the places of a Petri net while each 
hyperedge represents one of SM-Components.  

2) Calculation of the dual hypergraph to the sequentiality hypergraph obtained in 
the previous stage. In practice this operation can be done via transposition of 
an incidence matrix of the sequentiality hypergraph [1]. 

3) Reduction of dominant edges and dominated vertices and formulation of the 
selection hypergraph. The dominant edges refer to the two or more places that 
are covered by the same SM-Components. Analogically, the dominated 
vertices are also reduced. They refer to the SM-Components that are covered 
by other SM-Components. Therefore, they can be removed from the further 
analysis. The concept of presented reduction was taken from [11] and [1], 
where it was proved that this operation has polynomial computational 
complexity. Finally, the selection hypergraph is formed which is the result of 
the reduction process. 

4) Examination of the selection hypergraph. If the hypergraph belongs to the xt-
hypergraphs class, it means that the selection process can be done via xt-
hypergraphs. Otherwise, the selection ought to be performed in the other way 
(like calculation of transversals, coloring, etc.) [1].  

5) If the selection hypergraph belongs to the xt-class, the first exact transversal 
has to be calculated. Obtained result indicates SM-Components that form the 
final solution (the selected set of SM-Components). Since the examination and 
selection of the subsequent exact transversals in the xt-hypergraph are 
polynomial, the whole selection process is polynomial.  
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Fig. 1. Idea of the proposed method 

6 Example of the Proposed Method 

Figure 2 illustrates Petri net P1that will be used as an example. It is a simplified 
version of a controlling system of the preparation to a single heat and race during a 
speedway tournament [1]. 
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Fig. 2. Exemplary Petri net P1 
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There can be totally five SM-Components found in the presented net: S1={P1,P2}, 
S2={P1,P3,P5,P7}, S3={P1,P3,P6,P7}, S4={P1,P4,P5,P7}, S5={P1,P4,P6,P7}. According 
to the conception presented in the previous section, at the beginning, sequentiality 
hypergraph HC is formed. An incidence matrix of HC is presented in fig. 3.  
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Fig. 3. Incidence matrix of sequentiality hypergraph HC 

Next, the duality hypergraph to the HS is calculated. Such an operation can be 
easily done by transposition of incidence matrix AC. After the reduction of the 
dominant edges and dominated vertices, the selection hypergraph HSis reached. In our 
example the selection hypergraph belongs to the xt-class, thus the proposed idea have 
sense. Incidence matrix ASof selection hypergraph HS is shown in the fig. 4.  
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Fig. 4. Incidence matrix of selection hypergraph HS 

There are two exact transversals in the selection hypergraph. The first one includes 
components S1, S2 and S5, while the second is realized by S1, S3 and S4. Since  
both transversals have the same number of SMCs, it does not matter which one  
will be selected. For further analysis we chose the first one. Finally, the initial  
Petri net can be decomposed. The proper SMCs are indicated by the selection process 
and in our case P1 is decomposed into three SMCs, represented by S1, S2 and S5. 
Figure 5 illustrates the result of the decomposition process. The initial concurrent 
automaton has been decomposed into three sequential automata: S1(a), S2 (b) and S5 

(c).The detailed description about formation of the particular automaton can be found 
in [1]. 
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Fig. 5. The result of the decomposition process of Petri net P1 

7 Results of Experiments 

The proposed method has been verified experimentally. The library of test modules 
consist of over than 100 Petri nets that belong to the different classes (such as Marked 
Graphs, Free-Choice, Extended Free-Choice and Simple Nets[2,4]). Most of the nets 
describe real digital controllers and were taken from literature [1,2,3,4,5,6,14]. 

The main criterion of the selection was to obtain the minimal (optimal) number of 
SMCsthat are required in order to decompose the initial Petri net.  Obtained average 
results of experiments are shown in Tab. 1. From the table we can see, that 85% of 
examined Petri nets have xt-selection hypergraphs, thus the selection process for 
those nets can be done in polynomial time. 

Table 1. Average results of experiments 

Average number 
of places 

Average number 
of transitions 

Average number 
of SM-Components 

Number of achieved xt-
selection hypergraphs 

12 10 4 85% 

8 Conclusions 

In the article the application of the xt-hypergraphs in the selection of SM-components 
was presented. The main advantage of the proposed idea is availability (in some cases) to 
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perform the whole selection process in polynomial time. The initial experiments have 
proved the effectiveness of the presented method. According to the results of conducted 
researches showed that over 85% of examined nets have the selection hypergraph that 
belongs to the xt-class. It means that the selection process can be executed in polynomial 
time if hypergraph belongs to xt-class.  

At the moment the essence of research was to determine if the selection hypergraph 
belonged to the xt-class. Further work will include comparison of achieved  results 
with other selection methods (based on the coloring, transversals, etc.) 
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Abstract. Recent studies show the designs of automated systems are becoming 
increasingly complex to meet the global competitive market. Additionally, 
organizations have focused on policies to achieve people’s safety and health, 
environmental management system, and controlling of risks, based on 
standards. In this context, any industrial system in the event of a fault that is not 
diagnosed and treated correctly could be considered to pose a serious risk to 
people’s health, to the environment and to the industrial equipment. According 
to experts, the concept of Safety Instrumented Systems (SIS) is a practical 
solution to these types of issues. They strongly recommend layers for risk 
reduction based on control systems organized hierarchically in order to manage 
risks, preventing or mitigating faults, or to bringing the process to a safe state. 
Additionally, the concept of Risk and Hazard Control can be applied to 
accomplish the required functionalities. It is based on problem solving 
components and considers a cooperative way to find a control solution. In this 
context, the software architecture can be based on a service-oriented 
architecture (SOA) approach. This paper initially proposes a new architecture 
for design of safety control systems for critical systems, based on Safety 
Supervisory Control Architecture, in accordance with standards IEC 61508 and 
IEC 61511. Furthermore, a method is also proposed for design the control layer 
of risk prevention within Safety Supervisory Control Architecture.  

Keywords: Safety Supervisory Control Architecture, Safety Instrumented 
System, Critical Fault diagnosis, Critical Fault Treatment, Service-oriented 
architecture. 

1 Introduction 

Recent studies show that automation is highly influenced by the advance of technologies 
such as mechatronics and Internet, moreover, the design of automated systems are 
becoming increasingly complex to meet the global competitive market. Industrial 
processes must considerer an increasing number of functionalities associated with 
customized products and concepts such as design for manufacturing, design for quality, 
etc. and their control solutions must frequently consider contradictory specifications. 
Additionally, organizations have focused on policies to achieve people’s safety and 
health, environmental management system, and controlling of risks, based on standards 
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like Occupational Health and Safety Assessment Services – OSHAS 18001[1], and 
ISO14001[2], respectively. 

In this context, any industrial system in the event of a fault that is not diagnosed 
and treated correctly could be considered to pose a serious risk to people’s health, to 
the environment and to the industrial equipment [3].Thus, several approaches for 
fault-tolerant reconfigurable control system have been proposed [4].However, 
although the development of techniques for diagnosis and treatment of faults exists, 
accidents still occur. These issues are fully explained because there is no zero risk in 
industrial processes since: (i) physical devices do not have zero risk of failure; (ii) 
human operators do not have zero risk of error; and (iii) there is no control programs 
developed that can predict all the possibilities. Thus, studies that aim to diagnose and 
treat faults rely on restricting its state space for the control and treatment of a 
particular class of faults. 

According to experts, the concept of Safety Instrumented Systems (SIS) is a 
practical solution to these types of issues. They strongly recommend layers for risk 
reduction based on control systems organized hierarchically in order to manage risks, 
preventing or mitigating failures, or bringing the process to a safe state. In this sense, 
some safety standards such as IEC 61508 [5], IEC 61511 [6], among others, guide 
different activities related to a SIS Safety Life Cycle (SLC),such as design, 
installation, operation, maintenance, tests and others [7]. 

The term “risk” defines a metric for quantifying injury, environmental damage and 
economic losses; in reference to both probability of a fault occurrence and magnitude 
of the injury or loss [8]. According to IEC 61508 [5], the term “fault” is defined as an 
abnormal condition that can cause a reduction or loss of the ability of a functional 
unit. In this work, faults are classified into two groups: (a) non-critical faults that 
define risks to be tolerated and therefore automatically recovered by the Basic Process 
Control System (BPCS); and (b) critical faults that define unacceptable magnitude of 
risks and must be either prevented or mitigated in order to avoid a catastrophic 
scenario. The principal is that industrial processes should always be placed into a safe 
state via the degeneration of the processes by layers of risk reduction of SIS. 

One of the challenges is the development of safety control systems, based on SIS. 
The initials basic questions are: (a) how to design safety control systems based on 
Safety Supervisory Control Architecture (SSCA) in accordance with standards IEC 
61508 and IEC 61511; (b) how to design a layer of risk prevention based on control 
system, which will be incorporated in the SSCA, according to standards. Therefore, 
this paper initially proposes the design of safety control systems, based on Safety 
Supervisory Control Architecture (SSCA), as shown in Fig. 1, in accordance with 
standards IEC 61508 and IEC 61511. The functions for each layer of both risk 
prevention and mitigation control systems consider safety programmable controllers 
with their respective safety sensors and actuators, safety programs based on analysis, 
validation and verification of mathematical models for diagnosis, treatment and 
mitigation of critical faults and integration of these layers in a cooperative way by a 
Risk and Hazard Supervisory Control using service-oriented architecture (SOA).  
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reconfigured or extended [10]. Furthermore, it is possible the distribution of the 
control logic as independent software-blocks is possible. Therefore, the concept of 
SSCA can be applied considering a cooperative way to find a control solution by 
using SOA-based automation system. Works adopted SOA, in which Web Service 
(WS) is a popular instance of this architecture [11].Finally, SOA architecture 
approach will be used to allow Risk and Hazard Supervisory Control to obtain 
information from risk prevention and mitigation control systems in order to generate a 
data repository that will be used as input for Artificial Intelligence (AI) algorithms 
and also for continuous improvement of safety control systems [12]. 

3 Fundamental Concepts 

This section introduces fundamental concepts of Bayesian Network (BN) and interpreted 
Petri net (IPN) for critical faults diagnosis. Moreover, it introduces IPN for coordination 
and treatment of critical faults.  

3.1 Bayesian Network (BN) 

The BN provides a method to represent partial beliefs under conditions of uncertainty 
[13]. Its graphical structure models relationships of probabilistic dependence of cause-
effect considering a group of variables. Bayesian networks have been extensively 
applied for fault diagnosis [14]. BN allow the combination of human expert 
knowledge of the process under observation and probability theory for building a 
diagnostic structure, based on algorithms, like K2 [15]. 

3.2 Interpreted Petri Net (IPN) 

Presented in 1962 by Carl A. Petri, the Petri net (PN) is a powerful tool for modeling, 
analysis and design of DEDS. PN can represent processes with synchronism, 
concurrent, causality, conflict, share resources and normal situations in DEDS. It is 
especially useful in applications in which security is a relevant factor. As mentioned 
in section 1, the proposal of this work is to use PN as a tool for modeling coordination 
and treatment of critical faults in a SSCA design. Interpreted Petri net (IPN) is defined 
as a tool which is associated with either an interpretation or meaning to their places 
and transitions; representing something real which aims to modeling (i.e.: safety 
sensors and safety actuators). 

4 Proposal of Risk Prevention Control System Layer 

The proposal of a method for modeling and validating control programs is based on 
BN, and IPN. The initial idea was introduced in [16], and is presented in Fig.2. 
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Fig. 2. Method for modeling and validating control programs for preventing risks in SSCA 
projects 

This method defines four steps: (A) modeling, (B) integration and analysis of models, 
(C) generation of control programs for preventing faults in critical system and (D) 
acceptance tests. The modeling step is divided in the stages: (A1) diagnosis of critical 
fault and (A2) critical fault treatment and coordination. The Step (B) is performed to: (i) 
verify if some PN properties are met and; (ii) validate integrated models in compliance 
with specification. The Step (C) is performed to convert verified models into a language 
recommended by standard IEC 61131-3 [17] and accepted by IEC 61511 [6] for 
implementation in a Safety PLC. Finally, Step (D) is performed for validating if a control 
program for each SIF complies with the specifications. 

4.1 Description of the Proposed Mathematical Method 

A1 - Critical Fault Diagnostic modeling 

Step 1 - Drafting table of cause x effect: 
In this step, it is build a table that lists the causes (critical faults) defined for each SIF, and 
effects that are observed by sensors when these critical faults occur. The criteria for the 
building of this table can be: (a) based on domain knowledge about the system and / or 
(b) based on database obtained from either field experiments or historical data. 

Step 2 - Construction of models for diagnosis (cause x effect) based on BN 
The cause x effect table obtained is used for building the BN model for diagnosis of 
faults. Additionally, it is strongly recommended to apply some restrictions from 
knowledge to improve the network structured. 

Step 3 - Conversion from BN models to IPN 
In the diagnostic reasoning, causes should be diagnosed based on the monitored effects, 
in other words, the relationship effect x cause must be established. Furthermore, these 
diagnosis models must be converted into IPN to make its possible. Finally, IPN model 
should be transcribed into IEC languages [18] to be implemented into a Safety PLC. 
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A2 - Critical Fault Treatment and Coordination modeling 

Step 1 - SIF identification 
From HAZOP studies, SIF and SIL are identified. For each SIF, that represent critical 
fault to prevent, important data are obtained as SIL; that includes initialization events 
(sensors) and actions(actuators) to be performed by SSCA to prevent such critical faults. 

Step 2 - Construction of Treatment Model for each SIF  
An IPN model is built based on information obtained from each SIF, as shown in the 
previous step. It ensures that the Safety PLC takes appropriate actions to prevent 
undesirable risks in the critical system. The aim of each SIF is verified based on 
dynamic behavior of IPN models at the end of this step. 

Step 3 - Construction of Coordination models 
A coordination model for each SIF is built based on IPN. Once a critical fault is 
identified by the diagnose model, the coordinator model is responsible for calling 
their respective treatment model to be run, taking actions to prevent risks. These 
models should be designed to be robust against the occurrence of spurious faults that 
may unduly de-energize final elements and produce unwanted system downtimes. 

B – Integration and Analysis of models 
In this step, the models of critical fault diagnosis, treatment, and coordination are 
integrated to compose the SIF general model. The integration is made from logical 
connections, since no flow of tokens should occur among IPN models. After 
integration, SIF general model should be simulated based on computational tools 
(e.g.: HPSim [19]) for validating control programs for each SIF complies with the 
specifications. For the proceeding of simulation of SIF general models, the models of 
devices for sensing and actuation are considered to close the control loop. 

C – Generation of control programs to prevent fault in critical system 
The SIF general model obtained in the previous step should be converted into control 
program based on the IEC 61131-3 [16] language and accepted by IEC 61511 [6] such 
as (a) Ladder Diagram, (b) Function Block Diagram and (c) SFC (Sequential Function 
Chart). Many works have been published about methods for converting PN models into 
algorithms based on IEC 61131-3 languages. An example is showed in [18]. 

D – Acceptance tests 

In according with the IEC 61508 / IEC 61511 standards, one of the Safety Life Cycle 
(SLC) steps is related to final testing for commissioning and start-up procedures.  

5 Example of Application 

A natural gas compression station is presented to illustrate the proposed method. To 
evaluate this approach, it is considered one SIF, identified as SIF-01; obtained from 
HAZOP.  
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5.1 Process Description 

The natural gas compression station has at least a natural gas supply line, called 
suction, from a gas pipeline which transports this natural gas. At the station entrance, 
natural gas goes through filters before it being compressed by the turbo-compressor 
machine. A portion of this gas is directed to the utility unit. The utility unit accounts 
for controlling the gas temperature and pressure for use in the compression station, 
such as fuel gas for the turbo-compressor machine, gas heaters, and gas power 
generators. Then it is sent back to the gas pipeline through discharge lines. 

5.2 Application of the Proposed Method 

A1 - Critical Fault Diagnostic modeling 
Step 1 - Drafting table of cause x effect 
This step was based on the knowledge about the system. The cause x effect table is 
shown in Fig. 3a. All values are binary (e.g.: 0=off, 1=on); except the first column, 
which defines the number of knowledge cases for the specific SIF-01. The second 
column defines the critical fault (e.g.: Very High Pressure on Discharge Header) 
considered for the SIF-01 under study and the remaining columns represent the states 
values from sensors observed when the critical fault occurred. PSHH-006A, PSHH-
006B, and PSHH-006C states are based on thresholds for very high pressure observed 
via sensors installed in the discharge lines in the natural gas compression station. 

 

Fig. 3. (a) Cause x effect table (b) Resulting BN model for SIF-01 Diagnosis 

Step 2 - Construction of models for diagnosis (cause x effect) based on BN 
In this work, the learning algorithm K2 (search and score) and also the data from step 
1 were used to obtain the initial structure of BN. Furthermore, some restrictions based 
on human knowledge of relationships between variables were considered. The 
resulting BN model for SIF-01 diagnosis is shown in Fig.3b. 
Step 3 - Conversion from BN models to IPN 
The relationship cause x effect is:  

Fault 1 (PSHH-06A ^ PSHH-06B)  (PSHH-06A ^ PSHH-06C)  (PSHH-06B 
^ PSHH-06C) 

Finally, the model of Fig.4awas constructed including the representation of the additional 
elements necessary to reset the model after no further fault detection and also considering 
the possibility of a failure be spurious(eg.: the possibility of the diagnosis do not be 
effected). The places FAB, FAC and FBC represent transient states that may correspond to 

 
CASE VERY HIGH PRESSURE 

ON DISCHARGE HEADER 
PSHH-006A PHSS-006B PSHH-

006C 
1 1 0 1 1 
2 1 1 0 1 
3 1 1 1 0 
4 1 1 1 1 
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spurious failures. If the transitions t4 or t5 or t6 are enabled for firing, it means that the 
signal from sensor is no longer active and therefore, the fault diagnosis should be 
aborted, returning the system to the initial state (place READY_D1 marked). 
BesidesFig.4b describes the interpretations given to the model elements. 

 

Fig. 4. (a) SIF-01Diagnosis model based on IPN (b) Description of model Elements 

A2 - Critical Fault Treatment and Coordination modeling 
Step 1 - SIF identification (critical faults to prevent) 
From the risk analysis report in a real situation, 13 SIF’s were obtained [15]. In this 
work, it is only considered SIF-01. 
Step 2 - Construction of Treatment Model for each SIF based on IPN 
In this step, the treatment model should represent the action to be taken by the SSCA 
when the SIF-01 is diagnosed. The action should be close valves XV-
001/017/019/020 (suction line), close valves XV-003 / 018 (discharge header),and 
send the shutdown command for the turbo-compressor. 
Step 3 - Construction of Coordination models based on IPN for each SIF, according to 
[15]. 

B – Integration and Analysis of models  
In this step, the models of critical fault diagnosis, treatment, and coordination were 
integrated to compose the SIF general model of SSCA. After the integration, the 
following activities were accomplished: (a) The SIF general model was simulated 
using HPSim to validate safety requirements for preventing faults and it was also 
verified that the SIF general model is restartable; (b) The properties of liveness and 
safety were verified for SIF general model based on PIPE2[20]. 

C – Generation of control programs to prevent fault in critical system 
The models for fault critical diagnosis, coordination, and treatment were converted 
into a control program based on IEC 61131-3. The language used in this example of 
application was the Ladder Diagram, although, other languages based on the IEC 
61131-3 and accepted by IEC 61511 such as Function Block Diagram and, SFC 
(Sequential Function Chart) also could be used. 

 

Element Description 
Enable Arc associated with 
“PSHH-006A" 

Very High Pressure Deviation in the 
discharge detect by sensor PIT-006A. 

Enable Arc associated with 
“PSHH-006B” 

Very High Pressure Deviation in the 
discharge detect by sensor PIT-006B. 

“Enable Arc associated 
with “PSHH-006C” 

Very High Pressure Deviation in the 
discharge detect by sensor PIT-006C. 

Place “FAB” Auxiliary memory that transition t1 was fired. 

Place “FAC” Auxiliary memory that transition t2 was fired. 

Place “FBC” Auxiliary memory that transition t3 was fired. 

Place “READY_D1” Model is ready to re-start in case of pressure 
deviation in the compression station 
discharge. 

Place “Fault 1” Fault Diagnosis due High Pressure Deviation 
in the compression station discharge. 
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D – Acceptance tests 
In the first instance, the control programs were tested on-line in a simulation tool 
based on Siemens PLC technology (e.g.: Simatic S7-300F, where "F" means Fail 
Safe), and then they were validated in compliance with technical requirements.  

6 Conclusions 

In the first, a new architecture for the design of safety control system, based on 
Supervisory Safety Control Architecture (SSCA), was proposed in accordance with 
standards IEC 61508 and IEC 61511, concerning cooperative and hierarchical layers 
of control prevention and mitigation of critical faults. In the second, a method for 
design the layer of risk prevention control system was presented and validated to an 
application example of a gas compression station, showing to be an efficient method. 
Furthermore, SSCA will use SOA [12] to work with the new Risk and Hazard control 
module responsible for the acquisition and maintenance of data for synthesis needs in 
safety programmable controllers. Finally, some issues must be solved: (a) how to 
design a layer of risk mitigation based on control system that will be incorporated in 
the SSCA; (b) how to proceed the dynamic commissioning to ensure effective tests of 
safety devices in accordance with SIS SLC of IEC 61508. Research is being 
developed to address these issues.  
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Abstract. Differences in EEG sleep spindles constitute a promising indicator of 
sleep disorders. In this paper Sleep Spindles are extracted from real EEG data 
using a triple (Short Time Fourier Transform-STFT; Wavelet Transform-WT; 
Wave Morphology for Spindle Detection-WMSD) algorithm. After the 
detection, an Autoregressive–moving-average (ARMA) model is applied to 
each Spindle and finally the ARMA’s coefficients’ mean is computed in order 
to find a model for each patient. Regarding only the position of real poles and 
zeros, it is possible to distinguish normal from Parasomnia REM subjects. 

Keywords: Sleep Spindles, ARMA, EEG, Parasomnia REM. 

1 Introduction 

Sleep spindles are particular EEG patterns which occur during the sleep cycle with 
center frequency in the band 11.5 to 15 Hz. They are used as one of the features to 
classify the sleep stages [1]. Sleep spindles are promising objective indicators in sleep 
disorders. In order to interpret then, their structure needs to be clarified or a suitable 
model needs to be found. The correct detection of human sleep spindles and posterior 
characterization can lead to early detection of changes in brain and prevent or, at least, 
mitigate the influence of certain diseases [2]. 

In [2] automated spindle characterization by using autoregressive moving 
average (ARMA) was proposed by the authors to distinguish between normal, elderly 
and dementia patients. In this work, ARMA model for sleep spindles is used to detect 
meaningful differences when applied to spindles from different types of people, in this 
case to distinguish normal from Parasomnia REM subjects.  

2 Relationship to Internet of Things 

As one of the main ideas of the Internet of Things (IoT) is that all objects and people 
in daily life will be equipped with radio tags and they could be identified and 
inventoried by computers, it will bring great advantages in the bio-signal processing 
fields. It will come a time where people are constantly monitored in their “biological 
values”. Signals like body heat, heart rate, ECG and EEG amongst others will be  
real-time monitored in order to rapidly and efficiently detect certain deceases. 
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3 Sleep Spindles 

It is commonly referred in literature that sleep spindles are the most interesting 
hallmark of stage 2 sleep electroencephalograms (EEG) [1]. A sleep spindle is a burst 
of brain activity visible on an EEG and it consists of 11-15 Hz waves with duration 
between 0.5s and 2s in healthy adults, they are bilateral and synchronous in their 
appearance, with amplitude up to 30 µV (Fig. 1 and Fig. 2).  

The spindle is characterized by progressively increasing, then gradually decreasing 
amplitude, which gives the waveform its characteristic name. It  is  now reliable  that  
sleep  spindles  are  originated  in  the  thalamus and  can  be  recorded  as  potential  
changes  at  the  cortical surface [3]. 

Sleep spindles were first described in human EEG by Loomis in 1935, but the first 
commonly accepted definition of sleep spindle was given by [4]: 

“The presence of a sleep spindle should not be defined unless it is of at least 0.5sec 
duration, i.e., one should be able to count 6 or 7 distinct waves within the half-second 
period.  Because the term “sleep spindle” has been widely used in sleep research, this 
term will be retained. The term should be used only to describe activity between 12 
and 14 cps.” 

4 ARMA Models and Sleep Spindle Detection 

4.1 ARMA Model 

In signal processing, autoregressive moving average (ARMA) models are typically 
applied to correlated time series data. Given a time series, we can consider it as the 
output of an ARMA system driven by white noise. The ARMA model is a tool for 
understanding and, whenever necessary, predicting future values in time series. The 
model consists of two parts, an autoregressive (AR) part and a moving average (MA) 
part. The model is usually referred to as ARMA(p,q) where p is the order of the 
autoregressive part and q is the order of the moving average part . 

Compared with the pure MA or AR models, ARMA models more suitable for 
describing the characteristics of a given process with minimum number of parameters 
using both poles and zeros, rather than just poles or zeros [5].  

As referred, a stationary ARMA process of order (p,q) is considered as the output 
of a linear time-invariant(LTI) digital filter driven by white noise. The transfer 
function of the system is given by: 

, (1)

with a0=1. The process corresponding to this model satisfies the difference equation: 
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 (2)

where w(n) is the input sequence, a zero-mean white noise and x(n) is the output 
sequence. The main task in the modeling can be formulated as: 

Given a segment of a time series, x(n), n=0,1,2 …, L-1, estimate the p+q+1 ARMA 
parameters. 

4.2 Sleep Spindle Detection 

In this paper a combination of three different approaches is used for the automatic 
detection of sleep spindles: Short Time Fourier Transform, Wavelet Transform and 
Wave Morphology for Spindle Detection.  

The individual detection algorithms are explained from section 4.3.1 trough 4.3.3. 
In order to improve the results, the three detectors are mixed together using the 
procedure presented in 4.3.4. The best performance obtained resulted in a sensitivity 
and specificity of 94% when compared to human expert scorers. The algorithms were 
previously implemented, tested and evaluated by the authors in manual human scored 
signals in [6]. 

4.3.1   Sleep Short Time Fourier Transform (STFT) 
The use of STFT is used to determine the sinusoidal frequency and phase content of 
local sections of a signal as it changes over time and it is commonly used in signal 
processing [7].  

The STFT of a discrete signal is: 
 

. (3)

The magnitude squared of the STFT yields the spectrogram of the signal: 

. (4)

The SS detection is based on the spectrogram. A segment is marked as SS when a peak 
(above a pre-specified threshold) with duration between 0.5s and 2s occurs in the SS 
frequency range.  

In the STFT SS detection used, the threshold value used corresponds to the 
cumulative value of peaks in the spectrogram 

4.3.2   Wavelet Transform (WT) 
In this method, the detection of sleep spindles employ the continuous wavelet 
transform of EEG signal x(t): 
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where Ѱ(t) is called the ‘mother wavelet’, the asterisk denotes complex conjugate, 
whereas  a and b are scaling parameters [8]. The corresponding normalized wavelet 
power is defined by: 

, (6)

and σ  is the standard deviation of the EEG segment used. 

Complex Morlet WT is defined as 

, (7)

where fc is the center frequency and fb the bandwidth frequency. In order to find SS 
using the WT, the normalized WT power was determined and when a peak (greater then 
a determined threshold) with a duration between 0.5s and 2s occurred a SS was marked. 

Fig. 1. Example of SS detection using WT 

4.3.3   Wave Morphology for Spindle Detection (WMSD) 
The WMSD algorithm proposed in this paper is based on the definition of Sleep 
Spindle by Rechtschaffen and Kales [4] 

The WMSD algorithm was for the first time published by the authors in [6].The 
implemented algorithm consists of: 

a) Detection of peaks in the signal (maxima and minima), based on a defined 
threshold, thus, eliminating small peaks; 
b) Determination of extreme to extreme time distance and conversion to 
frequency: 
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, (8)

c)  Verification if the determined frequencies lie in the SS range (11-15 Hz); 
d) If there are more than 12 consecutive peaks (6 maxima and 6 minima) in the 
SS frequency band a spindle is marked.  

The whole process mimics the visual detection mechanism. 

Fig. 2. Example of SS detection using WMSD 

4.3.4   Mixed Detection Using WT, STFT and WMSD 

 

Fig. 3. Sensitivity x Specificity curves 
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In this work, a mixed algorithm using WT, STFT and WMSD algorithms, was used. 
In this approach, we use a vector to characterize the signal (same length as the 

sampled signal).This vector defines each point as belonging to a SS or not. The mixed 
result is computed, i.e., a point is considered belonging to a SS if it is marked as SS in 
WT, STFT and WMSD algorithms. Finally, if there are not enough consecutive points 
marked as belonging to a SS, in order to last at least 0.5 seconds, they are considered 
as non-spindle. The best performance obtained resulted in a sensitivity and specificity 
of 94% when compared to human expert scorers. In Fig. 3, Sensitivity and Specificity 
curves are shown for the individual algorithms together with the combination of the 3. 

5 Experimental Results 

This study makes use of a sample representative of human sleep, obtained from 23 
volunteers, males and females with ages between 35 and 87 years old. Briefly, all 
polysomnograms were obtained by a Nicolet EEG 1A97 18-channel polygraph with a 
sampling rate of 256Hz. From the group, 8 subjects were completely healthy and the 
remaining 15 had some kind of REM Parasomnia: REM sleep behavior disorder 
(RBD), Recurrent Isolated Sleep Paralysis or Catathrenia. The signals were 
unclassified and the whole night signal of C3-A2 channel was used. At this stage our 
objective was only to distinguish healthy from Parasomnia subjects. 

The detection methods were applied with a combination of threshold parameters 
for the STFT, WMSD and WT algorithm. In the STFT case, the threshold value used 
corresponds to the cumulative value of peaks in the spectrogram. In the WMSD 
algorithm, a point is considered a maximum peak if it has the maximal value, and was 
preceded (to the left) by a value lower than the threshold defined. The Normalized 
Wavelet Power amplitude is used as threshold in the WT case. 

After the algorithms were applied to the signals and SS identified, ARMA 
modelling was performed for all the SS from all subjects. After this, computation of 
the arithmetic means of the coefficients from the ARMA transfer functions was 
performed. This gave us a typical SS transfer function for each subject. 4 groups have 
then been created, comprising subjects with similar pole/zero distributions. Only the 
zero and real pole position have been taken into care. The characteristics of each 
group are as follows: 

• Group 1: pole on the left complex plane and zero on the right complex plane (see 
Fig. 4. Zeros and poles from Group 1.); 

• Group 2: pole on the right complex plane close to 1 and zero on the left complex 
plane (left from -0.1) (see Fig. 5. Zeros and poles from Group 2.); 

• Group 3: pole on the right complex plane close to 1 and zero near the origin 
(right from -0.1 and left from +0.1) (see Fig. 6. Zeros and poles from Group 3.); 

• Group 4: pole on the right complex plane close to 1 and zero on the right 
complex plane (right from +0.1) (see Fig. 7. Zeros and poles from Group 4.). 
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The subjects’ allocation to the groups resulted as follows: 

• Group 1: 3 subjects, all suffering from REM Parasomnia; 

• Group 2: 12 subjects, all suffering from REM Parasomnia; 

• Group 3: 3 healthy subjects; 

• Group 4: 5 healthy subjects. 

It is word notice that all the healthy subjects were classified as belonging to Groups 3 
or 4 and all the Parasomnia REM patients were allocated in Groups 1 or 2. A further 
in depth analysis of the subjects’ deceases and the deceases grades should be taken 
into account to understand the existence of four groups instead of 2. This can also 
lead to the conclusion that for some reason there are significant differences between 
the healthy subjects. 

 
Fig. 4. Zeros and poles from Group 1 Fig. 5. Zeros and poles from Group 2 

 
Fig. 6. Zeros and poles from Group 3 Fig. 7. Zeros and poles from Group 4 
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6 Conclusions 

ARMA modeling seems a promising indicator for Sleep disorders. In this work 
subjects suffering from several Parasomnia disorders were automatically identified 
based only on the zeros and poles position of their Sleep Spindle model. The work to 
follow will be to distinguish pathologies from each other, that is, once it is known that 
a patient suffers from a sleep disorder, how to automatically diagnose its condition 
based on the Sleep Spindle model. 
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Abstract. Nowadays in industry there many processes where human 
intervention is replaced by electrical machines, especially induction machines 
due to his robustness and performance. Although, induction machines are a high 
reliable device, they are also susceptible to faults. Therefore, the study of 
induction machine state is essential to reduce human and financial costs. It is 
presented in this paper an on-line system for detection and diagnosis of 
electrical faults in induction machines based on computer-aided monitoring of 
the supply currents. The main objective is to detect and identify the presence of 
broken rotor bars and stator short-circuits in the induction motor. The presence 
of faults in the machine causes different disturbances in the supply currents. 
Through a stationary reference frame, such as αβ-vector transform it is possible 
to extract and manipulate the results obtained from the supply currents using 
Principal Component Analysis (PCA). 

Keywords: induction motor, diagnosis, fault detection, principal component 
analysis, PCA, eigenvalue, eigenvector. 

1 Introduction 

Three-phase induction machines perform critical functions as part of industrial 
processes. It is estimated that induction motors typically consume 40 % to 50 % of all 
electrical energy produced in a country [1]. Therefore, induction motors have a 
special role in the economy of industrialized countries. 

Due to its importance, is urgent to develop intelligent systems that detect the 
presence of faults in the machines in order to reduce maintenance costs. These 
systems will allow the possibility of scheduled maintenance and predict the need for 
maintenance before serious deterioration or fault occurs, making it possible to 
increase the reliability of equipment, the improvement of his behavior and 
performance [2]. 
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Concerning to maintenance of induction machines, preventive maintenance is 
widely used currently. It consists in periodic inspections with the objective of 
replacing parts that are supposed to break after a certain number of hours. However, 
even with periodic inspections this type of maintenance presents disadvantages such 
as, unneeded maintenance costs and in some situations catastrophic failures still likely 
to occur. Thus, the concept of condition-based maintenance (CBM) has emerged as an 
alternative to preventive maintenance. This type of maintenance is defined as the 
process of monitoring characteristics or parameters of a machine, in order to verify 
early changes and trends that can be used to indicate a fault situation or the need for 
maintenance. 

In the last 20 years, FDD in induction machines is a research area that had a great 
evolution, as seen by the number of proposed methodologies, such as neural networks 
[3], current space patterns [4], fuzzy logic [5], spectral analysis [6] and vibration 
monitoring [7]. 

2 Contribution to Internet of Things 

The paper presents the development of a commercial application for fault detection 
and diagnosis of electrical faults in induction machines. This analysis, based on PCA 
methodology [8,9], allows to conclude the practical feasibility of on-line monitoring 
through current space pattern analysis using an industrial product, such as the 
Terminal Protection Unit (TPU) developed by EFACEC. In the future the use of 
condition-based systems, based on non-invasive measurements, will contribute to 
connect the induction machines with cyberspace making it possible to know the state 
of the machine remotely. Thus, since TPU allow the use of multiple communication 
standards it will be possible to make a remote monitoring and diagnosis of the devices 
connected to TPU. 

3 Principal Components Analysis (PCA) 

Principal Component Analysis is a non-parametric statistical method used to reduce the 
number of original variables, which are correlated, in a set of new uncorrelated variables 
referred as Principal Components (PC). The first public descriptions of this method 
were given in 1901 by Pearson [10] and latter developed in 1933 by Hotelling [11]. 

PCA can be obtained through several ways, such as eigenvalue decomposition of a 
matrix or single value decomposition (SVD) of a matrix [12]. In the case of 
eigenvalue decomposition it consists in the representation of matrix in terms of its 
eigenvalues and eigenvectors.  Through the definition of eigenvectors, this technique 
is able to obtain the main directions of the data sample on a space-vector. It also 
possible to measure the weight of the sampled data spread through the main directions 
defined by the eigenvectors. These metric values are defined as eigenvalues [12]. 

Let X mn×ℜ∈  represents a data matrix, where n denotes the number of 

measurements and m denotes the number of physical variables. The TX nm×ℜ∈  
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represents the transposed matrix of X, where m and n have the same meaning as in the 
X matrix. From the product of the two matrices X and TX  is obtained a square matrix 

E nn×ℜ∈  called correlation matrix. 

XXE T=  (1)

After establishing the correlation matrix the eigenvectors and the respective 
eigenvalues, of E are calculated. There are several ways to define eigenvectors and 
eigenvalues, the most common approach defines an eigenvector of the matrix E as a 
vector that satisfies the following equation: 

0I)u-E( =λ  (2)

In fact, this concept of reducing the number of variables through PCA is useful in 
energy systems, particularly three-phase systems, such as three-phase induction 
machines. In three-phase energy systems without neutral connection it is usual to use 
the αβ-vector transformation to reduce the number of original variables. This 
transformation converts the three-phase currents or voltages into an equivalent two-
phase system. So in ideal conditions, the three-phase currents lead to αβ-vector with 
the following components: 
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Under normal conditions and with a balanced and constant frequency power supply, a 
pure sinusoidal signal makes a circular pattern centered at the origin of the αβ 
coordinates. In Fig. 1 there is the representation of a healthy motor input current in the 
αβ-vector pattern. 

However under abnormal conditions and considering a constant frequency power 
supply the previous conditions are no longer valid and the αβ pattern loses its circular 

 

 

Fig. 1. Healthy motor input current αβ –vector pattern 
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shape. For a situation where occurs a stator winding fault the input current αβ pattern 
becomes an ellipse because there is an amplitude variation in the current of the 
winding that is in a fault situation. The patterns related to a stator winding fault are 
presented in the Fig. 2. 

 

Fig. 2. Stator fault input current αβ-vector patterns. (A) stator fault in phase A (B) stator fault in 
phase B (C) stator fault in phase C 

When the motor presents a rotor fault situation the αβ-vector pattern presents a 
circular shape but the eigenvalues are not constant. It is possible to observe (Fig. 3) 
the appearance of a thick ring and the thickness of the ring increases with the severity 
of the fault. Cardoso et al. [13] concluded that the severity of the fault is proportional 
to the number of the rotor bars, but there is a moment where severity of the factor 
decreases as the number of broken bars increases. 

 

Fig. 3. Rotor fault input current αβ-vector pattern 

4 Experimental Results 

4.1 Experimental Set Up 

The experimental set up used is depicted in Fig. 4. A series of tests were conducted on 
three squirrel-cage induction motors with a mechanical power (Pmec) of 2 Hp, 230/400 
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V nominal voltage (Vnom), a rated speed (N) of 3000 rpm, all with same parameters. 
One motor was considered a healthy motor and tested. The other two motors were 
tested with stator short-circuits and broken rotor bars faults. 

 

Fig. 4. Experimental apparatus used in this work 

In the performed tests the motors {5} were fed with a three-phase auto-transformer 
with an apparent power (S) of 4 kVA and 0-400 Vlnl (line-to-line). The mechanical 
load was applied to the induction motor by connecting the shaft to a DC generator {6} 
(controlled by a dc current source{3}) of 0.75 kW rated power (Pel). The output of the 
DC generator was connected to a variable resistive load. In order to allow tests to be 
performed at different load levels, the DC excitation current and the load resistor were 
both adjustable. 

The data acquisition, signal conditioning and data processing are performed by the 
TPU S220 {4} developed by EFACEC. For the laboratory tests, a broken rotor bar fault 
was introduced by drilling a hole into a bar, the hole diameter is slightly larger than the 
bar width. In the case of short-circuits in the stator windings they were applied by 
introducing an external variable resistor in series with the windings of each phase. 

4.2 Experimental Results 

The motor was initially tested in a healthy situation, with the stator windings and its 
cage intact, in order to verify the current αβ-vector reference pattern. In the conducted 
tests were applied various levels torque, in order to verify the robustness of the 
algorithm at different load levels. The start-up condition was discarded since it is not 
considered by the algorithm. 

The temporal evolution of the motor stator currents is represented in the Fig. 5 (A). 
The Fig. 5 (B) does not present the αβ-vector with a circular shape due to 
experimental limitation, such as harmonic distortion in the supply voltage and the 
magnetic field distribution in the machine is not perfectly sinusoidal. However the 
machine was considered in a healthy condition. For stator faults were used three 
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variable resistors with 11.2 Ω/ 5A in series with the impedance of each phase of the 
machine (Z = 4.8 Ω). In the case of a fault severity factor of 60% the resistance value 
is 1.2 Ω. The αβ-vector (Fig. 6) no longer presents a “circular” shape and exhibit an 
elliptical shape. 

 

Fig. 5. (A) Stator currents of the machine in nominal operation (B) Experimental αβ-vector (C) 
Current A spectrum 

 

Fig. 6. Experimental results obtained for a stator fault situation in nominal operation with a SF 
= 60 % in the phase A (A) Stator currents of the machine (B) Experimental αβ-vector 

The results obtained for 6 broken rotor bars (major fault) are shown in the Fig. 8. The 
appearance of a thick ring  (Fig. 8 (A)) in a rotor fault situation can be detected through 
the variation of eigenvalues (Fig. 8 (B)). In the experimental results the eigenvalues 
does not present a sinusoidal behavior, but show a periodic variation over time. 
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The results obtained for 6 broken rotor bars (major fault) are shown in the Fig. 8. The 
appearance of a thick ring  (Fig. 8 (A)) in a rotor fault situation can be detected through 
the variation of eigenvalues (Fig. 8 (B)). In the experimental results the eigenvalues 
does not present a sinusoidal behavior, but show a periodic variation over time. 

 

Fig. 7. Experimental αβ-vector pattern for a SF = 60 % (A) Phase B (B) Phase C 

 

Fig. 8. Experimental results obtained for the machine with 6 broken rotor bars (A) 
Experimental αβ-vector pattern (B) Variation of the eigenvalues over the computation cycles 

5 Conclusions and Future Work 

The research in the field of fault detection and diagnosis could provide a reduction in 
operational costs and the increase of the machine’s reliability that associated with remote 
systems will enable the interconnection of the induction machines with the cyberspace. 

In this paper is presented an on-line fault detection and diagnosis system for three-
phase induction motors based on PCA. The proposed system uses the eigenvalue 
decomposition to detect changes in the αβ-vector pattern. 
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The experimental results indicate that it is possible to detect the presence of short-
circuits in the stator windings and broken rotor bars in induction machines with this 
FDD method. Through the analysis of the eigenvalues from the αβ–vector 
components it is possible to infer if the machine is in a fault situation or not. For 
stator fault situations using the eigenvectors, it is also possible to identify in which 
phase the fault occurred. 

Concerning to future works the stator faults were applied through the addition of 
variable resistors in series with the stator windings. This set up can be considered as 
an approximation to the fault situation. In the future should be short-circuited some 
stator windings and test the algorithm to observe his behavior. 

 

Acknowledgements. Authors would like to thank to CTS of UNINOVA for the 
financial support and to EFACEC for providing its facilities and equipment for this 
work. 

References 

1. Ahmed, I., Supangat, R., Grieger, J., Ertugrul, N., Soong, W.L.: A Baseline Study for On-
Line Condition Monitoring of Induction Machines. In: Australasian Universities Power 
Engineering Conference, pp. 26–29 (2004) 

2. Siyambalapitiya, D., Mclaren, P.: Reliability Improvement and Economic Benefits of On-
Line Monitoring Systems for Large Induction Machines. IEEE Transactions on Industry 
Applications 26(6), 1018–1025 (1990) 

3. Chow, M., Mangum, P.: Neural Network Approach to Real-Time Condition Monitoring of 
Induction Motors. IEEE Transactions on Industry Electronics 38(6), 448–453 (1991) 

4. Cardoso, A., Saraiva, E.: Computer Aided Detection of Airgap Eccentricity in Operating 
Three-phase Induction Motors, by Park’s Vector Approach. IEEE Transactions on Industry 
Applications, 897–901 (1993) 

5. Nejjari, H., Benbouzid, M.: Application of Fuzzy Logic to Induction Motors Condition 
Monitoring. IEEE Power Engineering Review, 52–54 (1999) 

6. Thomson, W.: On-line MCSA to Diagnose Shorted Turns in Low Voltage Stator Windings 
of 3-Phase Induction Motors prior to Failure. In: IEEE International Electric Machines and 
Drives Conference, pp. 891–898 (2001) 

7. Tsypkin, M.: Induction Motor Condition Monitoring: Vibration Analysis Technique - a 
Practical Implementation. In: IEEE International Electric Machines & Drives Conference, 
pp. 406–411 (2011) 

8. Martins, J.F., Pires, V.F., Amaral, T.: Induction motor fault detection and diagnosis using a 
current state space pattern recognition. Pattern Recognition Letters 32(2), 321–328 (2011) 

9. Pires, V., Martins, J., Pires, A.: On-Line Diagnosis of Three-Phase Induction Motor Using 
an Eigenvalue αβ-vector approach. In: IEEE Conference on Power Electronics and Drive 
Systems, pp. 689-693 (2007)  

10. Pearson, K.: On Lines and Planes of Closest Fit to Systems of Points in Space. 
Philosophical Maganize, 559–572 (1901) 

11. Hotelling, H.: Analysis of a complex of statistical variables into principal components. 
Journal of Educational Psychology 24, 417–441 (1933) 

12. Jolliffe, I.: Principal Component Analysis. Springer, New York (2002) 
13. Cardoso, A., Cruz, S., Carvalho, J., Saraiva, E.: Rotor Cage Fault Diagnosis in Three-

Phase Induction Motors, by Park’s Vector Approach. In: IEEE Industry Applications 
Conference, vol. 1, pp. 642–646 (1995) 



 
 
 

 

 

 

 

 

 

 

 

 

Part XI   

Integration of Power Electronics Systems  
with ICT - I 

 

 

 

 

 

 

 

 

 

 

 



 

L.M. Camarinha-Matos, S. Tomic, and P. Graça (Eds.): DoCEIS 2013, IFIP AICT 394, pp. 289–298, 2013. 
© IFIP International Federation for Information Processing 2013 

Multilevel Inverter for Grid-Connected  
Photovoltaic Systems with Active Filtering Function 

Kleber C. Oliveira1, João L. Afonso2, and Marcelo C. Cavalcanti3 

1 Department of Electrical Engineering, Federal University of Paraíba, João Pessoa, Brazil 
2 Centro Algoritmi – University of Minho – Guimarães, Portugal 

3 Department of Electrical Engineering and Power Systems,  
Federal University of Pernambuco, Recife, Brazil 

kleber_ufpe@yahoo.com.br, 
joao.l.afonso@algoritmi.uminho.pt, marcelo.cavalcanti@ufpe.br 

Abstract.This paper presents a single-phase inverter with multilevel topology 
adopted to interface photovoltaic systems with the electrical power grid, and at 
the same time, to eliminate harmonics currents and to compensate reactive 
power, operating as shunt active power filter. Multilevel inverters have been 
attracting increasing attention in the past few years as power converters of 
choice in high voltage and high power applications. Various topologies to 
implement these inverters have been introduced and studied recently. The 
theory of instantaneous reactive power applied to compensation of single-phase 
circuits is also presented in this paper. This theory is a particular case of the 
well-known p-q theory, which was originally developed for three-phase circuits. 
Simulation results demonstrate this control algorithm applied to multilevel 
single-phase topologies. 

Keywords:  Photovoltaic System, Active Power Filter, Multilevel Inverters, 
p-q Theory. 

1 Introduction 

There has been increasing interest in electrical power generation from renewable-
energy sources, such as photovoltaic (PV). In the last decades, solar energy has been 
one of the most active research areas among renewable-energy sources. Photovoltaic 
modules can be used in stand-alone or grid-connected applications [1]. While 
photovoltaic systems connected to the electrical power grid are gaining more and 
more visibility, demand for energy is increasing worldwide. 

To interface photovoltaic modules with the electrical power grid it is necessary to 
use a power electronics inverter, which has to perform two tasks: to inject a sinusoidal 
current into the grid and to ensure that the PV modules operate at the maximum 
power point (MPP). 

Most of the topologies for PV systems are multi-stage, having a high frequency 
transformer or line-frequency transformer that adjusts the inverter DC voltage and 
isolates the PV modules from the grid. However, the conversion stages decrease the 
efficiency and make the system more complex [2]. 



290 K.C. Oliveira, J.L. Afonso, and M.C. Cavalcanti 

 

2 Contribution to Internet of Things 

The use of multilevel inverters for photovoltaic applications is becoming popular in 
recent years. By using multiple levels on the DC bus, the stress on each switching 
device is reduced. Researches related to multilevel inverters have been reported in 
applications about FACTS (flexible AC transmission systems), active filters and grid 
interface for non-conventional energy sources. 

By synthesizing the AC output terminal voltage from several levels of voltages, 
staircase waveforms can be produced, which approach the sinusoidal waveform with 
low harmonic distortion, thus reducing filter requirements. 
The fact that multilevel converters need several DC sources in the DC side makes 
them attractive for photovoltaic applications. 

In the last few decades, the proliferation of nonlinear loads, like switching power 
supplies, adjustable speed drives and commercial lighting, has resulted in serious 
degradation of power quality in the electrical grids, mainly because of harmonics 
problems. Reactive power consumption by the loads is another significant problem to 
the electrical power grids. Both harmonics and reactive power generate extra power 
losses in the distribution system transformers and cables, reducing the overall 
efficiency of the power system. Therefore, compensation of harmonics and reactive 
power is very important in order to reduce costs due to power losses and bad 
functioning of equipment in the consumers and in the electrical distribution system. 

This paper presents an inverter with multilevel topology, which interfaces 
photovoltaic systems with the electrical power grid, and that at the same time 
compensates harmonics currents and reactive power. The presented solution can be an 
interesting option to the future Smart Grids, contributing to the Internet of Things. 

3 p-q Theory 

The p-q theory was first introduced by Akagi [3], and is also known as the 
instantaneous power theory. It is an interesting tool to apply to the control of active 
power filters (APF), or even to analyze three-phase power systems in order to detect 
problems related to harmonics, reactive power and unbalance.  

The p-q theory applies a Clack transformation to the system voltages and currents, 
which is represented by the matrices in (1). This transformation converts the voltages 
and currents from the phases a-b-c to the α-β-0 coordinates. It has the advantage of 
allowing separating the zero sequence components of the voltage (v0) and current(i0). 

With the voltage and currents determined in the α-β-0 coordinates, can be 
calculated the instantaneous real power (p), the instantaneous imaginary power (q), 
and the zero sequence power (p0), according to (2). 
The power components p and q depend only on the α and β coordinates of the 
voltages and currents, and the power component p0 depends only on the 0 coordinate 
of the voltages and currents. 

In order to compensate reactive power, harmonics currents and current unbalance 
(eliminating the neutral wire current), it is necessary to compensate the power 
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components q and p0, and the oscillating value of p (  ). The compensation reference 
currents in the α-β-0 coordinates are obtained from (3) and (4), which come from the 
inverse of (2), and where qx = q, and px is given by (6). 

23
1 12 120 √32 √321√2 1√2 1√2

. 23
1 12 120 √32 √321√2 1√2 1√2

.  
(1)

000 0 .  (2)

In order to compensate reactive power, harmonics currents and current unbalance 
(eliminating the neutral wire current), it is necessary to compensate the power 
components q and p0, and the oscillating value of p (  ). The compensation reference 
currents in the α-β-0 coordinates are obtained from (3) and (4), which come from the 
inverse of (2), and where qx = q, and px is given by (6). 

 (3)

1 .  (4)

An active power filter with a control system that presents a fast response, like the one 
based on the p-q theory, has basically two advantages [4]: 

• It presents a good dynamic response, producing the correct values of 
compensating current in a short  time after variations of the power system 
operating conditions; 

• If the active filter has a fast control system, its energy storage element will suffer 
less to compensate the power system parameters variation. 

The calculations of the p-q theory also allow a simple method to adjust and regulate 
the DC link voltage. For that it is necessary to calculate a regulation power (preg), 
which can be obtained through a proportional controller, Kp. Thus: K  (5)

Where: 

Kp – proportional controller; 
 – DC link reference voltage; 
 – DC link voltage. 
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The regulation power, besides regulating the DC link voltage, can be used to set the 
value of power to be injected in the electrical grid, produced by the solar photovoltaic 
system. The regulation power is included in the instantaneous real power value to be 
compensated, so that px is given by: 

 (6)

The p-q theory is a theory for three-phase electrical systems. An easy way to apply 
this theory to single-phase systems consists in creating virtual voltages and currents 
for the two non-existing phases, delaying them by +120º and +240º in relation to the 
existing phase voltage and current. 

In Fig. 1 is presented a block diagram of the proposed control system. 

 

Fig. 1. Block diagram of the control system 

4 Multilevel Inverters 

The term multilevel was introduced by Nabae et al. [5], and their structures were 
developed from three-level inverters. These inverters have the ability to operate at 
high voltage levels using devices with low power voltages, producing low harmonic 
content at the output waveforms, when compared with the waveforms obtained with 
two-level inverters. 

In the Multilevel Inverters topologies, when the number of levels increases, the rate of 
total harmonic distortion (THD) of the output voltage decreases. However, the number of 
power devices also increases, increasing the complexity and cost of the inverter. 

 



 Multilevel Inverter for Grid-Connected Photovoltaic Systems 293 

 

The main topologies of Multilevel Inverters are the Neutral Point Clamped (NPC) 
Inverter, the Flying Capacitor Inverter and the Cascaded H-Bridge Inverter. 

Neutral Point Clamped Inverter 

The output voltages of this topology have a lower harmonic content, enabling the use 
of semiconductor devices in half the threshold voltage of the devices used in the two-
level topologies. 

The three-phase three-level NPC inverter has a function of transferring energy 
from the source at the DC side to the AC side, or acting as a rectifier, transferring 
energy from the AC side to the DC side. This property of reversibility, usually present 
in other multilevel converters, requires two circuits connected to the inverter that are 
able to provide and/or receive this energy. 
 
Flying Capacitor Inverter 

Although the Flying Capacitor Inverter (FCI) topology is not as common as other 
structures, it has some distinct advantages over the diode-clamped topology, including 
the absence of clamping diodes and the ability to regulate the flying-capacitor 
voltages through redundant state selection, even if the number of voltage levels is 
greater than three.  

Unlike the NPC inverter topology, the Flying Capacitor Inverter has redundant 
switching states for synthesizing the phase voltage, so that some phase voltage vectors 
can be synthesized by more than one switching state [6]. 

 
Cascaded H-Bridge Inverter 

This topology consists of two or more single-phase full bridge converters with their 
outputs connected in series at the AC side. Thus, each converter creates three different 
levels of voltage. The major advantages of the Cascaded H-Bridge converters are 
scalable power rating, modularity, and cost effectiveness. The output voltage of the 
Cascaded H-Bridge converter is the summation of the output voltage of the individual 
H-bridges. By increasing the number of series H-bridge converters, the output voltage 
of the converter can be increased, while the switching frequency of the individual H-
bridge converter can be decreased to achieve the same output waveform quality [7]. 

After studying the three basic topologies of the multilevel inverters (Neutral Point 
Clamped - NPC, Cascaded and Flying Capacitor), the NPC topology was chosen 
mainly due to its characteristics of easy control, especially when compared to the 
Flying Capacitor topology that has a difficult voltage control of the clamping 
capacitors [8][9]. The Cascaded H-Bridge inverter needs separate DC sources for real 
power conversions, and thus its applications are somewhat limited. The Flying 
Capacitor Inverter control would be very complicated, and the switching frequency 
and switching losses would be high for real power transmission [10]. 
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5 Simulations Results 

The proposed control system, with function of active power filter using the p–q 
theory, is applied to a single-phase NPC inverter connected to the electrical power 
grid. Simulations were performed in Matlab/Simulink for different loads: linear and 
non-linear. The linear load is composed by one inductance (1 mH) in series with one 
resistance (5 Ω). The non-linear load is composed by a single-phase rectifier with 
C = 640 μF in parallel with R = 5 Ω at the DC side. 

The simulations conditions are the following: switching frequency Ts= 4 kHz, 
source voltage vs = 230 V (RMS value), source frequency fs= 50 Hz, source 
inductance Ls = 1mH, link DC voltage Vdc = 700V, and DC link capacitors 
C1 = C2 = 4.7 mF. 

In order to compare the behavior of the output filter currents and the balance of the 
DC link voltages of the NPC inverter, simulations were performed with two different 
PWM techniques: 

• In-Phase Disposition PWM (IPD PWM); 
• Phase Opposition Disposition PWM (POD PWM). 

Booth techniques require each of the 2 carrier waveforms for 3-level phase waveform. 
In the POD PWM the carrier waveforms are all in phase above and below the zero 
reference value, however, there is 180 degrees phase shift between the ones above and 
below zero respectively. 

The IPD PWM technique, generally, is widely used in multilevel inverters. This 
technique is similar to the previously described one, except that all carriers are in 
phase. The zero reference is placed in the middle of the carrier set. 

The Flying Capacitor inverter presents difficulties in controlling the balancing of 
the voltage of the clamped capacitors and of the flying capacitor, too, for booth PWM 
techniques. One problem is that an excessive number of storage capacitors are 
 

 

Fig. 2. Single-phase NPC inverter connecting the PV system to the electrical power grid 
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required when the number of converter levels is high. The Cascaded H-Bridge 
inverter and the NPC inverter present good results in balancing the DC link voltage. 
But the Cascaded inverter needs separate DC sources for real power conversions, and 
thus its applications are somewhat limited. Reactive power flow can be controlled more 
easily in the NPC inverter. 

The NPC inverter presents the best behavior among the multilevel inverters. Using 
the IPD PWM, the NPC inverter has a lower THD grid current. Therefore, the NPC 
inverter with the IPD PWM was chosen to be simulated with the two loads. 

In order to validate the control system for the NPC topology, the single-phase NPC 
leg connected to the grid was tested as an inverter. In fact, a three-phase NPC 
topology can be obtained using three independent single-phase inverters, like the one 
shown in Fig. 2, connected through the common neutral. 

The grid voltage and current, the reference current, the filter current and the load 
current are shown in the Fig. 3 and Fig. 4, respectively for a linear and non-linear 
load. For booth loads the NPC inverter presents the best current control among the 
studied multilevel topologies. The control of the DC link presents good results for the 
NPC and the Cascaded inverters. 

6 Experimental Results 

In order to obtain results for the single-phase NPC inverter topology with active 
power filter function, it was developed an experimental laboratory prototype. The 
complete system control was executed in discrete time using the TMS320F2812 DSP 
from Texas Instruments, working with sampling and switching frequencies of 10 kHz. 
The conditions of the experimental results are the same of the simulation results, 
except that the adopted experimental grid voltage was 115 V. The two loads 
conditions are the same, too. 

 

Fig. 3. NPC inverter with linear load using a PWM technique IPD 
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Fig. 4. NPC inverter with non-linear load using a PWM technique IPD 

Fig. 5 shows the results for operation with the linear load, without and with active 
power filter function, in which, for this case, the inverter compensates reactive power. 
In Fig. 5(a) the active filter function is off, and the grid current (is) is delayed almost 
90o in relation to the grid voltage (vs). The amplitude of the reference current (i*

f) is 
close to the amplitude of the load current (ic), since the load current should be almost 
completely compensated. However, the filtering current is zero, because the active 
filter function is off. In Fig. 5(b) the active filter function is on, and the filtering 
current (if) follows its reference current. As result, the grid current (is) has its 
amplitude reduced, and it becomes in phase with the grid voltage.  

 
      (a)                                                               (b) 

Fig. 5. Experimental results of the single-phase NPC inverter with linear load: 
 (a)Without active filtering; (b)With active filtering 
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                               (a)                                                              (b) 

Fig. 6. Experimental results of the single-phase NPC inverter with non-linear load: 
 (a)Without active filtering; (b)With active filtering 

Fig. 6 shows the experimental results for operation with the non-linear load 
(single-phase rectifier with RC parallel load), without and with active power filter 
function, in which, for this case, the inverter compensates mainly harmonics currents. 
Fig. 6(a) shows the waveforms when the active filter function off. The grid current (is) 
is distorted but almost in phase with the grid voltage (vs). In Fig. 6(b) the active filter 
function is on, the filtering current (if) follows the reference current (i*

f), 
compensating the harmonics currents, and the grid current becomes sinusoidal. 

7 Conclusions 

This paper presents a single-phase multilevel NPC (Neutral Point Clamped) inverter 
with active filtering function, to be used to interface photovoltaic systems with the 
electrical power grid, and at the same time, to eliminate harmonics currents and to 
compensate reactive power, operating as shunt active power filter. 

The control system is based on the p-q theory, proposed by Akagi, adapted to work 
in single-phase electrical systems. This control theory permits the compensation of 
harmonics currents and reactive power, and the setting of the power produced by the 
photovoltaic system, to be injected by the inverter in the electrical power grid. 

Three multilevel inverters topologies are presented, and the choice of the NPC 
topology is explained. 

The single-phase multilevel NPC inverter with active filtering function is tested, 
and are presented both simulation and experimental results, obtained with a laboratory 
prototype. Simulations and experiments were performed with two types of load, 
corresponding to different active filtering conditions: linear load, with reactive power 
compensation; non-linear load, with harmonics currents compensation. 
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The studied multilevel inverter presented satisfactory performance for the cases 
here evaluated, showing that the combined operation of active filtering and 
interfacing of a photovoltaic system with the electrical power grid can be an 
interesting possibility. 

References 

1. Oliveira, K.C.: Avaliação da Conversão da Energia Fotovoltaica em Sistemas Isolados. 
Master Thesis, UFPE (March 2007) 

2. Gubía, E., Sanchis, P., Ursúa, A., López, J., Marroyo, L.: Ground currents in single-phase 
transformerless photovoltaic systems. Progress in Photovoltaics: Research and 
Applications 15(7), 629–650 (2007) 

3. Akagi, H., Kanazawa, Y., Nabae, A.: Instantaneous Reactive Power Compensators 
Comprising Switching Devices without Energy Storage Components. IEEE Transactions 
on Industry Applications (3), 625–630 (1984) 

4. Afonso, J.L., Freitas, M.J.S., Martins, J.S.: p-q Theory power components calculations. In: 
ISIE 2003 - IEEE Int. Symposium Ind. Electronics, Rio de Janeiro, Brazil, June 9-11 
(2003) 

5. Nabae, A., Takahashi, I., Akagi, H.: A new neutral-point-clamped PWM inverter. IEEE 
Transactions on Industry Applications (5), 518–523 (1981) 

6. Rech, C., Gründling, H.A., Hey, H.L., Pinheiro, H., Pinheiro, J.R.: Uma metologia de 
projeto generalizada para inversores multiníveis híbridos. Revista Controle & 
Automação 15(2), 190–201 (2004) 

7. Anuradha, K., Muni, B.P., Kumar, A.D.R.: Cascaded Multilevel Converter based 
DSTATCOM using p-q theory with DC link voltage balancing. In: International 
Conference on Power and Energy Systems, ICPS, December 22-24, pp. 1–6 (2011) 

8. Oliveira, K.C., Cavalcanti, M.C., Afonso, J.L., Farias, A.M., Neves, F.A.S.: 
Transformerless photovoltaic systems using neutral point clamped multilevel inverters. In: 
IEEE Int. Symposium on Industrial Electronics (ISIE), July 4-7, pp. 1131–1136 (2010) 

9. Cavalcanti, M.C., Farias, A.M., Oliveira, K.C., Neves, F.A.S., Afonso, J.L.: Eliminating 
Leakage Currents in Neutral Point Clamped Inverters for Photovoltaic Systems. IEEE 
Trans. Industrial Electronics 59(1), 435–443 (2012), doi:10.1109/TIE.2011.2138671, 
ISSN: 0278-0046 

10. Lai, J.-S., Peng, F.Z.: Multilevel converters-a new breed of power converters. In: Thirtieth 
IAS Annual Meeting Industry Applications Conference (IAS), Conference Record of the 
1995 IEEE, October 8-12, vol. 3, pp. 2348–2356 (1995) 

 



 

L.M. Camarinha-Matos, S. Tomic, and P. Graça (Eds.): DoCEIS 2013, IFIP AICT 394, pp. 299–306, 2013. 
© IFIP International Federation for Information Processing 2013 

Analysis of the Features of a UPQC to Improve  
Power Quality in Smart Grids 

J.G. Pinto, Carlos Couto, and João L. Afonso 

Centro Algoritmi - University of Minho – Guimarães, Portugal 
{gabriel.pinto,joao.l.afonso}@algoritmi.uminho.pt, 

ccouto@dei.uminho.pt 

Abstract. An UPQC (Unified Power Quality Conditioner) is an equipment 
composed by two active conditioners operating in a combined way. One of the 
active conditioners is connected in series with the electrical power system, 
allowing the compensation of problems in the system voltages. The other active 
conditioner is connected in parallel with the electrical system, and allows the 
compensation of current harmonics, current unbalances and power factor. In 
three-phase four-wire systems the parallel connected active conditioner also 
compensates the zero sequence current components, eliminating the neutral 
wire current. The UPQC operates in an automatic way, adjusting itself 
dynamically to the variations of the load and of the electrical system, keeping 
high levels of power quality in the voltages delivered to the load. At the same 
time, it only consumes from the electrical system the active power necessary to 
the load operation, in a balanced way through the three phases, and with 
sinusoidal currents. The compensation capabilities of the UPQC can be very 
useful to ensure high levels of power quality in the future Smart Grids, which 
are not characterized as a single technology or device, but rather as a vision of a 
distributed electrical system, supported by reference technologies, as Power 
Electronics Devices, Renewable Energy Resources, Energy Storage Systems 
(ESS), Advanced Metering Infrastructures (AMI), and Information and 
Communication Technologies (ICT).  

Keywords: UPQC - Unified Power Quality Conditioner, Active Conditioners, 
Power Quality, Smart Grids, p-q Theory. 

1 Introduction 

The effective research in the area of semiconductor technologies in recent decades 
allowed the refinement and development of faster power semiconductors with lower 
operating losses [1-3]. The use of these electronic components enabled the optimization 
of production processes in terms of performance, controllability and cost, allowing the 
execution of tasks that were previously impossible. Due to the massive production, the 
price of power semiconductors decreased and the proliferation of these components has 
been so high that they are currently present in almost all electrical equipment. However, 
this technological evolution not only brought advantages. The equipment based on 
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power semiconductors is responsible for causing many problems in the electrical power 
systems. The IEEE 1159 Standard classifies various electromagnetic phenomena in 
power systems that cause malfunction of equipment which is sensitive to disturbances in 
the power supply voltage, namely: oscillations, sags, swells, interruptions, 
undervoltages, overvoltages, harmonics, interharmonics, notches, noise, flicker, and 
frequency variation [4-8]. Some of these problems are caused by nonlinear loads and 
can be mitigated by specific equipment. Passive filters have been widely used as a 
solution to mitigate harmonic problems, but they present several limitations, namely: 
they only filter the frequencies for which they were previously tuned, and their 
operation cannot be limited to a certain load or installation. Furthermore, the interaction 
between passive filters and other loads may result in resonances with unpredictable 
results [9].In order to improve the mitigation achieved with passive filters and to 
minimize the impact of the power quality problems, in 1976 Gyugi and Strycula 
introduced the concepts of Active Filters [10]. Active filters, differently from passive 
filters, have the capability to dynamically adjust to the conditions of the electrical 
system, which consists in a great advantage. Starting from this new concept, in the last 
years various solutions based in power electronics to compensate power quality 
problems were investigated [11-18]. These types of equipment are usually designated in 
the literature as Active Conditioners. Some of these active conditioners are connected in 
parallel with the electrical grid and are designated as Shunt Active Conditioners. Other 
conditioners are connected in series with the electrical grid and are designated as Series 
Active Conditioners. The conjunct operation of shunt and series active conditioners 
originated a new concept of equipment called Unified Power Quality Conditioner 
(UPQC). 

2 Contribution to Internet of Things 

Studies conducted by several international organizations show that the economic 
losses caused by power quality problems are, nowadays, very high, and defends that 
little investment in equipment and procedures to increase power quality can result in 
an effective reduction in these losses [19]. According to EPRI (Electric Power 
Research Institute) problems related to power quality and supply interruptions cost to 
the U.S. economy more than 100 billion euros per year[20]. The European COPPER 
Institute - Leonardo Energy Initiative, estimates that the cost of electric quality 
problems in Europe is superior of 150 billion euros per year [21], [22]. Under this 
scenario, the development of equipment to improve power quality, such as the UPQC 
presented here, is a matter of utmost importance to ensure a favorable environment 
for the proper functioning of businesses, contributing to higher productivity and for 
the reduction of economic losses derived from power quality problems. In addition to 
the ability to mitigate power quality problems, the UPQC performs the measurement 
of several electrical signals that may be very useful for other devices connected to the 
Smart Grid. These measurements can be made available in an open way, through a 
bidirectional interface contributing to the Internet of Things. 
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3 UPQC Working Principle 

The UPQC is basically constituted by two conditioners that share the same DC Link. 
One is connected in series and the other is connected in parallel with the electrical 
system. The shunt (parallel connected)active conditioner works as a controlled current 
source and drains from the electrical system the undesired current components 
produced by the load. By the action of this active conditioner the phase currents 
upstream of the installation point (source currents) become sinusoidal, balanced, and 
in phase with the fundamental positive sequence component of the electrical system 
voltages. The series active conditioner works as a voltage source connected in series 
with the electrical system, allowing the compensating of voltage harmonics, sags, 
swells, and flicker (a cyclic variation of light intensity of lamps caused by fluctuation 
of the system voltage).The ability of the UPQC to transfer active power between the 
two active conditioners also allows the compensation of long term undervoltages and 
overvoltages, delivering to the load voltages with the desired amplitude, and with 
high levels of power quality. Fig. 1 shows a block diagram that explains in a 
simplified way the working principle of the UPQC. As it is represented in this figure, 
the voltage (vF) and the current (iF) produced by the UPQC make sinusoidal the 
current upstream and the voltage downstream of the connection point. 

t
vF

iF
t

vS

iS

t t

vL

iL

 

Fig. 1. UPQC (Unified Power Quality Conditioner) block diagram 

4 UPQC Simulation 

In order to validate the topology and the control algorithms it was developed a 
simulation model of the UPQC using the PSIM 9.0 software tool. Fig. 2 presents the 
schematic of the UPQC power circuit. In this figure it is possible two see the power 
inverters of the two active conditioners (sharing the same DC link capacitors C1 and 
C2) and the coupling inductors (L1 to L6). For the proper operation of the UPQC, and 
to prevent short-circuits between the phases, it is necessary to galvanic isolate one of 
the active conditioners from the electrical system. In the presented UPQC topology 
the galvanic isolation is done by three isolating transformers used to connect the 
series active conditioner with the electrical system. 
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Fig. 2. Schematic of the UPQC power circuit 

Several algorithms were developed to control the UPQC. The first algorithm 
consists in a digital Phase Locked Loop (PLL) and is responsible for the 
synchronization of the controller with the positive sequence of the fundamental 
component of the source voltages. The PLL receives the three source voltages and 
returns two sine waves with unitary amplitude that are used as synchronizing signals. 
These synchronizing signals are used to calculate the compensation currents by 
applying the concepts of the p-q theory, and also to generate the compensation 
voltages of the series active conditioner, by calculating the difference between the 
source voltages and the ideal desired load voltages. 

Fig. 3 shows the voltage and current waveforms in the source, in the UPQC and in 
the load. Fig. 3 (a) shows the source voltages (vSA, vSB, vSC), which are distorted, 
unbalanced, and with low amplitude. Fig. 3 (b) shows the voltages produced by the 
series active conditioner (vFA, vFB, vFC) to compensate the source voltages. As it can be 
seen in the Fig. 3 (c), the load voltages (vLA, vLB, vLC) present sinusoidal waveforms 
with the same aptitude and with a constant phase shift of 120º. This means that, even 
with the voltages of the electrical system distorted and unbalanced, in a system with 
this UPQC in operation, the loads are always fed by a three phase balanced voltage 
system with constant and nominal amplitude. Fig. 3 (d) shows the waveforms of the 
phase currents consumed by the loads (iLA, iLB, iLC). It is possible to see that these 
currents present high distortions and that the current in the phase B is significantly 
greater than the currents in the other two phases, which have similar amplitudes. With 
the currents produced by the shunt active conditioner (iFA, iFB, iFC),which are 
presented in Fig. 3 (e), the source phase currents (iSA, iSB, iSC) become sinusoidal, 
balanced and in phase with the positive sequence of the fundamental component of 
the system voltages, as can be seen in the Fig. 3 (f). By the analysis of the Fig. 3 (f) it 
is possible to see that the shunt active conditioner produces a current (iFN), exactly 
equal to the current in the neutral wire of the load (iLN), which eliminates the current 
in the neutral wire upstream of the connection point (iSN).  
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Fig. 3. Voltage and current waveforms in the source, in the UPQC and in the load: (a) Source 
voltages (vSA, vSB, vSC); (b) Series active conditioner voltages (vFA, vFB, vFC); (c) Load voltages 
(vLA, vLB, vLC);(d) Load currents (iLA, iLB, iLC); (e) Shunt active conditioner currents (iFA, iFB, iFC); 
(f) Source currents (iSA, iSB, iSC); (g) Neutral wire currents (iSN, iFN, iLN) 
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5 UPQC Experimental Results 

In order to obtain experimental results, it was developed a laboratory prototype of the 
UPQC with the topology presented in Fig. 2. Fig. 4 shows some experimental results 
obtained with the UPQC laboratory prototype. Fig. 4 (a) shows the waveforms of the 
source voltages (vSA, vSB, vSC) and load currents (iLA, iLB, iLC, iLN). Fig. 4 (b) shows the 
waveforms of the compensated load voltages (vLA, vLB, vLC) and source currents (iSA, 
iSB, iSC, iSN).The source voltages are slightly distorted and with amplitude lower than 
desired. The load currents are highly distorted and unbalanced. The neutral wire 
current is high, not only due to the load unbalancing, but also to the high zero 
sequence harmonic contents of the load currents. 

(a)

vSA

vSB

vSC

iLA

iLB

iLC

iLN

(b)

vLA

vLB

vLC

iSA

iSB

iSC

iSN

(c) (d)

(e) (f)

Fig. 4. Experimental results obtained with the UPQC laboratory prototype: (a)Load currents 
(iLA, iLB, iLC, iLN – 10 A/div) and source voltages (vSA, vSB, vSC – 25 V/div); (b) Source currents (iSA, 
iSB, iSC, iSN – 10 A/div) and load voltages (vLA, vLB, vLC – 25 V/div);(c) Spectral diagram of the load 
currents; (d) Spectral diagram of the source currents; (e) Spectral diagram of the source 
voltages;(f) Spectral diagram of the load voltages 
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With the UPQC in operation the load voltages became sinusoidal and with the 
desired amplitude. The source currents became sinusoidal, balanced and in phase with 
the positive sequence of the fundamental component of the source voltages. The 
neutral wire current is practically eliminated. In terms of spectral analyses, as it can 
be seen in the Fig. 4 (c), the load currents present harmonics of various orders. In all 
the three phases the 3rd order harmonic is the more relevant, however the 5th is also 
present with a significant amplitude, especially in phase C. The shunt active 
conditioner of the UPQC compensates practically all the harmonic content, resulting 
in three source currents composed only by the fundamental, as it can be seen in 
Fig. 4 (d). As it can be seen in Fig. 4 (e), the source voltages present some harmonic 
contents, where the 7th order harmonic is the most significant. The series active 
conditioner compensates almost all of the harmonics contents, as shown in Fig. 4 (f). 

6 Conclusions 

In this paper was presented an UPQC and it was demonstrated its capacity to 
compensate various problems related to the currents and voltages in the electrical 
power system. The topology and the control algorithms of the presented UPQC were 
validated trough computer simulations, and some simulation results are shown. The 
high-level validation of the introduced concepts and simulation model was guaranteed 
by experimental results, obtained with a prototype of the UPQC, which was 
developed in this PhD work. The unique features of the UPQC to compensate the load 
currents and the system voltages, and its capability to dynamically and 
instantaneously adapt to changes in the loads or in the power system, makes it a very 
interesting equipment to ensure high levels of power quality in future Smart Grids. 

Acknowledgments. This work is financed by FEDER Funds, through the Operational 
Program for Competitiveness Factors – COMPETE, and by National Funds through 
the Foundation for Science and Technology of Portugal, under projects: PTDC/EEA-
EEL/104569/2008 and FCOMP-01-0124-FEDER-022674. 

References 

1. Adler, M.S., Owyang, K.W., Baliga, B.J., Kokosa, R.A.: The evolution of power device 
technology. IEEE Transactions on Electron Devices 31(11), 1570–1591 (1984) 

2. Baliga, B.J.: Trends in power semiconductor devices. IEEE Transactions on Electron 
Devices 43(10), 1717–1731 (1996) 

3. Hower, P.L.: Power semiconductor devices: an overview. Proceedings of the IEEE 76(4), 
335–342 (1988) 

4. Wagner, V.E., et al.: Effects of harmonics on equipment. IEEE Transactions on Power 
Delivery 8(2), 672–680 (1993) 

5. Fuchs, E.F., Roesler, D.J., Kovacs, K.P.: Sensitivity of Electrical Appliances to Harmonics 
and Fractional Harmonics of the Power System’s Voltage. Part II: Television Sets, 
Induction Watthour Meters and Universal Machines. IEEE Transactions on Power 
Delivery 2(2), 445–453 (1987) 



306 J.G. Pinto, C. Couto, and J.L. Afonso 

 

6. Fuchs, E.F., Roesler, D.J., Alashhab, F.S.: Sensitivity of Electrical Appliances to 
Harmonics and Fractional Harmonics of the Power SYSTEM’s Voltage. Part I: 
Transformers and Induction Machines. IEEE Transactions on Power Delivery 2(2), 437–
444 (1987) 

7. Bachry, A., Styczynski, Z.A.: An Analysis of Distribution System Power Quality Problems 
Resulting from Load Unbalance and Harmonics. In: IEEE PES, September 7-12, vol. 2, 
pp. 763–766 (2003) 

8. Fuchs, E., Masoum, M.: Power Quality in Power Systems and Electrical Machines. 
Elsevier (2008) 

9. Afonso, J.L., Couto, C., Martins, J.: Active Filters with Control Based on the p-q Theory. 
IEEE Industrial Electronics Society Newsletter 47, 5–10 (2000) 

10. Gyugyi, L., Strycula, E.C.: Active AC Power Filters. In: Proc. IEEE Ind. Appl. Ann. 
Meeting, vol. 19-C, pp. 529–535 (1976) 

11. Akagi, H.: New trends in active filters for improving power quality. In: Proceedings of the 
1996 International Conference on Power Electronics, Drives and Energy Systems for 
Industrial Growth, January 8-11, vol. 11, pp. 417–425 (1996) 

12. Fujita, H., Akagi, H.: The unified power quality conditioner: The integration of series 
active filters and shunt active filters. In: 27th Annual IEEE Power Electronics Specialists 
Conference, June 23-27, vol. 1, pp. 494–501 (1996) 

13. Pinto, J.G., Neves, P., Gonçalves, D., Afonso, J.L.: Field Results on Developed Three-
Phase Four-Wire Shunt Active Power Filters. In: IECON 2009, Porto, Portugal, November 
3-5 (2009) 

14. Watanabe, E., Afonso, J., Pinto, J.G., Monteiro, L., Aredes, M., Akagi, H.: Instantaneous 
p-q Power Theory for Control of Compensators in Micro-Grids. In: IEEE ISNCC, Łagów, 
Poland, June 15-18 (2010) 

15. Pinto, J.G., Exposto, B., Monteiro, V., Monteiro, L., Couto, C., Afonso, J.L.: Comparison 
of Current-Source and Voltage-Source Shunt Active Power Filters for Harmonic 
Compensation and Reactive Power Control. In: IECON 2012, Québec, Canada, October 
25-28 (2012) 

16. Pinto, J.G., Carneiro, H., Exposto, B., Couto, C., Afonso, J.L.: Transformerless Series 
Active Power Filter to Compensate Voltage Disturbances. In: Proceedings EPE 2011, 
Birmingham, United Kingdom, August 30-September 1, pp. 1–6 (2011) 

17. Carneiro, H., Pinto, J.G., Afonso, J.L.: Single-Phase Series Active Conditioner for the 
Compensation of Voltage Harmonics, Sags, Swell and Flicker. In: ISIE 2011, Gdansk, 
Poland, June 27-30, pp. 384–389 (2011) ISBN: 978-1-4244-9310-4 

18. Afonso, J.L., Pinto, J.G., Gonçalves, H.: Active Power Conditioners to Mitigate Power 
Quality Problems in Industrial Facilities. In: Zobaa, A. (ed.) Power Quality. InTech (2012) 
ISBN 980-953-307-532-2 

19. Chapman, D.: The Cost of Poor Power Quality. Leonardo Power Quality Initiative - 
European Copper Institute (2001) 

20. Lineweber, D., McNulty, S.: The Cost of Power Disturbances to Industrial & Digital 
Economy Companies. EPRI- Electric Power Research Institute (2001) 

21. Poor Power Quality Costs European Business More than € 150 Billion a Year. Leonardo 
Power Quality Initiative - European Copper Institute (2008) 

22. Manson, J., Targosz, R.: European Power Quality Survey Report. Leonardo Power Quality 
Initiative - European Copper Institute (November 2008) 

 



 

L.M. Camarinha-Matos, S. Tomic, and P. Graça (Eds.): DoCEIS 2013, IFIP AICT 394, pp. 307–314, 2013. 
© IFIP International Federation for Information Processing 2013 

Intelligent Energy Management System  
for Residential and Community Applications 

Vicente Botón-Fernández1, Máximo Pérez Romero2,  
Adolfo Lozano-Tello1, and Enrique Romero-Cadaval2 

1 Quercus Software Engineering Group 
University of Extremadura, Escuela Politécnica, Campus Universitario, s/n  

10071 Cáceres, Spain 
2 Power Electrical and Electronics R+D group 

University of Extremadura, Avda. De Elvas, s/n 
06006 Badajoz, Spain 

{vboton,mperez,alozano,eromero}@unex.es 

Abstract. This paper presents a Smart Storage System able to manage the 
energy and the smart home devices of a house for optimizing the local 
consumption of energy, even if there is not renewable generation. The proposed 
system is composed by two main systems. On the one hand, the Local Energy 
Management units that will be located in the houses, which are able to maintain 
the power consumption under a maximum reference value and to switch on/off 
the devices in the house by using  domotic protocols. On the other hand, the 
Central Energy Management and Intelligent System, that receives operation 
data from each local unit, analyzes them using behavioral and optimization 
algorithms and determines the best way in which each local unit has to operate, 
communicating the operation references back to them. 

Keywords: Smart Energy Storage, Intelligent Systems, Pattern Recognition, 
Ontologies, SWRL. 

1 Introduction 

The availability of having energy storage systems (ESS) [1, 2] is a key factor for 
establishing new operation strategies in electric distribution grids related with the hot 
topic of Smart Grids. This ESS will do easy to integrate distributed generation 
systems based in renewable energies placed in houses, residential and commercial 
building and also will contribute to have some control on the load profile, and so 
achieving a better overall performance and utilization of the distribution grid. 

Although this kind of systems has been widely used associated to distributed 
generation plants, mainly with photovoltaic installations [3, 4], they could be used 
without any energy generation systems with the aim of smoothing the load curve or 
even control the consumption of energy depending on its price-by-hour [5]. 

An important feature that these environments need to possess is the ability to adapt 
themselves to the residents’ consumption habits and have the versatility to make 
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decisions in a variety of situations. In this sense, finding consumption patterns in a 
sequence of events in order to predict future peaks on the load curve, can lead us to 
the energy optimization we are looking for. Therefore, the system will be able to 
recognize power consumption patterns and determine the best way to smooth future 
peaks. Obviously, discovering these patterns requires a previous task of learning. In a 
smart grid environment, learning means that the system has to gain knowledge about 
the use of energy and common behavior of the electric distribution grids in an 
unobtrusive and transparent way. 

Using ontologies [6] to classify the types of appliances and sensors and their 
functionality can be an appropriate way to understand the load profile of a house or 
residential building. Ontologies and SWRL (Semantic Web Rule Language) rules 
provide a precise definition of smart grid taxonomy and are reusable, so other systems 
can get them to classify their own components and to build rules that will allow 
inferring new information. 

In this paper an Intelligent Energy Management System (INTELEM) is presented. 
This system is composed by Local Energy Management Units (LEMU) and a central 
system that receives data from a group of LEMUs by conventional connections. This 
central system analyses that information using behavioral algorithms in order to 
decide their actions and also to be communicated with the distribution grid operator, 
so that it can manage efficiently the energy. In this way, the system becomes a Central 
Energy Management and Intelligent System (CEMIS). 

2 Contribution to Internet of Things 

This work merges two areas: energy storage and Information and Communications 
Technology (ICT), providing an autonomous power consumption data capture and 
event transfer through TCP/IP. A central server analyzes the information transmitted 
over the network using smart algorithms to optimize the load curves in residential or 
community environments. 

3 Existent Work about Intelligent Energy Management 
Systems 

Nowadays, the development of data mining techniques to recognize habitual behavior 
and provide feedback in context constitutes a key factor to empower individuals to 
take control over residential electricity consumption. There are several factors that 
drive household electricity consumption behavior, such as energy-related attitudes, 
socio-demographic factors, building characteristics, energy prices, etc. van Raaij and 
Verhallen [7] recognize this problem and suggest that habits can become alternative 
predictors of electricity consumption, because routines or habits may resist the 
cognitive and financial drive and still prevail over rational alternatives. 

In this sense, Joana M. Abreu et al. [8] propose a methodology which demonstrates 
that it is possible to use pattern recognition methodologies to identify habitual 
electricity consumption behavior given the intrinsic characteristics of the residents. 
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The present work aims to achieve similar objectives but with a different approach. 
It presents an intelligent system that recognizes electricity consumption patterns to 
automate the grid behavior in an efficient way, providing electricity supply when 
needed and saving as much energy as possible. The algorithms are based on the 
analysis of temporal energy consumption data and the use of the building resources. 
In spite of the limit literature about ontologies and production rules in smart grid 
systems, this work uses both of them to automate the behavior of the building. 

4 INTELEM 

The Intelligent Energy Management System presented in this paper, is built upon an 
existing project called IntelliDomo [6]. It is a smart system able to control the devices 
of a home automation system automatically and in real time using SWRL rules. Its 
main feature is the ability of reasoning and responding in view of the continuous 
changes in domotic environments. 

Each event captured from sensors and actuators is recorded. To manage all this 
knowledge about the environment, this system uses an ontology called Domo OWL, 
whose concepts have been modeled to be in sync with the physic devices that 
constitute a home automation environment, so that it can be stored its outstanding 
values and properties. Furthermore, the ontology works together with a set of 
established SWRL rules. The users can manage these rules or create new ones 
through IntelliDomoRules tool, automating the system behavior as well. 

There also exists a domotic database (QDS_DB) where IntelliDomo updates the 
state values of the physic devices in real time. This way, IntelliDomo is in charge of 
transmitting the changes instantly from physical (devices) to logical (database) levels 
and vice versa, maintaining the data integrity. 

Finally, there is a learning module which incorporates algorithms in order to 
acquire users’ habits and automatically generate production rules for behavior 
patterns to anticipate the user’s periodic actions. As a result, the system can adapt to 
changes in the discovered patterns based on the user implicit and explicit feedback. 

INTELEM uses some of the above modules to achieve its objectives. Its 
architecture is presented in Fig. 1. As it can be seen, the CEMIS can take control of  
 

 

(a) (b) 

Fig. 1. Main components of the INTELEM architecture (a) and their relations (b) 
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several (n) LEMUs and is composed by two main modules: the Information 
Management Module (IMM) and the Energy Optimization Module (EOM). It’s 
important to remark that these LEMUs are distributed over different houses or 
residential buildings whereas the CEMIS is located at a central server, using a 
conventional connection via TCP/IP to exchange information with all these LEMUs. 

On the one hand, the CEMIS receives data (energy consumption, battery state, etc) 
from a group of LEMUs and stores it into a central database called EM_DB. On the 
other hand, the CEMIS analyzes periodically the data logs with different behavioral 
algorithms in order to recognize energy consumption patterns and use this information 
to generate production rules which can optimize the use of the grid and save energy. 
These rules are stored into the QDS_DB database and managed through the 
IntelliDomoRules tool. Finally, once the rules are fired, the corresponding changes 
are transmitted, via control signals, to the affected LEMUs. 

In the following sections we’re going to check in depth each of these modules, 
with special emphasis on the CEMIS structure. 

4.1 Local Energy Management Unit 

This unit is designed to be placed inside houses or residential buildings with the aim 
of controlling their energy consumption, and it corresponds to the general scheme 
shown in Fig.2, having the objectives described below. 

In the first place the LEMU is able to limit the power consumption peaks, which 
can take place due to start-up transients or high power devices operating during short-
time intervals, by supplying extra energy from the ESS. As a result, the user could 
contract with the electric power company to reduce one or two steps the level of 
contracted power that he would normally have without this device. As this contracted 
power is usually included as a fixed cost in the electricity invoice, the user could have 
direct economic benefits. 

In the second place the LEMU can decouple the consumed energy from the energy 
demanded to the grid. As far as time-of-use (TOU) rates are concerned, it would be 
possible to charge the ESS from the grid during the off-peak hours (cheaper prices) 

 
 (a) (b) 

Fig. 2. Schematic diagram of: (a) the interconnection of home appliances, and (b) the Local 
Energy Management Unit (with Energy Storage System) 
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and then supply its energy to the devices during the peak hours (higher prices). In our 
ongoing work, we plan to let the LEMU work as a constant power sink, by using the 
ESS to put the difference of energy between the energy demanded from the grid and 
current level of energy consumed by the devices into the house or building. 

Otherwise, the LEMU can switch on or switch off the devices by using the X10 
protocol to maintain the power consumption under an established limit, and it can also 
receive the X10 events sent by X10 sensors such as motion sensors. 

Finally, the LEMU has been designed to be integrated into an energy management 
network, and it has the possibility of being connected to a central system in order to 
send local data, such as electrical magnitudes (like smart meters do), the state of 
charge of its ESS or X10 events. The LEMU can also receive operation references 
from the central system such as power consumption limits, or some commands to 
switch on/offX10 actuators. 

4.2 Central Energy Management and Intelligent System 

This central system is in charge of controlling the group of LEMUs which are 
distributed over the energy management network. It’s designed to be hosted in a 
remote server and its main objective is to efficiently manage the energy consumption 
of a house or building through data mining algorithms. 

Basically, the LEMUs gather power consumption data through the sensors that are 
connected to the grid, sending the information to the CEMIS. Once the CEMIS 
receives that information, it can analyze it and then use it to send back control signals 
to the LEMUs to control their behavior and save energy. As it was mentioned before, 
the CEMIS has two different modules to achieve those objectives: the IMM and the 
EOM. Next, we describe the operation of these modules and the relations between 
them.  

4.2.1   Information Management Module  
This module is continuously reading and storing into a database the information 
provided by the LEMUs. The Fig. 3 describes the general operation of this module. 
The data sent by the LEMUs can be values of electrical magnitudes, X10 events or 
the state of charge of an ESS. The electrical magnitudes are often sent every 5 
seconds, whereas the other values are sent when a certain event takes place (e.g. an 
X10 sensor detects motion).In order to better identify each type of information, it has 
been defined three different message format, all of them with the following structure: 
header field plus data field. 

 

Fig. 3. Information Management Module schema 
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The X10 message format is as follows: header = “X10”, data = {house code, unit 
code, value}. The data field uses one character to represent the house code (A-P), two 
characters to describe the unit code (1-16) and three more characters to identify the 
value. The ESS message format has the following fields: header = “BAT”, data = 
state of charge (%).Finally, the power consumption message format uses the data field 
to store the value of electrical magnitudes (kW) and its header is “CON”.   

Otherwise, these messages are transmitted through a communication channel(or 
socket) between each LEMU and the CEMIS. In this case, it’s the LEMU who takes 
the client role and the one who initiates the communication session with the CEMIS, 
which is waiting for incoming requests. Once the socket is established, the LEMU 
will send data packets continuously, and then the IMM will process them and save the 
information into the EM_DB. This way, the database keeps a log of everything that 
happens inside the houses or residential buildings. Obviously, after each packet 
reception the IMM will response with a message indicating if the data was correctly 
saved into the database or not. If there is any error, the packet will be send once again, 
but there is a limit number of attempts.  
 
4.2.2   Energy Optimization Module  
The main objective of this module, which is still in development, is to coordinate a 
group of LEMUs, optimizing the use of the grid and saving energy. To that end, this 
module will incorporate data mining algorithms with the purpose of controlling the 
ESS charging time. These algorithms will aim to discover the resident power 
consumption patterns and try to have the ESS prepared (full charge) for those 
moments where the consumption is considerably high (peak periods). With this 
information, the system could predict future demands on the grid and manage them 
with the best strategy. Fig. 4 sums up the operation of this module. 

First of all, the EOM reads the log entries from the EM_DB database. These entries 
are composed by three fields: energy consumption value, date and time of the event 
and IP of the associated LEMU. Then, the EOM selects a specific LEMU and sends 
the corresponding entries, based on the LEMU’s IP, to the data mining algorithms. 

 

Fig. 4. General view of the Energy Optimization Module 
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Then, the algorithms will analyze this data set and look for frequent peaks in the 
load curves (see Fig. 5). Once they recognize the patterns, they will design a strategy 
to coordinate the behavior of the LEMU and optimize the use of the resources. The 
way to carry out this strategy involves generating SWRL rules that automate the 
corresponding actions. Therefore, the EOM will send the results of the data mining 
process to the IntelliDomoRules tool. This one can build the rules and save them into 
the ontology (Domo OWL) and the database (QDS_DB). 

The Signal Processing Unit (SPU) monitors the rules of the QDS_DB database. 
When a rule affecting a LEMU is fired, it sends a control signal to the associated 
LEMU. There are two types of control signal: one to control the charge of the ESS 
and another one to manage the X10 devices. The control signals for X10 devices 
follow the same format as that used in the IMM-LEMU communication, but now 
these signals can remotely modify the physical state of an X10 device. This type of 
signal is usually used to switch non-priority X10 devices off when the consumption 
curve reaches a peak and there’s no enough electricity supply in the ESS. Otherwise, 
the first type of signals has a header value of “BAT” and it uses the data field to store 
the ESS command, which would be “on” if the EOM wants to start the charge of the 
ESS or “off” if it wants it to stop the charge. To communicate the SPU with a LEMU 
it’s necessary to create another socket. However, this time it’s the CEMIS who takes 
the role of the client and each LEMU will work as a server, listening for new requests. 
The SPU sends a control signal and then receives an acknowledgement response from 
the LEMU, which can be a message like “OK”, “ERROR”, etc. Once the control 
signal has been correctly transmitted, the socket is closed and the LEMU waits again 
for new requests. 

 

Fig. 5. Example of the power consumed over time in our lab. This data can be checked at 
anytime at http://158.49.245.68:8810/ecosaver/app/events/events.jsp. 

5 Conclusions and Future Works 

There are many opportunities to use INTELEM (Intelligent Energy Management 
System) in Smart Houses or Buildings to achieve economic benefits and an optimized 
use of the distribution grid. These opportunities increase if the house or building has a 
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distributed generation system, which is another factor that must be taken into account 
when defining the operation strategy. In this sense, this paper presents the bases of an 
intelligent energy management system that aims to achieve these objectives, 
describing the relations and the main features and functions of each component.  

At present, INTELEM can control several LEMUs (Local Energy Management 
Units) to optimize the power energy consumption and manage smart home devices 
remotely. In our ongoing work, we plan to design data mining algorithms in order to 
coordinate the behavior of a set of LEMUs in an efficient way, so that we can 
optimize the use of the distribution grid in different houses at the same time while 
saving energy altogether. We will test these behavioral algorithms in different 
scenarios to better understand their strengths and weaknesses. 

Acknowledgements. This work has been developed under support of Telefónica 
Chair of the University of Extremadura, FEDER and Junta de Extremadura. 

References 

1. Pieper, C., Rubel, H.: Revisiting Energy Storage: There Is a Business Case. The Boston 
Consulting Group (2011) 

2. Guerrero, M., Romero, E., Barrero, F., Milanés, M., González, E.: Supercapacitors: 
Alternative Energy Storage Systems. Przegląd Elektrotechniczny (2009) 

3. Smart Energy Storage System, 
http://panasonic.net/energy/storage_battery/index.html 

4. Towards a “Lifestyle with Virtually Zero CO2 Emissions throughout the Entire House”, 
http://panasonic.net/eco/zero-co2/ 

5. Auväärt, A., Rosin, A., Belonogova, N., Lebedev, D.: NoordPoolSpot Price Pattern 
Analysis for Households Energy Management. In: 7th International Conference-Workshop 
Compatibility and Power Electronics, pp. 103–106. Tallinn Univ. of Technol., Tallinn 
(2011) 

6. Botón-Fernández, V., Redondo-García, J.L., Lozano-Tello, A.: Learning Action Sequences 
for Decision-Making in Home Automation Systems. In: 7th Iberian Conference on 
Information Systems and Technologies, pp. 126–131. AISTI, Madrid (2012) 

7. van Raaij, F., Verhallen, T.: A Behavioral Model of Residential Energy Use. Journal of 
Economic Psychology 3, 39–63 (1983) 

8. Abreu, J.M., Câmara Pereira, F., Ferrão, P.: Using pattern recognition to identify habitual 
behavior in residential electricity consumption. Energy and Buildings 49, 479–487 (2012) 

 



L.M. Camarinha-Matos, S. Tomic, and P. Graça (Eds.): DoCEIS 2013, IFIP AICT 394, pp. 315–322, 2013. 
© IFIP International Federation for Information Processing 2013 

Community and Residential Energy Storage  
in Smart Grids 

Máximo Pérez-Romero1,2, Adolfo Lozano-Tello2,  
Enrique Romero-Cadaval1, and Joao Martins3 

1 Power Electrical and Electronics R+D group 
University of Extremadura, Avda. De Elvas, s/n 

06006 Badajoz, Spain 
2 Querqus Software Engineering Group 

University of Extremadura, Escuela Politécnica, Campus Universitario, s/n  
10071 Cáceres, Spain 

3 Universidad de Nova de Lisboa-FCT-DEE and UNINOVA-CTS 
P-2829-516 Monte de Caparica, Portugal 

mperez@peandes.unex.es, {alozano,eromero}@unex.es, 
jf.martins@fct.unl.pt 

Abstract.This paper reviews the most important energy storage systems for 
applications in residential environments. Normally, these systems are associated 
with renewable energy in order to achieve specific characteristics, although new 
possibilities and challenges are implemented over them in any residential 
places. Nowadays, the development of such kind of energy systems represents a 
technical challenge in the market. In residential and small building applications, 
energy storage solutions supply the demanded power by consumers of 
residential areas or small stand-alone buildings placed on isolated zones. In 
context of smart grids, energy storage management systems are not only 
concerned about energy storage, also inefficiency optimization and power 
consume. This work presents INTELEM, a new smart storage architecture 
which integrates the energy storage and the intelligent energy management in 
communities and in residential applications. 

Keywords: Renewable energies, energy storage systems, residential and 
community applications, smart storage, smart grids. 

1 Introduction 

In coming years, the energy sector will have several challenges due to the demanded 
primary energy in the world producing an increase of the emissions and greenhouse 
effect. The International Energy Agency predicts that world primary energy 
consumption will increase from 2008 to 2035 by 36% [1]. The international 
community is supporting the use of renewables and efficient energy sources, and one 
important consequence of the European 20-20-20 targets [2] (The European Union’s 
climate change package, including 20% reduced in emissions, 20% improvement in 
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energy efficiency and 20% increase in renewable energy by 2020) is that thermal 
power generation must be reduced to boost the renewable power generation, ensuring 
the environmental sustainability [3]. 

The most popular renewable resources are photovoltaic cells and wind turbines as 
they do not yield pollution and inexpensive primary energy are widely available in 
many areas. Actually, renewable energy resources are becoming cost competitive and 
are used instead of traditional fossil fuels as a second option to produce electric power 
to the local loads in remote areas. 

The principal problems of renewable energies are the seasonal, daily or 
instantaneous variations due to dependence of weather conditions, so the power 
generation is stochastic. Therefore, the solution is the use of energy storage systems. 
These devices must feed the residential loads maintaining a low cost. They must also 
be so fast to produce a continuous supply to the loads. The advantages of energy 
storage devices are improved stability, power quality and reliability of power supply. 

Renewable resources are integrated into the electrical grid as distributed generation 
taking advantages such as high reliability, high power quality, modularity, efficiency, 
low emissions, security and load management [4]. It has also some disadvantages, for 
example complexity of protections and variable power generation. Distributed 
generation allows the development of micro-grids, needing smart grids for an 
intelligent and efficient integration on the electrical systems. 

In the same context, Virtual Power Plants (VPPs) are gaining a significant 
momentum within the energy industry. They have the ability to tap resources in real 
time, and with enough details, to control the load profiles of customers and to 
aggregate these resources hosting a trader’s desk. 

In this paper, it will be shown different energy storage systems used for residential or 
community applications (community of residential energy storage, CRES) (Fig. 1). The 
main targets of this research work are a higher efficiency, lower cost and longer life. 

 

   
 (a) (b) 

Fig. 1. Residential (a) and Community (b) Energy Storage systems 

2 Contribution to Internet of Things 

Many different battery technologies can be used in an intelligent device taking part of 
the future project INTELEM using it both concepts: energy storage and information 
and communications technology (ICT). It provides a new function to Internet of 
Things. This device is able to receive domestic power consumption data and send 
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them through TCP to a central intelligent server. This server can manage the energy in 
an smart way, so this unit can control the demanded energy in a residential or 
community environment.  

3 CRES on the Market 

The market of batteries and other kinds of energy storage will gradually increase 
because the use of renewable energy and technologies mature will reach 
approximately € 10 billion annually in2020. 

According to Pike Research, solar power systems will have3 giga watts in 2020 
(Fig. 2a) [5]. If residential energy storage devices cover just 10% of this fact, it would 
reach annual 300 megawatt for energy storage. If this were accompanied by a 
decrease in price of lithium ion batteries until 345 $/kW, this market could represent a 
$ 100 million annual opportunity for lithium ion batteries by 2020.In coming decade 
the top technology in CRES systems will be lithium ion (Li-ion) batteries [6]. 
Nowadays, these batteries are the most important technology for energy storage in 
utility demonstration projects.  

Some energy experts identify the CRES sector as one of the newest and least 
understood application areas for energy storage systems, where the market is still in 
situation of technical demonstration, and vendors are developing products. The 
implication for the CRES market is that purpose-built technologies are not expected 
to be commercialized in next two years [7] (Fig. 2 b).  

 

 
(a) 

 

 

 
(b) 

Fig. 2. (a)Distributed Solar and Residential Energy Storage Market Potential, 2010 – 2020 
(Courtesy of Pike Research) (b)CRES Installed Capacity by Technology. World Markets: 2012-
2022. (Courtesy of Pike Research). 

Moreover, the company NEC is developing the Smart House [8], which is a house 
that uses information control technologies (ICT) to manage energy supply and 
demand. This makes houses more comfortable, saving energy and reducing the 
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electricity receipt. This enterprise is one of a few vendors in the world that has both 
energy storage technology and ICT.  

4 Energy Storage Technologies 

At present, there are many incipient energy storage technologies, such as pumped 
hydropower, batteries, flywheels, fuel-cells, superconducting magnetic energy storage 
and electrochemical capacitors. 

It should make a distinction between short and long-time responses in the energy 
storage technologies. Energy storage systems with long-time response can produce 
energy during minutes or hours and, therefore, they are used in many tasks, as for 
energy management, frequency regulation and grid congestion management. Short-
term energy storage systems work during transient state from a few second to minutes 
to improve the power quality and maintain the voltage stability of the electrical grid 
[9]. 

The considered technologies in this paper for long-time response are pumping-
hydro, batteries (electrochemical batteries and redox flow), compressed air and  
fuel-cells. 

A. Pumping-hydro energy storage technology 

In this case the energy is stored as potential energy, pumping water in tanks located in 
high places whenever electricity is cheap and there is low demand. If power 
consumption is high, the stored water is released to rotate hydroelectric turbines. 
Pumping-hydro energy storage technology has the great problem of requiring two 
tanks separated by a short distance and located at different heights. As a result, 
infrastructures are quite expensive and also depending on the availability of the water 
resources and the topography of the place. 

B. Batteries technology 

Battery is the most popular storage system. However, it is not ideal having the 
following physical properties as was analyzed in [10]. The first feature is the lifetime 
that depends on the number of times it is charged or discharged and the depth of 
discharge. Secondly, there are losses due to energy conversion during the charging or 
discharging process. This fact is characterized by the measure of charging/discharging 
efficiency. Finally, the battery will leak energy while is working. 

There are many important factors to consider in batteries for distributed energy 
storage applications, such as energy density, energy capability, efficiency, cycling 
capability, life time, initial cost and modularity. 

In general, there are two types of batteries, some are the electrochemical system 
and the others are redox flow system. 

The first type, electrochemical batteries, is based on chemical reactions between 
anode and cathode to create ions electrically charged. In the charging process, a direct 
current is converted in chemical energy. In the reverse process, when the battery 
discharges, the chemical energy is converted back into a flow of electrons in form of 
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direct current. Most popular material used in electrochemical batteries are lead-acid, 
nickel cadmium, sodium sulphur and lithium ion. 

Lead-acid batteries are widely used as storage element in vehicles and stationary 
equipment, so that this technology is mature and stable. For residential environments, 
the lead-acid technology is the best option, in particular the type deep-discharge 
specially designed for stationary solar electric systems. Regarding to the aging 
processes in lead-acid batteries are anodic corrosion, positive active mass 
degradation, irreversible formation of lead sulfate in the active mass, short-circuits 
and loss of water [11].  

However, there are better storage systems than lead-acid batteries for stationary 
applications that has higher energy density capability, but they are still expensive for 
higher power applications. As examples, may be named to nickel-cadmium and 
lithium ion batteries being its application in electric vehicles. In these cases, the cost 
is balanced by high energy density capability. 

The second type, vanadium redox flow batteries (VRB), is an electrochemical 
system that converts chemical energy to electrical energy, and vice versa. 

It uses the redox active substance which is stored in two tanks separately. The 
process consists of a solution flowing through the battery by an electric pump, then 
the oxidation-reduction occurs at the electrodes in both sides of an ion exchange 
membrane producing electricity. Many stacks connected in series through bipolar 
plates, resulting in batteries. 

A VRB has three main parts: a stack where the conversion of electric energy and 
chemical energy takes place, tanks which hold liquid electrolyte and a power 
conversion system. 

The VRB energy storage has four main features [12]. First, the arrangement and 
design of VRB are very flexible, allowing higher storage capacity. Second, the battery 
system can work at a high speed and output high power. Third, the battery system is 
safe, stable and easy to maintain. Finally, this storage system is clean because the 
electrolytic liquid of the battery can be reused and materials such as carbon dioxide, 
etc. do not appear. 

C. Hydrogen fuel cells 

A fuel cell is a solid state DC power generator that converts chemical energy into 
electricity with no pollution. There is a chemical reaction which is composed of two 
elements, hydrogen and oxygen. Due to fuel cells do not have moving parts and do 
not rely on combustion, they are easy to maintain, very efficient and quiet.  

Fuel cells can be classified according to two features: operation temperature and 
used electrolyte. In the high temperature range (65ºC to 1050ºC), there are two 
technologies, molten carbonate fuel cell (MCFC) and solid oxide fuel cell (SOFC). 
For low temperature (65ºC to 250ºC), it can be distinguished some types, proton 
exchange membrane fuel cell (PEMFC), alkaline fuel cell (AFC) and membrane 
phosphoric acid fuel cell (PAFC) [13]. 

The used fuel is mainly hydrogen in the high and low temperature technologies, 
although high temperature fuel cells use carbon monoxide and some hydrocarbons as 
well. One company that offers this technology is Idatech [14]. 
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D. Other energy storage technologies 

There are other energy storage technologies that they are mainly used for short-term 
response energy storage systems: 

• Flywheels. 
• Supercapacitors or ultracapacitors. 
• Magnetic superconductors. 

Flywheel energy storage systems operate mechanically in a rotating flywheel. Electrical 
energy is stored by using a motor which rotates the flywheel, thus converting electrical 
energy into mechanical energy. The energy that can be stored depends on its angular 
velocity and inertia. More energy can be stored if the flywheel rotates at higher angular 
speed. The main advantages of flywheel energy storage system are fast 
charge/discharge, high energy storage density, high power density, low risk of 
overcharge or over-discharge, wide range of operation temperature, very long life cycle 
and environmental behaviour [15]. A problem with flywheel systems is large vibration 
of the rotor when it is rotating, so it is difficult to increasing the angular speed. 
Companies that offer this technology are EATON [16] and Beacon POWER [17]. 

Supercapacitors, also called ultracapacitors, are a new technology employed for 
energy storage systems. These devices store energy in form of electric charge between 
two metallic or conductive plates, separated by a dielectric medium. Supercapacitors 
operate in DC allowing enough power and high energy density. They have a long life 
cycle and a short charging-discharging time [18]. Nowadays, the company Maxwell 
Technologies manufactures and sells energy storage and power delivery solutions 
through supercapacitors [19]. 

Superconducting magnetic energy storage (SMES) is a large superconducting coil 
capable of storing electric energy in the magnetic field generated by DC current 
flowing through it. System converts the AC current supplied by power system into 
DC current [20]. The superconductor operates at low temperatures (cryogenic) 
without resistive losses, so that the energy can be stored all the necessary time. The 
main advantage of this system is that the charging-discharging time is very short.   

5 Conclusions 

In residential applications there are many energy storage technologies and some are 
available in the market being the main problem the charge-discharge efficiency. Lead-
acid batteries are devices chosen for any new project because they are cheap and 
having high availability. These batteries are widely used as storage element in 
vehicles and stationary equipment, so this technology is mature and stable. For 
residential environments, the lead-acid technology is the best option, in particular the 
deep-discharge ones specially designed for stationary solar electric systems. 

Normally, energy storage systems are related to renewable energy applications to 
improve the stability, power quality and reliability of power supply. Moreover, the 
word ICT is used by smart home more and more to control energy supply and 
demand. In other words, it refers to a residential building equipped with embedded 
intelligence and communication infrastructure. 

If the two previous concepts, energy storage systems and ICT, are mixed appears 
the term “Smart Storage” that would enable store energy when it was cheaper and 
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deliver energy when it is needed, thus reducing the electricity receipt. To achieve this, 
the consumers must become active customers and they must understand and accept 
this. Therefore, active customer participation plays a key role. 

6 Future Work 

In the context of smart grids, future smart houses will have DC loads, pv systems, evs 
and energy storages (mainly based in batteries)connected with power and control 
systems by means of power lines and communication infrastructures. The control 
system has to send control commands to the smart-house according to system 
conditions and the smart house determines the operation of controllable loads.  

In this scenario is defined a new concept named smart storage which are concerned 
not only about the energy storage (that has been discussed previously) but also about 
energy management systems (EMS). 

EMS will be able to adapt to the environment, grid and user requirements. In this 
context, it can be referred the project INTELEM (Fig.3) that implements ideas related 
with the smart storage. In this project the smart storage is based in two systems 
implementing a master/slave configuration that integrated electric grids and 
communication networks. 

 

Fig. 3. Schematic diagram of INTELEM Project 

One system is a device placed in a house or in a community of houses, able to store 
energy and to connect or disconnect different loads in order to control the power 
consumption, implementing in this way energy saving functions. This device will 
operate take into consideration the guidelines received from the central server. 

The other system is an Artificial Intelligent Central Server that receives data from 
different INTELEM devices (consume profiles, load turned on/off …). The central 
server optimizes the overall performance of all devices, and is sensible to 
environment (temperature, irradiance, energy prices by time period, forecast of DG 
generation if exists, forecast of consume at controlled houses …) using commands. 
The central server will send information back to INTELEM devices, that could 
include the priority for connecting or disconnecting loads in houses if it is necessary, 
the maximum power that the house could demand from the grid, and INTELEM 
devices will operate locally according to these commands. 



322 M. Pérez-Romero et al. 

References 

1. International Energy Agency. World Energy Outlook, Executive summary (2010) 
2. European Commission. Climate action, http://ec.europa.eu/clima/policies 

/package/index_en.htm 
3. Bedir, A., Ozpineci, B., Christian, J.E.: The impact of plug-in hybrid electric vehicle 

interaction with energy storage and solar panels on the grid for a zero energy house. In: 
2010 IEEE PES Transmission and Distribution Conference and Exposition, pp. 1–6 (2010) 

4. Roggia, L., Rech, C., Schuch, L., Baggio, J.E., Hey, H.L., Pinheiro, J.R.: Design of a 
sustainable residential microgrid system including PHEV and energy storage device. In: 
Proceedings of the 2011-14th European Conference on Power Electronics and 
Applications (EPE 2011), pp. 1–9 (2011) 

5. PikeResearch. Residential Energy Storage, http://www.pikeresearch.com/ 
blog/articles/residential-energy-storage  

6. PikeResearch. Investment in Community and Residential Energy Storage Systems to Total 
$4.2 Billion through 2022, http://www.pikeresearch.com/newsroom/ 
investment-in-community-and-residential-energy-storage-
systems-to-total-4-2-billion-through-2022-2 

7. Globe-Net. Community and Residential Energy Storage Systems Investment to Soar, 
http://www.globe-net.com/articles/2012/february/29/community 
-and-residential-energy-storage-systems-investment-to-soar/  

8. NEC. Smart Houses, http://www.nec.com/en/global/environment/energy 
/house.html 

9. Angheliţă, P., Chefneux, M., Balaban, R., Trocan, L.: Energy storage systems for buildings 
equipped with photovoltaic cells. In: 2010 3rd International Symposium on Electrical and 
Electronics Engineering (ISEEE), pp. 332–335 (2010) 

10. Urgaonkar, B., Neely, M.J., Sivasubramaniam, A., Urgaonkar, R.: Optimal power cost 
management using stored energy in data centers. In: ACM International Conference on 
Measurement and Modeling of Computer Systems, SIGMETRICS 2011, San Jose (2011) 

11. Sun, Y.-H., Jou, H.-L., Wu, J.-C.: Aging Estimation Method for Lead-Acid Battery. IEEE 
Transactions on Energy Conversion, 264–271 (2011) 

12. Zhang, X., Wei, Y., Xu, S., Zhang, Y.: Optimizition design of all-vanadium redox flow 
battery energy storage system. In: 2010 China International Conference on Electricity 
Distribution (CICED), pp. 1–4 (2010) 

13. Weickgenannt, M., Sawodny, O.: Efficient Hydrogen Production for a Stationary Fuel Cell 
System: Two-Degree-of-Freedom Control of a Steam Reformer Unit. Control Systems, 
54–69 (2012) 

14. Idatech. Power for the long run, http://www.idatech.com/products-and-
services-electragen-h2-i-system.asp 

15. Nguyen, T.D., Tseng, K.J., Zhang, S., Nguyen, H.T.: On the modeling and control of a 
novel flywheel energy storage system 

16. EATON, http://www.eaton.com/Electrical/USA/index.htm 
17. Beacon Power, http://www.beaconpower.com/ 
18. Guerrero, M., Romero, E., Barrero, F., Milanés, M., González, E.: Supercapacitors: 

Alternative Energy Storage Systems. Przegląd Elektrotechniczny (Electrical Review) (2009) 
19. Maxwell Technologies, http://www.maxwell.com/ 
20. Ali, M.H., Dougal, R.A.: Comparison of SMES and SFCL for transient stability 

enhancement of wind generator system. In: Energy Conversion Congress and Exposition 
(ECCE), pp. 3382–3387 (2010) 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Part XII  

Integration of Power Electronics Systems  
with ICT - II 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



L.M. Camarinha-Matos, S. Tomic, and P. Graça (Eds.): DoCEIS 2013, IFIP AICT 394, pp. 325–333, 2013. 
© IFIP International Federation for Information Processing 2013 

Development of a Photovoltaic Array Emulator  
in a Real Time Control Environment Using xPC Target 

S. Polo-Gallego, Carlos Roncero-Clemente, Enrique Romero-Cadaval,  
V. Miñambres-Marcos, and M.A. Guerrero-Martínez 

Power Electrical and Electronic Systems (PE&ES), 
School of Industrial Engineering (University of Extremadura) 

http://peandes.unex.es 

Abstract.This paper is devoted to the design and construction of a photovoltaic 
array emulator for high power applications in order to test all kind of 
photovoltaic inverters. To develop such device, a rapid prototyping tool based 
on xPC Target of Matlab/Simulink has been used, providing a real-time testing 
environment. PV array emulator can be used to evaluate the performance of 
photovoltaic inverters as any test conditions can be programmed. The proposed 
emulator operates as a distributed control system taking advantage of the 
TCP/IP protocol features. 

Keywords: photovoltaic array, inverter performance, rapid prototyping tool, 
real-time, xPC Target, TCP/IP protocol. 

1 Introduction 

Nowadays, the power electrical system scenario is very different in comparison with 
the traditional configuration. Several factors, such as an electrical consumption 
increase, the electrical market liberalization, the need to reduce CO2 emissions, and 
the new technological development, are boosting the distributed generation (DG). 

Photovoltaic solar energy is one of the most relevant distributed energy resources 
taking an important part in this new scenario [1]. Due to the increased use of this 
technology, several regulations [2] have been established in order to manage the 
inverters of photovoltaic plants. The main deal of these rules says that the inverters 
must work providing support and stability in the electrical grid. This fact obliges that 
every inverter must be tested under different conditions. For high power testing 
applications a DC power supply is hard to find and certainly a photovoltaic array 
could not be available. 

The well-known software Matlab/Simulink [3] has been widely used in system 
modeling and simulation of control algorithms. Since years ago, efforts have been 
made to control the physical systems by means of Matlab and its toolboxes. The xPC 
Target Matlab toolbox provides a rapid prototyping host-target environment by using 
TCP/IP [4] to construct the real time control system. 

This paper is devoted to the designed and construction of a photovoltaic array 
emulator for high power applications in order to test all kind of photovoltaic inverters. 
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mode. It also allows tuning the parameters before, during and after real-time 
execution and viewing, logging and acquiring signal data. 

 

Fig. 2. Rapid prototyping environment based on xPC Target 

4 Plant Under Test. Physical System 

In order to achieve PV array emulation, an electronic converter working as a rectifier 
has been used. 

AC/DC converters constitute the interface circuit between the electrical grid and 
the DC loads. With the ever increase of power quality requirements at the point of 
common coupling (PCC), these converters are nowadays required to achieve different 
task such as: provide high input power factor, low current distortion [5] and fixed 
output voltage. 

Synchronous rectifier allows demanding sinusoidal currents from the grid which 
are synchronized with the voltage at the PCC. Fig.3 shows the topology used in this 
work. The rectifier is connected to the grid by means of an autotransformer. 

The real system is the Semikron SEMISTACK SKS 230F B8CI 190 V12 inverter 
shown in Fig. 2. 

 

Fig. 3. Three-phase two-level rectifier electronic converter topology connected to the grid 
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5 Host PC. Photovoltaic Array Emulator Models and 
Controllers 

In this section, the explanation of the designed models will be explained. Models have 
been implemented in Simulink on the host PC in order to be executed in the target PC 
in real time after its compilation. This PC has the hardware characteristics shown in 
Table 1. 

Table 1. Host PC characteristics 

Equipment CPU RAM 

Host PC Pentium Dual-Core T4500 at 2.3 GHz 4 GB 

5.1 Photovoltaic Panel Model 

In order to reproduce the typical curve of a photovoltaic (PV) panel, a PV model has 
been employed. This model, explained in detail in [6], is based on the I-V exponential 
curve defined by the information provided by the manufacturers. I-V curves obtained 
in the simulation of the panel Shell SP 150-P in different conditions are shown in Fig. 
4 a) and 4 b), as it is the panel that has been used to develop the proposed PV array 
emulator. 

 

Fig. 4a. I-V curves (differents W)         Fig. 4b. I-V curves (differents T) 

5.2 Photovoltaic Array Emulator Control Strategy 

In Fig. 5, the control strategy of the photovoltaic array emulator is shown. The 
measured DC load current is the input of the photovoltaic array model. By this way, 
the reference DC link voltage is generated by the model according to the I-V curve.  

In order to generate the reference current demanded from the grid, a proportional-
integral (PI) controller produces its RMS value (control variable) depending on the 
DC voltage error. The amplitude of the reference current is multiplied by three unitary 
wave forms synchronized with the voltage (vpcc) at the PCC. These waveforms are 
provided by an adjustable synchronous reference frame (ASRF) [7]. 
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Fig. 5. Control strategy in PV array emulator 

5.3 Reference Tracking 

In order to track the reference current, a hysteresis band has been used [8]. In Fig. 6 a) 
one can see a block diagram of this current controller. The reference current and the 
measured current are compared to generate the switching signals that control the 
system (Fig. 6 b).  

The switching signals are generated by the next way. The voltage on the filter 
inductance is given by (1) and (2): 

( )
L

di 
=Lv

t
,

dt
 

     (1) 

L sn xnv= ,-vv        (2) 

wherevsn is the line to neutral voltage and vxn is the voltage between the middle point 
of any leg and the neutral point. 

  

Fig. 6a. Hysteresis band diagram Fig. 6b. Switching signals generation 
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Depending on the obtained error signal between the reference current (i*s) and the 
measured current, the slope (di/dt) of the demanded current must be changed. This is 
achieved by controlling uxn through the appropriate switching states defined in Table 2.  
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Table 2. Different states of the switching signals 
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6 Target PC. Data Acquisition, Measurement and Control 
Signal  

An industrial PC has been used as target. Its characteristics are shown in Table 3. 

Table 3. Target PC characteristics 

Equipment CPU RAM 
Target PC Pentium Core 2 T4500 at 2.66 GHz 2 GB 

 
The executable code is generated in the host PC and the target PC runs it in real-

time to control the plant. This computer is equipped with a data acquisition (DAQ) 
board PCI-6259 by National Instruments. This board has the necessary I/O channels 
according to the designed control strategy and tracking technique. In this case, eight 
analogical input channels (required measurements) and six digital output channels 
(switching signals) are used. 

6.1 Measurement Board 

A measurement board with the necessary sensors has been built (Fig. 7.a). A total of 
eight sensors have been used(Table 4). 

Table 4. Sensor characteristics 

Magnitude Sensor Number of sensors 

Voltage  LV 25-P by LEM 4 (vpcc (van, vbn, vcn) and vDC) 
Current LA 25-NP by LEM 4 (imeas(ia, ib, ic) and iDC) 
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7 Full System. Experimental Results 

The proposed photovoltaic array emulator has been studied experimentally in real-time 
environment (Fig. 7.b.).The experimental test parameters are shown in Table 5. 
Resistance value correspondswith the MPP for the chosen panel configurations under 
standard conditions. The PV array user interface created for the host PC is shown in 
Fig.8. 

Experimental results are displayed in Fig. 9 a) and b). One can see how the system 
produces the MPP voltage and current according to the parameters of the panel. 
Experimental results with different load conditions are shown in Fig. 10. Critical 
points have been emphasized. The test scheme can be seen in Fig. 11. 
 

  

        Fig. 7a. Built measurement board                   Fig. 7b. PV array emulator (full system) 

Table 5. Used parameters in experimental tests 

Parameter Description Value 

np 
Number of panel 

connected in parallel
1 

ns 
Number of panel 

connected in series 
6 

Vs(V) vpcc RMS voltage 50 
Lf (mH) Filter inductance 6.2 

C1, C2(mF) DC-Link capacitors 28.2 
RL (Ω) Load 48.22 

fw(KHz) Switching frequency 8 
 

 

Fig. 8. PV array model interface 

Host PC

Target PC

Hardware 
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          Fig. 9a. vpcc and demanded current           Fig. 9b. PV voltage and PV current 
          (phase a)                                                       

 

 

Fig. 10. Experimental results (stars) 

 

 

Fig. 11. Equivalent test scheme 

8 Conclusion and Future Works  

A rapid prototyping tool has been used and configured based on xPC Target from 
Matlab/Simulink using TCP/IP protocol to communicate host and target. It has been 
used to validate experimentally, and in real-time, a photovoltaic array emulator. By 
means of this device one can emulate any PV panel and any array configuration s in 
every condition. This platform will be used in the future to test any kind of 
photovoltaic inverter [9] in a high power level. 
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Abstract. This article is focused on a photovoltaic system based on the three-
level neutral-point-clamped quasi-z-source inverter. The maximum power point 
tracking (MPPT) algorithm based on dP/dV feedback was used in the 
photovoltaic system to adjust the duration of the shoot-through states of power 
switches and achieve a maximum power. Proper system operation in the case of 
irradiance step is demonstrated by simulation in Matlab/Simulink software. 

Keywords: three-level inverter, neutral-point-clamped inverter, quasi-z-source 
inverter, shoot-through, maximum power point tracking, photovoltaic system, 
dP/dV feedback. 

1 Introduction 

Many studies propose the quasi-z-source inverter (QZSI) for use in photovoltaic (PV) 
systems. Some module architecture designs provide a high efficiency up to 98% [3]. 
Moreover, the output current of a QZSI based system has good quality (THD up to 
3%) [4]. The QZSI also has necessary voltage boost properties and can be used for the 
Maximum Power Point Tracking (MPPT) in PV systems [5]. 

Since approaches for the MPPT implementation using QZSI have been required, a lot 
of new modifications of the MPPT have appeared. Some methods track the MPP 
without the current sensor [6]. Most of the studies suggest tracking by adjusting the 
shoot-through of the QZSI [7]. The methods to control shoot-through by artificial 
intelligence techniques are known as well. In [8] a method based on an adaptive neuro-
fuzzy inference system (ANFIS) is proposed to harness the maximum power of the PV 
system based on the QZSI. It offers a very fast dynamic response with high accuracy. 
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A new QZSI topology was proposed and described in [9]. It is a combination of the 
QZSI and the three-level neutral-point-clamped (3L-NPC) inverter. The three-level 
neutral-point-clamped quasi-z-source inverter (3L-NPC QZSI) has advantages of both 
of these topologies. It can buck and boost the input voltage, it has short circuit 
immunity and due to the multilevel topology, high energy density is attainable. The 
3L-NPC QZSI is especially suitable for renewable energy sources. 

Since the mentioned topology is rather new, in all previous studies the 3L-NPC 
qZSI was considered as an isolated system [9], [10], [13], [14]. The aim of the current 
work is to develop and study the capabilities of this topology assuming it as an 
integrated system. A wide range of problems should be considered (MPPT, anti-
islanding methods, reactive power control). This article is focused on the MPPT. 

2 Contribution to the Development of the Internet of Things 

Continual focus of DoCEIS is on general topics of wide-scale importance that create 
opportunities for researchers to discuss their contribution to the challenges involved in 
their proposed subjects [1]. A current topic “Technological Innovation for the Internet 
of Things” is closely connected to the smart grid. 

In some studies the application of the Internet of Things in the smart grid is gravely 
emphasized. But we should keep in mind that the Internet of Things is a rather broad 
concept. It may concern not only to the smart grid and therefore is not limited by it.  

However discussing the contribution of this work to the development of the 
Internet of Things we will consider it in terms of the smart grid, since this paper is 
focused on the photovoltaic system as an element of the smart grid. 

Smart grid can solve the problem of an energy alternative and compatible use, 
which integrates system data on the basis of building an open system and a shared 
information model to optimize the operation and management of the grid. The 
principal characteristics of the smart grid include self-healing, mutual operation and 
participation of the users, perfect electricity quality, distributed generations and 
demand response, sophisticated market and effective asset management [2]. 

Our conviction is that the greatest development of the mentioned concept can be 
achieved if attention is paid first to the objects of control, and then to the ways and 
methods of the management. Thus, renewable energy sources (fuel cells, photovoltaic 
arrays, wind turbines etc.) can be used as electrical sources for a smart grid supply. 
This work is devoted to the photovoltaic system based on the new topology of a 
quasi-z-source inverter (QZSI). 

The control system for the 3L-NPC qZSI can be built on the FPGA (Field 
Programmable Gate Array), as described in [10]. The FPGA makes it easier to 
implement a shoot-through mode. Using FPGA resources, it is sufficient to integrate 
the MPPT based on the same chip. Furthermore, we can use the FPGA to integrate a 
PV system in the smart grid and use the remote control of power converters. Sensor 
technology of the Internet of Things can form an interactive real-time network 
connection between the users, the corporation and power equipment, which will 
improve the overall efficiency of the integrated power grid [2]. Such control basis 
makes an excellent contribution to the furtherance of the Internet of Things. 
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3 Description of the System 

The general structure of the studied system is depicted in Fig. 1. Different models of 
the system were developed and implemented using Matlab/Simulink as a simulation 
tool. 

The power stage of the system is composed of a photovoltaic array and a three-
level neutral-point-clamped quasi-z-source inverter with an output LC filter. The 
MPPT algorithm and a shoot-through pulse-width modulation (SPWM) technique 
compose the control stage of the system. 

outV
ABVDC LinkV −

SD

,pv pvV I

pvV

pvI

 

Fig. 1. General block-diagram of the analyzed photovoltaic system 

All the mentioned components of the PV system will be described in detail in the 
following sections. 

3.1 Photovoltaic Array Model 

One of the principal components of the system is the PV array model. It is modelling 
the real photovoltaic module Shell SP150-P [11]. 

Several models for solar panel simulation are reported in the literature. Most of 
them are modelling the solar cell as an electrical equivalent circuit. Due to such 
representation some electrical parameters are required, such as junction resistance, 
dark current, effective cell area etc. Usually these parameters are not provided in the 
solar panel manufacturer datasheet. It makes such model use difficult for engineers 
and users. 

In this work the model based on I-V exponential curve has been used for 
simulation. This model was proposed in [12], where detailed description of the model 
could be found. The influence of temperature and irradiance was also considered. 

The simulated I-V curves in different irradiance conditions for the mentioned PV 
panel are shown in Fig. 2a. Proper work of the model was validated by the 
comparison of these curves with those provided by manufacturer for the solar panel 
Shell SP150-P (Fig. 2b). 
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Fig. 2. I-V curves family of the photovoltaic array obtained using Matlab/Simulink model (a) 
and I-V curves family from the Shell SP150-P Product Information Sheet (b) 

Suitable series-parallel associations of the single photovoltaic panels enable the 
necessary DC input voltage and the PV system power to be provided. 

3.2 Three-Level Neutral-Point-Clamped Quasi-Z-Source Inverter 

DC/AC conversion is based on the 3L-NPC qZSI proposed and described in [9]. It is 
depicted in Fig. 3.  

Each leg of the converter consists of two complementary switching pairs of 
transistors and four anti-parallel diodes (Fig. 3). The required parameters of the 
passive elements of the QZS-stage were calculated according to the methodology 
proposed in [13]. 

 

Fig. 3. Three-level neutral-point-clamped quasi-z-source inverter fed by a photovoltaic array 

This topology has such advantages as continuous input current, the possibility to 
use shoot-through, lower switching losses and balanced neutral-point voltage in 
comparison with the traditional two-level voltage source inverter. Due to the above 

(a) (b) 
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features the neutral-point-clamped quasi-Z-source inverter is especially suitable for 
the PV systems. 

3.3 Maximum Power Point Tracking Algorithm 

The structure of the proposed MPPT algorithm is depicted in Fig. 4. 
The input parameters of this stage are values of the voltage and current of the 

photovoltaic array. As can be seen from Fig. 4, this MPPT algorithm is based on 
dP/dV. 
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Fig. 4. The structure of the maximum power point tracking algorithm 

The novelty of this approach lies in the usage of the shoot-through state of power 
switches for maintenance of the maximum power. Using the value of the dP/dV, 
denoted as θ in Fig. 4, PI controller forms the necessary shoot-through duty cycle Ds 
to achieve the maximum power. Ds is used by the SPWM block to generate the 
control signals for all switches. Thus, the MPPT algorithm is adapted for the 3L-NPC 
qZSI in the PV system. In Figs. 5a and 5b, I-V and P-V curves show the MPPT. 
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Fig. 5. Modelled I-V (a) and P-V (b) curves with maximum power point tracking 

3.4 Modulation Technique 

A special shoot-through pulse-width modulation (SPWM) technique was 
implemented for the 3L-NPC qZSI. This modulation technique as well as the 
switching strategy are described in detail in [14]. 

(a) (b)
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The modulation technique differs from the classical modulation techniques for 
such converters. It has shoot-through states of the power switches distributed during 
the whole period of the output voltage, while in the classical approaches the shoot-
through states are usually applied when the output voltage is equal to zero. 

This modulation technique has several benefits. It significantly reduces the DC 
voltage pulsations and output voltage distortion. Thus it allows a decrease in the 
values of the passive elements used for the quasi-z-source stage and neutral point 
clamping. It also influences the output filter parameters. 

In addition, the proposed modulation technique allows the boost factor that is 
needed to be easily achieved only by changes of the shoot-through duty cycle. Thus, it 
combines the necessary boost factor with acceptable quality of the output power. 

4 Simulation Results 

The photovoltaic system was simulated using MATLAB Simulink. All the parameters 
of the PV array model are presented in Table 1 under standard conditions (irradiance 
1000 W/m2 and temperature 250C). 

Table 1. Simulation parameters 

 Symbol Description Values 

Parameters 
of the used 

photovoltaic 
array model 

VOC Open circuit voltage 43.4 V 
ISC Short circuit current 4.80 A 

VMPP Maximum power point voltage 34.0 V 
IMPP Maximum power point current 4.41 A 
NS Number of panels connected in series 7 
NP Number of panels connected in parallel 1 
PMAX Maximum power 1050 W 

Parameters 
of the used 

passive 
elements 

L1, L2, L3, L4 Inductors of the quasi-Z-stage 160 μH 
C1, C4 Capacitors of the quasi-Z-stage 1180 μF 
C2, C3 Capacitors of the neutral point 940 μF 

LF Inductor of the output filter 2.2 mH 
CF Capacitor of the output filter 0.47 μF 
RF Resistor of the output filter 0.25 Ohm 
RL Resistor of the load 15 Ohm 

 
In the PV system study it was necessary to validate its ability to track the 

maximum power point under nonstandard conditions. Thus, using the changes of 
irradiance the response of the system was observed and results are depicted in Fig 6. 

At the initial time, irradiance was 1000 W/m2 (Fig. 6a). The module voltage is 
about 240 V (Fig. 6b). So, the voltage of each of 7 panels was 34 V. Such panel 
voltage according to the I-V curves in Fig. 2a corresponds to the current 4.4 A in Fig. 
6c. The PV module power was 1050 W (Fig. 6d). 
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At second 8, irradiance was gradually decreased to 900 W/m2 (Fig. 6a). It caused a 
sharp decline of the module power (Fig. 6d). The MPPT block by changes of the 
shoot-through duty cycle (Fig. 6e) is looking for the new maximum power point in 
such conditions. Thus, when the transient process is finished, the voltage is near to 
240 V (Fig. 6b). The voltage of a single panel is about 34 V. For such conditions, the 
current is 4.0 A (Fig. 6c). The power in a steady state is 960 W (Fig. 6d). 

After second 16, the irradiance returns to its initial level. MPPT block by changes 
of shoot-through duty cycle (Fig. 6e) establishes the initial power. It allows all the 
variables get their original values. 

 

 

 

 

 

0 5 10 15 20 25  

Fig. 6.  Simulation results: irradiance (a), PV module average voltage (b), PV module average 
current (c), PV module average power (d), shoot-through duty cycle (e) 

5 Conclusions and Further Work 

A photovoltaic system based on three-level neutral-point-clamped quasi-z-source 
inverter with the maximum power point tracking has been modelled and described in 
this work. The MPPT algorithm based on dP/dV is featured by the shoot-through duty 
cycle to achieve the maximum power. Simulation results proved the ability of the 
proposed system to track the maximum power point under irradiance changes. The 
results of simulation show the average values of investigated variables. It is connected 

(a) 

(b) 

(c) 

(d) 

(e) 
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with perceptible high-frequency pulsations which exist in module current, module 
voltage and module power, however continuous current mode has been obtained. It 
should be mentioned as well that PI controller that drives the shoot-through duty cycle 
was customized manually. Thus the opportunity to achieve better quality of the 
transient processes by essential adjusting of PI controller will be studied in further 
work. Another important thing that will be investigated particularly is the input 
current influence on the DC-link voltage that results in the output voltage quality. 
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Abstract. An increased number of distributed small generators connected to the 
power grid allows higher total efficiency and higher stability of electrical power 
supply by exporting energy to the grid to be achieved during peak demand 
hours. On the other hand, it poses new challenges in structuring and developing 
the control approaches for these distributed energy resources. This paper pro-
poses an improved method of real-time power balancing targeted to reaching 
long-term energy management objectives. The novel long-term energy man-
agement technique is proposed, that is based on load categorization and regula-
tion of energy consumption by regulating electricity price function estimated 
with the proposed mathematical model. The method was evaluated by a Lab-
VIEW model by simulating various types of loads. The price function for the 
defined energy generation pattern from renewable energy sources was obtained. 

Keywords: Intelligent Distribution Grid, Nanogrid, Energy Management, In-
stantaneous Power Balancing, Short-Term Energy Management, Pricing. 

1 Introduction 

The dynamic of worldwide installed power utilizing renewable energy sources (RES) 
is increasing year by year [1], showing global awareness of climate change and the 
footprint of human behavior on the nature: like mining activities that change the land-
scape and damages caused by oil plants. Another problem is related to the total effec-
tiveness of energy from the primary fuel. It relates to the total system efficiency of 
energy delivery to the end-user from a mining site, which includes energy losses at 
middle stages, like use of energy at the mining stage, energy conversion losses, 
transmission (mechanical and electrical) losses, as well as end-device efficiency. 
Consequently, locally generated energy (especially from renewable energy sources) is 
preferable because it excludes most of the mentioned losses. 

As more distributed small generators are connected to the power grid, higher total 
efficiency and higher stability of electrical power supply by exporting energy to the 
grid during peak demand hours. On the other hand, it poses new challenges in struc-
turing and developing the control approaches for these distributed energy resources. 
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Thus, it can be concluded that the centralized generation is moving towards distrib-
uted, plug-and-play type of generation that requires a special control approach. Im-
plementation of centralized control for such a dispersed grid is unacceptable, thus 
some kind of distributed control is to be realized. 

The advantages of Multi-Agent System (MAS) use in control applications  de-
scribed in [2] demonstrate the effectiveness of this approach in the organization and 
management of the intelligent distribution grid in large-scale applications. 

This paper discusses different energy management approaches for an intelligent 
grid that consists of RES, energy storage devices and controllable loads. An improved 
instantaneous energy management method is described  targeted to obtaining long-
term objectives and a novel long-term energy management approach is proposed 
based on load categorization and regulation of energy consumption by regulating 
electricity price function. 

2 Relationship to Internet of Things 

Concerning growing interest in intelligent systems that acquire data from network 
sensors, much higher predictive operation of household appliances is expected [3]. 
The concept named Internet of Things delivers the idea of connecting each smart 
appliance to the Internet, helping to communicate with the data center and providing 
advanced functionality (such as predictive connection of loads) that could help to 
solve the problem of peak demand, by scheduling of distributed generators and shed-
ding the end-user’s load or in other words, enabling demand-side management [4] [5]. 

The idea of Internet of Things covers a large functionality of the smart nodes, but 
this article uses a simplified model to test the long-term scheduling approach by using 
a bidirectional communication between the sources and loads on the one side and the 
data center on the other side. 

3 State of the Art in Energy Management 

Currently a major effort is focused on the approaches that keep energy balance in 
small-scale networks, such as nanogrids [6][7], microgrids [8]. The energy manage-
ment approaches are divided into groups which differ by the period of management: 
instantaneous (real-time) energy management, keeping balance in the period of milli-
seconds or seconds, short-term energy management, with periods of seconds to hours 
and long-term energy management, which defines energy management strategy to 
fulfil objectives for weeks and months. 

3.1 Instantaneous Energy Management 

The operation in islanded mode requires special control techniques for energy genera-
tion units as they should regulate the output power with the demand of the local grid. 
For this reason the droop control approach is mostly utilized both in AC and in DC 
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power distribution grids, which defines the method of power sharing between various 
sources by means of definition of different droops according to their nominal power [9].  

The droop control differs between AC and DC grids, because in a DC grid only 
supply bus voltage should be regulated, but in an AC grid – voltage and frequency. 
AC droop control is realized in the following way – the amount of active power is 
tight with the frequency, but reactive power with voltage reference. When a genera-
tor’s output power becomes more capacitive, it increases the voltage reference, which 
increases the output power of the generator, at the same time decreasing the output 
frequency, thus sharing power with other generators. 
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Fig. 1. Droop control method – V-droop for DC grid, Eƒ-droop for AC grid 

From the point of view of energy management, DC distribution grids provide less 
problems, as only single parameter should be regulated within the defined levels. In 
contrast, energy management in an AC grid requires more attention due to inherent 
problems of reactive power fluctuations, harmonics, unbalances, as well as certain 
difficulties for generators to operate in no load conditions. These problems are com-
pared in the table below.  

Table 1. Comparison of instantaneous power balancing control challenges in AC and DC grids 

Problem AC grid DC grid 
P – active power balance ● ● 
Q – reactive power balance ●  
F – frequency control; synchronization; ●  
Harmonics, 3-phase unbalance ●  
R=∞ – no load condition ●  
Imax - Inrush currents ● ●  

3.2 Short-Term Energy Management 

Instantaneous power balancing provides power sharing approach between various of 
sources. However it does not provide information about the resources of the grid, for 
instance, islanded DC grid consisted of 1 kW source and 500 W load will operate at 
the same voltage level as second islanded DC grid, which consists of 10 kW source 
and 5 kW load. It means, that in one case there is no possibility to supply additional 1 
kW load, but in other grid – there is possibility. Thus, special control approach is 
needed to overcome this issue. 
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In [10] the DC bus signalling (DBS) approach is applied to this problem. The con-
trol technique is based on different disconnection delays for different priority loads 
when DC bus undervoltage condition is occurred, thus enabling to lowest priority 
loads with shorter delays to disconnect faster, releasing power for higher-priority 
loads. The drawbacks of described approach are the following: the delays are set con-
stantly, meaning that the controllability of such approach is limited; there is always 
trade-off between the delay periods (with longer periods it is possible to define more 
steps of load prioritization) and the quality of DC bus voltage, as the longer are  
delays, the bigger are voltage dips.  

In our opinion, the communication hardware should be used to provide better 
short-term energy management that would eliminate unwanted voltage dips. 

3.3 Long-Term Energy Management 

According to literature [11], with proper control of microgrids it is possible to realize 
long-term objectives, such as the reduction of CO2 emissions by a certain percentage 
or export a defined amount of energy to the grid during some period (week, month or 
even year), which could be required by contract statements or transmission network 
operator’s tasks.  

It is recommended to solve that problem with artificial neural networks [12], which 
will successfully predict the amount of generated power by RESs. Another solution is 
to use genetic algorithms [13] that help to choose an optimized operation schedule for 
energy storage components providing reliable power supply and keeping lifetime of 
energy storages longer due to full charge and discharge cycles. An additional solution 
is provided by a pricing approach [14] based on changing the price per electrical en-
ergy. Different loads and sources behave according to an internal logic – how to oper-
ate under certain price limits. This solution results in additional load when the price is 
low and vice versa, load shedding when the price is high. However, it is not possible 
to predict amount of switched on or off load with this solution. 

4 Contribution of Research 

Instantaneous energy management approach based on the droop control method can 
be used to obtain long-term objectives in energy management by regulating the refer-
ence values of DC bus voltage for a bidirectional AC/DC converter that will influence 
the consumed energy in the local grid. 

The proposed method of long-term energy management is based on the mathemati-
cal model of price function estimation. It can be interpreted as a graphical approach of 
predictive energy generation surface intersection with acquired operation schedule of 
categorized loads, which can also be drawn as a 3D surface, thus enabling the control 
of the intelligent grid by providing only price function information. 

4.1 Improved Instantaneous Power Balancing  

Our proposal is to use the well known droop control method for keeping power bal-
ance in the grid, but with variable reference values of a common point interface (CPI) 
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converter. It is especially suitable for DC supply grids that always operate under the 
droop control method, as these are not connected to the utility grid directly, but 
through an AC/DC interface converter, which imports or exports energy to or from 
the grid, depending on the DC bus voltage. We propose to use variable reference 
value of the DC voltage grid for an interface converter that will influence the opera-
tion of local grid elements, for instance by decreasing the DC bus voltage reference 
value to few per-cents below the nominal value, the unnecessary loads will not oper-
ate or will operate at the highest energy saving mode and as a result, more energy will 
be exported to the grid.  

In conclusion, it is possible to fulfil long-term objectives with a CPI converter 
which regulates its reference value for the regulation of a local grid operation mode, 
as other grid elements choose their operation mode in accordance with the grid volt-
age – the parameter available for all elements of the grid. 

4.2 Novel Long-Term Energy Management Approach 

Our proposal is to define categories of household appliances which switch and oper-
ate at different conditions: 

1. Time-triggered load (see Fig.2a) – pumps, general illumination etc. – the load 
which basically switches on at a defined time; 

2. Price-triggered load (see Fig.2b) – energy storage element, washing machines etc. 
– the load which turns on when the price is within an acceptable level; 

3. Hybrid-triggered load – heater, boiler, refrigerators etc.– the load which operates 
according to the daily schedule (depending on consumption), but it can also switch 
on a little earlier when the price per electricity is economically profitable; 

4. Price-responsive load (see Fig.2c) - controllable illumination – the load which 
changes the consumed power depending on the price per electricity. 
 

  

a) Time-triggered load 
b) Price-triggered storage 

element 
c) Price-responsive load 

Fig. 2. Load pattern graphs 

The proposed algorithm is realized in the following way. Each load based on the sta-
tistics of use and on the changes of electrical price provides an energy management 
system (EMS) with a schedule of operation (for time-triggered and hybrid-triggered 
loads), condition of operation (for price-triggered and hybrid-triggered loads):  



348 A. Suzdalenko and I. Galkin 

 

 ( ) ( ) ( )( ) ( )( )  −− +=Ψ
i j

j
respC

i
trigTload tCPtCPtC ,,,1 , (1) 

 ( ) ( )( )=Ψ
i

i
sourcesource tCPtC ,, . (2) 

After having aggregated all data from loads ( ( )tCPi
trigT ,−  for time-triggered loads 

and ( )tCP j
respC ,−  for price-responsive loads), EMS subtracts the 3D surface of de-

mand ( ) ( )tCload ,1Ψ  (to which the power reserve is added ( )tCdelta ,Ψ ), from the 3D 

surface of generation ( )tCsource ,Ψ  (see Fig. 3a) to extract the intersection line, the 

projection of which to Time-Cost axes is used to find the price function ( )tC )1(  (see 

Fig. 3b): 

 ( ) ( ) ( ) ( )tCtCtC deltaloadsource ,,, 1 Ψ≥Ψ−Ψ , (3) 

 ( ) ( ) ( ) ( ) ( )( )tCtCtCtC deltaloadsource ,,, 1)1( Ψ+Ψ∩Ψ= . (4) 

  
a) Primary energy balancing with time-triggered 
and price-responsive loads  

b) Preliminary price function 

Fig. 3. Primary equalization of price function 

The scheduling of price-triggered loads is also used for the determination of the 
price function. EMS combines the price-triggered loads in accordance with energy 
excess, which is calculated using (5) (see Fig.4a): 

 ( ) ( ) ( ) ( ) ( )( )tCtCtCtC deltaloadsourceexcess ,,,, 1 Ψ+Ψ−Ψ=Ψ , (5) 
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As a result, the price function ( )tC )1(  is changed in accordance with the switching 

schedule of price-triggered loads, keeping the price at a desirable level, to regulate the 
amount of switched price-triggered loads and the power balance (see Fig.3b). 

 

 
a) Secondary balancing (energy excess is 
projected to Time-Power axis;3D surface -
scheduled price-triggered loads) 

    b) Resulting price per electrical energy 

Fig. 4. Proposed algorithm of finding the price function 

5 Conclusions and Future Work 

This paper proposes an improved real-time power balancing approach for DC distri-
bution grids. It is based on the possibility of changing the reference parameter of the 
DC voltage for a bidirectional AC/DC interface converter influencing the DC bus 
voltage. When the voltage is decreased, it will lead to the change of operation of grid 
elements controlled by the droop control method, unnecessary loads will be switched 
off during the period of low DC voltage. Consequently, a larger amount of the energy 
will be exported to the utility grid. Thus, it is possible to fulfil long-term objectives 
just by controlling the voltage reference value of a bidirectional interface converter. 

The novel approach of long-term energy management is based on pricing tech-
nique. It uses the load categorization that defines different conditions of operation for 
different loads. Each grid element can communicate with the energy management 
system (EMS), which aggregates time scheduling and condition of operation of all 
elements and finds the intersection line between the 3D surface of the load and the 3D 
surface of generation. As a result, a certain price function is defined that can be used 
to realize predictive energy management of an intelligent distribution grid. 

Our future plan is to conduct experiments to test the proposed methods on a  
small-scale network to acquire real evaluation of long-term and short-term energy 
management approaches taking into account typical summer, winter and spring day 
consumption patterns, as well as appropriate forecast generation patterns. 
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Abstract. The recent and massive investments in Electric Vehicles (EVs) reveal 
a change of paradigm in the transports sector and the proliferation of EVs will 
contribute to an effective reduction in the emissions of greenhouse gases. Nev-
ertheless, for the electrical power grids EVs will be extra loads, which will re-
quire the demand energy to charge their batteries. With the advent of the Smart 
Grids, besides the usual battery charging mode (Grid-to-Vehicle – G2V), where 
the batteries receives energy from the power grid, arises a new concept for the 
users of EVs and for the power grid market, denominated as Vehicle-to-Grid 
(V2G).In the V2G operation mode, EVs return to the power grid part of the 
energy stored in their batteries. The V2G concept requires the use of battery 
chargers for the EVs with bidirectional power flow capability and bidirectional 
communication with the Smart Grids through Information and Communication 
Technology (ICT) applications. It is important to highlight that the proliferation 
of EVs and the impact of their battery chargers on the power grid quality is a 
matter of concern, since conventional chargers present current harmonics and 
power factor problems. In this paper it is presented the preliminary studies re-
sulting from a PhD work about a bidirectional battery charger for EVs, which 
was designed to operate in collaboration with the power grid as G2V and V2G 
through an ICT application. In this way, it is expectable to contribute to the 
technological innovation of the electric mobility in Smart Grids. To assess the 
behavior of the proposed battery charger under different scenarios of operation, 
a prototype has been developed, and some simulation and experimental results 
of the battery charger are presented. 

Keywords: Battery Charger, Communication System, Electric Vehicles, 
Smart Grids, Grid-to-Vehicle (G2V), Vehicle-to-Grid (V2G). 

1 Introduction 

The upcoming reality of Smart Grids and energy markets will raise a diversity of advan-
tages to the end-user. However, it will require several technologic developments aiming 
the interaction of the users as active players. The recent increase in the utilization of 
Electric Vehicles (EVs) with different architectures represents a real contribution to a 
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new transports paradigm, a gain for independence of the cost of the oil, and also an 
effective fight against the climatic changes. Effectively, the EVs are seen as one of the 
most promising means in order to improve the sustainability of the transportation and 
energy sectors in near-term [1][2]. 

The EVs in conjunction with Information and Communication Technology (ICT) 
applications will play an important role to achieve a sustainable balance between 
production and consumption, and increase the power quality and the reliability of the 
power grids. The future Smart Grids are the consequence of this new paradigm for the 
power grids. Smart Grids are not characterized as a particular technology or device, 
but rather as a vision of a distributed electrical system, supported by reference  
technologies, as example, the aforementioned ICT, Advanced Metering Infrastruc-
tures (AMI), Energy Storage Systems (ESS), Micro Generation (MG), and Power 
Electronics Systems (PES).Thereby, the actual power grids will be transformed on a 
coordinated, collaborative [3], and automatic infrastructure [4][5][6]. 

Nowadays, with the recent bet in EVs around the world, the actual electrical power 
grids are facing new challenges, forcing to a wide efforts of investigation in different 
directions [7], mainly taking into account their integration [8][9][10]. Consequently, a 
considerable amount of energy is stored in the batteries of these vehicles. Thus, be-
sides the charging process (Grid-to-Vehicle – G2V), the energy stored in EVs’ batte-
ries may be suitable for providing regulation services, spinning reserves and peak 
power demand. This interactivity between the vehicles and the power grid is expected 
to be one of the key technologies in the future of the Smart Grids, denominated Ve-
hicle‐to‐Grid (V2G) [11][12]. Fig. 1shows a draft of a scenario for a Smart Grid, 
where the integration of EVs represents the core of the context for this paper. 

 

Fig. 1.  Scenario for a Smart Grid, where the integration of EVs with bidirectional power flow 
and communication capabilities represents the core of the context for this paper 
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This paper results from a PhD work that is yet in the first year, and presents a bidi-
rectional battery charger for EVs based on PES with ICT capabilities. This equipment 
allows mitigate problems associated with power quality (as distorted current con-
sumption and low power factor), enables the operation of EVs as local ESS, and 
represents an important contribute to the technological innovation, and to the efficien-
cy and reliability of the electric mobility in Smart Grids. 

2 Contribution to Internet of Things 

The Functional Areas in Smart Grids represents all the systems related with the produc-
tion, transmission and distribution [13][14], and considering Advanced Metering Infra-
structure (AMI) and ICT [15][16]. In the electric mobility it is important provide the 
EVs with ICT systems in order to establish a bidirectional flux of information to ensure 
that the batteries are charged when the electricity is cheapest and the impact on the grid 
is smallest. With a coordinated charging process of EVs the energy losses in the distri-
bution system are minimized [17]. To reach this goal, the batteries charging process 
needs assistance of an intelligent process in order to find the periods with cheaper prices 
to charge the batteries, to identify the available charging slots in public and private 
areas, and to provide other useful information to the drivers, as their historic use 
[18][19]. This theme, including supervision, control and communication applications, 
will be the final topic that will be addressed in the PhD work. The main goal is establish 
a bidirectional flux of information between the EVs and the power grids aiming to de-
fine strategies of cooperation to the G2V and V2G modes of operation [20]. 

In order to contribute to the technological innovation of the electric mobility in 
Smart Grids, the bidirectional battery charger for EVs presented in this paper was 
designed to operate in collaboration with the power grid as G2V and V2G through an 
ICT application [21]. This way, it will be possible exchange information through the 
internet, contributing to strengthening the Internet of Things and the impact of the 
electric mobility in the Smart Grids. As aforementioned, besides the bidirectional 
flow of active power, through the power factor control, it is also possible control the 
reactive power in accordance with the capabilities of the battery charger [22]. In Fig.2 
is shown the integration of EVs in the power grid considering the active and reactive 
bidirectional power flow of the presented battery charger. 

 

Fig. 2. Smart Grid considering the integration of EVs with bidirectional power flow 
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3 On-Board Battery Charger 

Electric Vehicles are becoming a part of the electric power grid and consequently the 
battery chargers of these vehicles should have the ability to avoid power quality prob-
lems [23][24]. Even more, the EVs power stages can also assume, if needed, the role 
of the active power quality filters. The battery charger presented in this paper is a 
device that is composed by two power electronics converters used to adapt the AC 
electrical energy into DC (AC-DC converter) and to control the output voltage or 
currents levels (DC-DC converter). To contribute to the power quality in the future 
Smart Grids, the battery chargers should consume sinusoidal current with controlled 
power factor. In Fig.3 is presented the schematic of the first prototype of battery 
charger developed during the PhD work. 

 
 

Fig. 3. Schematic of the presented bidirectional power converter 

3.1 Modes of Operation 

In an early stage, in order to analyses the operation of the converters in both modes of 
operation was developed a simulation model using the simulation tool PSIM, and 
were realized different computer simulations. In Fig.4 are shown some simulations 
results obtained during the operation of the bidirectional power converters. 

 

Fig. 4. Summary of some simulation results considering the voltage and the current in the elec-
trical power grid and adjusting the reactive power 

iivi

t

iovo

t

D
rivers



 Electric Vehicles On-Board Battery Charger for the Future Smart Grids 355 

 

3.2 Digital Control System 

In a first stage of the PhD work, in this prototype, the operation of the battery charger 
occur in accordance with the orders given, according to the demands of the user of the 
EV, which define when it works as G2V and V2G, and the value of reactive power to be 
produced. The communication with the power grid through an ICT application, instead 
the user, will be developed along the PhD work where this paper is encompassed. In 
Fig.5are presented the control algorithms for the AC-DC and DC-DC converters. 

 

Fig. 5. Control algorithms: AC-DC converter operating as G2V (a) and V2G (b); DC-DC con-
verter operating as G2V (c) and V2G (d) 

 

 

 

 

(a) 

(b) 

(c) 

(d) 
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4 Experimental Results 

In order to assess the operation of the on-board battery charger under different modes 
of operation was developed the prototype presented in Fig.6, aiming to be integrated 
in an EV with Absorbed Glass Mat batteries with nominal voltage 96 V and nominal 
capacity 33 Ah. Preliminary experimental results are shown in Fig.7. 

 

Fig. 6. On-board battery charger prototype developed to operate as G2V and V2G controlled 
through an ICT application, to be implemented in an Electric Vehicle 

 

Fig. 7. Experimental results with controlling of the active and reactive power: (a) G2V mode 
with unitary power factor; (b) V2G mode; (c) G2V mode with capacitive power factor; (d) G2V 
mode with inductive power factor 
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5 Conclusions and Further Work 

In this paper was presented an on-board battery charger for Electric Vehicles (EVs) 
aiming their integration in Smart Grids. This battery charger allows the interaction 
with the electrical power grid to charge the batteries (Grid-to-Vehicle - G2V mode),or 
to deliver part of the stored energy in the batteries back to the power grid (Vehicle-to-
Grid - V2G mode). The modes of operation and the reactive power control are per-
formed considering the user interface of the EVs. However, in the final of the PhD 
work where this paper is encompassed, the goal is to control the on-board battery 
charger of the EV through an ICT application aiming to allow the communication 
with a collaborative broker of the electrical power grid. 

In a first stage, the behavior of the bidirectional power converter was evaluated un-
der different scenarios through computer simulations. Then the behavior of the bidi-
rectional power converter was evaluated with a prototype, which was developed aim-
ing to reduce its volume and weight, in order to be integrated in an Electric Vehicle 
with Absorbed Glass Mat (AGM) batteries. In this paper were presented the simula-
tions and experimental results obtained. 
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Abstract. A bi-objective optimization approach is presented for solving a 
generation company short-term thermal schedule problem with a few units, 
considering the goodness of being schedule, but with emission concern. The 
startup and shutdown for each unit throughout the time horizon is derived from 
Pareto-optimal solutions, using a method merging dynamic programming and 
nonlinear programming to provide schedule of the units. A case study is 
presented to prove the effectiveness of the approach. 

Keywords: Short-term schedule, thermal units, emissions, dynamic 
programming, Pareto-optimal solution. 

1 Introduction 

Over the last years, ambitious policy targets and concrete actions have been proposed 
in order to encourage mitigation of greenhouse anthropogenic gases emissions and 
ensure environmental sustainability worldwide [1]. A significant share on emission of 
greenhouse gases into the atmosphere is through the burning fossil fuel on thermal 
power plants [2]. In 2011, thermal power plants played a dominant role in the mixed 
power generation, accounting for 54.2 % of total generation in the EU-27 and 57.1 % 
in Portugal [3]. The expressive share of thermal power plants in a competitive 
framework forces as a fundamental tackling the schedule problem of thermal units 
during a short-term horizon in order to conveniently appraise favorable economic 
conditions for the Generation Companies (GENCO). Within the past 40 years, 
mathematical programming techniques have been used aiming at the optimization of 
thermal unit commitment. In early studies, still without the availability of enough 
computational power to support a full modeling of the problem, the unit commitment 
was based on priority lists [4]. The development of computational power allowed to 
model the complexity of the problem, allowing over the years the inclusion of new 
constraints not only related to operational costs, technical boundaries, but also 
reserve, minimum up/down time, ramp rate power constraints and supply limits. 
Furthermore, in nowadays the electricity market framework provides a trading 
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mechanism based on bilateral contracts suitable for thermal power producers. This 
kind of mechanism is used in order to allow hedging price volatility. Bilateral 
contracts are agreements between power producers and consumers to provide a given 
amount of energy at a predefined price along with a delivering period [5]. Hence, 
additional modeling must be included in the schedule problem in order to 
conveniently model electricity market framework influence on the schedule. This 
paper proposes a bi-objective optimization approach, requiring the use of a method 
based on Dynamic Programming (DP) and nonlinear programming. A case study is 
presented for a schedule over a time horizon of 168 hours with hourly periods. 

2 Relationship to Internet of Things 

Electric power systems are tagged by evolution of computing technologies, allowing 
the development of powerful optimization approaches able to process decisions under 
the operational planning. Consequently, every GENCO in the new competitive market 
paradigm are envisaged in order to ensure convenient management conditions to be a 
thing in the Internet of Things. 

The connection to the Internet of Things conveys adequate decisions for system 
operators. The interfacing with the internet allows bidirectional communication 
between the power producers and the remaining decision makers, for instance, 
regarding real time market information and bilateral contracts. This paper deals with 
an application contributing to take decision in real time on market information and 
bilateral contracts. 

3 State of the Art 

Technical literature presents several optimization methods for solving the unit 
commitment and the economic dispatch problem: methods have been reported since 
the old priorities list method [6] to the classical mathematical programming methods 
until the more recently reported artificial intelligence methods [7]. Although, easy to 
implement and requiring a small computation time, the priority list method does not 
ensures an economic convenient solution near a global optimal one, implying a higher 
operation cost [8]. Within the classical methods are included DP, linear programming, 
nonlinear programming and Lagrangian relaxation-based techniques [9]. DP methods 
are flexible but suffer from the "curse of dimensionality", due to the increase in the 
problem size related with the number of thermal units to be committed and  
the number of states considered for modeling the thermal behavior of each unit during 
the time horizon, implying an eventually huge use of computation memory and 
processing time. Although the Lagrangian relaxation [10] can overcome the previous 
limitation, does not always lead to a conveniently feasible solution, requiring in order 
to set a feasible solution the satisfaction of some violated constraints using heuristics, 
undermining the optimality. Artificial intelligence (AI) methods based on artificial 
neural networks [11], genetic algorithms [12], evolutionary algorithms [13] and 
simulating annealing [14] have also been applied. However, the major limitation of 
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the AI methods is the likelihood to obtain a convenient solution near global optimum, 
especially with a few thermal units. These problems are the ones faced by some 
GENCO due to the new paradigm, admitting companies with a small number of units 
to go into business. 

Emissions concerns in the literature are mostly addressed for the economic dispatch 
problem [15], stating only the power output level of each unit but not the on/off status 
and availability for generation at each hour. The short-term thermal unit schedule 
problem has to take into account two assessments, i) the thermal units online at each hour 
and ii) the power output level for each online unit at each hour, so as to suit economic 
and/or environmental targets on time horizon of one day to one week [9]. The effects of 
the short-term thermal unit schedule are significant, in sense that a better operation 
achieves not only a reduction in the fuel consumption [16], but meets environmental 
concerns: once electric power generation is obtained from fuel-fossil power plants, the 
anthropogenic emission cannot be overlooked in nowadays. The emission modeling in 
the short-term schedule problem [17] has not been deeply   tackled as in the case of the 
economic dispatch problem. Hence, in this paper the goodness of being schedule and the 
emission concern are included in the short-term schedule of thermal units. 

4 Problem Formulation 

The short-term thermal unit schedule problem can be stated as to find the schedule on 
status and the power generated for each thermal unit i  at each time period t  that 
optimizes performance criterions involving costs, emissions and market trading 
subject to a set of constraints on the operation of the units.  

4.1 Objective Function 

The proposed framework considers two different objectives in which the first one 
expresses the total fuel cost of thermal units and the second one expresses the total 
emissions of pollutants into the atmosphere. Mathematically, the bi-objective vector 
to be minimized is given by: 
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I  is the number of thermal units; T  is number of periods in the time horizon; for unit 
i  in t  period, )( ititit p,uC , itu , itp , )( iiti p,uE  are respectively the fuel cost 

function, the commitment state (on/off) , the power generated  and  is the emission 
function. Since the total fuel cost and total emissions are expected to be conflicting 
objectives, implying the impossibility to find out a single optimal solution that 
simultaneously satisfies both objectives. Thus, the set of best compromise solution, 
known as the Pareto front, can be determine using the weight-sum method, converting 
the bi-objective vector (1) into a family of single objective function given by a convex 
combination of the objectives, i.e., given by: 
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ω  is a unit price penalty factor associated with the emission and λ  is a weighting 
factor, which should obey 10 ≤≤ λ . If 0=λ , the solution correspond to minimum 
cost, the usual unit commitment, and if 1=λ , the solution is minimum emissions 
commitment. The fuel cost and emissions functions for the operation of each thermal 
unit depend on the power generated by that unit and can be modeled as a second order 
quadratic functions respectively given by: 
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ia , ib , ic  and iα , iβ , iγ are respectively the cost coefficients and the emission 

coefficients for thermal unit i . A GENCO can trade energy via bilateral agreements. 
Hence, an augmenting term must be included into (2). The augmented objective 
function is given by: 
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tπ  is electricity price at period t  and td  is the power contracted with bilateral 

agreements associated with energy that have to be delivered at period t . This 
objective function admits the possibility of buying energy in the market if production 
is not enough to satisfy agreements. The objective function (5) can be seen as the 
application of the weighted-sum method for a bi-objective optimization problem with 
the objective vector given by:  
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In other words (5) can be seen as an objective vector with coordinates respectively 
given by the objective function associated with the minimum emission and minimum 
cost commitment both with bilateral contract agreements. The start-up cost of thermal 
units is a term to be added the fuel operation cost in (3) and depends upon the number 

of periods 
t

x the unit has been offline prior to startup. The start-up cost is given by: 

.)e1(uccoolSU i
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0iuccool  is the cold start-up cost and iutcool  is the cooling time constant. Also, the 

start-up emission can be included into (4) in the same way as given by (7). 
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4.2 Constraints  

The optimization problem is subject to a set of constraints due to operation conditions 
that can include the following: 

a) Availability of thermal units: The sum of online units cannot exceed the 
maximum number of thermal units allowed online in period t . 


∈

≤
Ii

tit NMVu .                                                          (8) 

b) Power balance constraint: The power generated by the thermal units must meet 
at least a demand tD  in each period t , ignoring transmission losses in the 

system. 


∈

≥
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tit Dp .                                                           (9) 

c) Spinning reserve constraint: The spinning reserves tR  in period t  are 

necessary in order to ensure reliability.  


⊂∈
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d) Operating ramp rate constraints: The power generated over any two 
consecutive online periods is restricted by the ramp-down iDR  and ramp-up 

iUR  limits. 

iititi URppDR ≤−≤ +1 .                                              (11) 

e) Generator Capacity Constraints: Each thermal unit is restricted by its minimum 
and maximum limits on power generation. 

ititititit puppu ≤≤ .                                                 (12) 

f) Minimum up time constraint: The minimum up time iUD  imposes that unit i  

have to be on by at least the minimum up time before shutdown. 

        1)1( 1 =− +itit uu ,  if equal to 1, the shutdown occurs at period 1+t .             (13) 

g) Minimum down time constraint: The minimum down time iDD  imposes that 

unit i  have to be down by at least the minimum down time before startup.  

1)1(1 =−+ itit uu ,  if equal to 1, the start-up occurs at period 1+t .          (14) 

h) Bilateral agreement constraint: If necessary in order to ensure that a bilateral 
agreement is fulfilled the difference between generated power and contracted 
power with bilateral agreements can be imposed as a non-negative constraint.  

0≥−
∈Ii

tit dp      for    Tt ,...,2,1= .                                (15) 
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The minimum up/down time constraints are used to avoid thermal stress, implying 
future augmenting maintenance. More constraints are possible to into the problem, but 
the complexity will be augmented, implying an augmented processing time. 
Particularly, instead of (15) is possible to have bilateral agreement only strong 
fulfilled at particularly periods, leaving to other periods the possibility of buying 
energy in the market to fulfill agreements. 

5 Case Study 

The proposed bi-objective optimization approach is tested on GENCO with three 
thermal units in a competitive electricity market with bilateral contracts. Simulation 
studies are carried out on hourly basis over a scheduling time horizon of 168 hours. 
The fuel cost and emission coefficients are given in Table 1. 

Table 1. Fuel cost and emission coefficients for thermal units 

 U1 U2 U3 

ia  277 300 320 

ib  26.500 26.300 26.100 

ic  0.045 0.051 0.031 

iα  40 43 38 

iβ  −1.6×10-3 −1.3×10-3 −1.9×10-3 

iγ  0.008 0.009 0.006 

i
p  (MW) 40 120 240 

ip  (MW) 120 400 700 

iUR  (MW) 40 120 240 

iDR  (MW) 20 80 160 

iUD  (h) 4 5 7 

iDD  (h) 3 3 5 

iutcool  (h) 4 5 7 
  0iuccool  (Eur) 2200 2400 3000 

 
Based on [18], the price penalty factor used for emissions is 3.12=ω Eur/Mg. The 

numerical computing testing has been performed on a 1.9-GHz-based processor with 
2 GB of RAM using as a computing language the VBA for Microsoft Excel platform.   
Nonlinear and DP methods was used in order to solve the proposed short-term 
thermal unit schedule problem, being the first step to determine the feasible solutions 
taking into account the minimum up/down time constraints and total cooling time of 
each unit. The generated power was computed for each thermal unit schedule. The 
total number of states is 1120 to be processed at each hour. The energy price profile 
and the energy contracted at each hour are shown in Fig. 1. 
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Fig. 1. Price profile (solid line) and energy contracted (dashed–dotted line) 

The computed energy over the time horizon as function of λ  is given in Table 2.  

Table 2. Energy contracted and supplied, as function of the weighting factor λ  

λ  Total costs  
(Eur) 

Energy contracted 
(MWh) 

Energy supplied  
(MWh) 

0.0 4117780 119096 138084 

0.2 4092690 119096 120329 

0.4 3923691 119096 119135 

0.6 3729017 119096 119096 

0.8 3568313 119096 119096 

1.0 3408946 119096 119096 

  
The major surplus between the supplied and contracted energy happens for 

with 0=λ . The power contracted, the power supplied and the hourly units committed 
are respectively shown for 0=λ  in Fig. 2 and Fig. 3.  
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  Fig. 2. Power generated and contracted, 0=λ             Fig. 3. Unit power generated, 0=λ  
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Fig. 2 shows that the power generated is greater than the contracted power at some 
hours. This is due to higher values of energy prices at these hours. The values of 
power contracted are closer to the ones obtain for lower energy prices, because is not 
profitable to generate more energy than the necessary to comply with bilateral 
agreement. Fig. 4 shows different behaviours for each thermal unit due to differences 
in startup costs. Both thermal units U1 and U2 are off when the energy price is lower, 
while U3 is on in order to avoid incur if shutdown occurred on the higher startup cost. 

The power contracted, the power supplied and the hourly units committed are 
respectively shown for 1=λ  in Fig. 4 and Fig. 5.  
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    Fig. 4. Power generated and contracted, 1=λ          Fig. 5. Unit power generated, 1=λ  

Fig. 4 shows that the power generated trajectory equals the power contracted, 
comparing Fig. 3 with Fig. 5 the power generated by each thermal unit is different: 
the schedule of the thermal units U2 and U3 are different due to the coefficients of the 
fuel cost and emission cost functions. Unit U1 comes into operation for the lower 
levels of the power contracted either with 0=λ  or 1=λ . 

The computed trade-off curve between the total fuel cost and emission cost, the 
Pareto front, drown with the Pareto optimal solutions in shown Fig. 6. 
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Fig. 6. Pareto optimal solutions 
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Fig. 6. shows that the objective function are conflicting ones due to the need to 
compromise between units with significant less cost, but with significant levels of 
emission, and others with greater cost but lesser emission. The first are committed 
regarding small costs, the second regarding small emissions.  

6 Conclusions 

A short-term generation scheduling approach for thermal units in small GENCO’s is 
proposed. The approach considers the goodness of being schedule with the emission 
concern. Operation constraints of thermal units like ramp rate constraints and 
minimum up/down time constraints are taken into account, using DP and nonlinear 
programming. Numerical results allow concluding that the proposed approach is 
suitable to obtain the trade-off curve to assist on the generation scheduling decisions: 
according to the trade-off curve, a significant reduction on emissions can be achieved 
by rescheduling the thermal units, but implying an increase in operational cost. 
Although, DP suffers from the “curse of dimensionality”, therefore impracticable to 
be used on large-scale systems, on small GENCO’s the use of the DP is reasonable. 
Further work will be carried out including mixed integer programming in order to 
improve the computation performance and introduce new model considerations. 
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Abstract.This paper proposes a load frequency control scheme for an 
autonomous hybrid generation system consisting of wind turbine generator 
(WTG), diesel engine generator (DEG), fuel cell (FC), aquaelectrolyzer (AE) 
and battery energy storage system (BESS). In wind power generation systems, 
operating conditions are changing continually due to wind speed and load 
changes, having an effect on system frequency. Therefore, a robust controller is 
required for load frequency control. The control scheme is based on Linear 
Matrix Inequality (LMI)-Linear Quadratic Regulator (LQR). The control 
optimization problem is obtained in terms of a system of LMI constraints and 
matrix equations that are simultaneously solved. The proposed load frequency 
control scheme with the advanced LMI-based-LQR (ALQR) design is applied 
for the autonomous hybrid generation system. The effectiveness and robustness 
of the proposed controller is demonstrated for different load and wind power 
perturbations. The results suggest superior performance of the proposed ALQR 
controller against an optimal output state feedback controller. The integrated 
control could be realized though the web by applying Internet of Things 
technologies within the future smart grid. 

Keywords: Load frequency control, distribution generation, optimal control, 
linear matrix inequalities, Internet of Things. 

1 Introduction 

In remote areas around the world an autonomous hybrid generation system is useful to 
supply the demand of electrical energy. A hybrid power system consists of a 
combination of two or more power generation technologies to enhance their operating 
characteristics and efficiencies than that could be obtained from a single power source 
[1]. To meet increasing load demands for an isolated community, expansion of the 
distributed generation systems is required. The resulting power system may provide 
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good quality service to the consumer load, which depends mostly on the type and 
action of the generation controller.  

The aim of load frequency control (LFC) is to maintain the power balance in the 
system such that the frequency deviates from its nominal value within specified 
bounds and according to practically acceptable dynamic performance of the system. 

Several controllers have been presented for LFC problems in order to achieve a 
better dynamic performance, where the most employed one is the conventional fixed 
gain controller like proportional-integral (PI) and proportional-integral-derivative 
(PID) controllers, because of their functional simplicity and simple structure, being 
widely used in industrial applications. However, their parameters are often tuned 
using experiences or trial and error methods and may no longer be suitable in all 
operating conditions. Different methods of tuning of PI/PID controllers are given in 
[2]. The use of optimal control theory to power systems has shown that an optimal 
load frequency controller can improve the dynamic stability of a power system. 
Calovic [3] used output feedback techniques to design a decentralized controller.  

Usually a linear model around a nominal operating point is used in the load 
frequency controller design. However, power system components are inherently 
nonlinear, so the operating conditions of power systems are continuously changing. 
Accordingly, the real plant usually differs from the model. Therefore robustness 
becomes a main issue in the attempt to design a controller to satisfy the basic 
requirements for zero steady state and acceptable transient frequency deviations. 

Various robust control approaches have been used in LFC, such as Riccati equation 
approach [4], H∞-control [5], μ-synthesis approach [6], robust pole assignment 
approach [7], Linear Matrix Inequality (LMI) based H∞-loop shaping control [8],loop 
shaping control [9] and inverse additive perturbation [10].The LMI approach based 
LFC has been mostly applied in conventional power systems, being very less used 
yetin hybrid energy systems for LFC.  

In this paper, the formulation of LFC problem is based on LMI-Linear Quadratic 
Regulator (LQR). The basics of LMI-based-LQR control scheme are illustrated in 
[11]. The control optimization problem is obtained in terms of a system of LMI 
constraints and matrix equations that are simultaneously solved. The proposed LFC 
scheme with the advanced LMI-based-LQR (ALQR) is applied for an autonomous 
hybrid generation system. Results show that the robustness of the proposed controller 
is much superior to that of the optimal output state feedback controller, called as 
simple closed-LQR (CLQR), for different load and wind power perturbations. 

2 Relationship to Internet of Things 

The smart grids are expected to spread the intelligence of the energy distribution and 
control system from some central core to many peripheral nodes, thus enabling more 
precise control and adaptation. The concept and objectives of such intelligent nodes 
are similar to those of the Internet of Things (IoT).  

IoT means extending the web paradigm to the connection, monitoring, and control 
of the objects of everyday life. IoT technologies can provide a viable solution toward 
a web-enabledsmart gridsystem [12].  
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The future developments of the IoT related to energy-aware systems and 
distributed decision will be especially relevant for autonomous hybrid generation 
systems, making their control ubiquitous.Decision makers will be able to base their 
actions on real-world, real-time data [13].IoT will make it possible for future energy 
systems to be self-managing, self-sustaining and robust. Therefore, the IoT based 
infrastructure will be tightly coupled with the energy domain [14]. 

3 System Configuration and Description 

The interconnected conventional power source and distributed generation (DG) 
system is shown in Fig. 1. The power-frequency balance is maintained by a proper 
control of the different power generation resources. In actual systems, WT, DEG, FC 
generator, AE and BESS are high order models and have nonlinearity. The controller 
design for higher order non-linear system would be complicated. Thus, the first order 
linearized model is taken into consideration for frequency control. The first order 
representation for the LFC is sufficient without sacrificing accuracy as the frequency 
control loop acts very fast. 
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Fig. 1. Block diagram of the hybrid power system 

The generated power of the WTG depends upon the wind speed. The transfer 
function of the WTGis represented by a first-order lag [15], as: 
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Part of the wind power generation is to be used by the AE for hydrogen production. 
The transfer function model of the AE [15] can be expressed by: 
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The FC converts the chemical energy of the fuel (hydrogen) into electrical energy. 
The FC is represented by a first-order lag transfer function model [15], given as: 
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The DEG works autonomously to supply the deficit power to the hybrid system in 
order to meet the supply-demand balance condition. The DEG is modeled by a first-
order transfer function [15], given by: 

d eg

d eg
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1D E G

K
G s

sT
=

+
                                                      (4) 

The BESS can be utilized to provide additional damping to power system swings, 
improving both transient and dynamic stability. The transfer function model of BESS 
is expressed by first-order [15], as: 
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The power balance is achieved by the equation: 

e s dP P PΔ = Δ − Δ                                                           (6) 

where
ePΔ  is the error in supply power and 

dPΔ is the load change.  

The transfer function for the system variation to p.u. deviation in power is 
expressed by:  
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                                    (7) 

where s y sK is the system frequency characteristic constant of the system and s y sT is 

gain of the system. 
The parameters of proposed hybrid system [15] are given in Table 1. 

Table 1. Parameters of the proposed hybrid system 

Components Gains (p.u.) Time constants (sec) 

Wind turbine generator  1.0WTGK =  1.5WTGT =  

Aqua-electrolizer 0.002AEK =  0.5AET =  

Fuel cell 0.01FCK =  4.0FCT =  

Diesel generator 0.003DEGK =  2.0DEGT =  

Battery energy storage system 0.003BESSK = −  0.1BESST =  

Damping constant of the hybrid system  0.012D =  

Inertia constant of the hybrid system 0.2M =  

4 LMI Representation of LQR 

For a linear and robust control framework, the following linear time invariant multiple 
systems are considered: 

x A x B y w= + + Γ                                                 (8) 
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y C x D u η= + +                                                    (9) 

where A is a n n× state matrix, B is a n p× control matrix, Γ is a m n×  output 

matrix, x is a 1n×  state vector,u is ap×1 control signal vector, y is a 1m× output 

vector, w is a noisy signal vector, assumed to be white. 
Using the H2 representation of the LQR problem [16], [17], we obtain the state-

feedback gain matrix k that minimizes the following cost function in terms of 
output y as: 

( )
m in{ }T

k
J E y y =                                               (10) 

subject to: 

( ) ( ) 0T TA B k P P A B k Q k R k− + − + + <             (11) 

where 0n nP ×∈ ℜ >  is a common Lyapunov matrix. 
The advanced LMI representation of H2 LQR optimization problem can be 

obtained as the minimization of the cost function: 
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5 Control Formulation 

Consider a linear time invariant model for the proposed hybrid power system with the 
following state space model: 

x Ax Bu d= + + Γ                                                     (15) 

y Cx=                                                            (16) 

u Kx= −                                                          (17) 

where A  is system matrix, B  is the input distribution matrix, Γ is the disturbance 
distribution matrix, C  is the control output distribution matrix, x  is the state vector, 
u is the control vector and d is the disturbance vector consisting of load change and 
wind power change.  

The state and other variables of the proposed hybrid power system 
are [ ]1 2 3 4 5 6

T
x x x x x x x= and 6y x= .The design of the optimal controller based 

on output feedback control approach is discussed in detail in [3]. 
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6 Results 

6.1 Load Changes 

The proposed controllers were applied to the hybrid power system shown in Fig. 1. 
The parameters of the hybrid power system are considered to be the same as in [15]. 
In this section, the performance of the ALQR controller is compared with the CLQR 
controller for different load scenarios.  

Case 1:  Step Load Change 

In this case, a load disturbance of 0.01dP puΔ = and wind power variation of 

0.5wtgP puΔ =  is applied to the system. 

The frequency deviation is shown in Fig. 2for ALQR and CLQR. It can be seen 
that using the ALQR controller the frequency deviation of the system is quickly 
driven back to zero with a smaller overshoot.  
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Fig. 2. Frequency deviation for case 1 

Fig. 3(a) and 3(b) show the frequency deviation with different load disturbances 
for ALQR and CLQR controllers, respectively.  

It can be seen that the robustness of the ALQR controller is superior comparatively 
to the CLQR controller. 
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Fig. 3. Frequency deviation for ALQR (a) and CLQR (b) with load disturbances 
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Case 2: Random Step Load Change 

In this case, it is considered that the load disturbance varies with time in step form, as 
shown in Fig. 4, and 0.5wtgP pu=  is also applied to the system.  
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Fig. 4. Random load change in step form 

The frequency deviation is shown in Fig. 5(a). The control effect of ALQR is better 
than CLQR. For clarity, Figs. 5(b) to 5(d) show the frequency deviation for the 
random step load change considering different time durations. 
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Fig. 5. Frequency deviation for case 2 (a); frequency deviation for case 2from t=0s to 1s (b); 
frequency deviation for case 2 from t=9s to 11s (c); frequency deviation for case 2 from t=19s to 
21s. 
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Case 3: Random Load Change 

In this case, the random load change shown in Fig. 6 (a)is applied to the system, also 
with 0.5wtgP pu= .  

Fig. 6 (b) shows the response of frequency deviation under the random load 
change. It can be seen that the response with the ALQRcontroller is better than with 
CLQR. 
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Fig. 6. Random load change (a) frequency deviation for case 3 (b) 

6.2 Random Wind Power Input 

In this case, the random wind power input shown in Fig. 7(a) is applied to the system, 
alongsidea load disturbance of 0.01dP puΔ = . Fig. 7(b) shows the frequency deviation 

for this case.  
It can be seen that the response with the ALQRcontroller is again better than with 

CLQR. 
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Fig. 7. Random wind power input signal (a); frequency deviation with random wind powerfrom 
t=0s to 2s (b) 
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6.3 Robustness with Parameter Variations 

Any controller designed for fixed plant parameter or tuned to nominal conditions may 
not perform satisfactory on variation in their values. Also, in some cases, the value of 
these parameters is not accurately determined, either experimentally or 
mathematically. Thus, they are said to belong in an interval range.  

A controller design is desired to be robust enough against parameter variations of 
the system model. 

The robustness of theCLQRand ALQR controllers is evaluated by computation of 
a quantitative performance index, integral square error (ISE) under variation in 
system parameters.  

In order to be realistic, the simulations were done for a limited time. Moreover, the 
integral values are multiplied by some suitable constants, so that the outcomes of the 
performance indices attain comparable values.  

Thisindexis modified as:  
25

5 2

0

10 ( )ISEf f dtΔ = Δ                                                     (18) 

The values of ISE against parameter changes for theCLQRand ALQRcontrollers 
are shown in Fig. 8.  

As can be observed with the parameters change over a large percentage range, the 
corresponding value of ISE varies significantly and increasingly in the case of the 
CLQR controller. However, the value of ISE with ALQR controller is much lower 
and change slightly.  

These results confirm the high robustness of the ALQR controller against the 
random load change, and system parameter variations. 
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Fig. 8. Robustness evaluation by computing performance index ISE for all parameters variation 

7 Conclusions 

This paper presented a robust control design technique based on LMI-LQR approach. 
The proposed ALQR controller is applied for an autonomous hybrid generation 
system. A comparative study between the proposed ALQR controller and optimal 
output state feedback controller, called as CLQR controller, is provided in study. 
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Simulation results using Matlab 2009b version demonstrated that the proposed 
controller is capable to guarantee robust stability and robust performance, such as 
precise reference frequency tracking and disturbance attenuation. The results suggest 
superior performance of ALQR against optimal output state feedback controller, in 
the case of load changes,parameter variationsand random wind power input. The 
incorporation of IoT technologies will foster the web-enabled smart grid concept, 
where all devices will be interconnected and able to interact through the internet, 
leading to the deployment of a ubiquitous energy controlsystem. 
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Abstract. The Vertical Axis Wind Turbines Darrieus is facing a rapid 
installations growth due to the interest for a decentralizing generation. The 
Darrieus aerodynamic behavior analysis is a hard computational task. This 
paper starts by offering an insight into the Darrieus wind turbines performance 
prediction and proposes an algorithm based on the Multiple Streamtube 
modeling as a prediction approach in order to have an admissible handing in an 
Internet of things environment.  

Keywords: Darrieus, Multiple Streamtube model, performance prediction. 

1 Introduction 

The eolic energy source is one of the most cost effective of renewable sources. 
Electric demand has been satisfied by mixed energy sources and in nowadays the 
eolic energy source is one of those sources in current industrial use. Investments in 
eolic energy exploitation are reported as increasing ones [1]. Studies have been 
conducted [2], [3] regarding the use of eolic energy in order to research behaviors and 
to justify the approval on the usage of eolic energy in the market, offering tools to 
help and ease the enterprise R&D. Also, the eolic energy source is acknowledged as a 
favorable energy sources for scenarios regarding urban areas [4]. Where, the Vertical 
Axis Wind Turbine (VAWT) has advantages over the Horizontal Axis Wind Turbines 
(HAWT) [5], [6]. The high penetration of eolic energy is increasingly affecting the 
overall performance of the electric grid, due to characteristics of intermittency and 
high variability in space and time. One of the concerns related to the high penetration 
of wind turbines is the impact on the system stability and power quality [7]. Hence, 
the accurate performance prediction of scattered urban wind turbines is crucial in a 
Smart Grid (SG) due to the fact that a fast and flexible adjustment to the requirements 
of all players especially the consumer needs of energy usage is an important issue in 
the SG. The performance prediction of VAWT wind turbines especially in urban areas 
is a complex task. The Darrieus type VAWT performance prediction is usually a time 
consuming task, requiring high processing times. The Darrieus VAWT performance 
prediction can reside in cloud services [8] or be predefined in the wind turbine 
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instrumentation in a SG connected to a data network with the possibility for 
centralized data processing capabilities offered by cloud infrastructures.  

The pursuit for the most desirable design for the urban Darrieus VAWT 
performance prediction in a SG and the relation to the involved data interexchange 
network on an Internet of Things (IoT) motivated the work presented in this paper. 
The presented computation algorithm brings the ability to fast predict the Darrieus 
VAWT aerodynamic performance, contributing to make possible the implementation 
of services for the interaction between assets and urban wind turbines.  

The rest of the paper is organized as follows: Section 2 presents the contribution to 
innovation: the ability to fast predict the Darrieus VAWT aerodynamic performance, 
allowing the design of sophisticated services to be implemented on the SG in an IoT 
environment. Section 3 presents features about models for the Darrieus aerodynamic 
performance. Section 4 presents the formulation main assumptions for the prediction 
algorithm. Section 5 presents results from the proposed algorithm and anticipates 
further work. Finally, concluding remarks are given in Section 6. 

2 Relationship to Internet of Things 

The expected way to interconnect all the assets, players and services in a SG is over 
the internet infrastructure. Hence, the urban Darrieus VAWT will be an object in the 
IoT [9] involved in the SG operation [10], [11]. This object requires an adequate 
modeling to be conveniently processed as a thing in IoT. 

This paper computational model is a contribution offering the ability to fast predict 
the Darrieus VAWT aerodynamic performance, allowing the design of sophisticated 
services to be implemented on the SG [12]. The computational model can be 
implemented over an infrastructure interacting not only with the SG but with other 
services offered over the IoT. 

3 Darrieus Aerodynamic Models 

Despite the complexity of the Darrieus VAWT aerodynamic behavior, mathematical 
models have been developed [13], [14] in order to predict the performance. These 
mathematical models have strengths and weaknesses with a more or less accurate 
prediction, depending on the wind turbine configuration, wind behavior and prediction 
time consumed. The most commonly used models can be divided in three categories: 
Vortex model, Cascade model and Blade Element Momentum (BEM) model. 

The Vortex model is characterized by: the vortices in the wake of the blades are 
calculated; the vortex filaments substitute the blades and have the strengths 
determined by the blade profile coefficients, relative flow and angle of attack. The 
Vortex model has a good accuracy. But as a main disadvantage, this model requires a 
high computational time. 

The Cascade model arranges the blades in vanes called cascade, placed in equal 
interspaces. The blades aerodynamic behavior are calculated independently, taking in 
consideration the angle of attack, the position in the upwind and downwind side of the 
rotor and the local Reynolds number. Although no convergence problems are reported 
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and good predictions results are presented, the cascade model takes a high 
computational time. 

The BEM model is divided in three submodels: Single Streamtube, Multiple 
Streamtube and Double-Multiple Streamtube.  

The BEM modeling combines momentum theory with blade element theory in 
order to study the behavior of the air flow on the blades and related forces. The 
turbine in the Single Streamtube model is placed inside a single streamtube and the 
blades revolution is translated in an actuator disk. The effects outside the streamtube 
are assumed negligible and the wind speed in the upstream and downstream sides of 
the turbine are considered constant. This model as a consequence of all the 
assumptions made does not deliver good prediction accuracy, giving in most cases 
higher estimate values, but has a fast processing time. The Multiple Streamtube 
modeling is a variation of the Single Streamtube modeling, dividing the single 
streamtube in several parallel adjacent streamtubes that are independent from each 
other and have own undisrupted, wake and induced velocities. Although not accurate, 
the predicted performance is close to field test values, tending to give values a little 
higher for high Tip Speed Ratios (TSR) and having a fast processing time. The 
Double Multiple Streamtube (DMS) modeling is a variation of the Multiple 
Streamtube modeling, dividing the actuator disc is in two half cycles in tandem, 
representing the upstream and downstream sides of the rotor. This model presented by 
Paraschivoiu [15] has suffered several improvements over time and offers a good 
performance prediction, but presents convergence problems for high solidity turbines, 
giving high power prediction for high TSR and having a high processing time. 

4 Prediction Algorithm 

The most suitable Darrieus wind turbine performance prediction modeling is the 
Multiple Streamtube modeling in a SG environment with the assets connected over an 
internet of thing. This is due to simplicity, reasonable accuracy and low 
computational processing time, permiting the real time interexchange of data between 
several SG assets and the wind turbine over an internet of things platform. 

The Darrieus wind turbine performance computation divides the wind turbine 
space horizontally and vertically in several parallel and adjacent streamtubes 
considered to be independent from each other, having own wake and induced 
velocities. The streamtube width is given by c sin(θ), with c the chord of the blade 
profile and θ the blade azimuthal angle. The streamtube width when θ is equal to 0º 
and 180º is considered to be equal to the blade profile height. A variation in the blade 
azimuth angle Δθ is chosen for the horizontal streamtube division. The number of 
Horizontal Streamtubes (HST) is equal to 180º/Δθ. 

The streamtube height h is equal to the wind turbine height H divided by the 
number of predefined vertical divisions, VertDiv. Each set of horizontal streamtubes 
has the same undisrupted wind velocity V∞ that varies with the height. Several forces 
must be considered in order to study the blade behavior in each streamtube [13], [15]. 
These forces are computed in function of the airfoil velocities. The airfoil velocities 
diagram is shown in Fig. 1. 
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Fig. 1. Airfoil velocities diagram 

The relative velocity VR at the blade is given by: 

22 )sin()cos( θωθ aaR VRVV ++= .         (1) 

ω is the rotor angular speed, R is the radius of the wind turbine and Va is the local 
wind speed at rotor. The Froude’s Momentum theory for an actuator disk [15] gives a 
relation between the undisruptive wind velocity V∞ and the wind speed at the rotor. 
This relation is given by an induction factor U given by: 

)1( UVVa −= ∞ .         (2) 

Normalizing the relative velocity VR by V∞, (1) is given by: 

.)sinV/V()V/RcosV/V(V/V 2
a

2
aR θωθ ∞∞∞∞ ++=  

Introducing (2) into (3) and considering λ as the TSR, (3) is given by: 

        (3) 
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        (4) 

The blade angle of attach α is given by: 
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The Tangential coefficient CT and normal coefficient CN [13] are given by: 

αα
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cossin

DLN

DLT

CCC

CCC

+=
−=

.         (6) 

CL and CD are the lift and drag coefficients of the airfoil for the angle of attack α. The 
aerodynamic trust coefficient CAT is given by: 
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N is the number of blades and D the diameter of the wind turbine. Applying the 
momentum theory, the momentum loss trust coefficient CMLT is given by [15]: 

)1(4 UUCMLT −= .         (8) 

A Multiple Streamtube model diagram is shown in Fig. 2.  

 

Fig. 2. Multiple Streamtube model diagram 

The aerodynamic behavior of the wind turbine in all the streamtubes is calculated 
in order to compute the Darrieus type VAWT wind turbine performance prediction. A 
starting interference factor U is chosen for each streamtube. The local wind speed Va, 
relative wind speed VR, local angle of attack α and Reynolds number are calculated. 
Hence, the aerodynamic trust coefficient CAT can be calculating, using lift and drag 
coefficients that can be previously calculated for the blade airfoil and saved in a file 
or database or calculated in real-time.  

The momentum loss trust coefficient CMLT is calculated using the existing 
interference factor U. Both CAT and CMLT are compared and a difference between the 
two trust coefficients is an error. If this error is outside an error tolerance, a new 
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interference factor U is chosen and all the process starts again, until the error between 
the CAT and CMLT are within the error tolerance. The Multiple Streamtube 
computational model flowchart is shown in Fig. 3. 

 

 

Fig. 3. Multiple Streamtube computational model flowchart 

Once an interference factor for a streamtube is found, the torque Q is then 
calculated and saved.  

The final torque coefficient CQ is calculated when all the horizontal and vertical 
streamtubes are processed.  The final torque coefficient CQ is computed by the 
expression given by: 
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The final Power coefficient CP is given in function of CQ (9) and the TSR by the 
expression given by: 

λQP CC = .       (10) 

The incorporation of the wind turbines behavior in an internet of things platform, 
requiring fast interexchange of data, is simplified by using this model to compute the 
aerodynamic performance prediction of Darrieus VAWT. 

5 Results and Further Work 

The aerodynamic behaviors of the Darrieus VAWT blade profiles are found to be the 
most time consuming task. The lift and drag coefficients of the Darrieus VAWT 
blades can be analyzed in field tests or computed with Computational Fluid Dynamic 
(CFD) software.  

The lift and drag coefficients can be calculated on demand with CFD software, 
with the disadvantage of increasing the computational time spent in the Darrieus 
VAWT performance prediction. Hence the use of previously saved data in file or 
database format is advisable, decreasing the time consumption performance 
prediction to a few seconds.  

The Darrieus VAWT performance prediction computation of the previously 
presented algorithm developed in ABAP programing language, running on a server 
with Windows 2008 R2 64-bit Operating System server, two 2.53 GHz processors 
and 8 GB of Random Access Memory (RAM), takes between 1 to 2 seconds of CPU 
time to compute, if all the airfoil lift and drag coefficients data are previously saved in 
a Microsoft SQL Server 2008.  

The lift and drag coefficients calculated with CFD software can take between 0.1 
seconds up to 5 minutes depending on the CFD software, airfoil complexity, airfoil 
number of points, blade angle of attack, Reynolds number and convergence criteria 
for the iterations.  

A comparison between the several mathematical performance prediction models 
elaborated by Sandia National Laboratories is shown in Fig. 4 between the Single 
Streamtube model and the Multiple Streamtube model (DART computer code) [16]; 
in Fig. 5 between the Multiple Streamtube model and the Double-Multiple 
Streamtube model [15]. 
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Fig. 4. Single Streamtube model and Multiple Streamtube model comparison with experimental 
data [16] 

 

Fig. 5. Multiple Streamtube model and Double-Multiple Streamtube model comparison with 
experimental data [15] 

Although, advantages and disadvantages are intimately related with the Darrieus 
VAWT design and installation conditions, several most used mathematical 
performance prediction models advantages and disadvantages are reported. A resume 
of those reports are presented in [13], and summarized in Table 1. 
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Table 1. Darrieus VAWT mathematical performance prediction models advantages and 
disadvantages [13] 

Prediction Model Advantages Disadvantages 

Single Streamtube Predicts the overall performance 
of a lightly loaded wind turbine. 
Very fast computational 
prediction. 

Does not predict the wind 
variations across the rotor 
presenting disparities compared 
with experimental data. 

Multiple Streamtube Predicts the overall performance 
reasonably, especially when the 
rotor is lightly loaded. 
Fast computational prediction. 

Some convergence problems, 
increasing computational time. 
Slight disparities with field 
tests, depending on the wind 
turbine solidity. 

Double-Multiple 
Streamtube 

Offers a good correlation between 
the performance prediction and the 
experimental data. 

Presents convergence problems 
that increase computational 
time. 
Over prediction power for high 
solidity wind turbine and higher 
TSR. 

Vortex With the latest improvements the 
model presents a high correlation 
between the performance 
prediction and the experimental 
data. 

Takes the highest 
computational time of all the 
prediction models. 

Cascade Reasonable overall prediction for 
both low and high solidity wind 
turbine. 
No convergence problems.  

Takes a reasonable computation 
time. 

 
Further work will target the validation with field tests of the presented solution for 

the Darrieus VAWT performance prediction in the SG included in an IoT. Also, the 
developments of optimized computational solutions to other Darrieus VAWT 
performance prediction models are envisaged in the near future.  

6 Conclusions 

Aerodynamic behavior analysis models of Darrieus wind turbines are discussed. The 
Multiple Streamtube modeling is further analyzed, regarding methodology and 
formulation. The computation approach is presented in a flowchart and is designed in 
the most suitable approach for a SG included in an IoT environment, achieving a fast 
simulation of the aerodynamic performance of a Darrieus VAWT. 



 Darrieus Wind Turbine Performance Prediction: Computational Modeling 391 

 

References 

1. Snyder, B., Kaiser, M.J.: A comparison of offshore wind power development in Europe 
and the U.S.: patterns and drivers of development. Appl. Energy 86(10), 1845–1856 
(2009) 

2. Melício, R., Mendes, V.M.F., Catalão, J.P.S.: Dynamic stability of wind turbines with 
permanent magnet machines and power-electronic converters. In: Proc. Power Eng. 2009, 
Lisbon, Portugal, pp. 484–489 (2009) 

3. Faria, D.L., Castro, R., Philippart, C., Gusmão, A.: Wavelets Pre-Filtering in Wind Speed 
Prediction. In: Proc. Power Eng. 2009, Lisbon, Portugal, pp. 168–173 (2009) 

4. Mañana, M.: Small wind energy systems, state of the art and new challenges. In: Proc. 
ICREPQ 2011, Gran Canaria, Spain (2011) 

5. Batista, N.C., Melício, R., Matias, J.C.O., Catalão, J.P.S.: Self-start performance 
evaluation in Darrieus-type vertical axis wind turbines: methodology and computational 
tool applied to symmetrical airfoils. In: Proc. ICREPQ 2011, Gran Canaria, Spain (2011) 

6. Batista, N.C., Melício, R., Matias, J.C.O., Catalão, J.P.S.: New blade profile for Darrieus 
wind turbines capable to self-start. In: Proc. IET RPG 2011, Edinburgh, United Kingdom 
(2011) 

7. Melício, R., Mendes, V.M.F., Catalão, J.P.S.: Power converter topologies for wind energy 
conversion systems: integrated modeling, control strategy and performance simulation. 
Renewable Energy 35(10), 2165–2174 (2010) 

8. Miorandia, D., Sicarib, S., De Pellegrinia, F., Chlamtaca, I.: Internet of things: vision, 
applications and research challenges. Ad Hoc Networks 10(7), 1497–1516 (2012) 

9. Atzoria, L., Ierab, A., Morabitoc, G.: The internet of things: a survey. Computer 
Networks 54(15), 2787–2805 (2010) 

10. Ou, Q., Zhen, Y., Li, X., Zhang, Y., Zeng, L.: Application of internet of things in smart 
grid power transmission. In: Proc. 3rd FTRA Int. Conf. on Mobile, Ubiquitous, and Int. 
Comp.- MUSIC, Beijing, China, pp. 96–100 (2012) 

11. Bui, N., Castellani, A.P., Casari, P., Zorzi, M.: The internet of energy: a web-enabled 
smart grid system. IEEE Network 26(4), 39–45 (2012) 

12. Atzoria, L., Ierab, A., Morabitoc, M., Nittia, N.: The social internet of things (SIoT) – 
when social networks meet the internet of things: concept, architecture and network 
characterization. Computer Networks 56(16), 3594–3608 (2012) 

13. Islam, M., Ting, D.S.-K., Fartaj, A.: Aerodynamic models for Darrieus-type straight-
bladed vertical axis wind turbines. Renewable and Sustainable Energy Reviews 12(4), 
1087–1109 (2008) 

14. Melo, R.R.S., Neto, A.S.: Integral analysis of rotors of a wind generator. Renewable and 
Sustainable Energy Reviews 16(7), 4809–4817 (2012) 

15. Paraschivoiu, I.: Wind Turbine Design: with emphasis on Darrieus concept, 1st edn. 
Polytechnic International Press, Canada (2002) 

16. Strickland, J.H.: The Darrieus turbine: a performance prediction model using multiple 
streamtube. Sandia Laboratories Report SAND 75-0431, United States of America (1975) 

 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
 

Part XIV  
Energy Distribution 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

L.M. Camarinha-Matos, S. Tomic, and P. Graça (Eds.): DoCEIS 2013, IFIP AICT 394, pp. 395–402, 2013. 
© IFIP International Federation for Information Processing 2013 

The Electric Vehicle Integration into the Power System: 
An Application to the Portuguese Case 

Ezequiel Carvalho1, Jorge Sousa1,3, and M. Ventim Neves2 

1 ISEL - Lisbon Engineering Superior Institute, Rua Conselheiro Emídio Navarro,  
1, 1959-007 Lisboa, Portugal 

{ecarvalho,jsousa}@deea.isel.ipl.pt 
2 Centre of Technology and Systems, Faculty of Science and Technology,  

Quinta da Torre, 2829-516 Caparica, Portugal 
ventim@uninova.pt 

3 Cie3 - Center for Innovation in Electrical and Energy Engineering, Av.  
RoviscoPais, 1, 1049-001 Lisboa, Portugal 

Abstract. Electric vehicles (EV) offer a great potential to address the 
integration of renewable energy sources (RES) in the power grid, and thus 
reduce the dependence on oil as well as the greenhouse gases (GHG) emissions. 
The high share of wind energy in the Portuguese energy mix expected for 2020 
can led to eventual curtailment, especially during the winter when high levels of 
hydro generation occur. In this paper a methodology based on a unit 
commitment and economic dispatch is implemented, and a hydro-thermal 
dispatch is performed in order to evaluate the impact of the EVs integration into 
the grid. Results show that the considered 10 % penetration of EVs in the 
Portuguese fleet would increase load in 3 % and would not integrate a 
significant amount of wind energy because curtailment is already reduced in the 
absence of EVs. According to the results, the EV is charged mostly with 
thermal generation and the associated emissions are much higher than if they 
were calculated based on the generation mix.  

Keywords: CO2 emissions, Electric vehicle, Renewable integration, Power 
grids, Wind energy, Economic dispatch.  

1 Introduction  

Nowadays, worldwide a large share of mobility relies on passenger car use, and this 
share is expected to increase even further, especially in developing and emerging 
countries [1]. Transportation sector is largely dominated by internal combustion engines, 
relying almost entirely on oil as primary energy source (94 % of the world energy used 
for transportation in 2007) [2], and contributes largely to GHG emissions.  

In the last years, energy and environmental concerns led to a fast growing of the 
renewable energies, motivated efforts for increasing  energy efficiency,  and promoted 
the search for new transportation solutions.1 Considering the efficiency of the EV as 
                                                           
1 Light-duty vehicles (LDV) account for most of the world energy use and GHG emissions in 

the transportation sector [2]. 
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well as their potential to address the integration of RES, the use of electricity as fuel 
in the electric vehicles has a great potential to reduce the dependence on oil and the 
GHG emissions, as well as to provide a low cost alternative to liquid carbon fuels.  

Portugal is highly dependent on external energy resources (81 % in 2009) [3], 
however the Portuguese territory presents a large potential in terms of RES with a 
special focus on hydro, wind, solar and biomass. Great efforts have been made in the 
last years, in terms of RES installation and Portugal in one of the leading countries in 
the EU in terms of electricity generation from renewable sources [4].2 In Portugal, 
accordingly with the "EU 20-20-20 target", the strategic energy guidelines established 
by the Portuguese government point that in 2020, 31 % of the final energy and 60 % 
of the electricity produced must be from renewable sources [5]. Accordingly, targets 
for installed hydro, wind and solar power capacities were defined as 8600 MW, 6875 
MW (revised) and 1500 MW respectively [6].  

As one of the major challenges in integrating large amounts of renewable energy in 
the power systems, is dealing with the intermittent nature of these sources [7-8], 
storage is a crucial issue. Thus, the distributed storage capacity provided by the 
integration of the EV in the transportation sector may play a significant role to 
overcome renewable variability and contribute to mitigate potential unbalance 
between the electricity generation and demand [9], as well as contribute to reduce 
GHG emissions. However, when substituting ICEs by EVs, the potential gains 
achieved by this integration, both in terms of renewable sources integration and 
emissions, are highly dependent on the generation mix and time of charge. In [10] a 
hypothetical penetration of EVs into the present (2011) power grid was already 
studied. In this work the impact of the EV integration into the Portuguese power 
system in terms of additional power generation, CO2 emissions, renewable energy 
integration and thermal generation costs, will be assessed under a specific night 
charge scenario with a 10 % of EV penetration, for the year of 2020.  

2 Relationship to Internet of Things  

As the power grid integrates increasing amounts of distributed generation, the need to 
improve power quality, transmission efficiency and renewable energy integration 
increases the urge for smart grids implementation. Furthermore, in a growing 
renewable generation environment, the integration of the electric vehicle into the 
power grid will rely on networks to charge/discharge in a controlled manner (Vehicle 
to Grid) and thus improve renewable generation integration. In such environment the 
EV and the Smart Grids will be integrating and essential elements of the Internet of 
Things (IoT).  

3 Objectives and Methodology  

In 2010, the Portuguese government estimated a 10 % penetration of EVs in the 
Portuguese vehicle fleet by the year of 2020 [5]. The main purpose of this work is to 

                                                           
2 Portuguese figures are well above the European Union objective for 2010. 
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study the impact of those EVs on the renewable integration in the power system as 
well as the environmental impacts. In particular it is intended to answer the following 
questions: Would the integration of the EVs into the grid help to integrate wind power 
and reduce potential wind curtailments? What would be the benefit in terms of CO2 
reduction that could be achieved from that integration?  

A methodology based on a unit commitment and economic dispatch is 
implemented using the General Algebraic Modeling System (GAMS), in order to 
evaluate the impact of the EVs integration into the grid. The methodology proposed is 
an evolution of the model used in [11]. The optimization procedure here proposed 
performs the economic dispatch of the thermal, storage hydro and storage pumped-
hydro technologies, in order to minimize the variable generation costs. Data 
concerning the run-of-the-river hydro power plants, the renewable generation and the 
load is given as input data, previously forecasted based on the historic 2011 time-
series data. From this methodology, the thermal generation costs, the CO2 emissions 
and the potential need for wind generation curtailment is computed. The additional 
EVs load is then added to the baseline time-series and the impact on the thermal 
generation, CO2 emissions and renewable integration is assessed. The objective 
function considered for the economic dispatch includes the generation and start-up 
costs of the thermal units, assigns a penalty to wind curtailment, and is expressed as: 

 

(1)

where P
j
(t) is the power generated by the thermal unit j at moment t, in MW, PRC(t) is 

the renewable generation curtailment at moment t, in MW, y j(t) and u 
j
(t) are a binary 

variables which indicate if the thermal power unit j starts-up/is running at moment t, 
δt  is the time interval between t and t + 1, T is the number of time-series periods and 

J is the number of thermal units. Also
j

GC is the power generation cost of the unit j, in €/MWh,
j

SUC is the start-up cost of the unit j, in € and CRC is the renewable generation 

curtailment penalty, in €/MW. 
Subjected to the following constraints:  

3.1 Thermal Units Constraints  

Thermal units are subjected to restrictions concerning maximum and minimum 
generation limits and maximum ramp-down and ramp-up rates [12], which are expressed 
by (2), (3) and (4):  

 
(2)

(3)

 
(4)

[ ] [ ] .)(.)(..)(.)(.min
1 1
 

= = 







++
T

t

J

j

jj
SU

jjj
GRCRC tyCtuttPCtPC δ

 .)( j
Max

jj
Min PtPP ≤≤

.)1()( j
up

jj PtPtP ≤−−

 .)()1( j
down

jj PtPtP ≤−−



398 E. Carvalho, J. Sousa, and M. Ventim Neves 

 

In (2), (3) and (4), Pj
up and Pj

down correspond to the ramp-up and ramp-down power rates, 

respectively.  

3.2 Reservoir Hydro Constraints  

Limits to the maximum discharge, stored energy and final energy of reservoir hydro 
unit are imposed by (5), (6), (7) and (8), where EH(t) is the stored energy in the unit 
at the moment t, in MWh, PH(t) is the power of the hydro unit at the moment t, in 
MW and EHInf (t) corresponds to the given inflow expressed in energy units (MWh). 

 
(5)

 (6)

 
(7)

 

(8)

3.3 Pumped-Hydro Constraints  

For the pumped-hydro unit the following constraints apply:  

(9)
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In (9), (10), (11), (12), (13) and (14) EPH (t) is the stored energy in the unit at the 
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when pumping, PPH (t) is the power of the pumped-hydro unit at the moment t when 
generating, ηPH is the pumping efficiency and EPHInf  corresponds to the given inflow 
expressed in energy units (MWh). 

3.4 System Constraints  

There are constraints which are applied to the overall system and do not consider a 
specific technology. The system balance and the reserve power are expressed by (15) 
and (16), where PL(t) is the load at time t, PR(t) is the sum of the renewable powers 
(PRE) with the run-of-the river hydro and l represents the transmission losses.  

 

(15)

 
(16)

4 EV Modeling and Charging Scenario  

To evaluate the impact of the EV, both in terms of wind integration and CO2 

emissions, a night charge scenario is considered. This off-peak charging scenario is 
assumed as the most likely to occur in the next years. In this scenario, most 
consumers are expected to delay the starting of EVs charge until 10 p.m. to benefit 
from the off-peak low electricity prices as well as due to eventual power constraints at 
the residential level.3 

It is assumed that the EVs are equipped with a medium 24 kWh lithium battery, 
and drive 38 km a day with a fuel consumption of 0.167 kWh/km. Charging power is 
considered to be 3.3 kW with an 85 % of charge efficiency, which includes 
distribution grid losses. Based on previous assumptions the EVs are modeled as 
electric loads and a normalized vehicle charge profile is created, according to the 
scenario considered. To simulate the beginning of EVs charge, a normal distribution 
(µ  = 10 p.m., σ = 1h) is used.  

5 Case Study  

5.1 Framework  

In this work, the proposed methodology is applied to the Portuguese case study for the 
year of 2020, taking into account the main characteristics of the power system and the 
estimated vehicle fleet.  
 

                                                           
3 Most of Portuguese households have a contract capacity lower than 7 kW [13]. 

.)()()()()1()()()(
1

tPtPtPtPltPtPtP PHpRCRLPHH

J

j

j
++−+=++

=

.)()(.)1()(.)(.)(.
1

tPtPltuPtuPtuP RESL
j

MaxPH
j

MaxH

J

j

jj
Max ++=++

=



400 E. Carvalho, J. Sousa, and M. Ventim Neves 

 

The EV fleet is assumed to be 600 thousand vehicles which correspond to about 10 
% of the Portuguese LDV fleet estimated for the year 2020, with base on 2010 
registration data [14]. Considering the mean occupation of light passenger vehicles 
referred in [4] and [15] and passenger kilometers data [4], EVs are assumed to drive 
38 km a day. Also EVs are assumed to charge according to the off-peak scenario 
referred previously.  

Concerning the power system the values for 2020 installed capacity are considered 
according to the planned additions and decommissioning of power plants [5-6], [16]. By 
this year the overall installed capacity in the Portuguese system is expected to reach 
28.8 GW, from which 9.5 GW (33 %) correspond to large hydro (4GW of pumped-
hydro), 7.2 GW (25 %) correspond to the thermal technologies (Coal and CCGT) and 
12.1 GW (42 %) correspond to the RES technologies.4 According to the estimated 
values, by this year the energy consumption will be 56.3 TWh.  

Coal, natural gas and CO2 prices were based on 2011 data and were considered 
respectively, 87.6 €/ton for coal, 22.5 €/MWht for natural gas and 10 €/ton for the CO2 
emissions allowances. Efficiencies considered for coal and fuel-oil thermal units ranged 
from 37 % to 38 % and a 55 % efficiency was considered for the CCGT units [17].  

5.2 Simulation Results  

Based on the model and previously referred assumptions, simulations were carried out 
for the Portuguese power system for one entire year of operation, in an hourly basis. 
In Fig. 1 the generation profiles corresponding to winter and summer typical periods 
are presented. 
 

 
 
 
 
 
 
 
 
 

Fig. 1. Generation by technology - typical wet (left) and dry (right) periods 

Table 1 presents the simulation results obtained concerning load, power generation, 
curtailment, costs and emissions for the cases of the load without and with the  
EV charging. 

The EV column of table 1 show the impact of the EV on the power system 
considering the marginal methodology used. The results show that the considered  

                                                           
4 Wind power will correspond to 23.7 % of the overall installed capacity. 
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10 % penetration of electric vehicles in the Portuguese fleet would lead to an increase 
of 3 % in the electrical load but would not integrate a significant amount of curtailed 
energy. This results from the fact that the curtailment in the base case is already 
reduced, due the high values of hydro power installed, which comprises a significant 
share of pumped-hydro units. 

Table 1. Simulation results 

 Load Load+EV EV 

Load  (GWh) 56281 57912 1631 

Generation (GWh) 57215 58783 1568 

Wind Curtail. (GWh) 89.4 1.9 -87.5 

Hydro Gen.  (GWh) 16121 16458 337 

Thermal Gen.  (GWh) 10798 12028 1230 

CCGT 1308 1823 515 

Coal 9490 10206 716 

Emissions (ton CO2 ) 9038 9872 834 

Total Cost  (M€) 474 528 55 

Average  Cost  (€/kWh) 0.0084 0.0091 0.0334 

Average  Thermal Cost (€/kWh) 0.0445 0.0446 0.0450 

Average  Emissions (g CO2 /kWh) 160.6 170.5 511.5 

Avg  Thermal Emissions (g CO2 /kWh) 849.5 833.1 688.5 

The additional generation required to supply the electric vehicles is mostly thermal 
(45.6 % coal and 32.8 % CCGT) as can be verified in table 1.  

Also in table 1 one can see that the marginal generation mix has a specific 
emission of 511.5 gCO2/kWh, which leads to the EV emissions of 85.3 g CO2/km. 
This compares to a 33.4 g CO2/km of emissions that would result from the total 
generation mix emissions of 170.5 g CO2/kWh.  

6 Conclusions  

The electric vehicle, seen as a distributed storage system, has a potential to reduce 
eventual wind curtailments and, therefore, increase the wind integration in the power 
system. To evaluate this contribution, a methodology based on hydrothermal 
coordination, unit commitment and economic dispatch was applied to the Portuguese 
power system for the simulation of an entire year of operation. Results show that the 
considered 10 % penetration of electric vehicles in the Portuguese fleet would lead to 
an increase of 3 % in the electrical load and would not integrate a significant amount 
of wind energy. This is because curtailment is already low in the base case due to the 
significant pumped-hydro power installed. As a consequence, electric vehicles are 
charged mostly with thermal generation and the associated emissions are much higher 
than those that would be obtained considering the generation mix emissions.  
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In fact, 85 g CO2/km were computed for the electric vehicle in the marginal 
approach used in this work, which compares to 33 g CO2/km of emissions resulting 
from the generation mix emissions approach.  
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Abstract. This paper focuses on an analysis of demand response in a smart grid 
context, presenting the model considerations and architecture. Domestic 
consumption is divided into groups in order to cover the adequate modeling. A 
fuzzy subtractive clustering method is applied to demand response on several 
domestic consumption scenarios and results analyses are presented. The 
demand response developed model aims to support consumers decisions 
regarding their consumption needs and possible economical benefits. 

Keywords: Demand response, smart grid, fuzzy subtractive clustering. 

1 Introduction 

The smart grid engages consumer active role. This is crucial for grid management in 
order to efficiently ensure electric energy generation and usage. For instance, time-
scheduling or shedding of load requirements is more favorable when consumer has an 
active role. Demand Side Management (DSM) such as energy efficiency, energy 
conservation and Demand Response (DR) programs [1] are required in order to 
adequate the profile of energy load diagram to generation. DR aims at shaping energy 
usage in some specified time periods with opportunely economic advantage due to 
adequate balance between load and generation. The shaping is attained by a modus 
operandi efficiently taking into account the need to apply time-scheduling or shedding 
of the load. The modus operandi is intended not only at lowering expenditures, such 
as the ones resulting from the need to call utilities expensive peaking power plants in 
short-time or to avoid building new power plant in order to satisfy future forecasted 
augmented energy consumption needs; but also in case of impossibility to avoid new 
power plants building, then chiefly discarding the ones with anthropogenic 
greenhouse gases emission [2]. Already, a European Union program started in 2008 
for decreasing the end-user consumption is on effect, aiming to achieve 1 % reduction 
in energy consumption in the following nine years [3]. Consumers have to be 
persuaded to adhere to a smart grid environment and be an active element in the smart 
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grid management, implying the necessity to furnish adequate conveniences to take 
advantage of the capabilities given by smart grid. DR techniques allows the 
accomplishment of shifting or decreasing the energy usage in several economic 
activity sectors, bringing benefits not only to consumers, but also to grid operators 
due to a reduction in system operation costs [4]. 

In this paper the consumer´s active role in grid management is supported by a DR 
method developed using a fuzzy clustering model. The developed methodology 
provides the consumer an intended efficient tool which allows to support consumer 
decisions on load management regarding their consumption needs and consumption 
priorities along one day, taking into consideration the associated costs and possible 
economical benefits. The desirable massive consumer adherence to DR actions 
justifies a consumption pattern definition for the model implementation. This 
consumption pattern justifies the fuzzy clustering techniques applied. 

This paper focuses on DR actions and modeling, giving details and results analysis. 
Domestic consumers are the target of the paper and are divided accordingly to their 
consumption profiles into three groups. Each group has an equipment priority list of 
Controllable Loads (CL) to be accomplished, considering for the decision on load 
satisfaction the available generation capacity and the energy price. Also, consumer 
non-controllable loads are considered. 

The rest of the paper is organized as follows: Section 2 presents the contribution to 
innovation on DR involving research and customization of programming techniques. 
Section 3 presents aspects about DSM and DR. Section 4 presents DR model case 
study main assumptions. Section 5 presents the fuzzy subtractive clustering method to 
be applied to consumption scenarios. Section 6 presents results analysis based on the 
scenarios. Finally, concluding remarks are given in Section 7. 

2 Relationship to Internet of Things 

Internet of Things (IoT) is a name conceived to accommodate an extension of the web 
paradigm in order to consider the connection, monitoring and control of devices: 
things of everyday life [5].  

The smart grid characteristics [6], the expectation to spread intelligence and control 
from some central core over peripheral nodes on electric energy usage entails the need 
to research, test and customize computing techniques for DR analysis, enabling 
opportune interfacing management of energy usage [5].  

The DR analysis in this paper is on a line of technological contributions tied with 
the IoT aptitude to: (i) collect data on energy usage, (ii) provide this data to other 
participants on local utility grid, and (iii) get energy prices information [7]. 

3 Demand Side Management and Demand Response  

The oil shocks of the 1970s brought a new research concerning policies and measures 
targeting energy demand. Since then development of DR and energy efficiency 
policies are on the way, aiming to influence quantities or patterns of energy [8]. A 
discussion and analyze DSM appeared in 1985 with alternatives related to load shape 
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benefits derived from techniques concerning, for instance: valley filling of utility’s 
loads, clipping of peaks, shifting of loads to off peak hours, strategic conservation to 
reduce demand [9]. DSM became more ambitious with smart metering in domestic 
buildings and services and bidirectional communication provided in smart grids.  

DR allows load adaptation to the generation; this adaptation is important due to the 
intermittent characteristic of renewable energy sources integrated into the electric 
grid. DR programs are mainly conditioned by grids requests and consumers have to 
adapt the consumption in order to take advantage of economical benefits. DR is 
defined as any program which communicates with the consumer and either enables or 
encourages the consumer to lower or shift energy consumption during periods of 
unfavorable energy prices to favorable periods [10]. DR programs can be divided 
into: Incentive-Based Programs (IBP) and Time-Based Programs (TBP) [11].  

4 Demand Response Model Case Study 

The proposed model is a TBP one, aiming to support consumer’s decision and actions 
on load management also referred as CL management, taking into consideration the 
available power capacity and energy price. This TBP model intends to give 
consumers flexibility in order to take advantage of economical benefits allowing the 
load management that best fits consumer’s profiles or life-styles. Consumers load 
management is possible throughout methods of load time-scheduling and load 
shedding. The economical benefits mainly come from valley filling of utilities’ loads 
and shifting of loads to off peak hours.  

The model assumes that grid power dispatch provides hourly information to 
consumers about available power and energy price. The assumptions considered in 
the model are the following: available power is considered non-constant along the 
time horizon to emulate available distributed generation behavior and consequently 
allowing a convenient DR modeling; consumer can deselect priority on a CL in order 
to allow available power to the next priority CL; once the in progress power sum of 
CL reaches the total available power, no further CL can be connected. These 
assumptions are intended to give to the consumer an opportunity to adapt the 
consumption diagram to what the consumer is willing to pay for energy price. 

The consumers’ profiles and operation modes were obtained from analysis of 
consumption behavior that allowed a consumption pattern definition. Three consumer 
profiles were set to ensure the coverage of DR generalization on the model and help 
consumers cope with price changes over one day period. These three consumer 
profiles were designated as follows: economic, moderate and extravagant. Two 
operation modes designated by cleaning and comfort are set for each consumer 
profile. An example of a priority list is shown in Table 1. In table 1 the CL priority 
list is the same for the three profiles because it guarantees that consumer decision is 
obeyed independently of the selected profile, regarding the energy price. For example, 
if economical profile is selected but for one time period the energy price is superior to 
the one allowed for the economical profile, consumer can change his profile to 
moderate, keeping the same CL priority list but with increased costs. Also, a common 
CL priority list to the three profiles allows a DR model comparison analysis for the 
scenarios considered in this study. 
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Table 1. Controllable load priority list for cleaning mode  

Economic profile Moderate profile Extravagant profile 

1 Dishwasher 
2 Washing machine 
3 Dry Machine 
4 Air Conditioner 
5 Thermo ventilation 

 Low price  
Low or medium 

price 
 

Low, medium or 
high price 

 
The economic profile is set to allow only the use a CL when the energy price is 

low. The moderate profile is set to allow the use a CL when energy price is low or 
medium and in extravagant profile any CL could be used independently of energy 
price. The necessity of pattern recognition associated with a control which supports 
consumers’ decisions for DR model design is fulfilled using fuzzy clustering method. 
The controller is implemented in the Matlab-Simulink® software resorting to the 
Fuzzy Logic Toolbox.  

The demand response model is shown in Fig. 1.  

Start FinishInput Data

Fuzzy Controller

Consumer 
Profile

Save Data

 

Fig. 1. Demand response model 

The input data was set considering one residence with 6.9 kVA of installed power 
and the CL are home appliances and air conditioner with nominal reference power 
given in [12]. The model input data are chosen considering CL consumption stages, 
available power and energy price. The reactive power is neglected.  

The consumption stages assumed are the null power or the reference nominal 
power, i.e., for the air conditioner the consumption stages are off power or full power, 
which is 1.8 kW. Nevertheless, the model is valid for any other consumption stages 
introduced as input data. The model is applied considering a power range between 
1.8 kW and 6.9 kW, respectively given by the CL lower value and the installed 
electric power value.  

5 Fuzzy Clustering Model 

The required DR behavior is standardized in an Excel sheet by creating relations 
between the input and output parameters desired for the DR model. In order to 
represent the DR behavior in a fuzzy controller, data clustering technique was used. 
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Given an input, available in the Excel data sheet, data clustering apprehends the 
pattern in it and gives the outputs. The outputs are cluster centers corresponding to the 
pattern, which can be utilized in a fuzzy controller. Each cluster center is composed 
by twelve elements. A total of 7 inputs are considered. These inputs are given by: 5 
CL consumption states required by the consumer, the energy price and the available 
power. And 5 outputs given by the 5 CL states. 

Data clustering techniques are necessary due to the fact that otherwise the required 
number of rules is a large number in order to acceptably define the fuzzy controller. 
Fuzzy clustering consists on a strategic division of the data space into fuzzy clusters.  
Each fuzzy cluster is introduced in order to stand for the convenient representation of 
one specific part of system behavior. After projecting the clusters onto the input 
space, the antecedent parts of the fuzzy rules can be found [13].  

The subtractive clustering technique is an extension of the mountain clustering 
method based on data sets evaluated using mountain function resulting in cluster 
centers. Accordingly to this technique, given a collection of n data points in an m-
dimensional space, the technique starts by setting each data point xi as a potential 
cluster center with a defined potential in function of the Euclidian distances of all data 
points. This function, specifying the potential at xi, is given by 

.
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2||||
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−−=
n

j

xx
i

jieP
α

 
        (1) 

α is a parameter given by, 

./4 2
ar=α         (2) 

ra is the cluster radius, setting a hypersphere of data points with significant influence 
on the cluster center potential in order to be acknowledged as neighbors.  

The ra value has a strong effect on the numbers of the generated cluster. Three 
observation about this value are in order: a data point outside a neighborhood of 
radius ra has little influence on the potential of the neighborhood center data point; a 
higher value for ra generally results in a generation of few clusters and therefore a 
model too generalized; while a low value can lead to an excessive generation of 
clusters and therefore a model that has not enough generalization [14]. The ra values 
were chosen in order to introduce an adequate amount of clusters which are related to 
the resulting number of fuzzy rules. The ra parameter can be adjusted based on the 
required model complexity and generalization ability. In this paper the ra values 
determined resulted in a rules number which allowed an adequate control action with 
an adequate model time response. Hence, it was considered that no major advantages 
arrived with improved mathematical methods or optimization methods applied on the 
ra determination. The values for ra are shown in Table 2.  

The subtractive clustering technique after computing all the data point potentials, 
using the expression (1), identifies the first cluster center as the data point with the 
highest potential. 
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Table 2. Fuzzy rules number and ra value  

Profile Operation mode Rules number 

Moderate 
Cleaning 14 1.4 
Comfort 10 1.5 

Then, the potential of the data point is revised using the assignment given by 

.
2||||* *

1
1

xx
ii

iePPP −−−⇐ β
(3)

In (3) P1
* and x1

* are respectively the first cluster center potential value and center 
location, β is a parameter given by 

.)(/4 2
arηβ = (4)

In (4) η is the squash factor defining the neighborhood of data points that will have 
significant measurable reduction in the potential value. Normally, a value of η  = 1.5 
is a good choice. After the first cluster center has been obtained and all the potential 
of the data points have been revised using the procedure given by assignment (3), the 
data point with the highest potential is selected as second cluster center. In general, 
after kth cluster center has been obtained, the potential of each data point is revised 
using the assignment given by 

.
2||||* *

ki xx
kii ePPP −−−⇐ β

(5)

In (5) Pk
* and xk

* are respectively the k 
th cluster center potential value and center 

location. A description of further details about the subtractive clustering technique 
employed in this paper can be seen in [14]. Fuzzy rules are defined based on valid 
cluster centers. The assumptions considered in the model presented in section 4 and 
the data sets to be submitted to the subtractive clustering technique were implemented 
in Excel®. Each profile and respective operation modes have a proper data set. A file 
with Matlab® extension .m was created, where the function genfis2 perform the 
subtractive clustering technique on the data sets. Then the Matlab® function fuzzy is 
applied, which allows articulating the created clusters into if-then rules, establishing 
the fuzzy control saved in a file with Matlab® extension .fis.  

Other approach, such as neural networks (NN) can be applied to the model 
controller. However, for the model implementation in NN the required data sets 
characteristics in association with the controllable loads power consumption initial 
value definition, revealed a controller design complexity which have leaded to 
considerably more time dispended in this model implementation then with the fuzzy 
clustering model developed.  

6 Results Analysis 

Two scenario analyses are performed with and without the DR model, considering a 
residence with a limited power of 6.9 kVA and with a base power consumption shown 
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in Fig. 3. The base power consumption represents the consumption of all loads 
excluding the CL. 

The first scenario, shown in Fig. 2, refers to a consumption diagram where no 
planning or restriction to CL connection exists, i.e., no DR model is on consideration. 
This scenario considers that, when consumers are at home and awake the 
consumption is high and limited by the 6.9 kVA, otherwise the consumption values 
are low and limited by the base power consumption. This scenario is used as a 
comparison basis between the consumption diagram where no planning or restriction 
to CL connection exists and a consumption diagram resulting from the DR model. 
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Fig. 2. Power consumption of consumer in first scenario 

The second scenario has data information, shown in Fig. 3, about power and 
energy prices available in one day period on an hourly basis and consumer selects 
operation mode accordingly with − when at home and awake, comfort mode is 
selected, otherwise cleaning mode is selected, considering two hypotheses: i) 
consumer sets an economic profile; ii) consumer sets a moderate profile.  

The input data to simulate the DR model for moderate profile is shown in Fig. 3. 
A comparison between Fig. 2 and both DR model responses shown in Fig. 4 and 

Fig. 5, shows the influence of price on consumer consumption. On Fig. 2 the 
consumer is not influenced by the price because it is always the same, so the 
consumer consumes where is more convenient. On the other hand, accordingly to Fig. 
4 and Fig. 5, the consumer is concerned with the price because it changes along one 
day, so the consumer reschedules the CL in a way to be connected on hours where the 
price is lower. A comparison of responses in the second scenario from hypotheses i), 
Fig. 4 and ii), Fig. 5, shows for the moderate profile that CL has more favorable 
conditions to be connected in one day period, than for the economic profile. Hence, 
the consumer is subjected to a lesser restricted DR due to the higher acceptance of the 
energy price in moderate profile than in economic profile. The extravagant profile 
allows the consumer a DR only depending on available power. It can be observed in 
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Fig. 4 and Fig. 5 that DR model guarantees that the sum of base power consumption 
with CL consumption power is never superior to the available power. The individual 
CL power consumption for moderate profile in one day period is presented in Fig. 6. 
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Fig. 3. Base power consumption, available power and price evolution 

Together, both Fig. 3, Fig. 4, Fig. 5 and Fig. 6 allow to confirm that the energy 
price is satisfactory associated with CL power consumption. 

 

Fig. 4. Power evolution for economic profile 

Both Fig. 3 and Fig. 6 allow to conclude that in the time period between 6 a.m and 
8 a.m there is no CL available because the energy price is higher than the energy price 
assigned to moderate profile. The analysis of Fig. 5 and Fig. 6 allows to conclude that 
only at 8 a.m there is no sufficient power available to connect any CL. However, 
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regarding the energy price shown in Fig. 3 and taking into account the defined CL 
priority list shown in Table 1, no CL is connected in the period between 6 a.m and 
8 a.m as shown in Fig. 6. 
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Fig. 5. Power evolution for moderate profile 
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Fig. 6. Controllable loads evolution stage for moderate profile 

7 Conclusion 

The proposed model ensures that power consumption is never superior to the 
available power and that no CL can be connected if energy price is superior to the 
correspondent energy price assigned to the selected consumption profile. 



412 R. Pereira et al. 

 

Consumer is subjected to a lesser restricted DR in moderate and extravagant 
profiles than in economic profile due to a higher acceptance of the energy price.  

The consumption diagram can be shaped by the price changes along one day, 
which can lead to a more efficient grid because the consumption diagram can be 
conveniently adapted as it can be seen by comparison between the first and second 
scenarios, where a flatten diagram is desirable. 

Consumer evidences a flexibility on consumption schedule when data on available 
power and on energy price are to be taken into account in due time. Hence, collecting 
and providing data on energy usage to participants on local grid, having energy prices 
information and model development, as the one proposed in this paper, are crucial for 
IoT to conveniently assist on a successful DR. 
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Abstract. In the paper is presented a method for fault location in the power grid 
through waveform matching of the recorded wave from failure with simulation 
from the static system model wave failure. The basis of the approach is 
comparing of the phase of the waves. The search process to find the best 
waveform match is actually an optimization problem. The genetic algorithm is 
used to find the optimal solution. The proposed method is suitable in cases 
where data from digital fault recorders are scarce. In these circumstances, the 
proposed approach provides more accurate results compared to the other known 
techniques. But for the correct operation of this method for fault locating in the  
system exercise influence both the form of the acquired form from digital fault 
recorders input data thus the correlation between the power transmission system 
and the static system model. Namely these issues are the subject of this paper. 

Keywords: Genetic Algorithm, Fault Location, Digital Fault Recorders, 
Simulation. 

1 Introduction 

Rapid and accurate identification of the site of accident in the transmission system is 
crucial for its reliability and is the first step towards rapid recovery system. The 
accuracy of evaluating of the fault essentially depends on the available information. 
While there are some successful algorithms for the fault location, using data from two 
or three substations, it is difficult to achieve satisfactory results if the information is 
from a limited number of substations [1, 2]. 

To improve the accuracy for fault location when only limited recorded data are  
available, the “waveform matching" based approach may be used. In this approach, 
simulation studies are carried out to obtain simulated waveforms under specified fault 
conditions. The simulated waveforms are then compared with the recorded ones. By 
iteratively posing faults in the system, running simulations, and comparing the 
simulated waveforms with the recorded ones, an optimal estimate of the fault location 
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may be obtained. It may be determined as the one specified in the simulation studies 
that allows simulating the waveforms that best match the recorded ones. The 
matching is made at the phasor level presently. 

In this research, the fault location estimation is mathematically formulated as an 
optimization problem of which the fault location and fault resistances are unknown 
variables. An efficient genetic algorithm (GA) based searching scheme is developed 
for obtaining the solution that is globally optimal [3]. 

The article explains the key concepts of "sparse data" and "waveform matching".  
Below are presented the requirements towards the input data to the GA and an 
algorithm for tuning the static model of the system. The algorithm is tested and the 
results of before and after tuning the Static System Model are presented in tabular 
form. 

2 Contributions to Internet of Things 

The paper presents a method for fault location in the power grid through waveform 
matching of the recorded wave from failure based on simulation by using a static 
system model. For solving this optimization problem used genetic algorithm. The 
accuracy of the proposed method depends on the actuality of static system model with 
actual power grid in the moment. The contribution of this publication is to develop an 
algorithm for setting the static model of the system. The proposed method is suitable 
in cases where data from digital recorders are scarce. 

3 Motivating Problem 

The proposed approach uses the method "waveform matching". There are presented 
two key concepts, namely "sparse data" and "waveform matching" as follows. 

3.1 Sparse Data 

Sparse data, in the work, is referred to the data obtained from recording devices 
sparsely located at various substation locations. The recording devices may include 
digital fault recorders (DFRs), digital relays, or other intelligent electronic devices 
(IED). The data captured by the recording devices may include analog quantities such 
as voltage and current waveforms and digital quantities such as breaker status and 
relay operation status. The both analog and digital quantities may be useful for 
locating the fault. 

If only sparse data are available for fault location, in many cases, none of the one-
end, two-end and three-end algorithms may be applicable for locating the faults with 
satisfactory accuracy [1-2]. To solve the fault location problem utilizing sparse data, 
the “waveform matching” based approach may be used as illustrated next. 
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3.2 Waveform Matching 

In the “waveform matching” approach, a power system model is used to carry out 
simulation study. To simulate the waves in the model need to ask fault. Then are 
compare the simulated and recorded waves and on the degree of match is determined 
the fault. Theoretically, the simulated fault waveform will match completely with the 
recorded fault waveform if the assumed fault location and fault resistance correspond 
to the real fault condition. 

The process to determine the fault location is iterative because several lines in the 
system and variety of possible fault resistances should be searched to obtain the optimal 
matching. When searching for the appropriate fault resistance first selects the most 
probable locations of the accident. Changing the fault resistance according to a specific 
increment, fault locations are searched thoroughly. The process will proceed until the 
selected sections in power system and possible fault resistance range are exhausted. 

After completing the search, the fault is determined based on the optimal matching 
scheme. There are two possible schemes - phasor matching and transient matching. In 
the test is used the phasor for matching. The degree of similarity can be expressed by 
the following criterion: 
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where: fc(x,Rf) – the cost function using phasors for matching, it is a non-negative 
number.; x, Rf – the fault location and fault resistance.; rkν,rki – weights for the errors 
of the voltages and currents respectively.; Vks,Vkγ – the during-fault voltage phasors 
obtained from the short-circuit studies and from recorded waveforms respectively.; 
Iks,Ikγ – the during-fault current phasors obtained from the short-circuit studies and 
from recorded waveforms respectively.; Nv,Ni – the number of the selected voltage 
and current phasors respectively.; k – the index of the voltage or current phasors.; 

The best estimate of the fault will be achieved when the value of the function is the 
smallest. Therefore, the problem of assessing the fault actually is optimization 
problem. 

The genetic algorithm (GA) based on the optimization approach is a good choice to 
search for the global optimal solution. To use GA has to convert the minimization 
problem to maximization problem in order to utilize the GA. That requires us to 
convert the cost function to a fitness function of GA. The fitness function is as 
follows: 

( ) ( )fcf RxfCRxf ,, max −=
 (2)

where: 
f (x,Rf) – is fitness function 
Cmax – is the maximum fitness value in the current population. 
In equation (2), the location of the short circuit and resistance were selected as two 

variables. They are represented as binary lines in GA. Usually in GA are used three 
operators: selection, crossover and mutation. The process of searching through GA is 
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as follows: at the beginning the initial population is generated randomly. Then posing 
the fault according to the initial population the short circuit study is carried out to 
obtain the simulated during-fault phasors and further calculate the fitness value for 
each individual. The next generation is produced by applying the three steps as 
described above. The process is repeated until the best match is found. 

4 Implementation of the Algorithm for Setting Parameters of 
the Static System 

4.1 Data Requirement 

The data inputted by the user includes necessary information for the fault, matching 
options and selected fault data. The necessary information for the fault  refers to the 
estimated fault type and faulted circuit that can help limit the GA range search. The 
matching options are used for specifying currents through the circuits or voltages at 
buses used for waveform matching. Selected fault data refers to a choice in the use of 
different DFR combinations under the situation where multiple DFRs are triggered. 

The static system model refers to the saved case of PSS/E. It should contain the 
raw data for power flow, data for sequence impedance and system topology. The 
model is static since it may not reflect the prevailing system conditions. This may 
affect the accuracy of the algorithm and some measures overcoming the shortcoming 
should be taken. 

The fault data refers for the data captured through Digital Fault Recorders (DFRs). 
The current software reads fault data provided in COMTRADE format [6]. The 
COMTRADE file should include two files: COMTRADE configuration file, which 
contains information for interpreting the data file, and COMTRADE data file, which 
contains analog (current and voltage) and digital values (breaker contacts and relay 
status) for all input channels for a specific substation. 

The substation interpretation data contains information that relates to the channel 
numbers to the monitored signals. It also represents the correspondence between the 
designations used in the DFR files and those used in the PSS/E file. Each substation 
should have one interpretation file and the interpretation file needs to be modified to 
reflect the DFR configuration or the system model changes. The information should 
be provided by the user in advance. 

The data inputted by the user includes necessary information for the fault, matching 
options and selected fault data. The necessary information for the fault  refers to the 
estimated fault type and faulted circuit that can help limit the GA range search. The 
matching options are used for specifying currents through the circuits or voltages at 
buses used for waveform matching. Selected fault data refers to a choice in the use of 
different DFR combinations under the situation where multiple DFRs are triggered. 

4.2 Synchronizing the Phasors from DFR Recordings 

By applying Fourier algorithm using equation (2) are calculate the fitness values the 
voltage and currents phasor for different substations. The DFR data from different 
channels in the same substation or in different substation may lack synchronization. 
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 In order to reduce the error of matching, the phasor calculated from DFR must be 
synchronized. Fig. 1 shows the relationship between the phasors obtained from the 
load flow study and from the recorded waveforms. Sna, Snb, Snc represent pre-fault 
phasor of phases A, B, C respectively are obtained by the load flow study. Rna, Rnb, 
Rnc represent pre-fault phasors of phases A, B, C respectively are obtained from the 
recorded waveform. Rfа, Rfb, Rfc represent during-fault phasors of phases A, B, C 
respectively are obtained from the recorded waveform. α is the angle difference 
between the pre-fault phasor obtained by the load flow study and the pre-fault phasor 
obtained from the recorded waveform. 
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Fig. 1. The relationship between the phasors obtained by load flow study and by recorded 
waveform 

The synchronization is done by rotating counterclockwise the pre-fault phasors Rna, 
Rnb, Rnc by an angle of α. Consider that the angle difference between pre-fault phasor 
and during fault phasor for a specific phase and current (voltage) is fixed; during-fault 
phasor Rfa, Rfb, Rfc is also rotated by an angle of α. 

4.3 Tuning the Static System Model 

As mentioned before, the given static system model, used in the simulation studies, 
may not reflect the prevailing operation conditions of the system when the fault 
occurs. The generator power output and load power may not always keep the same 
value and may vary with time. To match exactly the phasor extracted from DFRs and 
those obtained from simulation studies, it may be beneficial that the system model 
used in simulation studies is updated by utilizing the information captured close to the 
moment before the fault occurs. The process of updating the system is called “tuning 
of the static system model”. 

Tuning the static system model includes two aspects [5]: tuning the topology of the 
system model and tuning the static parameters such as generator and load data. 

The updating of the system topology relates to updating the service status of the 
circuits in the system. The pre-fault status of breaker in the circuit or the current 
through the circuit is used to update the system topology. There are two possible 
situations: 1) In the first situation, where both the circuit’s breaker status and currents 
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(or only the currents) are monitored by DFR, the current magnitude will be utilized to 
update the service status of the circuit. If the current magnitude is smaller than a pre-
specified threshold, the circuit will be designated as being out of service. Otherwise, 
the circuit will be designated as being in service. 2) In the second situation, where 
only the breaker status of the circuits is monitored, the pre-fault breaker status will be 
utilized to determine the service status of the circuit. If the pre-fault status breaker 
indicates an open circuit, then the circuit will be determined as out of service. 
Otherwise, the circuit will be determined as being in service. 

 

 

Fig. 2. Block diagram of the static parameter settings 

The goal of updating the generator output power and the power load is to bring the 
static system model closer to the real life system. To reach the purpose, again is 
utilized the waveform-matching. The matching is made between the voltage and 
current waveforms obtained by DFRs and those generated by load flow studies. The 
equation (1) is applied as the objective function to evaluate the matching degree of the 
simulated and recorded waveforms. Here, the corresponding Vks, Vkr and Iks, Ikr have 
different meaning. They are the pre-fault voltage or current phasors obtained from the 
load flow study and recorded waveforms respectively. The static parameters that 
provide the best match are the ones that minimize the objective function. The 
flowchart for tuning the static system parameters is shown in Fig. 2. 

5 Test Algorithms 

The fault case is selected for which two DFRs located in substations Granitovo and 
Podves locations respectively, were triggered. Table 1 shows the effect of tuning the 
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static parameters. The first column represents the different combinations of DFR data. 
The second column shows the fitness value calculated using the pre-fault phasor. The 
fitness value decreases significantly after tuning the system based on the strategy 
mentioned above. The updated fitness value is shown in the third column. These 
results prove the tuning strategy is effective. The more accurate tuning depends on the 
region of tuning and more real life data. 

Table 1. The change of fitness value using pre-fault phasor before and after tuning 

DFR 
UTILIZED 

FITNESS 
VALUE USING 

PRE-FAULT 
PHASOR 
BEFORE 
MODEL 
TUNING 

FITNESS 
VALUE USING 

PRE-FAULT 
PHASOR 

AFTER MODEL 
TUNING 

QUANTITIES 
MATCHED 

Granitovo 14,8 8,87 
All monitored 

currents 

Granitovo 
Podves 

6,21 0,62 
Currents on 

affected Ckt.25 

Granitovo 
Podves 

37,26 27,75 All currents 

Granitovo 
Podves 

7,45 0,92 
Currents on 

affected Ckt.25, 
Ckt.27 

Granitovo 17,21 19,41 
All currents and 

voltages 

Granitovo 
Podves 

37,45 27,97 
All currents and 

voltages 

6 Conclusion 

After tuning up of the system based on the strategy mentioned above, compatible 
values decreases significantly. These results demonstrate that the strategy is effective. 
The more accurate tuning depends on the region of tuning and more real life data. 

The paper offers requirements toward input data for GA and tuning the static 
system model. The results presented in Table 1 are been used to test the GA [3]. 

The biggest advantage is using limited data to find the fault and using data from 
other digital recording devices. It is suitable for situations where conventional 
algorithms cannot be applied. The approach does not refer to a specific section or line; 
it is based on a system view. However, the known system model including the static 
parameters and topology is assumed. 

The algorithm has been tested on four emergencies [3]. The test results show that 
the approach is very promising. 
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Abstract. This paper presents an analytical method to compute the leakage 
inductances of power transformers with a turn-to-turn winding fault. A leakage 
inductance model to represent the transformer with faulty turns is also 
proposed. The results obtained from the application of the analytical method are 
validated by using data obtained from finite-element analysis and experimental 
tests.  

Keywords: Transformers, winding faults, leakage inductances, modeling. 

1 Introduction 

Power transformers are key elements of the electric generation, transmission and 
distribution network and constitute one of the most capital-intensive investments 
made by power system utilities. The unexpected failure of a power transformer can 
generate substantial costs for repair and financial loss due to unscheduled electrical 
outage. Therefore, it is of crucial importance to detect internal defects in their 
incipient stage, so that the faulted unit can be immediately disconnected, avoiding the 
progression of the defective condition into a catastrophic failure, minimizing the 
damages in the transformer and other expensive neighboring equipment, and thus 
reducing downtime and total outage costs. 

The development of new techniques for transformer condition monitoring and fault 
protection requires a detailed characterization of the transformer behavior during the 
occurrence of turn-to-turn winding short-circuits. The experimental study of these 
incipient internal faults presents some difficulties, mainly due to the high magnitudes 
of the faulty currents involved, which can damage the test transformer. Therefore, a 
detailed analysis of these phenomena can be better investigated by the use of a 
suitable digital simulation transformer model [1].  

Several circuit-based transformer models were presented in the last few years for 
winding fault studies [1]-[4]. One of the major difficulties in these approaches is to 
model the leakage inductances when the turn-to-turn short-circuit is present. The 
difficulty arises because the distribution of the magnetic flux is substantially modified 
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when such a fault occurs [5]. In [2] the method to determine the leakage inductances 
relies on correction factors, in order to take into account the radial component of the 
leakage flux. In [3] an analytical formula for the leakage inductance of the faulty 
winding is developed, but only for the simpler case of transformer no-load conditions. 
Nevertheless, the derivation of the models is not straightforward and difficult to be 
implemented. More recently a simplified method was proposed [4], in which the 
leakage inductances are computed from the nameplate short-circuit reactance. Errors 
up to 68% are reported (as compared with experimental results) and only a model 
based on finite elements method would yield good results.  

This work presents an analytical method to compute the leakage inductances of 
power transformers with a turn-to-turn winding fault. The influence of the fault 
position and fault progression is also characterized. Additionally, a leakage 
inductance equivalent circuit to represent the transformer with faulty turns is 
proposed. The results obtained from the application of the analytical method are 
validated by using data obtained from finite element analysis and experimental tests.  

2 Relationship to Internet of Things 

The smart grid can be seen as one of the Internet of Things application domains, in 
which intelligent electronic devices and their communication capabilities can be used 
to provide unprecedented reliability levels in the power network. However, for this to 
occur it is necessary the development of new fault detection methods, which must be 
integrated with the smart grid technologies. This in turn requires detailed and 
extensive modeling and simulation of the power system network. A power 
transformer model for winding fault studies is essential for these purposes.  

3 Winding Fault Characterization 

For the experimental investigation a three-phase, two winding, three limb transformer, 
of 10.3 kVA, 230/132 V, was used. The primary and the secondary windings have 
152 and 90 turns, respectively. In each transformer winding there are five additional 
tappings connected to the coils, allowing for the introduction of shorted turns at 
several locations in the winding, as shown in Fig. 1(a), for one phase of the primary 
and the secondary windings. Only the coils of the center limb were used to perform 
the short-circuit single-phase tests, which results in a shell-type core design.  

When a fault occurs in the primary-side, the short-circuited turns act as an 
autotransformer load on the winding, as shown in Fig. 1(b). The initial effect of the 
inter-turn short circuit is limited to a slight increase in the primary current. However, 
the insulation failure can lead to a high circulating current in the shorted turns, even if 
only a small number of turns is affected.  

Fig. 2(a) presents the current waveforms in the transformer windings for the case 
of a load-test during the occurrence of a turn-to-turn fault in the primary winding. To 
protect the transformer from complete failure when the fault was introduced the 
current in the shorted turns is limited by an auxiliary resistor, which represents the 
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fault contact resistance, Rsh. It can be seen that the current in the shorted turns (ib) and 
the current in the secondary winding (is) are in phase opposition with the primary-side 
current (i.e., they are opposing the primary magnetomotive force (MMF)).  

The leakage inductance is usually obtained by performing the short-circuit test. It 
might be thought that the effect of the inter-turn short-circuit could be analyzed by 
performing a short-circuit test where both Ns and Nb turns were individually shorted, Fig. 
1(c). However, as explained next, this test is far from representing the true leakage flux 
distribution. The resultant current waveforms obtained for this case are shown in Fig. 
2(b). It can be seen that the current ib presents a completely different behavior than the 
one for the load test: it has a very small magnitude and is opposing the secondary MMF, 
instead of opposing the primary MMF. The main reason is that the mutual flux that links 
the three coils (Na, Nb and Ns) is significantly different in these two tests, and, therefore, 
the induced currents do not follow the same pattern. As a result the flux distribution 
obtained by this short-circuit test is very different from the leakage flux component in the 
load test and it is not representative of this latter condition.  

A better solution to study these phenomena can be obtained by performing the 
short-circuit test of Fig. 1(d), where the short is applied to Ns and Nb connected in 
series-addition. With this approach both currents in these coils are opposing the 
primary magnetomotive force, Fig. 2(c), which is much more similar to the results of 
the load-test of Fig. 2(a).  
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Fig. 1. (a) Location of the tappings of the windings; (b) equivalent circuit for a fault occurring 
in the primary winding; (c), (d) and (e) short-circuit test schematics 
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Fig. 2. Current waveforms for the case of: (a) load-test of Fig.1(b); (b) short-circuit test of  
Fig. 1(c); (c) short-circuit test of Fig. 1(d). (Nb = 2 turns.) 
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Alternatively, the leakage inductances can be obtained by performing the traditional 
short-circuit test were one winding is shorted at a time, Fig. 1(e). With this approach the 
three-winding transformer theory can be applied to obtain the leakage inductance 
transformer model, which must be consistent with the conditions of the non-standard 
short-circuit test of Fig. 1(d).  

4 Leakage Inductance Analytical Computation 

Several formulas for the analytical computation of the leakage inductances have been 
proposed in the past. For the case of concentric transformer windings, with the same 
height h, the leakage flux that flows due to the load current is virtually parallel to the 
axis (except in the ends of the windings). Under this assumption, Fig. 3(a) shows the 
per unit MMF distribution (mk) obtained for the windings geometric structure of the 
test transformer. It is considered that the MMF's of the two windings are equal and 
opposite, which is valid for normal operating conditions (no fault). The leakage 
inductance can be computed by using (notation as per Fig. 3) [6]: 

( )
n2

2 2 21 0
( ) 1 1

1

2
3σ σ − −

=

π μ  = ⋅ ⋅ + + + ⋅ ⋅ ⋅ ax k k gk k k k k k wk

k

N
L K m g r m m m m w r

h
 (1)

where N1 is the number of turns of the excited winding, μ0 is the permeability of free 
space, n is the number of vertical layers (7 in this case), rwk is the mean radio of the 
coil k, rgk is the mean radio of the gap between coils k and k+1, and mk is the per unit 
MMF acting on gap between coils k and k+1, see Fig. 3(a).The Rogowski correction 
factor, Kσ, is used to take into account the flux fringing at the top and bottom of the 
windings and the effect of the iron core. For the case of a shell-type design: 

( ) ( )
2 2
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Fig. 3. Geometric structure and per unit leakage MMF distribution for the case of: (a) axial 
configuration; (b) radial configuration 
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being E the height of the winding, T the wave length of the MMF wave, L the mean 
coil perimeter, L1 that part of the perimeter which has iron on both sides, L2 the rest of 
the coil perimeter, and C and C1 the distances from iron to coil on the two sides [6].  

Equation (1) can also be used, with proper adaptations, for the computation of the 
leakage inductance of a disk-type winding configuration. Fig. 3(b) presents a generic 
disk-type winding arrangement. In this case it can be assumed that the leakage flux 
has only one component in the radial direction and the radial leakage inductance 
becomes: 

( )
n2

2 2 21 0
( ) 1 1

1

2
3σ σ − −

=

π μ  = ⋅ + + + ⋅ ⋅ rad k k k k k k k

k

N r
L K m g m m m m h

w
 (3)

When there are irregularities in the concentric windings, such as a fault, the leakage 
flux is no longer parallel to the axis, but has significant components of radial flux, 
depending on the amount of asymmetry [7]. The formulas given by (1) and (3) are no 
longer valid under these asymmetrical conditions and a direct computation of the 
leakage inductance for these winding arrangements can be very complicated and 
extremely laborious. A very ingenious and useful way of dealing with these situations 
was proposed by Stephens [7] (and generalized in [6]), in which the leakage 
inductance is divided into two components, one axial and the other radial. Each 
component can be computed separately and then added together to give, very nearly, 
the value of the total leakage inductance. Fig. 4 illustrates the basic principle of the 
method with a simplified diagram, assuming a fault in the middle of the primary 
winding. The axial component is obtained by dividing the affected winding into two 
coils, one referring to the healthy portion of the winding and the other to the faulty 
part. These two parts are uniformly distributed along the axis, resulting in a concentric 
design configuration, which can be computed by (1).  

The procedure to obtain the leakage inductance radial component is shown in Fig. 
4(b). First, the secondary-side current is converted to the primary-side. Next, the 
secondary winding is divided into three segments, with the same dimensions of those 
in the primary winding. The MMF of each segment is then computed assuming an 
uniform distribution of the ampere⋅turns in the windings. Finally, the MMF's of the 
corresponding segments of each winding are summed up and the radial component of 
the leakage inductance can be computed by using (3).  

The total leakage inductance is then obtained: 

( ) ( )σ σ σ= +ax radL L L  (4)

A finite elements method (FEM) based transformer model [8] is also used to investigate 
the adequacy of the analytical calculations. The energy method was used to compute the 
leakage inductance from the FEM results [9].  

Fig. 5(a) presents the results obtained when the position of the faulty turns (Nb) are 
moved along the vertical axis of coil 1, from top to bottom, using the series-addition 
short-circuit test of Fig. 1(d). The leakage inductance takes greater values when the Nb 
turns are located at the coil ends, because the radial component is higher in this situation. 
Obviously, the asymmetry increases with the number of the faulty turns, and, as a 
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consequence, there is also an increase in the variation of the leakage inductance when the 
Nb turns are moved along the winding. Only one experimental result can be obtained for 
this specific test conditions, due to the fixed tap positions in the coils. 

Fig. 5(b) presents the variation of the leakage inductance when the fault progresses 
vertically, involving additional turns, first from the top to bottom in coil 1, and then 
affecting the neighboring vertical layer (coil 2). The leakage inductance initially grows, 
due the increasing values of the radial component. It is interesting to note that this 
behavior is opposing the fault progression, since it tends to limit the faulty current. The 
radial component reaches its highest level when the fault has extended to just about the 
vertical center of the coil and then decreases more or less symmetrically. This pattern is 
repeated in the other vertical layers (only shown for coils 1 and 2). The axial component 
of the leakage inductance drops, since the number of primary turns is effectively 
decreasing as the fault evolves. 
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Fig. 4. (a) Equivalent representation of a fault in terms of two components, axial and radial; (b) 
diagram illustrating the procedure to obtain the radial component 
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Fig. 5. Leakage inductance as a function of the: (a) number of Nb turns and their relative 
position along the winding (coil 1); (b) fault progression. (Short-circuit test of Fig. 1(d).) 
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The results obtained by the analytical calculation, the FEM analysis, and the 
experimental tests are in relatively good agreement.  

The aforementioned method is also valid for computing the leakage inductances 
between pairs of windings for the case of the standard short-circuit tests of Fig. 1(e). 
Fig. 6(a) presents the corresponding results as a function of the Nb turns, which are 
also in good agreement with the FEM analysis and the measured values (Lσ(ij) ≡ 
leakage inductance when the Ni turns are excited and the Nj turns are shorted). 

5 Leakage Inductance Equivalent Circuit Model 

The equivalent circuit for the leakage inductance of three-winding transformers 
proposed in [10] is adapted here to represent the transformer with faulty turns. The 
equivalent circuit is shown in Fig. 7 and its parameters are computed from the short-
-circuit inductances between the pairs of windings obtained by the tests of Fig. 1(e): 

1 ( )σ σ= abL L  (5)

( )2
2 ( )σ σ= bs a bL L N N  (6)

( )2
( ) ( ) ( ) 2σ σ σ σ

 = − − as ab bs a bM L L L N N . (7)

The leakage inductance equivalent circuit model can be used to simulate the short-circuit 
test of Fig. 1(d). By analyzing the circuit of Fig. 7, with a short applied to the series-
connected Nb and Ns turns, the equivalent inductance becomes: 

( ) ( )2
(a, b+s) 1 2 2σ σ σ σ = + + + + s s b s s bL L L N N N M N N N  (8)

Fig. 6(b) compares the results obtained by applying (8) and the ones previously presented 
in Fig. 5(b). Globally, the proposed leakage inductance model yields good and consistent 
results. The FEM results are almost coincident. Minor differences can be detected in the 
analytical computed results, mainly due to approximations in the calculation of the mean 
radius and the Rogowski correction factors.  

The leakage inductance network of Fig. 7 can be integrated with other transformer 
models [1], [10], in order to take into account the core and loss components.  
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Fig. 6. (a) Leakage inductance as a function of the number of Nb turns for the case of the short-
circuit tests of: (a) Fig. 1(e); (b) Fig. 1(d) 
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Fig. 7. Leakage inductance equivalent circuit 

6 Conclusions 

This paper has presented a method for the analytical determination of the leakage 
inductances of transformers with winding interturn short-circuits. An equivalent 
circuit for the representation of the leakage inductance of transformers with winding 
faults is also proposed. The experimental and FEM analysis results confirm the 
adequacy of the proposed analytical calculation method.  

Work is currently in progress to further simplify the leakage inductances computation 
method, in order to allow their determination from nameplate data and core window 
dimensions.  
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Abstract. In this paper a procedure for determining the number of different 
synchronous speeds that can be obtained from the stator of a drum motor as a 
function of the number of slots is presented. This preliminary study is foreseen 
for a hysteresis high-temperature superconducting motor, but the approach is 
directly applied in conventional motors. The targeted device has multiphase 
windings, in order to achieve full flexibility in torque-speed space through 
electronic variation of magnetic poles. Simulations are performed in order to 
achieve a qualitative understanding of the behaviour of the motor, namely in 
what concerns to torque and settling times from initial to synchronous speed. A 
prototype with eighteen slots in the stator and a bulk YBCO rotor is described 
and built, and experimental values of torque are obtained. 

Keywords: Superconducting hysteresis motor, Electronic pole variation, multi-
phase motor. 

1 Introduction 

A variety of techniques for changing and control the speed of electric motors have 
been proposed for decades, including virtual gearboxes, i.e., electronically changing 
the number of magnetic poles of stator windings during motor operation in multiphase 
motors [1,2]. On the other hand, the exploitation of hysteresis in high temperature 
superconducting materials, when this material builds the rotors of electric motors, 
results in higher torque values than those obtained in hysteresis motors with 
ferromagnetic rotors, i.e., higher power density is obtained in comparison with 
conventional hysteresis motor [3,4,5,6,7]. This higher power density allows 
considering applications like transportation or variable load winch drives, where the 
changing of power and torque are the normal operating conditions. 
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The synchronous speed of an electric motor depends on the number of magnetic 
poles of the stator winding and supply voltage frequency. Changing synchronous 
speed is commonly achieved by acting on the latter, trough power electronic inverters, 
which is a well established process [10]. Synchronous variation through changing the 
number of magnetic poles is a more complex process, and hardly ever used. This can 
be implemented mechanically [11], typically with ratio 2:1, by the following 
approaches: a stator with a single set of windings divided in sectors, where number of 
poles is set by commutation of those sectors; a stator with two independent sets of 
windings; a stator with two independent sets of windings, each divided in sectors, 
which allows other ratios. Besides maintenance and reliability issues, mechanical 
commutation limits flexibility, as all possible pole configurations are established after 
the machine is built. 

Techniques for electronic commutation of poles have already been defined, such as 
Pole Amplitude Modulation [12] or Pole Phase Modulation [13]. However, these still 
raise some difficulties, as limited pole changing ratios, namely p: p-1, where p is the 
number of pairs of poles; discontinuous stators with asymmetrical windings, which 
are hard to build; or inefficient use of stator slots. 

The technique foreseen in this paper was described elsewhere [2], and solves some 
of the previous problems. It uses as much windings as slots, allowing operation in a 
large number of poles configurations. Power electronics is used to generate supply 
voltages with controlled frequency and phase shift, allowing obtaining different 
configurations of stator poles.  

In this paper, preliminary design of multiphase motor, aiming the previous strategy 
is described. Since the number of armature and rotor poles must be the same, only 
asynchronous (conventional) or hysteresis (either conventional or superconducting) 
motors are eligible. A superconducting hysteresis motor is selected.  

Considerations about the possible number of different synchronous speeds and 
configuration of a multiphase motor are detailed in next section. Dynamic simulations 
of different topologies under a qualitative approach are subsequently presented, 
followed by the details of the prototype manufactured. First experimental results are 
then shown, and conclusions and future work are drawn in the last section. 

2 Contribution to the Internet of Things 

Electronically changing the configuration of the windings, through the number of 
phases, poles and different frequencies of the electrical currents, allows the 
adjustment of speeds and torques to the application context. These variables are key 
factors for the knowledge enhancement of the hysteresis motor in transport 
applications, for example, where the adaptation of torques and speeds to the context 
demands are very important features. Adequate interface devices and software for 
communication and control allows the abstract representation of the motor, aiming the 
control of its variables through the internet communication infrastructure. Data may 
be obtainable through different variables in a number to be defined and developed 
accordingly to the research work. 
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3 Theory of Variable Poles and Phases 

Power converters allow generating multiphase voltages, with controlled phase angles 
and equal amplitudes. As in conventional three-phase stators, symmetry must prevail, 
arising from equal spacing or equal number of stator slots between active conductors 
of a phase, from equal values of currents and frequencies in all phases and a constant 
relationship between geometrical slot position of a phase and the time difference 
between phase currents. The result is a rotating magnetic field with constant 
magnitude where its speed depends on the value of supply frequency and number of 
magnetic poles. Changing phase angles allows changing the number of magnetic 
poles on the stator [2]. This imposes not only different motor speeds, but also 
different torque and power. It is important to mention that the number of different 
voltages generated by the power converter depends on the value of the phase angles 
of each voltage, e.g. 24 voltages with phasors displaced by 30º builds a 12-phase 
system. 

To improve magnetic field paths within the motor, electric phase coils fill stator 
slots and they are thus determinant in the number of phases and the number of poles 
in each phase. Table 1 shows the relationship between the number of slots, poles and 
phases in a stator with 18 slots and a single layer of conductors in each slot. There  
are thus three possible synchronous speeds with this configuration, corresponding  
to 2, 6 and 18 poles, although the theoretical single phase corresponding to 18  
poles is meaningless, as it corresponds to a pulsating field, thus with zero speed. 
Figure 1 illustrates the particular case of three phases and six poles, within a stator of 
18 slots.  

Table 1. Number of different speeds achieved with a motor with 18 slots, single layer 
windings, and different number of phases. There are thus three different possible speeds, 
although one corresponds to nil speed. 

Number of poles Number of different supply voltages 
(phases) 

2 3, 9
4 -
6 3
8 -
10 -
12 -
14 -
16 -
18 1

The number of different synchronous speeds in Table 1 is obtained by counting the 
number of integer divisions of the number of slots and the even numbers of poles, 
C/2p, where C is the number of slots and p the number of pairs of poles. With 18 
slots, two different synchronous speeds are thus possible. 

The relationship between the number of slots and possible different speeds is 
illustrated in Figure 2, for stators up to 200 slots. It can be observed in also that the 
number of different speeds is roughly limited by the root of the number of slots. 
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Fig. 3. Regrouping slots allows changing a three-phase hexapolar motor into a three-phase 
bipolar configuration 

It is possible to regroup the slots per each phase if the condition  Np = 2p×G  
applies, where  Np  is the number of slots occupied by each phase and  G  the number 
of adjacent slots. In Figure 1, Np = 6, p=3 and G=1.  In Figure 3,  Np  remains equal 
to 6,  p=2 and G=3.  The total number of different speeds calculated according to 
Table 1 is not altered.  

Despite the unchanged total number of different speeds, when regrouping phase 
slots the total MMF force amplitude is changed as result of 

 

(2) 

 
Different torque values are possible with the same speed, which improves the number 
of different values of available power. In (2), the effects of geometrical displacement 
of adjacent coils in a regrouped phase are not taken in account. Adjacent coils are 
considered to be a lumped parameter. 
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Fig. 4. Geometrical displacement of two windings of the same phase, in a double layer stator 

In Figure 1 each phase occupies the whole volume of the slot, in a single layer 
configuration. In a double layer configuration, (1) still applies. The number of phases 
remains the same but there are more than one set of coils for each phase electrically 
connected in parallel. Each set of coils of each phase may be geometrically displaced 
throughout the slots and each MMF interacts with the other subsets of coils of the 
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is 52 mm height, 52 mm external diameter and 30 mm internal diameter. In these 
simulations only qualitative and relative results are foreseen, for which superconducting 
parameters (critical current density and n parameter) are not determinant. 

4.1 Simulation of Topology T1 

For MMF forces with amplitudes bellow the full penetration threshold (840 A.t in the 
simulations, naturally dependent on the characteristics of the HTS material), only 
partial magnetization in the rotor is achieved. This situation is represented in Figure 
6.a). In these regimes the developed torques are considerably lower (in this case, 
bellow 10-4 N·m). Only when flux fully penetrates the rotor, see Figure 6.b), 
significant torques are developed. 

 
 
 
 
 
 
 
 
 
 
 

   (a)        (b) 
 

Fig. 6. Profiles of current density in the rotor, for different values of MMF amplitude, 
corresponding to (a) partial penetration (170 A·t) and (b) full penetration (840 A·t). 
Superconducting properties where not a concern in simulations, only qualitative results. 

Settling times (time needed to reach synchronous speed) were obtained by 
simulations for different starting speeds and different MMF. For c (3000 rpm 
synchronous speed) settling times are illustrated in Figure 7. 

 

 
 
 

Fig. 7. Settling times 
for topology T1 

(bipolar), as a 
function of (left) 
MMF and initial 
speed and (right) as a 
function of MMF for 
-3,000 rpm initial 
speed. Synchronous 
speed is 3,000 rpm. 
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Considerably longer settling times were registered when the external magnetic flux 
was not able to fully penetrate the rotor material. In this region there is a high 
nonlinearity between settling time and MMF, thus conditioning the performance of 
the motor and demanding a higher control complexity. Nevertheless, torque is linear 
with MMF, as shown later. 

4.2 Simulation of Topology T2 

Due to lower magnetic fields produced in topology T1 (bipolar) when compared with 
T2 (hexapolar), settling times are higher on the later for the same MMF produced by 
each coil, as illustrated in Figure 8.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

       (a)           (b) 

Fig. 8. Settling times for topology T2 (hexapolar), as a function of (a) MMF and initial speed, 
where results above 5,400 A·t are not shown as they overlap, and (b) as a function of MMF for 
-3,000 rpm initial speed. Synchronous speed is 1,000 rpm. 

4.3 Comparison of Topologies 

Time responses observed 
in the previous subsections 
are related to torque 
differences as illustrated in 
Figure 9. As expected, 
torque produced with an 
hexapolar topology is 
considerably higher than 
with bipolar. 

 

Fig. 9. Comparison of 
developed static torques for 
topologies T1 and T2. Torque is 
linear with MMF. 
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different phases; possible regrouping; coil slot occupation with eventual geometrical 
offsets. The performances of different topologies of a multiphase hysteresis motor 
were simulated, in order to compare them in a qualitative approach. A motor was 
assembled and first experiments were carried out. Future work includes measuring 
characteristics of the HTS material (critical current and n parameter) in order to 
perform quantitative simulations. Future work includes also building a power 
electronic converter that can supply 18 independent phases, in order to investigate the 
performance of the motor with any configuration of poles. 
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Abstract. A voltage limiter circuit for indoor light energy harvesting 
applications is presented.This circuit is a part of a bigger system, whose 
function is to harvest indoor light energy, process it and store it, so that it can be 
used at a later time. This processing consists on maximum power point tracking 
(MPPT) and stepping-up, of the voltage from the photovoltaic (PV) harvester 
cell. The circuit here described, ensures that even under strong illumination, the 
generated voltage will not exceed the limit allowed by the technology, avoiding 
the degradation, or destruction, of the integrated die. A prototype of the limiter 
circuit was designed in a 130 nm CMOS technology. The layout of the circuit 
has a total area of 23414 μm2. Simulation results, using Spectre, are presented. 

Keywords: CMOS integrated circuits, Energy harvesting, Voltage limiters, 
Voltage reference circuits. 

1 Introduction 

To achieve indefinite operation in any location, sensor nodes must obtain their power 
directly from the environment. In a wireless sensor network, it may be difficult to 
power each node, either using batteries or the power grid. Sensor networks supplied 
by grid connections are limited to a small range of applications, as they can never be 
too far from the power outlet. Although the use of batteries allows for more freedom 
of sensor distribution, its replacement can become burdensome and costly, if a large 
number of sensors are deployed. As such, energy harvesting systems tend to take over 
the powering paradigm for pervasive operation [1], being also ecological and thrifty. 
The sources that can be harvested are diverse [2] and, amongst those, light is the one 
with the highest energy density per unit of volume [2]. Energy can also be obtained 
from indoor light. In this ambient, powering an electronic application is an increased 
challenge, as the levels of available light power inside buildings are much lower than 
those obtained outside. At the most, the Sun can provide about 1 kW/m2, but in indoor 
environments, the Sun and the artificial lighting provide a much lower energy density. 
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2 Relationship to Internet of Things 

The circuit presented in this paper is an essential part of an indoor light energy 
harvesting system. This energy harvesting will allow a variety of electronic systems to 
operate indoors without needing batteries or a connection to the power grid, adding an 
enormous degree of freedom, regarding their location. These electronic systems can 
communicate with other devices and, ultimately, connect to the Internet. The light 
energy source, when compared to other sources, has the highest energy density, 
making the harvester discreet and small. Light energy harvesters are simple and cheap 
to build. As long as light is available, any device supplied by energy harvested from 
ambient light can be deployed to anywhere, making it a part of the Internet of Things. 

3 Motivation and Background 

The unpredictable nature of light energy, results in a variable amount of available 
power. Since the PV cells must be sized in order for the energy harvesting system to 
be able to receive enough energy even when the light intensity is weak, this can result 
in large power, available from the same PV cells, when the light intensity is strong. 
The circuit described in this paper, fits in a system designed to deal with very low 
levels of light energy, typically found in indoor environments. However, when this 
system is illuminated by direct sunlight or generally, by high levels of light intensity, 
the energy harvested by the PV cells is much higher than the value that was expected 
under the normal indoor illumination conditions. In this situation, the energy 
harvesting system must be able to manage the excess of energy that is obtaining. 

The architecture of the system is depicted in Fig.1, being constituted by PV cells 
followed by a voltage step-up converter with MPPT capability. 

 

Fig. 1. An energy harvesting architecture that hosts the voltage limiter described in this paper 

The output voltage of the converter (vdd) is the one that will be limited by the 
voltage limiter. The vdd voltage also supplies the inner circuits of the step-up 
converter. The system can work with one or two PV cells in series and step-up the 
input voltage (vin) by two or three, depending on the type of PV cells and on the 
expected light intensities. The power from the PV cell is dependent on its area and on 
the illumination level, as shown in Fig.2. According to a set of light power intensity 
measurements, the lowest illumination obtained indoors had an ambient irradiance of 
0.1 W/m2 and the typical irradiance using artificial lighting, was about 0.7 W/m2. 
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a) b) 

Fig. 2. a) Available power from the PV cell with 1 cm2, for different irradiance levels. b) Detail 
showing the power function that corresponds to the lowest irradiance level. 

The system must be designed for a worst case scenario (low illumination), meaning 
that when the light is stronger, the system will produce a large voltage at its output. 

The system was designed in a 130 nm CMOS technology, having a maximum 
voltage of about 1.4V. If this value is exceeded, the devices in the die are stressed, 
reducing their operating lifetime. With a larger voltage, they can even be destroyed. 

The vdd voltage can be used to power any application, for example, a sensor node. 
Since the available power from the PV cells is low, this application typically will 
work using an ON-OFF regime with a low duty-cycle. While the application is OFF, 
the harvested energy is stored in a supercapacitor. When the application is ON, it 
works using this stored energy. In the case of a high light intensity, after the 
supercapacitor is charged to a desired voltage value, the step-up converter continues 
to supply a current to the output node (vdd). This results in the output voltage to 
increase to a value that can be dangerous, being necessary to add a circuit to limit it, 
by absorbing the excess current supplied by the step-up converter. 

In literature, some work can be found concerning voltage limiters. In [3], the 
voltage limitation is achieved by opening a switch to a capacitor, whenever its voltage 
exceeds a certain limit, on a sample-and-hold basis. There are other systems that also 
use voltage limiter circuits, like in [4] and [5], where the voltage limitation problem 
appears under the context of RFID applications. The amount of available power to a 
RFID tag is dependent upon the distance to the reader device, resulting in a similar 
problem to the one in a light energy harvesting system. In [4], the voltage limitation is 
done by performing a comparison to a desired limit. In [5], a band gap reference 
circuit is used to generate a reference voltage to which the desired voltage is 
compared to. This approach is similar to the one proposed in this paper. 

4 Voltage Limiter Circuit Architecture 

The architecture of the voltage limiter is shown in Fig.3.  
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Fig. 3. Architecture of the voltage limiter described in this paper 

The Thévenin equivalent, at the right hand side of the dashed line, represents the 
voltage step-up converter. The aim of the circuit is to limit the vdd voltage, to be lower 
than 1.4 V – 5% = 1.33 V. The voltage limiter operates by drawing current through 
M1. This current causes a voltage drop across Rtest, such that vdd remains constant. The 
value, at which vdd is to be limited, is controlled by a Voltage Reference Circuit 
(VRC), providing a stabilized and temperature compensated voltage reference. 

In normal operation, the voltage divider formed by R1 and R2, provides at vvdd, a 
voltage close to vREF. The amplifier A1 amplifies the error between vvdd and vREF, 
providing, at its output, a voltage that directly controls the vgs voltage of M1, and thus 
the current drawn from the vdd node, through RD. 

4.1 Voltage Reference Circuit 

The VRC was adapted from [6], and its schematic is shown in Fig.4 a).The generated 
reference voltage (vREF), versus the supplying voltage (vdd), and the supply current of 
the VRC are depicted in Fig.4 b). 

  
a) b) 

Fig. 4. a) CMOS Voltage Reference Circuit. b) Output reference voltage (vREF), and supply 
current, as a function of vdd. 

M2 and M12 are high voltage transistors (3.3 V), while the others are low voltage 
ones (1.2 V). The main difference between the original circuit, and the one that was 
built, is the fact that the one in [6] was built in a 180 nm CMOS technology, whereas 
the present one uses a 130 nm technology. The transistors were sized based on the 
sizes presented in [6], making only adjustments due to the different technologies. 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

50

100

150

200

250

300

 v
R

E
F
 (

m
V

)

 vdd (V)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

0

150

300

450

600

750

900

 S
up

pl
y 

cu
rr

en
t (

nA
)



 A Voltage Limiter Circuit for Indoor Light Energy Harvesting Applications 445 

 

The layout of the VRC circuit occupied 15647 μm2. In normal operation, 
considering that vdd = 1.2 V and a temperature of 27 ºC, the nominal output voltage of 
the VRC is 230.9 mV. The supply current, in this case, is 139.5 nA. These data are 
depictable in Fig.4 b). In Fig.5, the supply current and the reference voltage values, as 
a function of temperature, for different supplying voltages, are shown. 

 

Fig. 5. Temperature dependence of the supply current, and generated voltage reference, for 
different supplying voltages, for the VRC that is used 

4.2 Differential Voltage Amplifier 

The topology of the amplifier is shown in Fig.6. This amplifier has a power down 
feature (pd) to disable it, in order to turn off the voltage limiter circuit. The layout of 
the amplifier occupied 7767 μm2.The input stage of this amplifier uses PMOS 
devices, as the typical values of the input voltage are around 200 mV to 300 mV. 

 

Fig. 6. Differential amplifier circuit 

5 Stability Analysis 

Since this is a closed loop system (Fig.3), it is important to analyze its stability. The 
feedback network is constituted by R1, R2, Cc and Cp (parasitic capacitance at the 
amplifier input). The feedback factor, β, is given by 
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The impedance,Z22, of the feedback network from vdd to ground, is 
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The small-signal model of the amplifier, including the output transistor M1, is 
depicted in Fig.7. As the output variable, iout, is the current drawn from the vdd node, 
and the input variable is the input differential voltage of the amplifier (vx), there will 
be a transconductance function GM(s) given by 
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Fig. 7. Small-signal model of the amplifier and the output M1 transistor 

The impedance seen from vdd to ground, defining Ro = (gdsM1)
–1 + RD, is 
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The loop of the system in Fig.3 was open before the “+” terminal of A1. By injecting 
signal in the “–” terminal, and computing the ratio to the signal obtained at the output 
of the feedback network, the loop gain is 

).()()()( ssZsGsG outML β=  (5)

This function has four poles and one zero. Their expressions are as follows, 
considering that Cst, connected to the output node, is much higher than Cc and that Cp: 
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The values of fp4 and fz can be approximately equal, by selecting an appropriate value 
for Cc, thus canceling out each other, making the system equivalent to having only the 
other three poles. This is useful in improving the phase margin of the system. 

Assuming that R1 + R2>> Ro, which is the case, the DC loop gain is given by 
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The magnitude and phase of the open loop gain are determined through an AC sweep 
analysis and shown next in Fig.8a) and b), respectively. Cc is swept from 0.8 pF to 
2.0 pF, to check what would be the consequence on the phase margin of the system. 
In these simulations, the value of the storage capacitor, Cst, was 1.8 μF. 

 

Fig. 8. Magnitude and phase functions of the feedback loop circuit of Fig.3 

It can be seen, in the close up inset in Fig.8 a), that regardless of the value of Cc, 
the zero crossing of the loop gain function occurs at about 32 kHz. As seen by the 
close up inset in Fig.8 b), at the previous frequency, the spreading of phase values 
according to the value of Cc, results in a minimum phase margin value of 57º. In order 
to have an acceptable phase margin value of 60º, the value of Cc was selected to be 
1.4 pF. It is important to note that, if the value of Cst is increased, the phase margin 
will also increase. The value of 1.8 μF is still a relatively small value for a storage 
capacitor, as it can get to units of Farads, or more, thus corresponding to a worst case. 

6 Simulation Results 

To check the behaviour of the circuit, it was simulated in Spectre. In Fig.9 a) and b), 
there are depicted the results of a DC sweep and a transient response, respectively, to 
show the correct operation in different ways. The function in Fig.9 a) was obtained by 
running a DC sweep, using Vtest, on the right hand side of the dashed line in Fig.3. The 
function in Fig.9b) was obtained by using a square wave voltage generator for Vtest. 
As seen in both Fig.9a) and b), the voltage limiter comes into action whenever the 
voltage in the vdd node tends to be higher than the limit. The voltage at which the  
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a) b) 

Fig. 9. a) DC sweep response. b) Dynamic transient response, with a period of 15 ms 

limitation in vdd is achieved, is about 1.31 V, which is inside the desired limit. In these 
tests, the supply current of the amplifier was, typically, about 900 nA. 

7 Conclusions 

A voltage limiter for indoor light energy harvesting applications has been presented. This 
circuit is a part of a bigger system, whose function is to harvest indoor light energy, 
process it and store it so that it can be used at a later time. This system can be used as the 
supplying module for a node of the Internet of Things. 

The circuit that was described, ensured that even under a strong illumination, the 
generated voltage would not exceed the maximum value allowed by the technology, 
to avoid stressing, or destroying the devices in the die. Simulation results, using 
Spectre, were presented and showed that the proposed circuit can successfully limit 
the output voltage (vdd) to the desired ceiling. 
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Abstract. Superconducting coils (SC) are the core elements of Superconducting 
Magnetic Energy Storage (SMES) systems. It is thus fundamental to model and 
implement SC elements in a way that they assure the proper operation of the 
system, while complying with design specifications. As a part of a larger model, 
a coil design model is here presented and verified with tests made in a 
laboratory prototype. The limitations of the superconducting tape used, namely 
the negative effect of magnetic field components on its critical current value, 
are also verified and a possible solution to avoid that effect is studied.  

Keywords: Superconducting Magnetic Energy Storage, SMES, High 
temperature superconductivity, HTS coil, HTS coil modeling. 

1 Introduction 

SMES system is a superconducting device with several possible applications in 
electric grids, and specially in the future’s Smart Grids [1]. With such device it is 
possible to overcome several power quality issues, as voltage dips and swells, 
frequency oscillations or harmonic distortion [2]. Power quality is a very important 
topic in power grids, considering the huge dissemination of microprocessors and 
electronic devices. Electric energy is usually required to have high quality, i.e. with 
limited disturbances [3], making SMES a potential candidate in this field [1].  

The operation principle of the SMES is based on storing energy in the magnetic 
field of a SC coil according to 

21

2
E LI=  (1)

where E  is the stored energy, L  is the inductance of the SC coil and I  is the current 
flowing in it. This energy is discharged into the grid when necessary. Since current 
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flowing in the coil is DC and usually grids operate in AC, a bidirectional AC/DC 
converter and proper control strategies are necessary to assure energy exchanges with 
grid. This type of storage is only possible with superconducting materials, with 
virtually zero DC losses, as current decay due to e.g. copper resistivity would made it 
unfeasible.  

The main goal of this work relies on deriving models for the SC coil that can be 
used in the design stage. These models must include not only electromagnetic effects 
but also mechanical and thermal characteristics of the coil. As a first approach, it was 
created a model to obtain the inductance of a coil given its geometric parameters. This 
model was then validated by comparing its results with measurements made in a real 
coil. 

The coils used in experiments were implemented using first generation (1G) SC 
tape, built by BiSrCaCuO ceramic on its phase 2223. This material shows a 
significant drop in its critical current value in the presence of external magnetic field 
[4]. This degradation increases dramatically with components of magnetic field 
perpendicular to the tape.  The influence of magnetic field in the value of the critical 
current is verified by measurements of critical current. In order to verify such 
dependence and improve the critical current a possible solution is also presented in 
the paper. 

2 Contribution to the Internet of Things 

Unlike existing unidirectional power grids, in electric grids of the future, energy is 
foreseen to flow up- and downstream. Smart Grids concept involves both energy and 
information flows on the grid [5]. To add information flow several standards and 
protocols must be created or adapted [6]. This paradigm change transforms the power 
grid in a completely new grid, much more similar to information networks like 
internet. In the last years several efforts are being made to create the concept of 
Internet of Things (IoT) in which every devices are connected to the Web. Smart 
Grids represent a particular case of IoT, where reliability and security of supply are 
requirements of utmost importance, considering energy transmission and distribution. 
Devices like SMES are foreseen to address these challenges, as well as contributing to 
integration of distributed generation, in a context of Smart Grids and IoT. 

3 Superconducting Coil Modeling 

3.1 Geometry Based Model 

According to (1), stored energy in SMES depends on the current flowing through the 
SC coil and on its inductance. Since current depends on the superconducting material 
itself (critical current of the SC tape limits the admissible operation current) it is 
fundamental to maximize the inductance of the coil, so that the stored energy can be 
maximized while optimizing the required volume of material. Several approaches can  
 



Superconducting Magnetic Energy Storage (SMES) Applications 451 

be followed to determine the maximum inductance of a coil with specific geometric 
characteristics. In this case, a mathematical method was used. This method is based in 
classical formulas to determine self and mutual inductances of air core pancake coils 
[7, 8].  

 

Fig. 1. Geometric variables of a set of air core pancake coils 

Considering the geometric variables defined in Fig. 1, considering that N  is the 
number of turns of a single coil, then its self inductance L  in mH, with dimensions in 
cm, is approximated by  

24 ( ),L aNπ λ μ= +  (2)

where parameters λ , μ  and x  are defined by 
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x b c=  (5)

In order to compute mutual inductance M , also in mH, between two coils with 1N  

and 2N  turns, the following expression is used, with dimensions in cm, 

 



452 N. Amaro et al. 

( )
2 4

1 3

0 1 2 1 2
1 20 2 2 2

2 1 4 3 1 2 1 2

cos( )
.

( )( ) 2 cos

R R

R R

N N r r
M dr dr d

R R R R g r r r r

πμ θ θ
θ

=
− − + + −

    (6)

If the SC coil is built only by one pancake, then inductance is given by (2)-(5). If 
more than one pancake coil is used, then mutual inductances between each pair of 
pancakes must be calculated and total inductance of the SC coil is given as follows 

1

1 2

2 ,  ,
C CN N

T i ij
i j

L L M i j
−

= =

= + ≠  (7)

where CN  is the number of pancakes in the set. 

One common task consists on maximizing inductance of the coil given available 
length of superconducting tape. An optimization algorithm derived elsewhere [9] uses 
(2)-(5) to obtain internal radius and number of turns for a single coil that maximizes 
self inductance value. After this optimization, given the number of pancakes used, 
total inductance of the system is derived by (6)-(7). 

3.2 Validation of the Model 

To validate the results given by the model represented by equations (2)-(7), i.e. to verify 
that the values of mutual and self inductance given by equations are accurate, two small 
pancake coils were implemented using two similar 1G tapes (InnoST Bi-2223 HTS 
insulated wire), named A and B, whose characteristics are shown in Table 1. 

Table 1. Characteristics of the SC tapes, according to supplier 

Characteristic Tape A Tape B 
Critical current @ 77 K, self-field (A) 90 85 
Minimum bending radius (mm) 30 
Width (mm) 4.2 
Thickness (mm) 0.25 
Available length for each coil (m) 37.5 

  

 
The specified length of tape for each coil was 37.5 m, and the optimization algorithm 

returned an internal radius of 32 mm. After building coils with required dimensions, their 
inductance was measured using a digital RLC meter (LTD edc1620) and the results of 
such measurements are presented in Table 2. The implemented coils are shown in Fig. 2. 
As can be seen in Table 2, the results obtained with measurements are within a 10% 
margin of the calculated value, except for Coil A. Such deviation is due either to 
uncertainty in dimensions of the prototype due to shrinking of materials in liquid nitrogen 
(77 K) experimental measurements environment. 
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Table 2. Comparison between model outputs and experimental measurements 

  Characteristic Value (mH) 

Model outputs 

Coil A Self inductance 1.75 
Coil B Self inductance 1.75 

Set 
Mutual inductance 2.5 

Total inductance 6 

Experimental measurements 

Coil A Self inductance  1.45 
Coil B Self inductance 1.8 

Set 
Mutual inductance 2.7 
Total inductance  5.95 

4 Critical Current of the Superconducting Set of Coils 

Critical current measurement is needed as operating currents (and stored energy) are 
limited by this value. Manufacturers specify this value measured in a single portion of 
tape under self- or external field. In the present case, the effect of magnetic field due 
to adjacent stacked tapes is expected to degrade critical current. This value is often 
defined as the current that generates an electric field of 1 μV/cm in the tape. 

4.1 Critical Current Measurement 

Using the four point method, critical current of the two pancakes operating both 
separated and in series was measured and results are presented in Fig. 3. In both cases 
voltage drops at the terminals of each pancake were measured and added to obtain the 
total voltage drops in the SC set. Using this method, the voltage drop in the resistive 
connection between the two pancake coils does not influence results. 

 

Fig. 2. Implemented coils: coil A (left) and coil B (right) 
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As can be seen in Fig. 3, critical current of both coils is similar and approximately 
30 A, which is only one third of the value given by manufacturer. Such value  
is coherent with results previously obtained by other research groups [10], and 
confirms that in 1G tapes the critical current value decreases rapidly with the increase 
of the magnetic field. It is also shown that when the two coils are operating in  
series, critical current value decreases and the losses on the tape increase. This also 
validates the fact that the increase of magnetic field decreases critical current value, 
since a set of two coils generate higher magnetic field than a single coil, for the same 
current. 

4.2 Improvement in Critical Current  

The degradation of critical current value measured in the SC coils is due to the 
existence of self field. As mentioned, this effect is accentuated for field components 
perpendicular to the tape surface, which is more relevant in the internal and external 
turns of the coils. One approach to minimize this effect consists on using 
ferromagnetic flux diverters on the extremities of the SC coil [11]. If the air gap 
between the SC coil and the ferromagnetic material is small enough then flux lines 
close through the ferromagnetic material and are diverted from the SC tape.  

 

Fig. 3. Critical current measurement 

To verify the previous concept, the SC coil built by two series connected pancakes, 
was tested again with the ferromagnetic material on top and beneath. Fig. 4 shows a 
comparison between the results obtained with and without diverters. According to that 
figure, critical current increased with diverters, which is accomplished by a decrease 
in resistive losses in the SC tape. This demonstrates that ferromagnetic diverters have 
a positive effect in the field distribution. 
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Fig. 4. Critical current measurement with flux diverter 

5 Conclusions 

In the design of a SMES system, several steps must be followed. The superconducting 
coil must be properly modeled as it represents the core element of the device. As a 
first approach, a mathematical model to determine the inductance of superconducting 
coils was applied. This model is based on classical mathematical expressions, usually 
applied to conventional materials. To validate the model, two superconducting 
pancake coils were built using first generation tape and the inductance of the set was 
measured. The critical current of the set was measured and the influence of the 
magnetic field in the critical current value was verified. This is also very important on 
SMES because the stored energy depends on the squared value of current that flows 
through the coil. As a possible solution to minimize the effect of the magnetic field on 
the critical current value, a ferromagnetic diverter was added to the system leading to 
an increase in the current.  

As future work, a complete model of the whole system, including mechanical and 
thermal effects is foreseen. 
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Abstract. The continuing size reduction of electronic devices imposes design 
challenges to optimize the performances of modern electronic systems, such as: 
wireless services, telecom and mobile computing. Fortunately, those design 
challenges can be overcome thanks to the development of Electronic Design 
Automation (EDA) tools. In the analog, mixed signal and radio-frequency 
(AMS/RF) domains, circuit optimization tools have demonstrated their 
usefulness in addressing design problems taking into account downscaling 
technological aspects. Recent advances in EDA have shown that the simulation-
based sizing technique is a very interesting solution to the ‘complex’ modelling 
task in the circuit design optimization problem. In this paper we propose a 
multi-objective simulation-based optimization tool. A CMOS LC-VCO circuit 
is presented to show the viability of this tool. The tool is used to generate the 
Pareto front linking two conflicting objectives, namely the VCO Phase Noise 
and Power Consumption. The accuracy of the results is checked against 
HSPICE/RF simulations. 

Keywords: Multi-Objective Optimization, Metaheuristic, Pareto Front, 
Simulation-based optimization, LC-VCO, Inductor 2-π model. 

1 Introduction 

Analog, mixed signal and radio-frequency (AMS/RF) circuit design are becoming 
more and more complex; there is a pressing need for Electronic Design Automation 
(EDA) to meet the time to market constraints. Indeed, automation in circuit design has 
successfully demonstrated its usefulness, from circuit level design, see for instance 
[1–4], to system level designs, see for example [5–8]. The current computers features 
have favoured a transition from the hand-calculation-based design, to the simulation-
based design. The first, which is known as the knowledge-based design, is one of the 
earlier approaches. Its basic idea is to have a predefined design plan for sizing circuits 
to meet the performance specifications [9–11]. The second one, i.e. the simulation-
based approach, is based on the use of a circuit simulator such as SPICE, which 
evaluates the circuit’s performance(s) and constraints, as well [12–14]. The key of 
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this transition is the feasibility to include SPICE like simulators within the loop of any 
circuit design optimization problem. 

The simulation-based approach is adopted in this work. This technique uses a 
standard circuit simulator in the optimization loop to evaluate the circuit performance. 
In this way, this approach can handle a large variety of AMS/RF circuits. Among the 
advantages of this method, it offers a great accuracy at the expense of design time 
while an analytical approach is faster but suffers from accuracy limitations. 

Actually, AMS/RF circuit optimization problems generally involve more than one 
objective. These objective functions are conflicting and non-commensurable ones. A 
multi-objective metaheuristic is used in this work to efficiently find the optimum 
design of an LC voltage controlled oscillator (LC-VCO).  

The main concerns in this design are the passive elements, principally the inductor. 
When implementing an on-chip inductor, the influence on circuit behaviour that 

come up from inductor parasitics are usually ignored and the inductor is considered as 
an ‘ideal’ element. Yet, this is a wrong approach, since at high frequencies the 
parasitic capacitances that appear between metal layers and oxide/substrate can have 
significant weight and jeopardize the expected inductance value.  

Despite the fact that the simulation-based technique is accurate and that the 
obtained results are precisely those of the simulator (since the component simulator 
models are adopted), at high frequencies, parasitics effects of passive components 
(mainly inductors) can not be neglected: using the ideal models of these components 
is a common mistake. 

In this work we deal with inductor parasitics and use the proposed tool to size the 
circuit and the inductor, as well, since classical sizing approaches cannot be used for 
such design due to its complexity.  

For the inductor the 2-π model [15-16] is used in the in-loop optimisation 
simulation based tool in order to highlight potentialities and performances of the 
proposed tool and to show the real effect of parasitics of inductors. An LC-VCO 
circuit is considered as an application example. 

The rest of the paper is structured as follows. In section 2, we clearly show the 
main contributions of this work. In section 3, we put the light on the proposed tool 
and highlight its capabilities. In section 4, we present the multi-objective 
optimization. In section 5, the LC-VCO circuit, which includes the inductor 
equivalent circuit, is used to validate the optimization tool. Finally, conclusions are 
offered in section 6. 

2 Relationship to Internet of Things 

Internet of things relies on the interconnections of a large number of heterogeneous 
cooperating devices. The development of these devices has been made possible due to 
the rapid evolution of electronic technologies, which enable the implementation of ever 
more complex functions, in smaller and more rapid circuits. To cope with the necessity 
of minimizing the power consumption of such systems, new design methodologies must 
be adopted so that the ever more stringent specifications may be attained. In the particular 
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case of communications services, e.g. wireless communications devices, Voltage 
Controlled Oscillators (VCOs) are fundamental building blocks where optimization 
design methodologies must be adopted to cope with such multi-objective design goals, 
e.g. low power consumption and low phase noise.   

The contributions of this paper are as follows: 

• A multi-objective simulation based tool that allows generation the Pareto front of 
conflicting objectives of analog and RF circuits, is proposed; 

• The use of the 2-π model for the electrical simulation of the inductor in the loop-
optimization. By using a lumped element model, an efficient process is obtained, 
thus overcoming the need for using lengthy electromagnetic simulations of the 
inductor. 

3 The Simulation-Based Sizing Tool 

As introduced in Section 1, the simulation-based optimization technique is adopted in 
order to be able to deal with complex circuits. Its basic idea consists of ‘by-passing’ 
the modelling stage in the sizing problem and to directly use an electrical simulator to 
evaluate the objective functions, and to check the circuit’s constraints, as well. In each 
optimization iteration the circuit simulator is called to evaluate the circuit’s 
performance(s) for a set of design parameters. A pictorial diagram of this approach is 
presented in Figure 1 [14]. 

 

Fig. 1. The simulation-based sizing/optimizing technique [14] 

One of the key components in this technique is the optimization block, whose 
purpose is to find the best circuit’s sizing that will lead to the best performance while 
satisfying a set of constraints. In this work, we use a multi-objective metaheuristic 
called MOHA [17]. This algorithm is based on a communication tool between 
HSPICE/RF and C++ software.  

In short, this tool works as follows. After generating the circuit’s netlist, the 
parameters’ values are introduced in this netlist. Then, the C++ program calls 
HSPICE/RF thanks to which, constraints are checked and performances are evaluated. 
These performances are then introduced in the optimization algorithm and ‘new’ sizes 
are generated, etc.  

In order to deal with multi-objective problems, an external archive was added to the 
optimization routine [17] where non-dominated solutions are stored and updated at each 
iteration. A dominance sorting routine [18] was integrated into the optimization program. 
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This external memory encompasses the ‘best’ non-dominated solutions obtained so far. It 
is to be mentioned that these performance evaluations are performed using the simulator 
.MEAS statement which prints user-defined electrical specifications of a circuit, and the 
results could be manipulated in a post-processing step. Figure 2 shows the corresponding 
algorithm flowchart. Further details regarding MOHA can be found in [17]. 
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Fig. 2. Flowchart of MOHA 

4 The Multi-Objective Optimization 

Actually, circuit optimization problems involve more than one objective function that 
meets all the performance functions and imposed/inherent constraints. In most cases, 
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the considered sizing problems are multi-objective ones. Equation (1) illustrates this 
multi-objective optimization (MOO) problem: 

[ ]p,1i,UixixLixwhere
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where, k, m, n and p are the numbers of objectives (k ≥ 2 ), inequality constraints to 
satisfy, equality constraints to assure and parameters to manage respectively. 

Commonly, designers transform the multi-objective problem into a mono-objective 
one using the weighting technique [19]. The latter requires the designer to select values 
of weights for each objective. The so obtained mono-objective function can be written as: 

 == k
1i )x(ifiω)x(F


 (2)

iω are weighting coefficients. 

However, it has been proven that this technique is not suitable and may lead to 
non-optimal solutions (see for instance [20]). 

Due to the fact that in most cases, circuits present conflicting non-commensurable 
objectives, making appeal to the multi-objective techniques is mandatory. Actually, 
such techniques allow generating the aforementioned sets of non-dominated1 
solutions known as Pareto fronts [18].  

In the literature, a large plethora of multi-objective metaheuristic were/are being 
used, to optimize performances of AMS/RF circuits (mainly using the equation-based 
approach) [2–4, 8, 21–22].  

In this work we use a multi-objective metaheuristic, called Multi-Objective 
Heuristic Algorithm (MOHA) [17].  

5 Application to the Optimal Design of an LC-VCO Circuit 

5.1 The LC-VCO Equivalent Circuit 

One of the main challenges when designing a VCO, is to obtain results between 
simulation and on-chip measurement as close as possible. For this propose, it is essential 
to use design methodologies where parasitics must be accounted for, even when 
simulators are used. In Fig. 3(a) a cross-coupled LC-VCO is represented. It encompasses 
two main blocks: the LC thank, responsible for the oscillation frequency, and the active 

                                                           
1 A solution x of a MO problem is said non-dominated solution if and only if there does not 

exist another solution y such that )y(f dominates )x(f , i.e. no component of )x(f is 

smaller than the corresponding component of )y(f and at least one component is greater. 
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circuit, which accounts for reducing the circuit losses by introducing a negative 
resistance. The transistor Mb is responsible for enforcing the current in the circuit. Most 
LC-VCO designs aim at achieving both minimum phase noise and power consumption 
for a given oscillation frequency. For instance, if low power consumption is desired, a 
low bias current must be delivered to the circuit. Yet, parasitic effects will have a major 
role in circuit behaviour, yielding to the degradation of phase noise. On the other hand, if 
low phase noise is required, high current is desired. The phase noise vs power 
consumption trade-off, among others, makes the VCO design a suitable applicant for 
simulation-based optimization based design approach. 
 

 

(a) The cross coupled topology (b) The inductor equivalent circuit 

Fig. 3. LC – voltage controlled oscillator (LC-VCO) 

As mentioned before, the LC tank is the block responsible for the oscillation 
frequency, and plays a major role in the LC-VCO performance. Since inductor 
parasitics appearing between the inductor metal tracks and the lower layers of oxide 
and substrate are very relevant for GHz frequencies, an inductor equivalent circuit 
model, known as 2-π inductor model [15], represented in Fig. 3(b), is considered. The 
inductor 2-π equivalent circuit. This inductor equivalent model accounts for:  

− DC parameters (Lo, Lp, Rs, Rp);  
− Crossover capacitance, Cs - that capacitance appears between the spiral and 

the underpass necessary to connect the inner turn to the outside of the spiral 
inductor;  

− Metal-to-metal capacitance, Cc – that appears due to the proximity of inductor 
tracks;  

− Metal-to-substrate capacitance, Cox;  
− Rsub and Csub that models the ohmic losses in the conductive silicon substrate;  
− Rsc which represents the electric coupling between lines through the conductive 

substrate. 
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5.2 Simulations Results 

In this section the design of several LC-VCOs for operating frequencies between 1 
and 2 GHz, are addressed. The design objective functions are the minimization of 
both the phase noise - @ an offset frequency of 1MHz - and the power consumption. 
The LC-VCO characteristics and 2-π inductor circuit parameters range are given in 
Table 1, where the transistor channel length/width range is valid for Mp, Mn and Mb 
elements. Moreover, the capacitor Cvar is in fact a transistor that behaves as a 
capacitor (referred as MCvar in Table 2), and its channel length/width range is 
considered to be equal to Mp. 

Table 1. LC-VCO and 2-π inductor circuit parameters limit 
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Oscillation frequency - f0 1 GHz  –  2 GHz 

Transistor channel length 0.45 µm – 1.6 µm 

Transistor channel width 1 µm  –  500 µm 

Tank inductance - L 1 nH  –  15 nH 

Tank capacitance - Cvar 1 pF  –  20 pF 

Load capacitor CLoad 2 pF 

2-
π 

in
du

ct
or

 
ci
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Cs, Cc, Csub, Csub_mid 0.1 pF  –  20 pF 

Cox, Cox_mid 0.1 fF  –  1 pF 

Lo, Lp 0.01 nH  –  10 nH 

Rs 0.01 Ω – 30 Ω 

Rp 1 Ω – 1 kΩ 

Rsc, Rsub, Rsub_mid 10 kΩ – 10 MΩ 

 
In Fig. 4 we present the two Pareto fronts (Phase Noise vs. Power) obtained using 

the proposed tool for two different scenarios: considering ideal and real inductors. 
The supply voltage is VDD = 1.2 V and the voltage at the gate of the transistor Mb is 
equal to 0.4V. Simulations are performed using Level 49 standard CMOS Technology 
of 0.13µm. As expected optimization results considering ideal inductors are quite 
better than those with real inductors. By simple observation, it is possible to conclude 
that for a specific phase noise, the power consumption for the LC-VCO considering a 
real inductor is higher by a factor of 8. That means that results obtained for ideal 
inductors are too optimistic.    

Reached performances and optimal parameter values corresponding to the Pareto 
front edge points of MOHA algorithm are in Table 2 and 3: solutions giving the 
maximum phase noise and the minimum power, solutions (1) and (2) in figure 4 
respectively. Considering the design solution (1) in Table 2, the inductance of the 
inductor equivalent circuit is 3.8 nH. Now, if a simulation is done for the same 
transistors sizes, but considering an ideal inductor of 3.8 nH, the LC-VCO 
characteristics are: 1.18 mW, 2.04 GHz and -122.87 dB/Hz. These results show an 
error around 15% for power, 6% for the oscillation frequency and 4% for the phase 
noise when compared with those obtained with the inductor equivalent circuit. 
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Fig. 4. LC-VCO optimization results Pareto fronts (Phase Noise vs. Power consumption) 

Table 2. Optimal parameters values (LC-VCO with real inductor) 

Parameters Lower edge of the Pareto 
front (solution(2)) 

Higher edge of the 
Pareto front (solution(1)) 

Mp – width / length (µm) 176.75 / 1.57 273.75 / 0.63 

Mn – width / length (µm) 256.75 / 1.57 190.25 / 0.63 

Mb – width / length (µm) 240.75 / 1.57 489.25 / 0.63 

MCvar – width / length (µm) 472.75 / 1.57 80.25 / 1.15 

     Inductance (nH) 0.62 3.83 

Table 3. Reached performances (points located at the Pareto front edges) 

 
 

Lower edge of the 
Pareto front 
(solution(2)) 

Higher edge of the 
Pareto front  
(solution(1)) 

R
ea

l 
In

du
ct
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 Phase Noise (dBc/Hz) -118.49 -131.99 

Power Consumption (mW) 1.36 1.80 

Oscillation Frequency (GHz) 1.94 1.45 

Id
ea

l 
In

du
ct

or
 Phase Noise (dBc/Hz) -117.87 -136.15 

Power Consumption (mW) 0.14 1.32 

Oscillation Frequency (GHz) 1.17 1.02 
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6 Conclusions 

A multi-objective simulation based tool that allows generation the Pareto front of 
conflicting objectives of analog and RF circuits, is proposed. As a proof of concept, 
the work addressed the design of LC-VCOs as a simulation-based sizing problem.  

The methodology presented deals with the complexity of the design by formulating 
it as a multi-objective metaheuristic optimization problem. The adoption of the 2-π 
model of the inductor and its use in the electrical simulation-based optimization loop, 
aims to obtain design solutions in which simulations are expected to be close to those 
in fabricated circuits.  

The use of multi-objective optimization strategy, allows dealing with design trade-
offs, such as power consumption - phase noise, obtaining the best design solution, 
supported on designers inputs. 

A set of design examples showing the design of LC-VCOs for oscillation 
frequencies between 1 and 2 GHz is shown. The presented results highlight the 
differences in circuit performance when using circuits that characterize the real device 
behaviour rather than ideal ones, as shown for the inductor. 
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Abstract. This paper presents a distributed model predictive control (DMPC) 
for indoor thermal comfort that simultaneously optimizes the consumption of a 
limited shared energy resource. The control objective of each subsystem is to 
minimize the heating/cooling energy cost while maintaining the indoor 
temperature and used power inside bounds. In a distributed coordinated 
environment, the control uses multiple dynamically decoupled agents (one for 
each subsystem/house) aiming to achieve satisfaction of coupling constraints. 
According to the hourly power demand profile, each house assigns a priority 
level that indicates how much is willing to bid in auction for consume the 
limited clean resource. This procedure allows the bidding value vary hourly and 
consequently, the agents order to access to the clean energy also varies. Despite 
of power constraints, all houses have also thermal comfort constraints that must 
be fulfilled. The system is simulated with several houses in a distributed 
environment.  

Keywords: DMPC, DSM, Limited resources, Energy auction. 

1 Introduction 

Heating accounts for a significant proportion of the world’s total energy demand. The 
building sector alone consumes 35.3%, of which 75% is for space heating and 
domestic water heating. In Europe, the final energy demand for heating and cooling 
(49%) is higher than for electricity (20%) or transport (31%) [1]. Therefore, it is 
important economically, socially, and environmentally to reduce the energy 
consumption of buildings. New models and control techniques must be developed to 
move beyond standard heuristic approaches and seek to incorporate predictions of 
weather, occupancy, renewable energy availability, and energy price signals that can 
support real time energy auction markets [2], [3].  The desire approach here presented 
intends to take advantage from the innovative technology characteristics provided by 
future Smart Grids (SGs) [4]. In the smart world, simple household appliances, like 
dishwashers, clothes dryers, heaters, air conditioners will be fully controllable in 
order to achieve the network maximum efficiency. Renewable energies will be a 
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common presence and any kW provided by these technologies should not be wasted. 
Active demand side management (DSM) will control the loads in order to adapt them 
to the available renewable energy source. Therefore, how can the demand be adjusted 
to an intermittent energy source in a distributed network, in order to maximize the 
energy efficiency? 

Model Predictive Control (MPC) during the last years has been granted to reduce 
and optimize the energy consumption in the residential sector namely to deal with 
temperature set points regulations [5], [6]. Model predictive control can also naturally 
deal with the aforementioned predictions to improve building thermal comfort, 
decrease peak demand and reduce total energy costs. The optimal profile of delivered 
energy depends on various factors which include time varying utility prices, 
availability of renewable energy and ambient temperature variation. The MPC have 
also advantage in distributed systems [7], [8]. Distributed Model Predictive Control 
(DMPC) allows the distribution of decision-making while handling constraints in a 
systematic way. DMPC strategies can be characterized by the type of couplings or 
interactions assumed between constituent subsystems [9]. The DMPC strategy here 
presented uses the method of subsystems sharing coupled constraints [9], [10].  

In this context, in a scenario with distributed infrastructures that are interconnected 
or related with each other, makes them suitable for Multi Agent System (MAS) 
technology, and consequently, for the autonomous management of houses and 
buildings. 

The paper is organized as follows. Section 2 presents the technological 
contribution of this paper, Section 3 presents the implemented system, with the house 
dynamical thermal model, hourly auction scenario and DMPC formulation. Section 4 
illustrates the used methodology with simulation results and in Section 5 some 
conclusions are draw. 

2 Relationship to Internet of Thinks  

From the Internet of Things (IoT) perspective, SGs also predicts a future in which 
devices can communicate with one another across infrastructures much the way 
people communicate with one another via the web. As mentioned, simple household 
appliances will be linked in the grid and will be fully controllable, monitored and 
regulated in real time. Information will be exchanged between devices in order to 
manage energy demands more efficiently and incorporate the increasing amounts of 
renewable power from sources like the sun and wind. 

Assuming that future communication infrastructures will support real time energy 
auction markets, the hourly auction here presented is, as far as we know, a novelty 
contribution for what is expected to be a nearby reality. 

The work contributes with a new methodology to manage energy networks from 
the demand side with strong presence of intermittent energy sources. In a distributed 
network, the implementation of a constraint in the shared available resource 
consumption presented here, introduces a novelty that intends to give response to 
problem mentioned above. With this approach the system will try to adjust 
consumption to the value provided by the renewable resource maximizing the 
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efficiency and minimizing the consumer energy costs. The profile of delivered energy 
depends on several factors, such as price of conventional energy and availability of 
renewable energy. The MAS technology can solve the efficient management of clean 
(“green”) and dirty (“red”) resources, giving the priority to “green”.  

3 Implemented System 

3.1 Thermal Model of the House 

The house for which MPC is designed is present in (1-3) and describes only the 
dominant dynamics of the house. 

( )lossesheat
house QQ

Cdt

dT
−= 1

, (1)

eq

oahouse
losses R

TT
Q

−= ,
 (2)

windowwall

windowwall
eq RR

RR
R

+
= ,

 
(3)

where in (1), lossesQ is heat and cooling losses (kW), houseT the inside temperature (K), 

C the thermal capacitance (kJ/K), and heatQ  the heat and cooling power (kW). In (3) 

oaT  is the outdoor temperature (K) and the parameter Req describes the equivalent 

thermal resistance of all walls (including roof and ceiling) and windows that isolate 
the house from outside, and can be describe as a electrical parallel resistance circuit 
[5]. The plant model representation (1) can be rewritten and changed into a discrete 
model using Euler discretization with a sampling time of tΔ . 

)()()()1( kvkBukATkT ++=+ , (4)

where 
CR

t
A

eq

Δ−= 1 , 
C

t
B

Δ= , 
CR

tT

C

P
v

eq

oad Δ+= , u(k) is the necessary heat/cooling  

power, T(k) is the indoor temperature, v(k) is a disturbance signal resulting from Pd 
the external disturbances (kW) (e.g. load generated by occupants, direct sunlight, 
electrical devices or doors and windows aperture to recycle the indoor air), and Toa,  
the temperature of outside air (K). 

3.2 Hourly Auction Scenario 

The scenario considers two types of available energy resources, the green and the red. 
The green or clean resource must be always consumed (is non dispatchable) and it is 
limited to a maximum available value and it’s considered a time variable resource.  In 
opposition, the red is always available and it is considered a dirty resource, more 
expensive than the green. Therefore, if the green resource is insufficient to satisfy the 
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The bid value establishes an order to access to the resource, being the green 
resource consumption made by the agents sequentially by that order. The first agent 
consumes and the remainder green resource is passed to the next agent as the 
maximum green available resource. As mentioned, when the green resource becomes 
insufficient to satisfy all the demand, the red is available. The red resource 
consumption implies a penalty in the final cost function (3) due to the soft constraint 
violation imposed by the maximum available green resource is exceeded. 

3.3 Model Predictive Control 

MPC principle of controlling house heating and cooling is to react on the 
heating/cooling actuators based on current measurements/estimates of temperatures in 
T(k) and predictions of future disturbances in v(k) (obtained from the weather forecast 
service). The MPC will explicitly take into account the constraints of heating/cooling 
actuators and the temperature comfort limits while minimizing the energy inserted 
from the actuators in the one-day-ahead period. The objectives are: minimize the 
energy consumption to heating and cooling; minimize the peak power consumption; 
maintain the zones within a desired temperature range and maintain the used power 
within the green available bounds. At each time step, each one of the agents must 
solve is MPC problem. 
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Subject to the following constraints, 

tkttkttkttkt vBuATT ||||1 +++++ ++= , (6)

tkttkt TTT || ++ +≤≤− εε , (7)

tktAtktA ii
UUU || ++

+≤≤− γγ ,
 (8)

0,,, ||| |
≥+++ + tkttkttkt tkt

εεγγ .
 (9)

In (5),  represents the power control inputs, φ is the penalty on peak power 

consumption, ρ  is the penalty on the comfort constraint violation, ψ the penalty on 

the power constraint violation and N is the length of the prediction horizon. In (7),  
and   are the vectors of temperature violations that are above and below the desired 

comfort zone defined by  and . In (8), coupled constraint,  and  are the power  
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violations that are above or lower the maximum, 
iAU , and minimum, 

iAU , available 

green power for heating/cooling the space, with ii
AA UU −= .A scheme of the system 

implemented is shown in the next picture. 

 

TgreenU

1AU 11 uU A −
2AU 22 uUA −

 

Fig. 4. Implemented system 

[ ]Tiii NkckcC )(),...,( += , (10)

[ ]TTgreenTgreenTgreen NkukuU )(,...,)( += , (11)

[ ]Tiii Nkukuu )(,...,)( += ,
 

(12)

where, for a generic Agent i at the control horizon, 
iAU represents the green available 

resource for indoor comfort , UTgreen represents the green available total resource, Ci the 
fixed consumption profile and ui the used power to heating/cooling the space that 
results from the optimization program.  

4 Results 

The presented results were obtained with an optimization Matlab routine that finds a 
constrained minimum of a quadratic cost function that penalizes the sum of several 
objectives. It is considered that all houses have the same outdoor temperature 
presented in Fig. 1. The thermal characteristics, load disturbances profile (Fig. 4) and 
comfort temperature bounds are different for all houses (Table 2). Agents can also 
have distinct penalties on power and temperature constraints violations, they can 
hourly privilege comfort or cost according to consumer choice. Here, is assumed that 
the penalty values of each agent are always the same. Table 2 shows the used 
parameters. 

In the figures here presented, the subtitles “Power constraint” represents

iiAA CuUU ii −−= −− 11
, “Green resource” represents 11 −−− iA uU i

 and ”Heating/Cooling 
used power” represents ui.  
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Table 2. Scenario parameters 

Parameter A1 A2 A3 Units 
Req 50 25 75 K/kW 
C 9.2×103 4.6×103 11×103 kJ/K 

ρ 100 100 300 - 
ψ 500 200 300 - Φ 2 2 2 - 
Δt 1 1 1 H 
N 24 24 24 - 

T(0) 297.15 296.15 297.15 ºK 

  

Fig. 5. Disturbance forecasting (Pd) Fig. 6. A1, A2 and A3 indoor temperature and 
their constraints 

 

Fig. 7. Used power to heat/cool and their 
constraints 

Fig. 8. a) Total available green resource and 
used power. b) Heating/cooling total cost. 

In Figure 6, it can be seen that the comfort constraint is respected, the indoor 
temperature is always inside the comfort zone for all agents. Taking advantage of the 
predictive knowledge of the disturbance (Pd) and making use of the space thermal storage, 
it can also be seen that in both scenarios the MPC treats the indoor temperature before the 
disturbance beginning. The used power to heat/cool the space is maintained inside the 
constrained bounds. Note that when the “Power Constraint” is null the used power is also 
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null, Fig. 7. The “Used Power”, [ ]
=

+=
3

1

)()()(
i

iiused kCkukU , is sometimes above the 

daily maximum green available resource, meaning that the red resource was consumed, 
Fig 8(a). Figure 8(b) illustrates the effectiveness of the approach and demonstrates the 
advantage of the auction. For each one of the agents it can be seen that the “Real Cost” is 
much lower than the cost of not to bid in auction and only consume the red resource “Red 
Cost”.  

5 Conclusions 

In this paper, a distributed MPC control technique was presented in order to provide 
thermal house comfort. The obtained solution solves the problem of control of 
multiple subsystems subject to coupled constraint that changes hourly. Each 
subsystem solves is own problem involving its own state predictions and the shared 
constraints. It could be observed through the simulations and results analysis that 
were obtained suitable dynamic performances. Despite access orders being changing 
hourly, the predictive characteristics of the implemented system were not lost, being 
the soft constraints, temperature and power satisfied. By changing the penalties values 
during the day, the implemented system also allows the consumer to shift hourly 
between indoor comfort and lower costs. 
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Abstract. In this paper a solution to an highly constrained and non-convex 
economical dispatch (ED) problem with a meta-heuristic technique named 
Sensing Cloud Optimization (SCO) is presented. The proposed meta-heuristic is 
based on a cloud of particles whose central point represents the objective 
function value and the remaining particles act as sensors “to fill” the search 
space and “guide” the central particle so it moves into the best direction. To 
demonstrate its performance, a case study with multi-fuel units and valve- point 
effects is presented.  

Keywords: Economic dispatch, Optimization, Heuristics, Cloud of particles. 

1 Introduction 

The Economical Dispatch (ED) problem is an important issue in the power system 
operation. Fundamentally it is intended to evaluate the value that each on-line unit 
should generate with the lowest cost, as (1), respecting the technical and load demand 
constrains. The ED uses as a basis the Unit Commitment (UC) solution, excluding 
from the optimization the generation units that are off. It is common to adopt 
approaches that merge the problem of UC with the problem of ED using Integer 
Mixed Programming optimization algorithms. This can have advantages because the 
non-linear detail in the ED can justify a change in the solution of the UC. On the other 
hand, the ED can integrate UC costs considering the fix costs of the generation [1]. 

 ( )
1

min
GN

i i
i

F P
=
   (1) 

Where Fi  is the cost function of each unit Pi , and NG represents the number of on-line 
units [2]. Over the past decade, many methods have been developed to solve the 
economical dispatch problem. There are traditional methods such as Gradient, 
Lagrangean function, Lambda-iteration method, Dynamic Programming, Newton’s 
method, Linear Programming and Interior Point method, among others [3]. However, 
the generation cost functions of recent thermal units are not continues, not convex, 
neither differentiable due to valve-point loading effect, multi-fuel burn systems and 
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operational prohibited zones. Thus, the ED problem becomes a non-convex 
optimization problem with constrains, which cannot be solved directly by some of the 
traditional mathematical methods. Generally, dynamic programming can solve this 
kind of problems, but can suffer with the dimension and time needed to solve it [4-6]. 
Due to that several heuristic methods were proposed to solve this kind of problems 
such as Genetic Algorithms (GA), Simulated Annealing (SA), Taboo Search (TS), 
Evolutionary Programming (EP), Evolutionary Strategies (ES), Particle Swarm 
Optimization (PSO), Artificial Neural Networks approach with Hopfield Networks 
and hybrid artificial intelligence methods [7]. From the base algorithms several 
improved approaches and hybrid were proposed, as Improved Taboo Search [4], Fast 
Evolutionary Programming (FEP) and Improved Fast Evolutionary Programming 
(IFEP)[8], Improved Particle Swarm Optimization (IPSO)[7], PSO embedded 
Evolutionary Programming (PSO-EP) [9], PSO with crossover operations [7] and Fast 
Evolutionary programming with Swarm Direction [2]. Other techniques as Bacteria 
Foraging Optimization (BFO), Ant Colony Optimization (ACO) [3][11], Combination 
of Chaotic Differential Evolution and Quadratic Programming [12], a special class of 
ant colony (API) and Real Coded Genetic Algorithm (GA-API) can be considered as 
well [13] or Improved Genetic Algorithm with Multiplier Updating (IGA_MU) and 
Conventional Genetic Algorithm with Multiplier Updating (CGA_MU)[10], among 
many others. In this paper is proposed to solve an ED problem of units with multi-
fuels and valve-point effects using the algorithm called Sensing Cloud Optimization 
(SCO)[14]. It is a stochastic technique based in a cloud of particles with parallel 
search without presenting evolutionary behaviors. There is no competition between 
the particles or self-adaptation of their characteristics being a purely cooperative 
system, since all contribute to reach the optimum value.  

The heuristics techniques due to its stochastic behavior can be trapped in local 
minima; therefore, the added value of SCO is the dynamic mechanism to avoid, as 
better as possible, to be trapped in local minima [14]. From the work developed up to 
now, it has demonstrated precise results as well as the capacity to deal with large 
quantity of variables [16]. In this paper is intended to continue the research solving an 
ED of units with valve-point effects and multi-fuels. In future works we intend to 
develop an integrated set of mathematic techniques to optimise the operation of 
electric energy systems with significant penetration of high variability resources. The 
final result should be a complete methodological suit idealised to answer integrally to 
the dispatch of energy systems with high integration of variable power resources. 

2 Contribution to Internet of the Things 

The Economic Dispatch, Security Constrained Economic Dispatch (SCED) and 
Reliability Constraint Economic Dispatch (RCED) are some of the most important 
optimization problems in a power system scheduling. The result is the mix of thermal 
power plants production under technical and security constraints at the lowest price. 
The optimization of the electricity cost makes the society and economy more 
sustainable and competitive. In an Internet of the things perspective, the power units 
connected to the internet gain the capacity to communicate and share information 
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among them. As well as, the capacity to configure and decide autonomously, when 
and how much produce, under an optimal perspective, optimizing the production cost 
and environmental impacts. This share of information allows technical decisions, 
maintaining the security of electrical energy supply. Beyond that, in a global 
perspective allows the scheduling of the decision chain since the extraction of fossil 
fuels, its transportation, distribution and utilization. The introduction of SCO 
algorithm aims to provide a tool with good precision to solve high dimensional and 
constrained ED problems. 

3 Problem Description 

Traditional ED problems characterise the cost function as quadratic, but in more 
recent thermal units, an absolute term is added to the quadratic cost function due to 
valve point effects. Beyond this, some thermal units, as combined cycle, operate with 
different kind of fuels and multiple cost curves, resulting an “hybrid cost function” as 
(2), represented with several piecewise functions reflecting the effects of fuel type k 
[10]. Where ai, bi, ci, ei and fi are fuel cost coefficients of the ith unit, and Pi and 

min
iP represent the production and minimum limit of ith unit, respectively [12]. 
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(2) 

In an Electric Power System, the total power production must equal the load demand 
D and power transmission losses PL, as (3). The power losses are function of unit’s 
power outputs and can be calculated by the losses coefficients matrix B [13]. 

 
1

GN

i L
i

P P D
=

= +   (3) 

Simultaneously several technical operation constrains must be satisfied such as 
minimum and maximum power generation and ramp limits. The output of each unit 
must be within its maximum max

iP and minimum limits min

iP . The increasing ramp limit 

is expressed by URi and DRi represents the decreasing ramp limit. Together with 
minimum and maximum limits, results (4), where 

iP  represents the power output of ith 

unit at a given time interval, and o

iP  the power at previous time interval, 

 ( ) ( )min 0 max 0max , min , .i i i i i i iP P DR P P P UR− ≤ ≤ +
 

 (4) 

In some cases, the total operation range of a generating unit is not always available 
due to physical operation limitations, as steam valve operation, vibrations in the shaft 
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bearings, among others, resulting in prohibited operating zones. In practical operation, 
the adjustment of power output Pi must avoid operating in the prohibited zones. 

4 Algorithm 

In [14] and [16], SCO showed appropriate heuristic characteristic to solve not convex, 
not differentiable and highly constrained optimisation problems. It is characterized by 
two distinct steps, the cloud particles fitness evaluation and a statistical analysis to 
determine the cloud’s direction and dimension. The cloud’s dimension presents a 
dynamic adjustment in search space in order to accelerate the convergence and to 
avoid to get trapped in local minima. It was introduced the concept of central particle, 
which tries to find the optimal value, being the remaining particles of the cloud spread 
around, according with a Gaussian distribution. By this way, the search space covered 
by the cloud can be dynamically controlled only by the variance of the distribution. 
These particles will act as sensors “to fill” the search space and give “signals” to the 
central particle moves into the best direction in the search space. The adaptive 
adjustment of the cloud’s dimension is performed by two inverted sigmoid. The 
algorithm when applied to the ED problem can be described by the following 10 
steps.  

 
Step 1. Create randomly a central particle Pq(i), with i=1..NG dimensions, representing 
each generation unit according to its limits, as in (5) (If there are starting values, 

( ) ( )
o

q i iP P= ), 

 ( ) ( ) ( )max min min0,1 .  .i i iq iP rand P P P= − +
 

 (5) 

Create the remaining cloud [NG ×NP] with j = 1..NP particles and i = 1..NG dimensions 

normally distributed centered in the central particle and standard deviation ( )
( )1k

iσ = . 

Step 2. To each cloud particle ( )
( )k

jP , calculate the transmission loss and evaluate each 

particle with (6) and retain the best fitness value ( )
( )k

j BEST
P  and its position. 
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 (6) 

In this work, to the traditional fitness function (1), a quadratic penalty has  added to 
decrease the deviation between the power production and the sum of power demand 
and active losses. 

Step 3. Calculate the second order regression coefficients to each dimension i, 

( ) ( ) ( )[ ]0 1 2  
i i i

β β β  and the determination coefficient ( )
( )2 k

iqR . 

Step 4. Verify the convexity of polynomials. Depending of the function to be 
optimized and the search space covered by the cloud, the second-order fitness 
function can be concave indicating a maximum instead a minimum. In this case is 
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necessary to calculate the trend point in order to ensure that the central point 
continues to move toward a minimum. This is done calculating the roots of the 
concave function subtracted by the best fitness, as indicated in (7) and choose the root 

closest of ( )
( )k

j BEST
P  by (8); 
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( )
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 (7) 
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Otherwise, if it is convex, ( )
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2
k i

p i
i

b
t

a
= − . 

Step 5. Generate new central particle by (9) and verify if satisfies all constrains. 
 

 ( )
( )

( )
( )

( ) ( )( ) ( )
( )1 2 2. 1 .k k k

q i p i q i q i i BESTP t R R P+ = + −
.
  (9) 

 
If the central particle satisfies all constraints, then it is a feasible solution. (As remain 
particles acts as sensors and are not candidates to optimal solution they don’t need to 
satisfy all constrains). 
Step 6. Calculate the Euclidean distance for each particle j to the central particle, by 
(10) 

 ( )
( ) ( )

( )
( )k k k

qj jd P P= −   (10) 

 

Step 7. Calculate the linear regression coefficients 
( ) ( )1,

j joα α    of ( )
( )

( )
( )( )k k

j jP f d=  and 

determinate the coefficient ( )
( )2 k

jRϕ . 

Step 8. Calculate the new standard deviation for each dimension i of new cloud by (11) 
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The changing in cloud variance and, consequently, in the cloud dimension is done by 
two inverted sigmoid (12) and (13). In (12), Δϕ is calculated by (14) and (15). 
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1

1 .h
ϕ

ϕ
Δ =

+ ∇
    (15) 

 

Step 9. If k = itmax go to step 10, otherwise, k=k+1 and go to step 1. 
Step 10. The central particle that generates the minimum value is the optimal 
generation power of each unit. 

5 Numerical Examples and Results 

One case is studied to verify the capacity to solve non-convex and constrained 
problems and reach the optimal values. As heuristic methods may not converge 
exactly to the same solution each run owing to their stochastic behaviour, their 
performances could not be judged by the results of a single trial. Due to that, the case 
study will be performed 50 times. In power systems literature, generally, the 
convergence is mainly related with number of iterations or generations [2], [6], [8-10] 
or CPU time per iteration /generation [4]. However, this way doesn’t give adequate 
information about the computational effort to perform a task in order to have the same 
base of comparison [13]. Thus, in this paper to compare the computational efforts 
independently of the CPU or number of iterations, the numbers of objective and 
constraints functions evaluations are used.  

5.1 Case Study 

The test system consists of 10 thermal units with valve-point effects and multi-fuels 
without forbidden operation zones or ramp limits, neither power losses, feeding a load 
demand of 2700 MW. All required data is available in [10]. To solve this case, the 
central particle as well as, the remaining particles of the cloud will have 10 
dimensions (P1...P10), one for each generation unit. Depending on the number of 
particles NP, the dimension of cloud is [10 x NP]. The number of iterations was limited 
to 200. As referred in [14] the number of particles has not excessive importance 
because there isn’t a direct relation between the increase of its number and the 
increase of the performance.  On the other hand, as they act as “sensors” in the search 
space and are used to calculate the first and second order polynomials, there is a 
minimum number necessary to describe the curve fitting. Due to this, after some 
experiences the particles number was set to 10. In (15) h was set to 1, in (12) tc was 
set to 0,5 and ts to 1 and in (13) the values of K, m and n were set, respectively to 
1.02, 50 and 5.  

As indicated in [10], each unit has different cost functions and operation limits 
depending on the fuel. The results will be the cost value obtained by the minimization 
of (7) subject to (4). The problem includes one objective function with 10 variables 
and 20 inequality constraints. In figure 1 is shown the convergence behavior being the 
best value reached after 1800 cost function evaluations.  
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Fig. 1. Convergence behaviours of SCO for a 10-units problem 

The results reached by SCO were compared with CGA_MU and IGA_MU[10] as 
well as with PSO-LRS, NPSO and NPSO_LRS[6], the results are shown in table 1. It 
can be concluded that all the proposed methods reach the same combination of fuels 
and SCO reached comparable values with other proposed metaheuristics. 

Table 1. Results obtained (10-unis 2700 MW) (Best individual) 

Power 
(MW) 

Method 

SCO CGA_MU IGA_MU PSO-LRS NPSO NPSO-LRS fuel 

PG1 225,612 222,0108 219,1261 219,1261 220,6570 223,3352 2 
PG2 207,103 211,6352 211,1645 211,1645 211,7859 212,1957 1 
PG3 281,576 283,9455 280,6572 280,6572 280,4026 276,2167 1 
PG4 237,912 237,8052 238,4770 238,4770 238,6013 239,4187 3 
PG5 271,667 280,4480 276,4179 276,4179 277,5621 274,6470 1 
PG6 242,476 236,0330 240,4672 240,4672 239,1204 239,7974 3 

PG7 284,633 292,0499 287,7399 287,7399 292,1397 285,5388 1 
PG8 243,321 241,9708 240,7614 240,76,14 239,1530 240,6323 3 
PG9 432,693 424,2011 429,3370 429,3370 426,1142 429,2637 3 
PG10 273,006 269,9005 275,8518 275,8518 274,4637 278,9541 1 

PT (MW) 2700 2700 2700 2700 2700 2700  

Cost ($/h) 624,65 624,72 624,52 624,23 624,16 624,13 

Evaluat. 1800 N/A N/A 3440 3240 2120  

6 Conclusions and Future Works 

This paper investigated the capability of SCO to solve highly non-convex and 
constrained ED problems as the case of units with valve-point effects and multi-fuels. 
The values reached are comparable with evolutionary methods as PSO and GA and 
other hybrid solutions. The compared algorithms are hybrid models or evolution from 
base algorithms. SCO is the first approach which in future could be improved and 
achieve better performances. 

C
os

t (
$/

h)
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Viktor Beldjajev, Indrek Roasto, and Janis Zakis 

Tallinn University of Technology, Tallinn, Estonia 
vbeldjajev@gmail.com, {Indrek.Roasto,Janis.Zakis}@ieee.org 

Abstract. The paper analyzes the impact of the component losses on the effi-
ciency of the novel DC/DC converter. The converter is a combination of the 
quazi-Z-source (qZS) network and dual active bridge (DAB). In the analysis  
the mathematical loss models of the proposed DC/DC converter are derived and 
efficiency is estimated. Eventually the efficiency is verified experimentally. 

Keywords: quazi-Z-source inverter, dual active bridge, power electronic trans-
former. 

1 Introduction 

During the last decades the bi-directional DC/DC converters have become key com-
ponents in alternative energy systems. The aim of such converters is to control the 
electric power flow between the sources and loads, keeping the output voltage on the 
required level. This paper proposes a novel bi-directional DC/DC converter topology 
that consists of the quazi-Z-source network, dual active bridge and a high frequency 
transformer. A possible application of such converter is the isolation stage of the new 
power electronic transformer (PET) topology where the power flow control capability 
between two different voltage buses and high efficiency are the major requirements 
[1-3]. In general, the power flow through the transformer can be controlled by means 
of voltage elevation on one side or by applying a phase shift control of the inverter 
bridges on both sides of the transformer. The phase shift control of DAB allows the 
zero voltage switching to be achieved, that results in reduced switching losses and 
higher efficiency. In addition, the voltage boost properties of the qZS network allows 
the voltage on the DC bus to be kept on the constant level that results in lower current 
stress on the switches. This paper analyzes the converter operation under such condi-
tions when the power flow is controlled only by the phase shift technique. First  
the loss models are presented according to the waveforms and steady state analysis. 
Also the impact of the conduction losses of the components on the efficiency  
characteristics is presented. The obtained efficiency is verified experimentally. 

2 Relationship to Internet of Things 

Nowadays, the global power system can be described by steadily growing number  
of renewable energy resources and emerging DC loads on the residential level.  
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Continuously developing semi-conductor technology and information internet has 
inspired the idea of the “Energy Internet” concept that may change energy industry 
from the centralized system to the client-based distributed infrastructure, improving 
this way the efficiency of the power grid through optimal management of the energy 
routers. Energy router, a PET-based device that exchanges the energy between the 
sources, storage devices, DC loads and end-users, is one of the most critical elements 
of the Energy Internet. The PET is expected to have a bi-directional power flow, high 
power conversion and power quality enhancement capabilities, plug and play  
interface and optimal energy management [4]. The paper contributes to the develop-
ment of the energy router, by analyzing the suitable DC/DC converter for the power 
conversion. 

3 Operating Principle of the Converter 

The circuit of the proposed converter, including the conduction losses in the compo-
nents is shown in Fig.1. Following conduction losses are considered: the collector-to-
emitter voltage drop of the IGBT (UCE), diode voltage drop (UD) and the winding 
resistance of the inductors L1 and L2 (rL). The converter can operate in both directions, 
in the forward and in the reverse operating mode. In the forward operating mode the 
energy is transferred from the HV side towards the LV side. The transistors T5…T8 on 
the HV side and T1…T4 on the LV side are switched in pairs using the positive phase 
shift angle φ. In the forward operating mode the diode Din the qZS network must be 
shunted with a switch S in order to allow the power flow to the LV side. In the reverse 
operating mode the energy is transferred from the LV side towards the HV side. The 
transistors T1…T4 on the LV side and transistors T5…T8 on the HV side are switched 
in pairs using the negative phase shift angle φ as shown in Fig.2a. The switch S must 
be in the opened state. The voltage on the LV side DC link can be elevated by the qZS 
network. Therefore a shoot-through switching state of the inverter switches is intro-
duced, when both switches on one leg (or all 4 switches) conduct simultaneously [5]. 
During the shoot-through state the energy is stored in the inductors L1 and L2 and 
transferred to the DC link during the active state. The research in [6] stated that add-
ing additional phase shift angle φ to the HV side bridge gate signals during the shoot-
through state on LV side allows the power of the converter to be adjusted. Proposed 
technique is shown inFig.2b. Moreover, the additional phase shift can reduce the con-
duction losses in the transformer that are caused by the circulating current during the 
shoot through state of the low voltage side inverter (transformer is short cir-
cuited).Considering NTR as the transformer’s turns ratio, the best performance of the 
phase shift control and the lowest current stress on the switches is achieved if the 
converter is designed according to the requirement 

 HVTRDC UNU =  (1) 
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Fig. 1. Circuit of qZS-DAB converter with the losses in the components 

 
a) 

 
b) 

Fig. 2. Waveforms of the qZS-DAB converter in the reverse operating modes: a) operation 
under normal conditions, b) voltage boost mode 

4 Impact of the Component Losses on the Output Power 

In order to facilitate the impact of the component losses on the output power of the 
qZS based DAB, the mathematical models were derived based on the steady state 
analysis of the qZS inverter [7] and DAB [8]. Selected circuit parameters are shown 
in Table 1. 

Table 1. The circuit parameters of the qZS-DAB converter 

Parameter Value 
HV side voltage UHV 90 V 

LV side voltage ULV 30 V 
Switching frequency fs 20 kHz 
MF transformer turns ratio NTR 1/3 
Leakage inductance of MF transformer LTR 10μH 
Resistance of the inductors L1 and L2rL 150mΩ 
IGBT saturation voltage UCE 1.8 V 

Diode voltage drop UD 1.1 V 
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4.1 Normal Mode 

In the normal mode the voltage on the DC link is at the desired level and conventional 
phase-shift control method is used to transfer the power. The operating period T con-
sist of the active state of the transformer and power transferred from the low voltage 
side to the high voltage side can be evaluated as follows 

 
( ) ( )

.11,
2

)1(22
≤≤−

−−⋅−
= ϕ

ϕϕ
D

Lf

DDUUUUN
P

TRS

CELVDHVTR

loss  (2) 

where Dφ is the phase shift duration, fS is the switching frequency and LTR is the lea-
kage inductance of the medium frequency (MF) transformer.  

4.2 Voltage Boost Mode 

In the voltage boost mode the voltage on the DC link can be elevated to match the 
desired level. The operating period T of the MF transformer consists of an active state 
tA and a shoot through state tS that can also be represented with the duty cycles  

 .1=+=+ SA
SA DD

T

t

T

t
 (3)  

A phase shift Dφ is added to gate signals to adjust the power level of the converter as 
shown in Fig 2b.The power transferred from the LV side to the HV side can be eva-
luated as follows 
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 (4) 

In order to estimate the DC link voltage and thus the output and input power of the 
converter the equation system (5) can be composed based on the shoot-through (see 
Fig. 3a) and active (see Fig. 3b) switching states. 

a) b) 

Fig. 3. Switching states of qZS in voltage boost mode: a) shoot through state, b) active state 
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Solving the equation system the DC link voltage can be obtained as follows 
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where the ITR is the average transformer current during half-period and it can be ob-
tained from (4) and (5) in a following way 
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As can be seen from (6) the impact of component losses on the UDC depends on the 
shoot-through duty cycle duration. According to (7) the transformer average current 
depends on the transferred power and is inversely proportional to the voltage value on 
the DC link and voltage drop of the IGBT. 

Typicallya drawback of the DAB is the increase of the current stress due to the vol-
tage variation on the DC buses, however the DAB extended with the additional qZS 
network allows the current stress on the switches to be reduced. The current stress on 
the switchesT1 and T5, obtained with the simulation results for determined circuit 
parameters, is presented in Table 2. According to the simulation results, the current 
stress on the LV side switches can be reduced from 29 A in case of the DAB to 22 A 
when the qZS-DAB operates in the voltage boost mode. Moreover, in the voltage 
boost mode the current on the HV side switches can be reduced from 3A to 0.5A that 
in turn results in smaller conduction and switching losses. 

Table 2. Current stress in the switches 

 I(T1) I(T5) 
Conventional DAB 29.3 A 3.07 A 

qZS-DAB (normal mode) 27.6 A 3.4 A 
qZS-DAB (boost mode) 22 A 0.5 A 

5 Impact of the Component Losses on the Efficiency 

In order to facilitate the influence of the component losses on the efficiency of the 
qZS based DAB the derived mathematical models were analyzed for different com-
ponent values at varying phase shift duty cycles. The output and input power was 
estimated and the efficiency was obtained according to the following equation 
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The Fig.4 depicts the influence of the UCE on the efficiency of the converter for dif-
ferent phase shift values. It can be seen that the increase of the UCE from 0…3 V de-
creases the efficiency from 0.95…0.73. Increasing the input voltage would result in a 
higher efficiency and relatively smaller impact of the UCE. The influence of the active 
resistance of the inductors is shown in the Fig.5. For the given circuit parameters the 
increase of the rL from 0…1 reduces the converter efficiency from 0.85…0.61 for 
normal mode and from 0.82…0.77 for the voltage boost mode. The influence of  
the diode voltage drop on the efficiency is shown in the Fig.6. It can be seen that the 
increasing the diode voltage drop UD the efficiency decreases from 0.86…0.73.  

 

 

a) 
 

b) 

Fig. 4. Impact of the collector-to-emitter voltage drop on the efficiency: a) normal mode; 
b) voltage boost mode 

 

a) 

 

b) 

Fig. 5. Impact of the inductor resistance on the efficiency: a) normal mode; b) voltage boost 
mode 
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a) 

 

b) 

Fig. 6. Impact of the diode voltage drop on the efficiency: a) normal mode; b) voltage boost 
mode. 

6 Experimental Results 

The experimental results were carried out on the experimental prototype for the nor-
mal and voltage boost modes. The IGBT switches IRG7Ph42ud1pbf were used in the 
DAB. For the normal mode, the phase shift angle of φ = 10° was used. For the voltage 
boost mode the gate signals with duty cycle D = 0.6 were applied on the switches, that 
resulted in the shoot-through duty cycle DS = 0.1. The phase shift in this case was 
maximal Dφ = DS. The voltage and current measurement results for P = 250 W are 
shown in Fig. 7. According to the parameters listed in Table 1. and the dependency 
shown in chapter 5, the estimated efficiency of the converter in both modes is roughly 
83 %. Measurements have shown 78 % efficiency of the converter with given para-
meters. Obviously the measured efficiency is lower since the switching losses and 
core losses were not taken into account in the analysis. Also on the background of the 
low input voltage the UCE has relatively bigger impact than for the higher voltages. 

  

    a)         b) 

Fig. 7. Waveforms showing input voltage (ULV) and current (ILV) as well as output voltage 
(UHV) and current (IHV) in normal mode (a) and voltage boost mode (b) 
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7 Conclusion 

The paper presented a loss analysis of the new qZS based DAB. The mathematical 
loss models of the converter were derived for normal operating mode, using conven-
tional DAB control, and voltage boost mode, when the shoot-through switching state 
was used to step up the voltage on the DC link. The mathematical models were ana-
lyzed for different circuit parameters. The results have shown that UCE and UD have 
significant impact on the efficiency of the converter. For this reason the components 
with as low values should be selected, for example MOSFET switches if the converter 
operates with low voltage. Moreover, the simulation results verified the decrease of 
the current stress on the switches. The estimated efficiency for the selected circuit 
parameters was roughly 83%. The experimental results in the nominal operating point 
showed the 78% efficiency, which is smaller in comparison with obtained efficiency, 
since the analysis did not consider the switching and core losses.  
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Abstract. This work addresses two problems related with the assessment of 
channel availability for cognitive radio systems. We start to characterize the 
performance of an energy detector for the case when PUs can change their state 
during the sensing period. The theoretical performance is validated through 
simulations and compared with a theoretical model where the PUs’ state 
remains constant during the sensing period. The second point addressed in this 
work is the characterization of the channel availability, which is based on the 
output of the energy detector weighted by the probabilities of detection or false 
alarm computed in real-time. Several scenarios were evaluated and for each 
scenario the channel availability was correctly assessed by the SUs. 

Keywords: Cognitive radio networks, Energy Sensing, System Analysis. 

1 Introduction 

Cognitive Radio (CR) has been proposed as a solution to alleviate the increasing 
demand for radio spectrum [1]. The nodes equipped with CRs, usually denominated 
Secondary Users (SUs), must be aware of the activity of the licensed users, 
denominated Primary Users (PUs), in order to dynamically access the spectrum 
without causing them harmful interference. 

Spectrum Sensing (SS) aims at detecting the availability of vacant portions (holes) 
of spectrum and has been a topic of considerable research over the last years [1]. It 
plays a central role in CR systems. The traditional SS techniques include Waveform-
based sensing (WBS) [2], a coherent technique that consists on correlating the 
received signal with a priori known set of different waveform patterns; Matched 
Filter-based sensing (MFBS) [3], an optimal sensing scheme where the received 
signal is also correlated with a copy of the transmitted one; and Cyclostationarity-
based sensing (CBS) [4], a technique that exploits the periodic characteristics of the 
received signals, i.e., carrier tones, pilot sequences, etc. MFBS assumes prior 
knowledge of the primary's signal, while WBS assumes that the received signal 
matches with one of the patterns previously known. This means that these sensing 
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techniques are not feasible in some bands, where several communication technologies 
may operate without a priori knowledge. On the other hand, CBS is impracticable for 
signals that do not exhibit cyclostationarity properties. 

Energy-based sensing (EBS) [5], [6] is the simplest spectrum sensing technique 
and its main advantage is related with the fact that it does not need any a priori 
knowledge of PU's signal. At the same time, it is well known that EBS can exhibit 
low performance in specific comparative scenarios [7], or when noise's variance is 
unknown or very large. EBS has been studied in several CR scenarios, namely on 
local and cooperative sensing schemes [1]. More recently, several EBS schemes 
adopting sub-Nyquist sampling have been proposed, which are advantageous in terms 
of the sensing duration [8]. However, they consider that PUs only change their 
behavior in the beginning of the sensing period, which is a quite unrealistic 
assumption because they consider PU’s synchronization with SUs. 

In this work we characterize the performance of the EBS, not only for the scenario 
where PUs presents a constant behavior during the sensing period, but also for the 
scenarios where PUs can change their ON/OFF state, during the sensing period, 
which impacts on the spectrum sensing decision. In addition to the characterization of 
the EBS performance, we also characterize the channel availability, based on the 
output of the Energy Detector (ED) and for a scenario where the PUs exhibit a 
constant behavior (ON/OFF) during the sensing period. 

The rest of this paper is organized as follows. The next section highlights the main 
contributions of this work. Section 3 presents the proposed system model and Section 
4 validates the described probabilities of detection and false alarm and presents the 
simulation results of the probability of the channel availability. Finally some 
concluding remarks are given in Section 5. 

2 Contribution to the Development of the Internet of Things 

As it is well known, Internet of Things will be supported most of the times by 
wireless access technologies. Wireless communication technologies allow high level 
of device’s mobility, and are indicated for scenarios where mobility is required. At the 
same time, wireless technologies avoid the use of physical (wired) connections, being 
an effective solution that will accelerate the implementation of such a network. As 
mentioned in the introduction, Cognitive Radio was proposed as a solution to alleviate 
the increasing demand for radio spectrum and, consequently, as more spectrum 
becomes available more wireless devices can access the network. Consequently, CR 
will help the development of the Internet of Things by increasing the number of 
wireless devices that may access the network. 

3 System Overview 

This work considers a cognitive radio network with a pair of PUs accessing the 
channel and a pair of SUs that access the channel in an opportunistic way. SUs are 
equipped with a single radio transceiver. However, because SUs are unable to 
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distinguish SUs and PUs’ transmissions, SU’s operation cycle includes the sensing 
and transmission periods, which facilitates the synchronization of the sensing task. 
Sensing and transmission period durations are represented by and  
respectively, as illustrated in Figure 1. 

 

Fig. 1. SU’s frame structure representing SU’s operation cycle 

The SU’s frame, , contains  slots, where each slot duration is 
given by the channel sampling period adopted in the spectrum sensing task. The first 

 slots define the sensing period duration, and the remaining ones 1 to  
represent the transmission period duration. It is assumed that SUs always have data to 
transmit and all SUs are synchronized. 

3.1 Constant PU’s Behavior 

The assumption of constant PU’s behavior adopted in several works [6], [9]-[11], 
indicates the case when PUs maintain their behavior during the SU’s frame duration 
(equivalent to assume that PUs are synchronized with SU’s operation cycle). Under 
this assumption, PUs will not change their activity state during the SU’s frame, i.e., 
the beginning of PU’s transmission always matches with the beginning SU’s sensing 
period. To distinguish between occupied and vacant spectrum bands, SUs sample the 
channel during the sensing period , and for each sample k two hypotheses can be 
distinguished 
 

 :  : 1,2, … ,  1,2, … , , 
(1) 

 

where  denotes the signal transmitted by the PUs, with distribution , . 
 is assumed to be a zero-mean additive white Gaussian noise (AWGN), i.e., 0,1 . The condition  represents the case when PUs are absent, while 

 indicates the opposite behavior. During the detection stage, each SU calculates 
the amount of energy received in the  samples ∑ | | , being then 
compared with the energy threshold  to decide whether a PU is present or absent. 
Since  follows a Chi-square distribution [9], and assuming that the number of 
samples  is large enough, the Central Limit Theorem (CLT) can be used to 
approximate the Chi-square distribution to a Gaussian distribution [12]: 
 

 ~ , 2 ,                                       , 2 2 ,                 , (2) 

where ∑ / 1 ∑  is the noncentrality parameter and 
represents the sum of  samples of SNR collected from the channel during the 
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sensing period. Therefore, for a single SU, the probability of detection  and the 

probability of false alarm  are represented by 
 
 | 2 2  (3) 

 | 2 , (4) 

 
where .  is the complementary distribution function of the standard Gaussian. 

3.2 Non-constant PU’s Behavior 

Here we consider the case when PUs can randomly arrive or depart during the entire 
SUs’ frame, which may occur during  or . When the change occurs during the 
spectrum sensing period , two scenarios must be considered. As illustrated in 
Figure 2(a), during the spectrum sensing task the PU’s behavior may change from 
active to inactive, where the first  slots denote the presence of PUs, and the 
remaining ones 1 to  represent the absence of PUs.  

 

Fig. 2. PU’s activity change: (a) from active to inactive; (b) from inactive to active. Gray slots 
denote PU’s activity. 

On the other hand, Figure 2(b) illustrates the opposite scenario when PUs may 
change from inactive to active during the sensing period. These scenarios are 
respectively represented by hypotheses  and . The output of the energy 
detector admits four hypotheses, rather than two. The output of the energy detector 
under the hypothesis  is given by 
 

 | | | | , (5) 

 
where the left-hand sum, , follows a central Chi-square distribution with  

degrees of freedom, while the right-hand sum, , follows a non-central Chi-square 
distribution with  degrees of freedom, and a non-centrality parameter . If  
and  are large enough the CLT holds and, consequently, ~ , 2  

and ~ , 2 2 . Assuming that  and  are 
independent and identically distributed (i.i.d.), can be stated as the sum of two 



 Channel Availability Assessment for Cognitive Radios 499 

 

Gaussian random variables (r.v.) ~ , 2 4 . Since PUs are only 
active in  samples,  is now given by . Following the same 
rationale for the remaining hypotheses, the output of the energy detector considering 
the four hypotheses is written as: 
 
 ~ , 2 ,                                                                  , 2 2 ,                              , 2 4 ,       , 2 2 ,                                            . (6) 

 
Under the hypothesis   a PU is not active at the end of the sensing period and the 
probability of false alarm is given by 
 
 | 2 4 . (7) 

 
On the other hand, under the hypothesis  a PU is always active at the end of the 
sensing period. In this case the probability of detection is given by 
 
 | 2 4 . (8) 

3.3 Channel Availability 

The channel availability observed by SUs directly depends on the ED performance. 
Because the ED determines the spectrum occupancy depending on the   samples 
collected from the channel, the ED can also determine the probability of detection and 
false alarm, which can be used as a figure of merit that evaluates the quality of the 
ED’s decision. The SUs can access the shared channel when: 

• There are no PUs transmitting and the SU observes ; 

• A PU is transmitting and the SU observes . 

The first situation corresponds to the case where there is no false alarm and the 
second situation represents a case of missed detection when a SU may interfere with 
the PUs. 

After performing a decision, the energy detector can compute the probability of the 
channel being found available, which is given by the following expression: 
 
 1 1 , (9) 
 
where  and  correspond to the events when the ED observes channel occupied 
or idle, respectively. Note that   and  are the probabilities computed by the ED 
using the   samples collected from the channel, being computed using (3) and (4), 
respectively. 
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4 Performance Evaluation 

This section describes a set of simulations and numerical results to validate the 
probabilities of detection and false alarm and assess the validity of the channel 
availability probability for different SNR values. 

4.1 Validation of Probability of Detection and False Alarm 

We have considered a scenario formed by one PU transmitter-receiver pair and one 
SU that observes the channel availability. The operation mode of PUs and SUs is as 
described in Section 3. In this simulation we consider the case when PUs can 
randomly arrive or depart during the entire SUs frame. The PUs can change their state 
ON/OFF accordingly to a uniform distribution. For each value of SNR and   the 
decision threshold was parameterized to achieve a target in terms of probability of 
false alarm: 0.005 was adopted for the parameterization. For the hypotheses 

 and  the slot  (which corresponds to the slot where the PU change its state) 
is given by a uniform distribution. 

Figure 3 illustrates the theoretical probability of false alarm for the hypotheses  
and  along with the simulation results for different SNR values. 

 

 

Fig. 3. Comparison of simulated and theoretical probability of false alarm 

As a first remark, the results plotted in Figure 3 indicate that the simulated results 
are better validated by the theoretical model where a non-constant (“non-cte”) PU’s 
behavior is considered  (  is given by (7)). The curve titled “cte.” represents the 
theoretical values given by 1   , which represents the case when a constant PU 
behavior is observed (  is given by (4)). Comparing the simulation and the 
theoretical results, we conclude that, if the constant model is considered in a scenario 
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where the PUs presents a non-constant behavior, the error between the model and the 
real scenario is huge (for higher SNR values). 

Figure 4 compares the theoretical probability of miss detection and the simulation 
results, where the (1 ) curve computed with (3) is titled “cte.” and  the (1 ) 
curve computed with (8)  is titled “non-cte.”. 

 

 

Fig. 4. Comparison of simulated and theoretical probability of detection 

The plot shows that the theoretical probability expressed in (8) is successfully 
validated by the simulation results. On the order hand, the theoretical curve computed 
with (3) exhibits a high deviation from the simulated results, namely for higher values 
of SNR. 

4.2 Probability of Channel Availability 

This subsection presents the simulation results that evaluate the probability of channel 
availability computed in real-time by the energy detector. In the simulations, for each 
value of  and SNR, we first defined the detection probability and then the decision 
threshold was computed to meet the required detection probability. We consider  
consecutive SU’s operation cycles, and for each operation cycle the SUs calculate the 
probability of detection or the probability of false alarm depending on the output of 
the ED. If the ED decides that the channel is occupied then the SU calculates the 
probability of detection by using the expression (3). On the other hand if the ED 
decides that channel is idle, then the SU calculates the probability of false alarm by 
using the expression (4). The probability of a PU being active in each one of the  
operation cycles is given by a uniform distribution. In the simulations we only 
consider a constant PU’s activity (the PU remains active or inactive during all SU’s 
operation cycle).  
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Figure 5 represents the average probability of channel availability (mean of the 
probabilities computed in each detection decision) for different values of SNR. In the 
simulations the PU is using the channel with a probability equal to 0.5 and the ED is 
parameterized for a probability of detection equal to 0.99. 

 
Fig. 5. Probability of channel availability 

As it is possible to observe in Figure 5, for higher values of SNR the SU presents a 
probability of channel availability equal to 0.5, which means that the SU can 
accurately approximate the probability of channel availability. For lower SNR values 
the channel availability probability is below the real availability of the channel (0.5), 
which means that the SU observes the channel more occupied than it actually is. 
Observing the expression (9), we conclude that this error is due to the presence of 
false alarm events, since the probability of false alarm approaches one as SNR 
decrease. This observation is mainly due to parameterization method adopted to 
define the decision threshold ( ), which aims to achieve a detection probability 
greater than 0.99 and leads to a higher probability of false alarm, especially for lower 
values of SNR.  

The probability of false alarm does not depend only on the value of SNR but also 
depends on the  samples observed by SUs. As it is possible to observe in expression 
(9), with the increase of  the probability of false alarm decreases, so the probability 
of channel availability is more close to the real availability of the channel. 

5 Conclusions 

In this work we have addressed two problems related with the assessment of channel 
availability for cognitive radio systems. We started to characterize the performance of 
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an energy detector for the case when PUs can change their state during the sensing 
period. The theoretical performance was validated through simulations and compared 
with a theoretical model where the PUs’ state remains constant during the sensing 
period. For higher SNR values, the theoretical model where the PUs’ state is constant 
during the sensing period shows a huge deviation when compared with the scenario 
where PUs can randomly arrive or depart during the entire SUs frame. 

The second point addressed in this work was the characterization of the channel 
availability, which was based on the output of the energy detector weighted by the 
probabilities of detection or false alarm computed in real-time. The validation results 
show that the probability of channel availability proposed in this work presents a good 
approximation as the SNR increases. For lower SNR values, the probability of 
channel availability exhibits a considerable error, but as demonstrated in the 
simulated results, the probability is almost null, meaning that it does not impacts in 
terms of PU’s interference although it penalizes the SUs in terms of throughput. 
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Abstract.  Radio-over-Fiber (RoF) systems which act as backbone networks are 
very promising means of reducing overall costs of 60 GHz WPANs, as well 
leading to networks with limited intercellular interference. The main objective 
of this paper is to compare the performance of two systems that generate Opti-
cal Single Side Band (OSSB) OFDM signals at the mm-wave band with and 
without optical up-conversion. Both systems use a DD-MZM: one is a standard 
model, whereas the other is a DD-MZM cascaded with a phase modulator 
(PM). The comparative study presented here also includes practical impair-
ments such as the finite extinction ratio of DD-MZMs. 

Keywords: Radio over fiber, Orthogonal Frequency Division Multiplexing, 60 
GHz, fiber chromatic dispersion, Optical Single Side Band,optical up-conversion. 

1 Introduction 

The 60 GHz (mm-wave) band has been allocated worldwide for short range wireless 
communications due to its inherent high propagation losses. The abundant unlicensed 
spectrum around the 60 GHz has the potential to support consumer demands for in-
door wireless applications that require high bandwidth such as real-time streaming 
content download for high-definition TV, wireless gigabit Ethernet, etc. Due to the 
small coverage area, 60 GHz networks require a large number of base stations (BSs) 
to cover a service area. This requirement has led to the development of system archi-
tectures where functions such as routing, signal processing, handover and frequency 
allocation are performed at the central office (CO). The best solution for connecting 
the CO with BSs in such radio network is via an optical fiber network, now known as 
radio over fiber (RoF) [1]. 

Due to the high data rates of broadband wireless systems, we can have severe 
time-dispersion effects associated to the multipath propagation. Multicarrier (MC) 
modulation schemes combined with frequency-domain receiver implementations, 
especially the ones belonging to the orthogonal frequency division multiplexing 
(OFDM) class are widely used in several broadband wireless communication systems 
which have to deal with strong frequency-selective fading channels; as such, they are 
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considered a good contender for this application. However, the optical distribution of 
high bit rate mm-wave signals is susceptible to fiber chromatic dispersion, which 
severely limits the transmission distance. This shortcoming can be mitigated using 
optical single-sideband (OSSB) modulation [2]. Several techniques have been pro-
posed to generate mm-wave optical signals. Among them, optical frequency up-
conversion has the potential to provide a simple and cost efficient solution [3]. The 
principle of optical frequency up-conversion is to generate higher-order optical har-
monics using an external nonlinear modulator, typically a dual-drive Mach-Zehnder 
modulator (DD-MZM) driven by a low frequency electrical signal. The efficiency of 
this technique relies not only on its capacity to maximize the required high-order 
harmonic, but also on its robustness against fiber dispersion. Therefore, the objective 
of this paper is to compare two systems that generate OSSB signals at the mm-wave 
band with and without optical up-conversion. Both systems use a DD-MZM: one is a 
standard model and other is a DD-MZM cascaded with a phase modulator (PM) [4]. 

The remainder of this paper is organized as follows. In section 2 we discuss the re-
lationship to the Internet of things. In section 3, we present the network architecture. 
In section 4, we present the simulation results and finally, in section 5, we conclude 
the paper. 

2 Relationship to Internet of Things 

Nowadays, high bandwidth services are supported by wired networks based on fiber 
optic technologies. However, consumer habits are increasingly changing; as such, 
users want to be able to use their mobile terminals and enjoy the same user experience 
as they do when connected to their fixed networks. The abundant unlicensed frequen-
cy spectrum around 60 GHz offers the potential for multi-gigabit indoor Wireless 
Personal Area Networks, removing the bandwidth limitation of the present wireless 
networks. 

The current generation of Wi-Fi systems (IEEE 802.11n) can achieve theoretically 
600 Mb/s, but new radio standards allowing higher data rates have emerged or are 
under development. All these new standards address the unlicensed mm-wave band 
from 57 to 66 GHz, in this band, divided into four 2.16 GHz-bandwidth channels, it is 
possible to achieve bit rates up to 7 Gb/s per channel [5]. IEEE 802.15.3c[6] and 
WirelessHD standards were finalized in 2009 and are devoted to wireless personal 
area network communications.More recently, the IEEE 802.11ad group has been 
created by WiGig consortium: it addresses networking with wireless local area net-
work systems and targets Wi-Fi Alliance certification. 60 GHz technologies are now 
mature: WirelessHD devices are already available in the market for wireless high-
definition multimedia interface (HDMI) applications and IEEE 802.11ad products. 

Due to the high-propagation attenuation and the fact that signals in the 60 GHz 
band cannot cross walls,the premises should be connected employing optical fiber 
technology. Consequently, 60 GHz networks require an extensive high capacity feed-
er network; thisdemands an optical fiber network thatprovides the required perfor-
mance, while being cost-effective. 
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Currently, wired and wireless services are separately provided by two independent 
physical networks. However, with the fast evolution of wireless technology, ubiquit-
ous and always on wireless systems in buildings are expected to emerge in the near 
future. Hybrid broadband access networks combining wireless and wireline Wave-
length Division Multiplexed Passive Optical Networks (WDM-PONs) networks can 
support the requirement of these future broadband ubiquitous networks. The target of 
a converged hybrid architecture is to connect, via a common optical WDM-PON in-
frastructure, both wireline and wireless users. Hybrid wireless WDM-PON architec-
ture integrating mm-wave wireless services within WDM-PONs will be the future 
access networks. 

3 System Description 

The architecture of the 60 GHz OFDM-RoF numerical simulation platform using the 
VPI Transmission Maker Simulator® is shown in figure 1 and 2. The difference be-
tween the two figures is the optical external modulator; the first one is a DD-MZM 
biased in quadrature, whilst the second one is a DD-MZM biased in quadrature cas-
caded with a phase modulator (PM), both of them generating an OSSB signal. The 
objective of the second configuration is to demonstrate that the effect of the finite 
extinction ratio of the DD-MZMs on OSSB modulation can be greatly reduced. The 
light source considered in the simulation is a laser with 1 MHz of line width and 
5 mW of emission power with -150dB/Hz relative intensity noise (RIN). A 2.5 Gbit/s 
NRZ data is divided in 512 blocks. Each blockis presented as 512parallel data paths to 
the OFDM transmitter. These 512paths aremodulated onto 512equally-spaced subcar-
riers using 4 Quadrature-Amplitude Modulation(4QAM). The cyclic prefix (CP) is 
12.5%. Each QAM data channel is presented to an input of an IFFT that produces a 
complex-valued time domainwaveform containing a superposition of all of the sub-
carriers. This waveform therefore is modulated onto an electrical carrier, fc=60GHz, 
using an I-Qmodulator, producing a real-valued signal. This carrier gives a band of 
optical OFDM sub-carriers with a bandwidth of 750 MHz centered in the optical car-
rier at 193.1 THz plus 60 GHz after external modulation by a DD-MZM. Both DD-
MZMs were assumed to have a 6 dB insertion loss and a 30dB extinction ratio (Rext). 
The fiber attenuation was set to 0.2 dB/km and the dispersion coefficient to 
16 ps/(nm.km). At the receiver side, the signal is directly detected by an ideal high-
speed PIN photodetector, amplified and each QAM channel is demodulated to pro-
duce 512 parallel data channels. These can be converted into a single data channel by 
parallel-to-serial conversion and down-converted to recover the 2.5 Gbit/s data. The 
optical field ( )MZE t  at the output of the DD-MZM can be expressed as: 

 ( ) ( )
( ) ( ) ( )1 2 2A A AV t V t V t

j j j
VA VA VA

MZ iE t E t e e eπ π π

π π π

η ξ
    = + + 

    

 (1) 

Where Ei is the optical field at the input of the DD-MZM and average power Po, VAπ 

is the switching voltage of the DD-MZM; η and ξ are given respectively by 1 2r r and 
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( )( )1 2 1 21 1r r r r− − − , where and r1 and r2 are the power splitting ratios of the input 

and output of the Y-junctions of the DD-MZM [7] respectively. 

 

Fig. 1. System Architecture of a 60 GHz OFDM-RoF with DD-MZM 

 

Fig. 2. System Architecture of a 60 GHz OFDM-RoF with DD-MZM cascaded with a phase 
modulator 

The electrical voltages applied on both electrodes of the DD-MZM modulator to 
obtain an OSSB signal consist of the sum of the OFDM signals, ( )tsOFDM  and a dc 

term, given by: 

 
( ) ( )
( ) ( )

1

2

/ 4

ˆ / 4
A OFDM

A OFDM

V t s t VA

V t s t VA
π

π

= −
= +

 (2) 

Where ( )ˆOFDMs t is the Hilbert transform of the OFDM signal. 

In the case of DD-MZM cascaded with an optical phase modulator (PM) as illu-
strated in Fig. 3 the optical field Eo is given by 

 

( ) ( )
( ) ( ) ( ) ( )1 2 2A A A BV t V t V t V t

j j j j
VA VA VA VB

o iE t E t e e e eπ π π π

π π π π

η ξ
    = + + 

      (3) 

While the voltage applied to the PM modulator is assumed to be ( )BV t ; that is the 

modulated OFDM signal after being applied a adjustable phase shift  β+π/2. The  
objective of this phase shift is to eliminate the residual sideband due to DD-MZM 
finite extinction rate (ER). 
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Fig. 3. Schematic of the ER compensation scheme 

The principle of optical frequency up-conversion is to generate higher-order optical 
harmonics using an external nonlinear modulator, typically a Mach-Zehnder modula-
tor (MZM) driven by a low frequency electrical signal, this reduces the bandwidth 
requirements for the optical modulator, the electrical drive signal source and the drive 
circuit itself. For example, for OSSB, frequency tripling is obtained by beating, upon 
square law detection by the photodetector, the ωc harmonic with ωc +3ωm, and all 
harmonics separated by 3ωm, where ωcis the optical carrier frequency, and ωm is the 
subcarrier frequency. 

 

 

a) b) 

Fig. 4. Optical power spectrum at a) Dual-Arm MZM (Rext=30dB)b) Dual-Arm with PM 
(Rext=30dB) 

For dual-arm MZM, the effect of the imbalance in the power splitting ratio gene-
rates odd low sideband harmonics as it is shown in Fig. 4a. For this situation, the im-
balance leads to an optical spectrum that approaches an Optical Double Side Band 
(ODSB) signal. In the case of the DD-MZM cascaded with an optical phase modula-
tor the optical spectrum approaches the ideal modulator spectrum (Fig 4b). 
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4 Simulation Results 

4.1 Optical Modulation without Up-Conversion 

In order to compare the performance of both modulator schemes when digital data is 
transmitted, the DD-MZM and the DD-MZM cascaded with a phase modulator OSSB 
systems illustrated in Fig. 1 and 2 were simulated using the VPI TransmissionMak-erTM 
simulation platform. The simulation parameters were presented in section 3. This includes 
the noise system, like RIN, shot noise and circuit noise. We named it the real circuit. We 
also performed an additional test to calculate the beta parameter in the phase modulator, in 
order to determine the angle at which the optical carrier in the lower sideband is  
completely suppressed. Intermodulation distortion that generates inter-subcarrier interfe-
rence at fiber output arises mainly from the nonlinear characteristics of the optical modula-
tor, the linear fiber dispersion and from the square law detection process. 
 

 

a) b) 

 

c) d) 

Fig. 5. EVM for DD-MZM and DD-MZM cascaded with PM versus a) modulation depth for 
25km of fiber length b) fiber length real conditions versus only dispersion c) fiber length real 
conditions versus without attenuation d) QAM constellation diagram 

Figure 5.a illustrates the Error Vector Magnitude (EVM) versus modulation depth 
(xc) for 25km of fiber length. We can conclude the optimal modulation depth is simi-
lar for all tested configurations. For lower modulation depths, the system noise is 
dominant, whereas for higher modulation depths the intermodulation distortion be-
tween subcarriers is dominant; this leads to an optimum modulation depth xc=0.155, 
in the circuit with a DD-MZM, and xc=0.111, in the circuit with a DD-MZM, plus a 
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PM. From Fig 5.b, we can conclude the EVM does not change linearly with the fiber 
length. There are also periodic oscillations that result from the dispersion, making the 
EVM increase with the fiber length. This occurs due to the interplay between the laser 
RIN and the dispersion. When we don’t have noise (only the dispersion) the EVM is 
periodic. Finally, in Fig.5.c, when we eliminate the attenuation we can see the EVM 
decreases slightly because the interplay between the RIN and the dispersion is domi-
nant. This result can be confirmed in Fig. 5.d where the received constellation is  
presented (without attenuation) for different fiber lengths. From these results we  
concluded that OSSB based systems are robust against imperfect power splitting ra-
tios and the use of an extra PM to eliminate the first low sideband harmonic is not 
necessary. 

4.2 Optical Modulation with Up-Conversion 

In this section we present the results obtained for the two modulation schemes stu-
died, but using optical up-conversion with frequency tripling. The conditions are the 
same from last section and we use an electrical 20GHz to obtain 60GHz in frequency 
tripling. Comparing the performance of the systems using up-conversion with the 
ones from previous section, we can conclude that the results are significantly worse. 

 

a) b) 

 
c) d) 

Fig. 6. EVM for DD-MZM and DD-MZM cascaded with PM with up-conversion versus a) 
modulation depth for 25km of fiber length b) fiber length real conditions versus only dispersion 
c) fiber length real conditions versus without attenuation d) QAM constellation diagram 

This is explained on Fig. 6.b. and 6.c. In these figures we can see the dispersion is 
the main responsible for the performance degradation obtained. This occurs because 
up-conversion systems have different harmonics that suffer different dispersion  
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effects when the fiber length increases.Furthermore, the beating during the photode-
tection process results in additional system degradation. This effect combined with 
the laser RIN can be seen in Fig. 6.d, where the receiver constellation is shown for 
different fiber lengths. We can conclude that this system needs equalization for dis-
tances beyond 15km. The use of the cascaded PM does not solve the problem. 

5 Conclusions and Further Work 

We concluded that OSSB based systems are robust against imperfect power splitting 
ratios and the use of an extra PM to eliminate the first low sideband harmonic is not 
necessary when 60GHz native frequency is used. When frequency tripling is used, 
this system needs equalization for distances beyond 15km. We also concluded that the 
dispersion is the mainly responsible for the performance degradation of the system 
when compared with the 60GHz natives. The use of the cascaded PM does not solve 
the problem. 

In further work analytical methods will be developed to evaluate the degradation of 
performance of those systems caused by laser intensity noise at fiber output, intermo-
dulation distortion and fiber dispersion. In case of optical up-conversion equalization 
techniques will be applied. 
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Abstract. This paper describes the influence of local oscillator phase noise on 
single and multi-carrier modulations schemes. The oscillator has the main role 
on modulation and demodulation process of the radio frequency channels. The 
synchronization of the entire system depends on the accuracy of this circuit. 
This work is based on the simulation of these two scenarios under influence of a 
non-ideal oscillator. The output of the simulation scenario results of error vector 
magnitude, bit error rate and symbol error rate. The relation of these metrics 
with the local oscillator phase noise allows the performance estimation the 
global system. A simple phase noise model is presented with configurable 
power spectral density and offset frequency.  

Keywords: phase noise, radio frequency transceiver, error vector magnitude. 

1 Introduction 

The local oscillator (LO) is one of the building blocks of every radio frequency (RF) 
front-end. This device is responsible, with the mixer, for the up and down conversion 
of a specific channel. However the modulation and demodulation processes suffer 
additional effects caused by the electronic circuits and the transmission channel itself. 
Common standards such as IEEE 802.11, [1] IEEE 802.16[2] do not present electrical 
specifications of the RF building blocks but system level specifications. The RF 
transmitter in several standards is specified by the channel centre frequency, 
bandwidth, spectral mask and error vector magnitude (EVM). The RF receiver is 
specified with bit error rate (BER) dependency on the received RF channel power 
(sensitivity), which depends on the received signal to noise ratio (SNR) and noise 
degradation due to noise figure and LO phase noise [3].  

The digital modulation scheme used on these several standards depends on the relation 
of BER and SNR. Therefore, according to the channel noise conditions, the chosen 
modulation may change from quadrature phase shift keying (QPSK) to quadrature 
amplitude modulation (QAM).  
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This scatter representation of the in-phase (I) and quadrature (Q) channels enables 
the evaluation of the global system performance, since RF impairments have a typical 
behavior on the received symbols [4]. Since the wireless transmission is a frequency 
selective fading channel, the most common standards adopted orthogonal frequency 
division multiplexing (OFDM) instead of a single carrier transmission. The main 
difference of both techniques is that OFDM use of a multicarrier technique which 
divides the entire bandwidth of the channel into smaller sub bands, around each 
subcarrier. This allows the study of LO influence on both systems and estimate the 
impact on the typical base band figures of merit. 

With the upcoming of the 3GPP Long Term Evolution (LTE) single carrier and 
OFDM techniques are used on the same equipment. For the downlink transmission it 
is used OFDM in order to minimize multipath fading and inter-symbolic interference 
(ISI). In the uplink it is used a single carrier modulation technique since PAPR values 
are lower compared with OFDM. 

Since the main study of this work is the influence of LO phase noise on the radio 
channel, only a generic OFDM signal is discussed. Cyclic prefix, interleaving and 
windowing [5] are not discussed in this work. 

2 Internet of Things 

The identification of several equipments, also know as things, via Internet, need to 
have a build in RF device. This device allows communication between the equipment 
and a given gateway for further identification. Therefore the study of LO performance 
on the global RF front-end has an important role on this area. 

3 Global System Description 

As depicted in figure 1 the RF front end, (transmitter and receiver), the signal 
delivered to, and from the mixer, are mapped in IQ channels. The channels content 
itself, and the modulation method used, single carrier or OFDM, does not have a 
direct influence on RF front end behavior. However, the RF impairments from the 
building blocks will influence the global system performance, namely the LO phase 
noise [4]. The base band signal is formatted by the base band processor that converts 
a digital to an analog signal for the up conversion.  

3.1 Base Band Signal 

In this sub-section it is presented the generic block diagram of a single carrier and 
OFDM signal generation.  

Figure 2 presents the transmitter and receiver of a single carrier system based on 
IQ channels, where the digitized binary data stream is coded in QPSK or M–QAM. 
This is a straightforward way of mapping the symbols on an IQ channel. The square 
root raised cosine is used on the transmitter and receiver and allows, simultaneously, 
the control of the signal bandwidth and eliminate the inter-symbolic interference (ISI) 
[2][3][4]. 
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Fig. 1. Communication system based on IQ signals under phase noise influence 

After the filtering process, the resulting base band analog signals, composed by 
mI(t) and mQ(t) are up converted and centered on the desired frequency channel, 
defined by the local oscillator of the transmitter (LOTX), included on the RF 
transmitter front end block. The maximum occupied bandwidth corresponds to the 
symbol frequency. After the transmitter and receiver synchronization process is 
complete, the data channel content is down converted for filtering and decoding. 

 

Fig. 2. Single carrier base band IQ signal generation 

Figure 3 presents the transmitter and receiver OFDM block diagram. This is based 
on a multi-carrier modulation technique which uses orthogonal sub-carriers to 
transmit the base band data. In the frequency domain, since the bandwidth of a sub-
carrier is designed to be smaller than the coherence bandwidth of the channel, each 
sub-channel is seen as a flat fading channel which simplifies the equalization process 
[5]. In the time domain, by splitting a high-rate data stream into a number of lower-
rate data streams that are transmitted in parallel, OFDM resolves the problem of ISI in 
wide band communications.  

The output of the digital modulation is converted from serial to parallel streaming, 
composed by X0 to where Xn where n represents the IFFT dimension. The detailed 
explanation of the global system and building block optimizations is described in 
several works [5][6][7]. Since OFDM is based on orthogonal sub-carriers, where the 
sub-channel information is centered on, it is important to have a correct knowledge of 
the LO phase noise influence on the entire bandwidth, and subsequent relation with 
base band metrics, such as EVM, BER and symbol error rate (SER) [4]. 
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Fig. 3. Generic OFDM block diagram topology 

3.2 Radio Frequency Front End 

Figure 4 presents a typical RF front end based on IQ channels. The transmitter is 
composed by the mixer and LOTX generating the sRF(t) centered on the desired 
transmitting frequency.  

 

Fig. 4.   Radio frequency front end based on IQ channels 

The IQ base band signals are up-converted by the mixer and LOTX to the desired 
RF channel. The power amplifier (PA) amplifies the signal to the desired transmission 
power. The receiver is composed by the low noise amplifier (LNA) which amplifies 
the RF band in which the desired RF channel is located. The filtered channel is down-
converted by the mixer and LORX to an IQ base band signal for prior processing. 

The RX blocks presented in figure 2 and figure 3 can be described as the RF front 
end presented in figure 4. As depicted this block is independent of how the base band 
signals are composed, as discussed in 3.1.  

The RF impairments will be reflected on the received (demodulated) channel. The 
PA non-linearities and consequent peak peak-to-average power ratio (PAPR) is 
discussed by several authors [5][6][7]. As depicted, the common RF building block 
presented on the transmitter and receiver is the LO. Therefore it is important to study 
the influence of phase noise on the global system performance. Since the base band 
information is mapped on IQ channel it is possible to infer the global system behavior 
based on EVM and consequently on SER and BER. 

Leeson [8], and the subsequent authors [9] established well known models that 
describe the phase noise variation at a specific frequency carrier offset. RF designers, 
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specifically the LO designers, focus their optimization on specific phase noise values, 
typically at 1MHz and 10MHz, depending on the system application[10]. This is 
useful for the oscillator characterization itself. However, when the oscillator up or 
down converts a channel, this characterization is not complete, since the phase noise 
variation will not be constant in all the channel bandwidth. Therefore it is important 
the have the knowledge of phase noise integrated power on the channel bandwidth 
and not at a specific offset frequency. 

4 Simulation Scenario 

In this section the simulation scenarios for both systems are presented, as well as the 
oscillator phase noise model developed for this work. 

The single carrier and OFDM systems are implemented in MatLab-Simulink with a 
channel bandwidth of 1 MHz. 

The simulation scenario for the single carrier modulation is based on the figure 2 
topology. The IQ mapping is 16-QAM with a symbol frequency of 1MHz. The 
square-root raised cosine has a roll-off factor of 0.2.  

OFDM simulation scenario is based on the topology presented in figure 3 with a 
FFT and IFFT dimension of 64 points. Therefore the final symbol rate is given by 
fsamp/64 with a configurable number of sub-channels [1].  

The RF front end is based on an oscillator with configurable phase noise power, as 
presented in section 4.1. 

4.1 Phase Noise Model 

A generic oscillator with phase noise is expressed by (1), where θerr(t) corresponds to 
a Gaussian distributed values with variance vnoise

2. For low θerr(t) values, (1) can be 
expressed by (2). 

c(t)=cos(2πfc t +θerr(t))+jsin(2πfc t +θerr(t)). (1)

c(t)=cos(2πfc t)+jsin(2πfc t +θerr(t)). (2)

The developed phase noise model is presented in figure 5. The output values of the 
Gaussian noise generator are parameterized by vnoise

2 and applied to a low pass filter 
with configurable cut-off frequency, fcut. This allows the evaluation of the integrated 
phase noise power with limited bandwidth [8]. This configuration allows further 
studies of filtering technique in order to perform noise shaping. 

The first order low pass filter is defined is s domain as (3), where a corresponds to 
the pole frequency. Since the implemented simulation scenario is based on a discrete 
environment, it is necessary to obtain an equivalent transfer function that represents 
the same filter but in a discrete domain. The approximate equivalence from Laplace 
domain and z domain is given by (4), where Ts represents the simulation sampling 
time. 
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Fig. 5. Local oscillator phase noise model with configurable power and cutoff frequency 
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5 Simulation Results 

In this section the simulations results of single carrier and OFDM are presented under 
LO phase noise influence.  

In order to quantify the error on both modulations techniques EVM is used since it 
can, without decoding the channel content, establish a relation between the 
transmitted and received signals, sTX[n] and sRX[n], respectively, as described by (5). 
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In order to simplify the EVM extraction, both signals are normalized to their square-
root mean power. Therefore, the maximum EVM obtained is coincident with the vnoise 
with a power spectral density (PSD) is given by vnoise

2/fsamp. 
Since the EVM express the error, this can be estimated based on noise PSD. 

However, this depends on the number sub-carriers (NC), as expressed by(6). 

 f
samp

noise NCf
vEVM Δ⋅⋅=

2

 (6)

Figure 6 (a) presents the EVM variation for the OFDM system with fcut frequency 
greater than fsamp/2 (equivalent to a constant phase noise) for different vnoise values 
corresponding to the EVM values obtained by (6). Since the variation of EVM for the 
presented values are very small and similar, it is presented the log10(EVM) instead of 
EVM itself. 
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                                                     (a)                                                               (b) 

Fig. 6. (a) Variation of log10(EVM) variation with OFDM sub-channels for different vnoise 
values; (b) Variation of EVM in function first order low pass filter cutoff frequency for 
multiple sub-channels 

Figure 6 (b) presents the EVM variation for both modulations techniques with 
vnoise=50mV. For each sub-channel EVM is obtained in function of fcut sweep of the 
low pass filter. As depicted for fcut values bellow 100 kHz, the EVM values for both 
modulation schemes are identical.  

 

                                                   (a)                                                                            (b) 

Fig. 7. EVM evolution for different carrier offset frequency: (a) foffset=2 kHz; (b) foffset=10 kHz 

Figure 7 (a) and (b) presents EVM variation in function of integrated phase noise 
power for two different carrier offset frequency. For lower carrier offset frequency, 
the EVM difference between single carrier and OFDM is identical.  

For offset frequency above 10 kHz, as presented in figure 7 (b) the number OFDM 
sub-channels has influence on EVM, and the single carrier system has a greater 
degradation then OFDM 
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6 Conclusions 

In this work a comparison between single carrier and OFDM modulation under the 
influence of local oscillator phase noise is presented.  

A local oscillator phase noise model was presented. This model allows the 
configuration of the integrated phase noise power for a specific bandwidth. The final 
system performance is obtained by EVM. By the simulation results, it is possible to 
verify that the increase of sub-carriers on OFDM, for a specific phase noise may 
cause a greater degradation on EVM, and consequently on BER. The presented 
simulations allow concluding that, for oscillators with high phase noise, single carrier 
and OFDM has the same behavior. Therefore it is relevant, in the project of a RF 
system, the knowledge of the integrated phase noise power for several carrier offset 
frequency in order to optimize the global system performance. 

This technique allows the study of different filter topologies with the purpose of 
perform noise shaping. 
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Abstract. This PhD work has the goal to develop an inexpensive, easily  
deployable and widely compatible localization system for indoor use, suitable for 
pre-installed public address sound systems, avoiding costly installations or signifi-
cant architectural changes in spaces. Using the audible sound range will allow the 
use of low cost off-the-shelf equipment suitable for keeping a low deployment cost. 
The state-of-the-art presented in this paper evidences a technological void in low-
cost, reliable and precise localization systems and technologies. This necessity was 
also confirmed by the authors in a previous project (NAVMETRO®) where no 
suitable technological solution was found to exist to overcome the need to  
automatically localize people in a public space in a reliable and precise way. 

Although research work is in its first steps, it already provides a thorough 
view on the problem while discussing some possible approaches and predicting 
strategies to overcome the key difficulties. Some experiments were already 
conducted validating some initial premises and demonstrating how to measure 
the signal’s time-of-flight necessary to infer on distance calculations. 

Keywords: context-aware systems, sound based localization, TOA, TDOA, 
multilateration, trilateration, multipath, IPS, PL. 

1 Introduction 

One of the most popular research areas in ubiquitous or pervasive computing is the 
development of location-aware systems. These are systems in which electronic de-
vices provide the users some kind of information or service depending on their loca-
tion. The basilar component of a location-aware system is the location-sensing 
mechanism. This PhD work has the goal to develop an inexpensive, easily deployable 
and widely compatible localization system appropriate for indoor use, suitable for 
pre-installed public address sound systems, avoiding costly installations or significant 
architectural changes in spaces. Robustness, reliability and a within one meter preci-
sion are relevant requirements for this work and its consequent application. 

The most widely used location system in the world is the well-known GPS  
satellite-based navigation system. However, GPS doesn’t work well without direct 
line-of-sight to satellites. Never the less, there are alternatives that use radio signals, 
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ultrasound, infrared, optical technologies, or a combination of few. They all have their 
own strengths and weaknesses and are very useful in their respective application do-
mains. However these systems are not always suitable for indoor positioning since 
they usually imply the need of specialized hardware and infrastructure that is not typi-
cally available “in hands”, turning them into prohibitively expensive solutions for 
wide deployment: “Good applications are those that achieve an adequate equilibrium 
between system requirements, technological advantages, and associated costs” [1]. 
Audible sound, as the signal to measure distance with its time-of-flight and conse-
quently distance, is a possible solution for this necessary equilibrium. It’s not un-
common that public indoor spaces have some kind of public address sound system 
with speakers uniformly distributed providing good sound coverage: train or subway 
stations, airports, shopping plazas, museums, etc. A subway station example is actu-
ally the starting point of this research work, as previous work has been developed by 
the authors in the NAVMETRO project [2] concerning acoustical localization. 

2 Relationship to Internet of Things 

Context-aware computing is becoming more and more necessary as technology 
evolves and the interaction between the user and computer is made simpler.  This 
context-aware information can provide a specialized interface, automating tasks or 
may allow adjusting program settings to provide a personalized experience. 

Location-aware systems address the acquisition of coordinates in a grid or at least 
distances to reference points. Outdoors, RADAR served for local demand and GPS 
satellite systems for global demand. These technologies have become ubiquitous in 
navigation and demonstrate the usefulness of having the user’s position available. 
Indoor, where no satellites are visible and RADAR is not suitable due to walls and a 
smaller scale, no unanimous solution was yet achieved. The increasing use of the 
radio-frequency spectrum (Wi-Fi, Bluetooth, GSM, etc.), illumination problems, vis-
ual obstructions for cameras and the sound noise that exists in every indoor environ-
ment, complicate the problem enough so that no solution is perfect, cheap, precise or 
robust. Most of the existing solutions fail to be inexpensive to implement, precise, 
robust and costless to the user. To fill this gap, a proposed localization solution is 
presented based in audible sound.  

The initial premise is that most indoor spaces already have public address sound 
systems and therefore using them would allow sparing relevant installation costs. The 
second premise is that everyone has a cell phone. These two assumptions together, 
will allow filling the low cost imposed requirement necessary for a successful wide 
deployment. Robustness and precision are next to follow and research and develop-
ment is being conducted to overcome the several difficulties that using audible sound 
presents. Not many authors have approached the use of audible sound due to its intru-
sive characteristics in the acoustic environment, especially indoors. However, previ-
ous experience in other sound based applications [2] provided ideas and knowledge to 
expect overcoming the several difficulties that will present. 
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3 Research Questions 

How to use sound to automatically localize a device indoors using a common sound 
installation without disturbing the acoustic environment? To successively accomplish 
answering this apparently simple question with complex issues, one may divide the 
problem into four possible sub questions. 

• How to localize a device? 
This is probably the most common subject on the research work in this area. It re-

lies on the established framework of localization no matter the technology or the  
application. From the simplest example on getting the x,y coordinates (in the 2D 
problem) of a certain position, until the use of techniques to infer on the distance that 
goes from the loudspeaker to the receiver at the device’s position as shown in Fig.1. 

 

Fig. 1. Position as function of the distance from the sound sources 

Localization algorithms considering this audible sound approach require measure-
ments of range with reference fixed landmarks. Ranging can be achieved using differ-
ent signal measurements such as time of arrival (TOA) or time difference of arrival 
(TDOA).  Using sound instead of radio frequency signals can provide less numeric 
instability, since the speed of sound is very much smaller than the speed of light.  

• What kind of sound? 
The choice of sound to be used as the signal to obtain position of a certain device is 

one of the most important decisions. One of the most obvious problem constraints is 
the need to disguise the necessary stimuli in the “natural” environmental sound. This 
is the key issue in using audible sound. Increasing environmental noise may turn this 
position determination not desirable for the users. An approach exploring possibilities 
like using high frequencies (enough to pass the loudspeaker filter and still be captured 
by the device microphone), sound watermarking [3] or frequency or time masking, 
will be performed to choose the most adequate way of successfully locating the  
device while not disturbing the acoustic environment. 
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• Which device to use?  
To explore the most convenient scenario regarding possible applications with per-

sons and the stated low cost requirement, the possibility of using GSM cell-phones 
will be investigated. This would be convenient since almost all persons use one. 
However many problems may arise specifically due to technology and equipment 
limitations, starting on its microphone (the receiver transducer), its codec (to com-
press the audio’s digital signal), network's packet delay jitter or simply the GSM 
communication delay from the distance to the antennas and operator.  

• Acoustic space? 
The propagation environment may cause signal shadowing and reflections that may 

introduce a multipath scenario in which reflected copies of a transient signal travel 
longer distances than the direct line of sight. Additive combinations of reflected sig-
nals cause field intensity variations or fading. These phenomena occur in acoustic 
environments, and their nature and characteristics are highly dependent on the opera-
tion frequency band, and even on temperature. These errors may be reduced through a 
wise choice on the excitation sound and with signal processing techniques like filter-
ing, averaging practices, and multi-observation or redundancy.  

4 State-of-the-Art 

Indoor positioning systems (IPS) have been developed to provide location informa-
tion of persons and devices. Personal networks are designed to meet the users’ needs 
and interconnect users’ devices equipped with different communications technologies 
in various places to form one network. Location-aware services need to be developed 
in personal networks to offer flexible and adaptive personal services. 

4.1 Infrared Based Systems 

One example is the “Active Badge Location System” where a device produces peri-
odic signals that will be received by a spatially wide network of sensors that localize 
the device’s signal [4]. The Active Badge system uses diffuse IR technology to realize 
location sensing by estimating the location of the active badges taken along by the 
persons. In each located place such as a room, one or more sensors are fixed and de-
tect the IR signal sent by an active badge. The position of an active badge can be 
specified by the information from these sensors, which are connected by wires and 
forwards the location information of the tracked active badges to a central server. 
Although the prices of active badges and networked sensors are cheap, the cables 
connecting sensors raise the cost of the Active Badge system. Interference from  
florescent Light and sunlight raise problems.  

4.2 Ultrasound Based Systems 

Ultrasound technologies like the “Active Bats” [5] or the “Crickets” [6] are also used to 
localize a device. Active bats, has receivers placed in a square grid under the ceiling, 
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1.2m apart, that are interconnected by a serial link. Mobile units subject to localization 
are small devices called “Bats”. They are equipped with an ultrasonic transmitter and a 
radio transceiver. A “Bat” that is to be located is addressed via the radio link. It then 
transmits a pulse of ultrasound at a known time. The Cricket location system and its ex-
tension, Cricket Compass, developed at the MIT, is a similar implementation [7]. But the 
general drawback of these approaches is that using standard transducers, ultrasound can 
usually propagate less than six meters. As a consequence a large number of precisely 
located reference units must be mounted. 

4.3 Radio Based Systems 

Due to the wide diffusion of Radio Frequency technologies, RSSI (Received Signal 
Strength Information) based localization techniques have been reported as a possible 
solution to low cost and easy to implement installations that allows tracking RF de-
vices. It uses radio maps with a previously built signal strength model. The location of 
the mobile device is estimated by finding a best match from the signal strength model 
and the measurement with the use of deterministic and probabilistic techniques [8]. 
The attenuation rate is the rate α at which signal strength decreases over distance:  

  (1) 

As a practical rule, if α = 2, then signal strength drops by 3dB every time distance 
doubles. This sub-linear attenuation rate means that the difference in signal strength 
between 1m and 2m is similar to the difference between 10m and 20m: exactly 3dB. 
Taking this into account, a constant level of noise can result in ever increasing error 
when signal strength is used to estimate distance; if RSSI noise is sufficient that we 
cannot tell the difference between 1 and 1.5m, one can’t also tell the difference be-
tween 10m and 15m.  

Other example approaches are the RFID base localization systems [9] that even 
though robust, have very low position resolution as it relies in having as many loca-
tions as RFID separate fields. 

4.4 Optical Based Systems 

Artificial vision based systems are also a possibility, and stereovision systems are 
pointing some new directions [10], but they are expensive due to the requirement of a 
high number of cameras and heavy processing.  

Many false positives may be returned due to problems in the recognition of objects 
due to lighting conditions or simply due to occlusions and moving obstacles. Most tech-
niques rely on the need to have previously trained conditions to correctly classify and 
track position. It is an approach that relies on controlled environments still not robust. 

4.5 Inertial Based Systems 

Inertial Navigation Systems (INS) together with RFID is also being explored to tackle 
the PL problem. The smartphone “advent” and their use of Micro-electromechanical 
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Systems (MEMS) allow integrating their information to get relative positioning. A 
possible example is an accelerometer based Positioning Scheme (APS) for tracking 
objects in indoor environments. The main idea of the APS is to compute an object’s 
displacement by integrating acceleration and speed. Given the original coordinates of 
an object, the final position could be estimated according to the directional displace-
ment. To overcome the “dead reckoning” problem of getting large accumulative  
errors, RFID techniques are used to calibrate position now and then [11]. 

4.6 Audible Sound Based Systems 

Some audible sound-based techniques to infer on an object’s or device’s position are 
also found. Most of them use sound as a natural consequence of their operation, just 
like airplanes that produce noise that can be used to track them [12]. A 3-D IPS 
named Beep [13] was designed as a cheap positioning solution using audible sound 
technology. Beep uses a standard 3-D multi-lateration algorithm based on TOA 
measured by the Beep system sensors as a PDA or another device emits sound sig-
nals.  

Other possibilities rely on having microphone arrays [14] to track some sound 
source positioning by AOA (angle of arrival techniques).   

Another possible approach is a technique named “Acoustic Background Spectrum” 
where sound fingerprinting is employed to uniquely identify rooms or spaces in a 
passive way, just with the noise “fingerprint” of that space [15].  

Even though using audible sound, these solutions aren’t cheap, reliable and precise. 

5 Research Contribution and Innovation 

This research will investigate the use of watermarked coded audible sound in acoustic 
reverberant spaces with the objective of localizing a device that feedbacks the re-
ceived sound to a central intelligence. Nothing was found in any previous work with 
these requirements and it will try to fill a void in the market of low cost, reliable and 
precise localization systems in public spaces. This research will have its contribution 
in the signal processing area where sound references will have to be processed to 
eliminate reverberations, noise and multipath disturbances. Coding and watermarking 
will also have to be explored and new techniques investigated so that information can 
travel along with the “natural” installation sound without being perceived by the lis-
teners together with other concurrent information in the same acoustic space, i.e. mul-
tiuser. Exploring the use of the cell phone audio channel to close the loop will also 
require deep investigation so that no other hardware “tag” device is required therefore 
lowering the solution cost making more simple its wide dissemination. 

6 Preliminary Results 

Experiences were conducted with dozens of persons using only the human hearing 
and a cell phone to interact with a central intelligence [2]. It provided validation for 
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the use of audible sound in a public (noisy) space. Using pleasant bird sounds (chirp 
like in content) as cues provided the experimental proof that one may use sound in 
public spaces without disturbing the comfort of people in the same space while pro-
viding good navigation references [16]. Using advanced masking techniques  
(frequency and time) and sound watermarking [3] one can predict an even smaller 
impact, validating the use of sound as the signal to measure time-of-flight to infer on 
distance and therefore position using multi-lateration. 

 

Fig. 2. Direct sound versus floor reflected sound between emitter and receiver 

Results on signal processing were also already obtained in measuring time-of-flight 
of chirp acoustic signals in non-ideal scenarios (heavily reverberant acoustic envi-
ronments). The correct wave front detection corresponding to the direct component of 
the emitted sound is also a compelling challenge that is necessary to overcome the 
precise measure time to correctly infer on distance. Using audible sound, a relatively 
low speed signal, is unquestionably another advantage since it requires less precision 
on time marking. 

The front wave arrival detection instance is being performed with the use of cross 
correlation and Hilbert pre-envelope techniques, which has proven to be valid for 
measuring the time-of-flight while providing a measure for the confidence level of the 
measurement. In absolute distance measures, variable latency issues on the test plat-
form are still compromising rigorous results. However, results are promising. Work-
in-progress experiences are coding sound cues with embedded time code and using 
time difference of arrival. Results are however too preliminary. 

7 Conclusions and Further Work 

The presented work is still on its first developments. It is of capital importance to 
understand the boundaries of the problems in hands to have a good problem formula-
tion. The research questions in hands are multidisciplinary and will require a deep and 
wide analysis on the subjects. A state-of-the-art was already performed and allowed to 
specify the requirements in hands. There was no similar approach found in the litera-
ture and therefore investigation is stepping on some new ground. 
 



528 J. Moutinho, D. Freitas, and R.E. Araújo 

 

Preliminary results on a previous project showed that a similar principle with simi-
lar constraints, using a manual mechanism based in the human auditory system, pro-
vides excellent results. Turning this mechanism fully automatic do the user, while 
dealing with the non-ideal or controllable aspects, will be the challenge to overcome. 
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Abstract. This paper applies to the scientific area of electronic design 
automation (EDA) and addresses the automatic sizing of analog integrated 
circuits (ICs). Particularly, this work presents an innovative approach to 
enhance a state-of-the-art layout-aware circuit-level optimizer (GENOM-POF), 
by embedding statistical knowledge from an automatically generated gradient 
model into the multi-objective multi-constraint optimization kernel based on the 
NSGA-II algorithm. The approach was validated with typical analog circuit 
structures, using the UMC 0.13 µm integration technology, showing that, by 
enhancing the circuit sizing optimization kernel with the gradient model, the 
optimal solutions are achieved, considerably, faster and with identical or 
superior accuracy. Finally, the results are Pareto Optimal Fronts (POFs), which 
consist of a set of fully compliant sizing solutions, allowing the designer to 
explore the different trade-offs of the solution space, both through the achieved 
device sizes, or the respective layout solutions. 

Keywords: Analog Integrated Circuits Design, Automatic Sizing, Electronic 
Design Automation, Evolutionary Computation, Gradient Model. 

1 Introduction 

In the System-on-Chip (SoC) age it is common to find devices where the whole 
system is integrated in a single chip, this is done to reduce production costs and 
increase performance. These complex integrated circuit (IC) designs are established in 
telecommunications, medical and multimedia applications, where blocks of Analog 
and Mixed-Signal (AMS), digital processors and memory blocks appear together [1]. 
Presently most functions in mixed-signal ICs and SoC designs are implemented using 
digital or digital signal processing (DSP) circuitry, where analog blocks constitute 
only a small part of the components, being essentially the link between digital 
circuitry and the continuous-valued external world. However, when integrating digital 
and analog circuits together on the same die, it becomes notorious that the 
development time of analog blocks is much higher when compared to the digital 
counterpart [2]. This difference is due to that analog design in general is less 
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systematic, more heuristic and knowledge intensive than digital, and the lack of 
maturity of the EDA that are in fact used by analog designers. 

Historically, the tools for automated circuit sizing are classified as knowledge-
based or optimization based, and an extensive analysis of the related work can be 
found in [1]. The early strategies [5] tried to systematize the design by using a pre-
designed plan built with equations and a design strategy provided by the designer, 
which will produce component sizes that meet the performance requirements. Despite 
the short execution time, deriving the design plan is hard and time-consuming, and it 
requires constant maintenance in order to keep it up to date with technological 
evolution, also, the results are not optimal, suitable only as a first-cut-design. 

Aiming for optimality, the next generations of sizing tools apply optimization 
techniques. Based on the evaluation techniques employed, the optimization-based 
sizing tools can be further classified into two main sub-classes, respectively, equation-
based and simulation-based. The equation-based approaches [6][7] use analytic 
design equations to evaluate the circuit’s performance during the optimization loop. 
The main drawbacks are that not all design characteristics can be easily mapped by 
analytic equations and the approximations introduced in the equations yield low 
accuracy designs, suited only to derive first-cut designs. The simulation-based 
approaches [8] [9] [10] use an electrical simulator to evaluate the circuit’s 
performance. The strong points of this approach are generality and easy-and-accurate 
model, however, typified by long execution time. In order to cope with this limitation 
alternative approaches have been explored, e.g., use equations to derive an 
approximate initial solution, use parallel mechanisms that shares the evaluation load 
among multiple computers, use macro modeling techniques  to speed up the 
evaluation of the circuit’s performance, etc. 

In this paper, a methodology to enhance the state-of-the-art layout-aware circuit-
level optimizer, GENOM-POF [3], by adding circuit specific knowledge that is 
automatically extracted using machine learning techniques is described. The Gradient 
Model, here introduced, is embedded in the genetic operators of the NSGA-II [4] 
optimization kernel and is generated by sampling the design space, extracting and 
ranking the contributions of each design variable to each performance measure or 
objective, and, finally, building the model based on a set of gradient rules.  

This paper is organized as follows: next section briefly highlights the contributions 
to technological innovation; then, in section 3, the enhanced GENOM-POF with 
Gradient Model is described; afterwards, in section 4, the achieved results are 
discussed; and finally, in section 5, the conclusions are presented. 

2 Contribution to Internet of Things 

The implementation of Internet of Things requires low power circuits using 
challenging integration technologies. The design of such circuits includes the design 
of analog-to-digital and digital-to-analog interfaces which are highly specialized and 
time consuming, even for expert designers. The electronic design automation is a 
fundamental research area supporting the designer to find optimal implementation 
solutions in a reduced time frame. 
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3 GENOM-POF Enhanced with the Gradient Model 

GENOM-POF is part of the AIDA [11], an analog IC design automation framework 
that results from the integration of two in-house tools, GENOM-POF, and, 
LAYGENII [12], that performs the automatic layout generation from circuit-level 
specifications. Before moving to the description of how the gradient model is used to 
enhance GENOM-POF, the tool is reviewed and contextualized. 

3.1 GENOM-POF Architecture 

GENOM-POF is based on the elitist multi-objective evolutionary optimization kernel 
NSGA-II, and uses the industrial grade simulator HSPICE® to evaluate the 
performance of the design. It targets the design of robust circuits, by allowing the 
consideration of corner cases during optimization. 

The inputs are the circuit and test-benches in the form of HSPICE® netlists, and 
the layout template required by LAYGEN II to instantly generate the floor plan of 
each of the sizing solutions. The designer also defines ranges for the optimization 
variables, design constraints, and optimization objectives. Then, GENOM-POF 
models the circuit as an optimization problem, defined by the tuple {x - optimization 
variables, F(x) -objective functions, G(x) - constraint functions} and suitable to be 
optimized by the NSGA-II kernel. The output is a family of Pareto optimal sized 
circuits that fulfill all the constraints and represent the feasible tradeoffs between the 
different optimization objectives. 

In this work, the gradient model is integrated in GENOM-POF by embedding the 
extracted circuit knowledge into the evolutionary kernel operators increasing their 
efficiency. The enhanced GENOM-POF architecture is shown in Fig. 1, and the next 
section describes in detail how the integration is performed.  
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Fig. 1. GENOM-POF architecture with the integration of the Gradient Model 
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3.2 Gradient Model Generation 

The automatic generation of the Gradient Model is based on the Design of 
Experiments (DOE) [13] technique to sample the circuit behavior. The gradient model 
is generated by sampling the circuit design space (using DOE), extracting and ranking 
the contributions of each design variable (input) to each design performance or 
objective (output), and finally, building a set of gradient rules that will be used to 
enhance GENOM-POF. Two approaches of DOE will be used in this work, full 
factorial design and fractional factorial design. The number of samples, electrical 
simulations, required to construct the DOE’s matrix (or just matrix), of both strategies 
obeys to the following equation:   (1)

where B is the number of points per variable or matrix base (B> 1), n is the number of 
input variables and p the number of non-elementary input variables. In the full 
fractional DOE the circuit is sampled in all the combinations of variables’ values. For 
each variable (xi), B logic levels are defined, and to each value, it is assigned a value 
vi,b derived from the variable’s range according to eq. 2. 

, 2 1 2 , 0, … , 1 (2)

The next step is to perform the statistical analysis of the experiments in order to 
understand which variables affect most the outputs; this is called the main effect. The 
main effect is the effect of one independent (input) variable on the dependent (output) 
variable, ignoring the effects of all other independent variables0, where mi,j, the main 
effect of input variable i in the output variable j is computed according to eq. 3. 

, ,  , , 1 , 21 , 2 (3) 

where k identifies the sample and y the output measure for the sample. When the total 
main effect of an input variable is positive/negative, this is an indication that if the 
value of that input variable is increased, the value of the output will tend to 
increase/decrease. 

Then, a refinement procedure is executed. For each output variable , a new DOE 
matrix is constructed using the fractional factorial sampling, with the N input 
variables that have the larger contributions as the only elementary variables. 

The refined DOE matrix is then converted to the set of gradient rules for that 
output variable. This is done by discarding the columns referring to non-elementary 
variables and transforming the levels of the elementary variables into input gradient 
symbols , ,  according to: 

, , , 2, 2 (4) 

where k identifies the line of the matrix. The output gradient symbols So are 
converted from the output values as: 
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, , ∆  ∆ , ∆, ∆  (5) 

where  and  are, respectively, the maximum and minimum values of the 
output  obtained in the DOE matrix (not the refined DOE matrix), and ∆  is 3⁄ . The meanings of the symbols are: (-) decrease; (+) increase and 
(U) undefined. 

3.3 Gradient Model applied to the Mutation Operator 

The integration of the Gradient Model into GENOM-POF is done in two fronts, first 
by embedding it in the evolutionary operator of mutation and second by adding the 
Gradient Model setup interface to the AIDA graphical user interface. 

In GENOM-POF the chromosome is represented by the vector of continuous 
variables , … ,  representing the design variables. In order to speed up the 
convergence of the algorithm the gradient model is used to introduce design 
knowledge into the mutation operator. 

The mutation operator in GENOM-POF uses the continuous valued operator 
introduced Deb and Goyal in [4]. In this operator,  defined as ⁄ , where  and  are the mutated and original values 
respectively, is the mutation  perturbation applied. is a random variable, with values 
in [ -1,1] and p.d.f. 0.5 1 1 | |  (6)

A factor of disturbance of can be obtained from an uniform random number   0, 1  using eq. 6, which is obtained from eq. 7by solving . 2 1,  0.51 2 1 , 0.5 (7)

The mutated value, , is given by . The gradient rules 
are then applied. The application of the rules follows the expression in eq. 8: 1 ·  (8)

where  is the variable value after the application of the rule,  is a function of 
the gradient symbol defined in eq. 9, and   0,  is a uniformly distributed random 
number between 0 and c, the change rate model parameter. 11  (9) 

The rules are selected by searching for each optimization objective if there is a rule 
that causes the desired effect in the corresponding response variable. Finally, fig. 2 
illustrates how the automatic generated gradient model is applied to the mutation 
operator. 
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Fig. 2. Example of applying the Gradient Model to the mutation operator 

4 Results 

The proposed methodology was tested on an Intel® Core™ 2 Quad CPU 2.4 GHz 
with 6 GB of RAM and multi-threads to perform the evaluation process of each 
population. 

The circuit used to compare the GENOM-POF with GENOM-POF integrated with 
Gradient Model is the single ended folded cascade amplifier, presented in Fig. 3(a)(b). 
For the setup of this comparison the items required were the net list and the test bench 
of the circuit. This case study was done considering 15 input variables, 2 objectives 
and 19 constraints defined in Fig. 3(c).The optimization variables are the widths and 
lengths of the cascade bias tensions vbnc and vbpc, and the bias current. This circuit is 
optimized in both GENOM-POF and GENOM-POF integrated with Gradient Model 
in exactly the same conditions, for a fair comparison. For this study all the 15 input 
variables are considered, the Gradient Model was generated with a base of two (B = 
2) and considering only the design variable with larger contribution (N = 1). The 
extracted gradient rules for the optimization objective are shown in Fig. 3(d). The 
model was automatically generated in less than 5 minutes and can be reused. 

Fig. 4 illustrates the improvements achieved by the proposed approach. 
Particularly, it shows that the Gradient Model enhanced GENOM-POF by achieving 
better solutions at generation 2.000 than GENOM-POF at generation 2.000 or 4.000. 

The Fig. 4 also shows that even for 60.000 generations GENOM-POF does not 
reach the maximum DC Gain obtained by the new approach.  

In order to confirm that this is not an isolated case, 20 executions with different 
seeds were done. The output is shown in Fig. 5, were it can be seen that the inclusion 
of gradient model consistently lead to better solutions. The 20 runs show an average 
number of points in the final POF of 51.55 for GENOM-POF and 81.70 for GENOM-
POF integrated with Gradient Model. Furthermore, the normalized non-dominated 
area, which measures the ratio between the non-dominated and dominated area in the 
performance planer each an average area of 0.43 for GENOM-POF and 0.20 for 
GENOM-POF integrated with Gradient Model. This confirms the analysis of Fig. 5, 
where the GENOM-POF enhanced with the Gradient Model produces more and better 
solutions. 
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Variables cn, cp, l1, l4, l5, l7, l9, l11,  
ib, w1, w4, w5, w7, w9, w11 

Ranges 0.18e-6 <= l* <= 5.0e-6 
0.24e-6 <= w* <= 200.0e-6 
-0.4    <= cn <= 0.0  
0.0     <= cp <= 0.4 
30.0e-6 <= ib <= 400.0e-6 

Objectives min(area) 
max(a0) 

Constraints gb    >= 1.2e7 
a0    >= 80 
55    <= pm <= 90 
sr    >= 1e7   
ov_m(*) >= 30e-3  
d_m(*)  >= 1.2 
osp>= 0.3 
osn<= -0.3 
(*) the constraint applies to: M1, 
M4, M5, M7, M9 and M11 

(c) 

 

Target Variable / Gradient  
A0, (-) L9, (-) 
A0, (+) L9, (+) 
area, (-)  W11, (-) 
area, (+) W11, (+) 

(d)

Fig. 3. (a) Electrical schematic and (b) testbench of the single-ended folded cascode amplifier 
and(c)ranges, objectives and constraints.(d) Gradient Rules. 

 

Fig. 4. Pareto Fronts: GENOM-POF (for 60.000,
4.000 and 2.000 generations) vs. Enhanced
GENOM-POF (for 2.000 generations) 

Fig. 5. GENOM-POF vs. Enhanced GENOM-
POF for 20 different initial populations (for 
2.000 generations) 

5 Conclusions 

The work presented in this paper corresponds to an innovative IC design automation 
approach by embedding a simple but effective design knowledge model, Gradient Model, 
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into the evolutionary optimization kernel of a state-of-the-art sizing tool. The new 
technique proved to be capable to accelerate and reduce the execution time of the circuit-
level optimizer GENOM-POF. This integration of the Gradient Model with GENOM-
POF enhances the optimizer efficiency, forwarding the data to the desired objectives and 
causing a significant reduction in the number of electrical simulations. The model 
potential has been proved through a complex case study presented. Finally, the proposed 
objectives for this work were achieved and a new optimizer was created. 
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Abstract. WDM multilayered SiC/Si devices based on a-Si:H and a-SiC:H 
filter design are approached from a reconfigurable point of view. Results show 
that the devices, under appropriated optical bias, act as reconfigurable active 
filters that allow optical switching and optoelectronic logic functions 
development. Under front violet irradiation the magnitude of the red and green 
channels are amplified and the blue and violet reduced. Violet back irradiation 
cuts the red channel, slightly influences the magnitude of the green and blue 
ones and strongly amplifies de violet channel. This nonlinearity provides the 
possibility for selective removal of useless wavelengths. Particular attention is 
given to the amplification coefficient weights, which allow taking into account 
the wavelength background effects when a band needs to be filtered from a 
wider range of mixed signals, or when optical active filter gates are used to 
select and filter input signals to specific output ports in WDM communication 
systems. A truth table of an encoder that performs 8-to-1 multiplexer (MUX) 
function is presented.  

Keywords: Optoelectronic logic functions, Reconfigurable devices, Numerical 
simulation, Transfer characteristics, Coder-encoder devices, Encoder truth tables. 

1 Introduction 

Optical communication in the visible spectrum usually interfaces with an optoelectronic 
device for further signal processing. There has been much research on semiconductor 
devices as elements for optical communication [1, 2, 3].  

Multilayered structures based on amorphous silicon technology are predictable to 
become reconfigurable to perform WDM optoelectronic logic functions and provide 
photonic functions such as signal amplification and switching [4]. They will be a 
solution in WDM technique for information transmission and decoding in the visible 
range [5]. Amplification and amplitude change are two key functionality properties 
outcome of a balanced interaction between wavelength of the optical signal and 
background wavelength and placement within a WDM link. Any change in any of 
these factors will result in filter readjustments. An algorithm to decode the 
information is presented and support new optoelectronic logic architecture.  
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2 Internet of Things 

Future advances in computer speeds are contingent on augmenting intra- and inter-
chip bandwidth. Increases in power efficiency per bit of data is projected to be 
achieved by replacing electrical interconnects with their optical counterparts in the 
near future. The implementation of photonic circuits for the purpose of chip-level 
communications requires devices such as modulators, detectors and wavelength 
division multiplexers (WDM).  

Reconfigurable multi-rate next generation optical networks are currently investigated 
to handle the ever increasing growth of the Internet traffic. Reconfigurable wavelength 
selectors that allow for operation on a large number of wavelength channels, with 
dynamic response, are essential sub-systems for implementing reconfigurable WDM 
networks and optical signal processing.  

In this paper, we demonstrate that is possible, using the amorphous Si/C technology, 
to produce reconfigurable SiC multilayer devices acting simultaneously as 
photodetectors, selectors and active filters. Therefore, the theoretical approach presented 
in this research is useful in examining a particular aspect of the optical communications, 
configuring firm activities towards innovation and combining unique resources and 
capabilities. Devices based on new materials for signal (de)multiplexing in the visible 
spectrum are an important contribute to the future development of the Internet of Things. 

3 Device Configuration and Operation 

The device consists of a p-i'(a-SiC:H)-n/p-i(a-Si:H)-n heterostructure with low 
conductivity doped layers (Fig.1). The thicknesses and optical gap of the front í'- (200 
nm; 2.1 eV) and back i- (1000 nm; 1.8 eV) layers are optimized for light absorption in 
the blue and red ranges, respectively [6, 7]. As a result, both front and back pin structures 
act as optical filters confining, respectively, the blue and the red optical carriers. 

 

Fig. 1. Device configuration and operation 

Several monochromatic pulsed lights, separately (λR,G,B input channels) or in a 
polychromatic mixture (multiplexed signal) at different bit rates illuminated the 
device from the glass side. Steady state optical bias with different wavelength are 
superimposed (400nm-800 nm) from the front or from the back sides and the 
generated photocurrent measured at -8 V. The device operates within the visible range 
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using as input color channels (data) the wave square modulated light (external 
regulation of frequency and intensity) supplied by a red (R: 626 nm; 51 μW/cm2), a 
green (G: 524 nm; 73 μW/cm2) and a blue (B: 470 nm; 115 μW/cm2) LED. 
Additionally, steady state red, green, blue and violet (background) was superimposed 
by different LED’s (R: 625 μW/cm2, G: 515 μW/cm2, B: 400 μW/cm2, V: 2800 
μW/cm2).  

4 Photonic Active Filters  

The spectral sensitivity was tested through spectral response measurements under 
different frequencies, with and without steady state optical bias applied either from 
the front or back side.  

400 450 500 550 600 650 700
0

20

40

60

80

100

120

140 Front bias

N
or

m
al

iz
ed

 P
ho

to
cu

rr
en

t No background
 Red background
 Green background
 Blue background
 Violet background

V=-8V

500 Hz

 

 

P
ho

to
cu

rr
en

t (
nA

)

Wavelength (nm)

0

1

p-i'-n diode

p-i-n diode

a) 
400 450 500 550 600 650 700
0
5

10
15
20
25
30
35
40
45
50  No background

 Red background
 Green background
 Blue background
 Violet background

Back bias

N
or

m
al

iz
ed

 P
ho

to
cu

rr
en

t

V=-8V

500 Hz

 

P
ho

to
cu

rr
en

t (
nA

)

Wavelength (nm)

0

1

2

p-i'-n diode

p-i-n diode

b) 

Fig. 2. Photocurrent without and with front (a) and back (b) backgrounds. The current of the 
individual photodiodes are superimposed (dash lines). 

In Fig. 2, the spectral photocurrent (symbols) is displayed under red, green, blue 
and violet background and without it. In Fig. 2a the steady state optical bias was 
applied from the front side and in Fig. 2b from the back side. For comparison the 
normalized spectral photocurrent for the front, p-i’-n, and the back, p-i-n, photodiodes 
(dash lines) are superimposed.  

Data shows that the front and back diodes, separately, presents the typical response 
of single p-i-n cells with intrinsic layers based on a-SiC:H or a-Si:H materials, 
respectively. The front diode cuts the wavelengths higher than 550 nm while the back 
one rejects the ones lower than 500 nm. The overall device presents an enlarged 
sensitivity when compared with the individual ones. 

Under front irradiation the sensitivity is much higher than under back irradiation. 
Under front irradiation (Fig. 2a) the violet background amplifies the spectral 
sensitivity in the visible range while the blue optical bias only enhances the spectral 
sensitivity in the long wavelength range (>550 nm) and quenches it in the others. 
Under red bias, the photocurrent is strongly enhanced at short wavelengths and 
disappears for wavelengths higher than 550 nm. Under green the sensitivity is 
strongly reduced in all the visible spectra. In Fig. 2b, whatever the wavelength of the  
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backgrounds, the back irradiation strongly quenches the sensitivity in the long 
wavelength range (>550 nm) and enhances the short wavelength range. So, back 
irradiation, tunes the front diode while front irradiation, depending on the wavelength 
used, can tune the back one. 

In Fig. 3 the spectral gain, defined as the ratio between the spectral photocurrents 
under red (αR), green (αG) blue (αB) and violet (αV) illumination and without it is 
plotted at 3500 Hz. The optical bias is applied from the front side, in Fig. 3a and from 
the back side, in Fig. 3b. 
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Fig. 3. Spectral gain under red (αR), green (αG), and blue (αB) optical bias, applied from the 
front (a) and the back (b) sides at 3500Hz 

Under front bias and red irradiation, the gain is high at short wavelengths and strongly 
lowers for wavelengths higher than 500 nm, acting as a short-pass filter. Under green 
background, the device behaves as a band-stop filter that screens out the medium 
wavelength range (475 nm-550 nm) enhancing only the photocurrent for wavelengths 
outside of that range. Under blue and violet light the device works as a long-pass filter for 
wavelengths higher than 550 nm, blocking the shorter wavelengths. Back light, whatever 
the frequency, leads to a short-pass filter performance. Results show that by combining 
the background wavelengths and the irradiation side, the short-, medium- and long- 
spectral region can be sequentially tuned.  

5 Encoder and Decoder Device 

To analyze the device under information-modulated wave and uniform irradiation, 
three monochromatic pulsed lights separately (red, green and blue input channels, Fig. 
4) or combined (multiplexed signal, Fig.5) illuminated the device at 6000 bps. Steady 
state violet optical bias was superimposed separately from the front (solid lines) and 
the back (dash lines) sides and the photocurrent generated measured at -8 V. The 
transient signals were normalized to their values without background. 
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Fig. 4. Normalized red, green and blue transient signals at -8V with violet (400 nm) steady state 
optical bias applied from the front and the back sides 

Results show that, even under transient conditions, the background side affects the 
signal magnitude of the color channels. Under front irradiation, it enhances mainly the 
light-to-dark sensitivity in the medium-long wavelength ranges. Violet radiation is 
absorbed at the top of the front diode, increasing the electric field at the least 
absorbing cell, the back diode. Taking into account Fig. 4, the red and green 
collections are strongly enhanced (αV

G=2.2, αV
R=3.1) while the blue one stays near its 

dark value (αV
B=1.1). Under back irradiation the small absorption depth of the violet 

photons across the back diode quenches the electric field and so, the red collection 
almost disappears (αV

R=0.2). Here, blue channel is absorbed across the front diode 
where the electric field is enhanced resulting in an increase collection of the blue 
channel (αV

B=1.6). Since the green channel is absorbed across front and back diodes 
its collection is balanced by the increased collection in the front diode and its 
reduction at the back one (αV

G=0.7).  
For an optoelectronic digital capture system, opto-electronic conversion is the 

relationship between the optical inputs and the corresponding digital output levels. In 
Fig. 5 the normalized multiplexed signal under front (symbols) and back (lines) violet 
irradiation is displayed. On the top of the figure the signals used to drive the input 
channels are shown to guide the eyes into the ON/OFF channel states.  

Under front irradiation (pin1; αV
R>>1, αV

G>1 and αV
B~1) the 23 levels can be 

grouped into two main classes due to the high amplification of the red channel. The 
upper four levels are ascribed to the presence of the red channel ON, and the lower 
four to its absence, allowing the red channel decoder (4-to-1 multiplexer; long-pass 
filter function). Since under front irradiation the green channel is amplified the two 
highest levels, in both classes, are ascribed to the presence of the green channel and 
the two lower ones to its lack.  

Under back irradiation (pin2; αV
R<<1, αV

G<1 and αV
B>1, Fig. 4), the blue channel is 

enhanced; the green reduced the red almost suppressed. The encoded multiplexed 
signal has the eight sublevels grouped also into two main levels, the higher where the 
blue channel is ON and the lower where it is OFF (4-to-1 multiplexer; short-pass filter  
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Fig. 5. Normalized multiplexed signal under front (symbols) and back (lines) violet irradiation. 
On the top the signals used to drive the input channels are shown to guide the eyes into the 
ON/OFF channel states. 

function). In each main level the four existent sublevels are grouped in two classes, 
with and without the channel green ON. Each of those sublevels split into two near 
ones, attributed to the presence or absence of the red channel. If we consider this red 
output bit “not significant” only four separate levels (22) are considered and the logic 
MUX function is converted into a logic filter function. The blue channel is then 
decoded. This decoding algorithm is mapped in the right side of the multiplexed 
signal using a RGB code for each level (Fig. 5). 

Like regular binary numbers, the binary RGB code is an arithmetic code and so, it 
is weighted, i. e. there is specific weights assigned to each bit position. Under front 
violet irradiation, the most significant digit, the left most bit, in the RGB code, is the 
red (αV

R>>1). Going from the left to right, the next is the green (αV
G>1) and the last is 

the blue (αV
Bpin1~1). Under back violet irradiation, the left most bit is the blue, the 

next is the green and last the red. 
The truth tables of both encoders of Fig. 6, that perform 8-to-1 MUX function, are 

shown in Fig. 6. In the inputs (x0….x7), the index of each bit, is related to the first 
(highest) nonzero logic input. Here, the MUX device selects, through the violet 
background, one of the eight possible input logic signals and sends it to the output 
(y=xS). The output is a three-bit [S2S1S0] binary RGB number that may identify one of 
eight possible inputs.  

Results show that the correspondence between the on/off state of the input 
channels SR, SG, SB in Fig. 5 and S2, S1, S0, outputs in Fig. 6, are obvious. In Fig. 6, 
for the input x7 and output S2, the first nonzero logic input is 7 (22+21+20), which 
corresponds an output [111]. Those OR gates are expressed, respectively, as: 
S2=x7+x6+x5+x4 under front irradiation (Fig. 6a) and S2=x7+x3+x5+x1 under back light 
(Fig. 6b). 
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Fig. 6. Truth tables of the encoders that perform 8-to-1 multiplexer (MUX) function, under (a) 
front and (b) back violet irradiations (x means " not significant") 

6 Conclusions  

Tandem WDM a-SiC:H pi’n/pin devices are analyzed under different front and back 
optical bias wavelengths. 

Results show that those devices, under appropriated optical bias act as reconfigurable 
active filters that allows optical switching and optoelectronic logic functions 
development. Depending on the wavelength of the external background the device acts 
either as a short- or a long- pass filter or as a band-stop filter.  

An optoelectronic digital capture system based on this device is analyzed and the 
relationship between the optical inputs and the corresponding digital output levels 
established. A truth table of an encoder that performs 8-to-1 multiplexer (MUX) 
function is presented. 
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Abstract. This paper discusses the photodiode capacitance dependence on 
imposed light and applied voltage using different devices. The first device is a 
double amorphous silicon pin-pin photodiode; the second one a crystalline pin 
diode and the last one a single pin amorphous silicon diode. Double amorphous 
silicon diodes can be used as (de)multiplexer devices for optical 
communications. For short range applications, using plastic optical fibres, the 
WDM (wavelength-division multiplexing) technique can be used in the visible 
light range to encode multiple signals. Experimental results consist on 
measurements of the photodiode capacitance under different conditions of 
imposed light and applied voltage. The relation between the capacitive effects 
of the double diode and the quality of the semiconductor internal junction will 
be analysed. The dynamics of charge accumulations will be measured when the 
photodiode is illuminated by a pulsed monochromatic light.  

Keywords: capacitance, photodiode, amorphous silicon. 

1 Introduction 

1.1 Research Question and Motivation 

The research question that supports the study presented in this paper is: “Is it possible 
to control the photo capacitance of the double pin-pin photodiode?” 

The methodology used to give answer to this research question consists on the 
comparison of a double pin-pin photodiode based on a-Si:H/a-SiC:H  with an amorphous 
silicon pin device and a crystalline pin diode through the measurement of capacitance-
voltage and photocurrent-voltage characteristics. We are interested in the influence of the 
material and device structure on the photodiode capacitance in order to improve the 
performance of these devices for WDM applications in the visible range. 

1.2 State of the Art and Related Literature. Methodological Approach 

In a crystalline silicon pn junction there are two types of capacitances, related to the 
charge stored in the depletion layer (junction capacitance) and to the diffusion of 
carriers along the junction (diffusion capacitance) [1].  
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When we consider the pn junction under reverse bias conditions, there is an 
increase in the width and charge of the depletion layer; as the voltage across the 
device changes, the charge stored in the depletion layer changes as a result. We can 
observe a correspondence between a capacitor and the depletion layer of a pn 
junction; the charge stored on either side of the layer is a non linear function of the 
applied reverse voltage. Under a small-signal approximation the depletion 
capacitance, or junction capacitance, is the gradient of this curve, at the bias point. On 
the other hand, we can consider the depletion layer as a parallel-plate capacitor and 
obtain the expression for its capacitance, using the traditional procedure. When the pn 
junction is under forward-bias conditions, the depletion layer narrows and the 
depletion barrier voltage reduces; the diffusion current increases until equilibrium is 
achieved. In the steady state, a certain amount of excess minority carriers charge is 
stored in each of the bulk pn regions. If the terminal voltage changes, this charge will 
have to adjust, before a new steady state is achieved. This charge storage occurrence 
introduces another capacitive effect, which is directly proportional to the diode 
current: we are referring the diffusion capacitance.   

Nowadays, hydrogenated amorphous silicon and hydrogenated amorphous silicon 
carbide have found a large application in electronic devices. In this type of pn 
junctions, we must have special attention to the midgap density of states and junction 
properties, to obtain the correct expression of the capacity. The pin configuration is 
frequently used in photo devices; the i-layer may be alloyed with carbon to optimize 
the band gap for a given application. May be the simplest and most widely applied 
techniques to characterize mid gap states (i.e. deep levels) in semiconductors are 
admittance measurements. The imaginary part of the admittance, i.e. the capacitance, 
is directly related to the charge trapped in or released from mid gap states, as a 
consequence of time-varying excitation. State occupancy is manipulated by varying 
the band bending associated with a Schottky barrier or pn junction. The spectral and 
energetic distribution of states within the space-charge region is probed by varying 
the frequency, temperature and bias voltage, as seen in [2]. 

A possible application of these type of photodiodes is in short range optical 
communications using the multilayered a-SiC:H heterostructure as a wavelength 
division demultiplexing device [3]. Nowadays optical communications demand the 
transmission of a huge amount of information. To increase the transmission capacity 
and to allow bidirectional communication over one strand fibre, wavelength division 
multiplexing (WDM) is used. This technique consists on combining multiple 
wavelength optical signals on a single optical fibre. To perform such task the WDM 
system uses a multiplexer at the transmitter to mix the signals and a demultiplexer at 
the receiver to split them apart [4, 5]. The pin-pin diode used in this analysis was 
designed to work as an optical filter, with selective wavelength sensitivity. Both pin 
structures of this device were optimized for selective collection of photo generated 
carriers. Band gap engineering was considered to adjust the photo generation and 
recombination rates of the intrinsic region of each diode, taking into account 
wavelength absorption and carrier collection in the visible range.  
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Photo capacitive effects influence the device frequency response under transient 
conditions.  As a WDM device is intended to be used to increase the bandwidth of the 
optical communication system the transmission rate must be kept as high as possible. 
Capacitive effects result in signal degradation and induce errors at the reception end 
[2], which is an important limitative aspect for the device performance. In order to 
minimize this effect it is important to understand the mechanisms responsible for the 
device photo capacitance.  

Capacitance values are evaluated considering the impedance of the device in study.  

2 Contribution to Internet of Things 

The Internet of Things is a “vision” that is being created these days. It concerns the 
idea of expanding communication among things. This will bring the ability of objects 
performance to change due to what they contact through the internet. In the particular 
case of optical communications in the visible range, recent research and new sensor 
devices, for instance WDM (wavelength-division multiplexing), will contribute to 
innovation and new resources and capabilities. And that will contribute to the future 
development of the Internet of Things. 

3 Research Contribution and Innovation 

Measurements of capacitance were made with different photodiodes, under different 
illumination conditions and changing the applied voltage. Three different devices 
were used in these experiments: a commercial crystalline silicon pin photodiode 
(Vishay Semiconductors BVP10), an amorphous silicon pin photodiode and a pin-pin 
structure based on amorphous silicon and amorphous silicon carbide. The a-Si:H 
devices were produced by PECVD (Plasma Enhanced Chemical Vapour Deposition) 
The pin-pin device structure consists of a p-i'(a-SiC:H)-n/p-i(a-Si:H)-n heterostructure 
with low conductivity doped layers. Our goal was to point out the different 
behaviours of the devices and to relate these differences to the structure composition 
and to the material used. The light incident onto the diodes was obtained by a white 
lamp and a colour filter covering the light source. The measurements were performed 
using a pulsed monochromatic light with a frequency ranging from 10 Hz up to 1 
kHz. From the WDM application point of view, these frequencies are indeed very 
low. We have chosen this measurement condition for permitting a clear analysis about 
the influence of the materials and interfaces properties on the device capacitance.     

4 Discussion of Results and Critical View 

In Fig. 1 it is reported the CV measurement of an a-Si:H pin photodiode, under dark 
conditions and using  illumination with different wavelengths (red: 626 nm, green: 
510 nm, and blue: 430 nm). The device is biased in the range -1V up to +1V. 
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Results show that in dark the capacitance does not change with the applied voltage, 
either under reverse and forward bias. Under illumination, a different behaviour is 
observed, as the capacitance changes with the voltage and in the analysed bias range it 
takes higher values. The highest capacitances are observed under red illumination; the 
medium capacitance values are observed under green light; and at last the smallest 
ones under blue light. 

Under reverse bias (-1V) the capacitance under blue and green light match the dark 
capacitance, while the capacitance under red illumination is slightly higher. However, 
as the voltage increases the capacitance under illumination increases at different rates. 

This is in agreement with the classical theory of the junction capacitance.  
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Fig. 1. Capacitance-voltage characteristics of an a-Si:H photodiode, under dark condition and 
under illumination with different wavelengths (red, green, and blue) 
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Fig. 2. Capacitance-voltage characteristics of a pin-pin photodiode, under dark condition and 
under illumination with different wavelengths (red, green, and blue) 
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Fig. 3. Comparison of the transient response of the c-Si diode under a pulsed red light and the 
a-SI:H pin diode under red and blue pulsed light: a) 10 Hz, b) 100Hz and c) 1 kHz 
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In Fig. 2 we can see the CV measurement referred to a pin-pin photodiode. The 
value of the light induced capacitance depends slightly on the applied bias, on the 
light intensity. And it varies with light wavelength greatly; the red colour corresponds 
to the higher values of capacitance. Comparing the pin diode with the pin-pin device 
we can see that both capacitances vary with applied bias and with light wavelength, 
being the capacitance in the pin-pin structure much higher than the pin one.   

Considering imposed red light, the pin diode has a major increase in the value  
of capacitance, as the value of bias voltage gets higher; in the case of the pin-pin 
diode, the capacitance value is very high, but remains constant, regardless the bias 
voltage value. In the case of green and blue light, the capacitance changes are very 
similar.  

In Fig. 3 it is reported the comparison of the transient response of the crystalline 
silicon diode (c-Si diode) under a pulsed red light, used as reference term,  and the 
hydrogenated amorphous silicon diode (a-Si:H pin diode) under red and blue pulsed 
light, with different frequencies: 10 Hz, 100Hz and 1 kHz, namely a), b) and c).  

In Fig. 3 - a), b) and c), the inferior trace of each plot shows the behaviour of the 
crystalline diode, under red pulsed light. We can see a similar pulsed photocurrent as 
a function of time, as the diode response. In the classical theory, capacitive effects of 
the device were not expected. 

In Fig. 3 – a), b) and c), the central image in each one show the response of an 
amorphous pin diode under red pulsed light. A transient photocurrent, as a function of 
the time, is the response of this experiment. A peak value of current can be 
recognized; for small values of frequency, 100 Hz and specially 10 Hz, the 
amorphous photodiode photo current has a peak of intensity, in the beginning of each 
time period. It repeats the behaviour of a RC circuit in transient regime.  

Using a different colour of pulsed light (violet), as we can see in the superior 
images of each figure 3 –a), b) and c), the amorphous silicon diode response is similar 
to the applied pulsed light.  

In Fig. 3 – c) the frequency used is 1 kHz. The crystalline diode keeps its response 
stable and the amorphous photodiodes have different responses, similar to the 
previous plots, but on a smaller scale.   

In Fig. 4 we present the time response of a double amorphous silicon device, a pin-
pin diode, for different wavelengths of pulsed light. The red, green and blue imposed 
lights are transformed in transient photocurrents, with a maximum and a minimum 
values, during a time period, whose rising and decaying times are a little different. 
The peak values are obtained under the red colour, and the smaller ones under the 
blue colour, recalling the behaviour of a RC circuit in transient regime.  

The charging and discharging times to and from the offset photocurrent value are 
different. This may lead to conclude that the two processes are made on different 
paths with different resistance or/and capacitance characteristics.  

Observed values for the capacitance of the pin-pin are higher than for the pin 
device, which may be related to the presence of two double pin structures stacked  
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Fig. 4. Time response in a pin-pin diode, showing the photo current for different wavelengths 
(red, green and blue colours) 

together. From this configuration results an additional internal pn junction causing a 
separation of the trapped charge within the two active layers of the device. Also a 
higher series resistance is expected in the double diode configuration.  

5 Conclusions and Further Work 

Diode photo capacitance varies with different parameters. Considering the crystalline 
diode, the photocurrent follows the imposed pulsed light showing no capacitive 
effect; it is independent of its frequency and colour.  

In the case of an amorphous pin diode the photocurrent presents a transient 
behaviour that is consistent with charge and discharge of a capacitive circuit. Its 
highest value is present when the frequency value is low, and when the pulsed light is 
red.  

Considering the double pin-pin diode, the time response has two peaks in a time 
period, one positive and the other, smaller, negative. They expose the capacitive 
effects in this device; capacitance values also depend on light wavelength, the highest 
values for the red colour.  These results permitted to relate the photodiode behaviour 
with the device characteristics of capacitance and resistance. 

In future work it will be useful to make measurements of different devices with 
varying thickness of the absorbing layers. Also the influence of the defect densities in 
the intrinsic layer should be studied. These results should be confirmed by electronic 
simulation based on an equivalent model of the device that is being tested. And the 
study will be extended to higher values of frequency, up to 1 GHz. 
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Abstract. Combined tunable WDM converters based on SiC multilayer 
photonic active filters are analyzed. The operation combines the properties of 
active long-pass and short-pass wavelength filter sections into a capacitive 
active band-pass filter. The sensor element is a multilayered heterostructure 
produced by PE-CVD. The configuration includes two stacked SiC p-i-n 
structures sandwiched between two transparent contacts. Transfer function 
characteristics are studied both theoretically and experimentally. Results show 
that optical bias activated photonic device combines the demultiplexing 
operation with the simultaneous photodetection and self amplification of an 
optical signal acting the device as an integrated photonic filter in the visible 
range. Depending on the wavelength of the external background and irradiation 
side, the device acts either as a short- or a long-pass band filter or as a band-
stop filter. The output waveform presents a nonlinear amplitude-dependent 
response to the wavelengths of the input channels. A numerical simulation and 
a two building-blocks active circuit is presented and gives insight into the 
physics of the device. 

Keywords: SiC hetrostructures, Optical sensors, Optical active filters, 
Numerical and electrical simulations, Optoelectronic model. 

1 Introduction 

An optoelectronic device converts light photons to electrons that mimic the light 
signal in such way that data transmitted by the light beam can be received and 
processed further with electrical circuits. These devices have one surface over which 
the optical signal shines. On our device, a multilayered Si/C heterostructure [1, 2], 
light can shine on the two surfaces, namely back and front. This device acts as an 
optical filter when other fixed wavelengths superimpose the incident light data signal 
on the surface it shines with. By selecting a wavelength on either the red or blue part 
of the spectrum the device can be tuned as a filter and used as a wavelength division 
multiplexing-demultiplexing technique, WDM [3]. This device has been characterized 
with a model with its experimental verification. This paper continues this work by 
analyzing the digital signals which modulate the incident light beam and performs 
logic functions [4, 5]. 
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2 Internet of Things 

Internet is a well known concept that reflects the whole connection of computers 
forming a single international network. Behind computers are users and their 
communication skills looked upon this network as an excellent communication media 
for human interaction and thus the social network bruited. People while 
communicating with one another usually share ideas, emotions and objects as 
photographs, text, sound, video, and much more things could be handled. The Internet 
of Things is a growing concept since Kevin Ashton brought it forward in 1999[6]. 
Objects are easily identified when an RFID tag is attached to them, and its 
whereabouts can be known. But objects don’t actually communicate. Were this 
possible and an Internet of physical objects can emerge. People and objects 
interacting; whoever leaves its home keys inside the house would not be locked 
outside but instead a warning signal from the keys would call to ones attention. The 
umbrella would also call to its attention if the weather report expects rain. An 
occasional party could be foreseen in the agenda and tagged clothes would shine a 
few leds indicating possible matches inside the cupboard and eventually for the 
couple, even if they were in different homes. The device we propose would certainly 
be integrated in objects of design which interact with people via colored visible light. 

3 Device Optimization and Characterization 
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Fig. 1. Device configuration and operation 

The sensor element is a multilayered heterostructure based on a-Si:H and a-SiC:H. 
The configuration shown in Fig. 1 includes two stacked p-i-n structures sandwiched 
between two transparent contacts. The thicknesses and optical gap of the front í'- 
(200nm; 2.1 eV) and back i- (1000nm; 1.8eV) layers are optimized for light 
absorption in the blue and red ranges, respectively.  

Spectral response measurements without and under different optical bias and 
frequencies were performed in order to test the devices sensitivity.  

The device operates within the visible range using as input color channels (data) the 
wave square modulated light (external regulation of frequency and intensity) supplied by 
a red (624 nm; 51 μW/cm2), a green (526 nm; 73 μW/cm2) and a blue (470 nm; 115 
μW/cm2) LED. Additionally, steady state violet (400 nm, 2800 μW/cm2), red (624 nm, 
652 μW/cm2), green (526 nm, 580 μW/cm2) and blue (470 nm, 680 μW/cm2)  
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Fig. 2. Spectral photocurrent without (a) and under violet (b), blue (c), green (d) and red (e) 
bias control applied from the front side 

illumination (optical bias) was superimposed from the front (pin1) and back (pin2) sides, 
in LEDs driven at different current values. 

The spectral sensitivity was analyzed by applying different wavelengths optical 
bias from the front and back sides of the device (see Fig.1). Under front irradiation, in 
Fig. 2 it is displayed the spectral photocurrent for different frequencies without (a) 

No background 

Violet background Blue background 

Green background Red background
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and under violet (b), blue (c), green (d) and red (e) light bias control at -8V applied 
voltage and different frequencies (250 Hz-3500Hz). 

Results show that the spectral response depends strongly on the bias control 
wavelength and frequency. As the bias control wavelength increases the spectral 
sensitivity shifts to the low wavelength spectral regions and decreases with the 
frequency, suggesting capacitive effect across the device.  

In Fig. 3 it is displayed the spectral photocurrent at 3500 Hz, under red, green, blue 
and violet background irradiations (color symbols) and without it (black symbols) 
applied from the front (a) and back (b) diodes. For comparison the spectral 
photocurrent (right axis) for the front, p-i’-n and the back, p-i-n, photodiodes (dash 
lines) are superimposed. 
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Fig. 3. Spectral photocurrent under red, green, blue and violet background irradiations (color 
symbols) and without it (black symbols) applied from the front (a) and back (b) diodes 

Results show that the spectral sensitivity, under steady state irradiation, depends on 
its wavelength and on the impinging side.  

Under front irradiation, the back diode photoresponse is tuned and the sensitivity 
strongly increases for wavelengths higher than 500 nm when compared with its value 
without optical bias. Here, as the background wavelength decreases the spectral 
response increases.  

Under back irradiation the front diode photoresponse is selected. The sensitivity 
strongly increases in the short wavelengths range and collapse in the long wavelength 
region.  

4 Light Filtering Effects 

In Fig. 4, at 3500 Hz, it is displayed the ratio between the photocurrent under different 
optical bias and without it (gain) under front (symbols) and back (lines) irradiations: 
red (αR), green (αG), blue (αB) and violet (αV).  
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Under back irradiation (lines) the gain does not depend on the wavelength of the 
background. The spectral sensitivity in the low wavelength range is enhanced and the 
device acts, always, as a short-pass filter.  

Under front irradiation (symbols) the filter properties of the device depend on the 
background wavelength. Under red irradiation (Fig. 2e) the gain is high in the short 
wavelengths range acting the device as a short-pass filter. Under violet (Fig.2b) and 
blue (Fig.2c) irradiations the transfer function presents an enhanced gain in the long 
wavelength range acting as a long-pass filter. Under front green background (Fig.2d) 
the device, for frequencies higher than 2000 Hz, is a band-rejection active filter that 
works to screen out wavelengths that are within the medium range (475nm-550nm), 
giving easy passage at all wavelengths below and above.  

Results confirm that under controlled wavelength backgrounds it is possible to 
fine-tune the spectral sensitivity of the device. Its sensitivity is strongly enhanced 
(α>1) in a specific wavelength range and quenched (α<1) in the others, tuning or 
suppressing a specific band. The sensor is a wavelength current-controlled device [7] 
that makes use of changes in the wavelength and impinging side of the optical bias to 
control the power delivered to the load. Self optical bias amplification or quenching 
under uniform irradiation is achieved. By using background lights with 
complementary light penetration depths across the pi´n/pin device and changing the 
irradiation side, it is possible to control the spectral response and to filter a specific 
wavelength band. 

5 Research Question and Hypothesis 

How many channels in the visible light range can be transmitted by WDM with a a-
Si:H and a-SiC:H sensor selecting the desired channel with visible light? 

Light shining on one of the surfaces, the selector, can be used to distinguish 
between two signals with different wavelengths. For n different selecting frequencies 
there would be 2n different signals to be identified. Value of n is then limited by the 
bandwidth of each channel. By changing the wavelength of the selector the output 
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changes due to the non linear gain of the device which will reduce the maximum 
number of distinguishable channels. This limitation can be overcome and the number 
of identifiable channels may increase if the output of the selecting wavelengths are 
combined with an algorithm and signal modulation. Experimental results are 
presented in this paper with four different visible leds which are commonly available 
in the market. These results were obtained with a maximum bit rate of 6000bps. 
Although this is a very low throughput we are not at this stage worried with this 
aspect, but to study the recovery of several input signals with only one sensor. In this 
paper we present the gains of each of the four channels. This represents the influence 
of each of the selectors upon each input signal wavelength. 

6 Photonic Active Filters  

To analyze the device under information-modulated wave and uniform irradiation, 
three monochromatic pulsed lights separately (red, green and blue input channels) or 
their combination (MUX signal) illuminated the device. Steady state red (652µWcm-

2), green (515µWcm-2), blue (680µWcm-2) and violet (2800µWcm-2) optical bias was 
superimposed separately from the front (pin1) and the back (pin2) sides and the 
photocurrent measured at -8 V.  

In Table 1 the gains (α) of the individual channels, defined as the ratio between 
photocurrents under irradiation (ON state) and without it (OFF state), for the red, 
green, and blue input channels are presented. Here, the superscripts are related to the 
background wavelength (R, G, B, V) and the subscripts (Rpin1,2,G pin1,2 B pin1,2) to 
the channel color and irradiation side.  

Results show that, even under transient conditions, the effect of the background 
wavelength and impinging side presents the same nonlinear dependence as in Fig. 4. 
The morphology of filter results from the interaction of the electric field under applied 
optical bias (red, green, blue, violet) and the transient electric field induced by the 
input channels (red, green, blue and violet). Under back irradiation the small 
absorption depth of the violet photons across the back diode quenches the electric 
field there and so, the red collection (Red ON) almost disappears (αV

R,pin2<<1). Blue 
channel is absorbed across the front diode where the electric field was enhanced 
resulting in an increase collection of the blue channel (αV

B,pin2>1). Since the green 
channel is absorbed across front and back diodes its collection is balanced by the 
increase collection in the front diode and its reduction at the back (αV

G,pin2~1). The 
front violet background is absorbed at the surface of the front diode, increasing the 
electric field at the back diode, where the red and part of the green channels generate 
optical carriers. So, the collection is strongly enhanced (αV

R,pin1>>1, αV
G,pin1>1) while 

the blue collection stays near its dark value (αV
B,pin1~1). 

Polychromatic combinations of the same red, green, blue and violet input channels 
whose gain is presented in Table I was used to generate a multiplexed (MUX) signal. 

In Fig. 5 the filtered signals under front (pin1) and back (pin2) violet light control 
are displayed. The signals were normalized to the maximum intensity under violet 
front irradiations to suppress the dependence on sensor and LEDs positioning. The bit 
sequences used to transmit the information are shown at the top of the figures.  
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Table 1. Gains (αR, G,B,V 
R,G.B,pin1,2) at the input red, green, and blue channels wavelengths 

Channels αR αG αB αV 

αR,pin1 0,62 1,28 3,00 5,13 

α R,pin2 0,12 0,42 0,47 0,34 

α G,pin1 0,63 0,85 1,52 2,40 

α G,pin2 0,59 0,62 0,67 0,67 

α B,pin1 1,39 1,00 0,81 1,11 
α B,pin2 2,22 1,94 1,97 1,64 
α V,pin1 11,57 5,80 1,60 1.00 
α V,pin2 11,57 13,90 1,20 10,42 
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Fig. 5. Filtered output signals under front (pin1; lines) and back (pin2; symbols) violet 
irradiation. a) Red, Green and Blue channels. b) Red, Green, Blue and violet channels. On the 
top of the figures the optical signals used to transmit the information guide the eyes. 

Different gains for the RGB channels were obtained (Table 1). Due to this 
wavelength non-linearity under front violet background, the encoded multiplexed 
signal presents as many levels as the possible RGB combinations, in a maximum of 23 

(eight-level encode).Those levels can be grouped into two main classes due to the 
high amplification of the red channel (αV

R,pin1>>1). The upper levels are ascribed to 
the presence of the red channel and the lower to its absence allowing the red channel 
decoder. Since under front irradiation the green channel is amplified (αV

G,pin1>1), the 
highest levels, in both classes, are ascribed to the presence of the green channel and 
the lower ones to its lack (long-pass filter). Under back irradiation the red channel is 
suppressed (αV

R,pin2<<1), the blue enhanced (αV
B,pin2>1) and the green 

reduced(αV
G,pin2<1), so the encoded multiplexed signal presents a maximum of four 

separate levels (22). The highest levels correspond to the presence of the blue channel 
ON with or without the green ON respectively, and the other to its absence. The blue 
channel is then decoded using this simple algorithm (short-pass filter). 
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Results show that by means of violet optical bias control, the MUX photonic 
function may be modified, giving reconfiguration. This new method, based on 
wavelength background processing techniques enables the optical routing. 

7 Conclusions 

Integrated photonic filters based on SiC multilayer devices are analyzed and its 
transfer functions presented showing that the light-activated pi’n/pin a-SiC:H devices 
combine the demultiplexing operation with the simultaneous photodetection and self-
amplification of an optical signal. Reconfiguration is provided by background 
wavelength control. Results show that the background wavelength and irradiation side 
control the output signal. By using background lights with complementary light 
penetration depths and changing the irradiation side, it is possible to change the 
spectral response and to filter a specific wavelength band acting either as a short- or a 
long- pass band filter or as a band-stop filter.  
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Abstract. This paper presents a full-bridge discrete power output stage for a 
Class D audio amplifier using a single-ended power supply. The circuit receives 
a digital control signal with 5 V of amplitude and it generates a floating 
differential output voltage up to 20 V of amplitude from a single 20 V power 
supply voltage. Using as control signal a pulse density modulation (PDM) wave 
generated by an optimized 3rd order continuous-time (CT) sigma delta 
modulator (ΣΔM), the system achieves a signal-to-noise-plus-distortion ratio 
(SNDR) of 83.1 dB, total harmonic distortion (THD) of -89 dB and a power 
efficiency of 92 %, while delivering 11 W over an 8-Ω load with a signal 
bandwidth of 20 kHz and a sampling frequency of 1.28 MHz. 

Keywords: Class D Audio Amplifier, Output Stage, Gate Driver. 

1 Introduction 

There has been an ongoing tendency to increase the energy efficiency of every 
electronic device as global sustainability starts to be a major concern. Audio 
amplifiers are not different as they play a big role regarding power consuming in 
electronic systems. In Class D amplifiers the output stage devices operate as switches, 
resulting that when the CMOS output transistors are conducting there is a small drain-
to-source voltage drop causing the dissipated power by them to be close to zero. 
Comparing with the typical Class AB amplifier, which has a maximum theoretical 
efficiency of 78.5 %, the Class D amplifier can theoretically achieve a power 
efficiency of 100 % [1]. 

The performance of a Class D audio amplifier output stage is mainly determined 
by the output stage configuration and the quality of the output switching [2]. The full-
bridge configuration versus the half-bridge configuration can cancel out even order 
harmonic distortion, DC offset, allows the use of a single power supply (which 
doubles the available power supply voltage) and the use of a 1.5-bit quantization 
scheme. This quantization scheme will provide current to the load only when needed, 
decreasing the switching activity thus causing the power efficiency to increase while 
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decreasing the electromagnetic interference (EMI) [3]-[4]. The output power 
transistors connect the output nodes either to the positive power supply or ground, 
therefore it is important to guaranty that they do not conduct simultaneously, in order 
to prevent large current spikes from the positive power supply to ground from 
occurring. This results in a need to introduce non-overlapping time which is called 
dead time in the control signals and is one of the most dominant sources of distortion 
in Class D audio amplifiers [6]. In general, in a Class D output stage, the power 
output transistors are implemented using two identical NMOS transistors in a totem-
pole configuration. These are preferred due to their small area and capacitance. 
Nonetheless, in order to drive the high side NMOS power transistor it is necessary 
additional circuitry using more complicated techniques (e.g. bootstrap technique) and 
timed circuitries in order to correctly activate the necessary transistors [7]-[9]. 

The proposed output stage presented in this paper, depicted in Fig. 1, relies on a 
full-bridge configuration and in a PMOS-NMOS output totem-pole arrangement 
which enables the high side gate driver to have a simpler circuitry. The goal is to 
achieve a THD close to -90 dB (0.0032 %) and power efficiency higher than 90% 
while using a single 20 V power supply over an 8-Ω load. 

The system behavior is as follows. The analog input signal is modulated into a digital 
signal through pulse-width modulation (PWM) or pulse-density modulation (PDM), 
then this signal is level-shifted in order to drive the output CMOS power transistors and 
finally the differential output voltage is filtered by a low-pass filter, which reconstructs 
the signal before the loudspeaker in order to eliminate the high frequency content. The 
non-overlapping time module provides the necessary time delay in order to prevent 
simultaneous conduction between the output transistors. The modulation part of the 
system has a feedback from the output stage which enables the system to correct the 
output stage errors and to increase the power supply rejection ratio. 

 

Fig. 1. Class D audio amplifier with full-bridge configuration 

2 Relationship to Internet of Things 

The Internet of Things refers to uniquely identify objects and their virtual 
representations in an Internet-like structure. If all objects and people in daily life were 
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equipped with radio tags, they could be easily identified and inventoried by 
computers. In a social context, audio amplifiers, especially Class D amplifiers, being 
high efficiency are able to aid visual conditioned people in their day-to-day living by 
identifying the object/person as they come by with an extended life battery. 

3 Class D Audio Amplifiers Output Stage 

3.1 Low Side Gate Driver 

The power output NMOS transistor gate can be simply driven by a CMOS inverter. 
Controlling the inverter switching with timed pulses can significantly decrease the 
power consumption. Fig. 2(a) shows the proposed low side driver and Fig. 2(b) shows 
the simulated voltages and currents in the circuit. 

 

 
(a) (b) 

Fig. 2. (a) Low side gate driver and power NMOS transistor (b) Simulated voltage levels and 
current flow in the low side gate driver during the MN0 switching 

In order to achieve high efficiency the drain current of MP (IP) and MN (IN) should 
only flow to the gate of MN0 (IG). This can be achieved by using the correct non-
overlapping value, as represented in Fig. 2(b). Otherwise, a large current can flow 
from the power supply through the inverter (MP and MN). 

3.2 High Side Gate Driver 

The starting point for this circuit was the PMOS gate driver described in [10] and 
depicted in the box of Fig. 3(a). The circuit operation is as follows: when P1 is high 
the transistors M1 and M2 are on, forcing the base-to-emitter voltage drop of transistor 
Q1 to be zero, turning it off. M2 will also push-down the gate voltage of transistor 
MPLeft to zero, turning it on. When P1 is low, the transistor Q1 will turn on due to the 
resistor R1 which will pull-up the gate voltage of MPLeft. 
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This means that the MPLeft turn-off speed is dependent on R1 which imposes a 
severe trade-off: when MPLeft is on, a DC current VCC/(R1+RDS(M1)) will flow through 
R1 and M1, creating an undesired power dissipation. Increasing R1 in order to reduce 
this current will slow down the MPLeft turn-off speed as this resistor bias Q1. This 
classifies the gate drive as Class A when the MPLeft is off, as it is necessary to have a 
constant DC current. 

 

 
(a) (b) 

(c) 

 

(d) 

 

(f) 

 

Fig. 3. (a) PMOS gate driver [10] (in box) in full-bridge configuration (b) PMOS gate driver 
[10] representation with parasitic capacitance while MNLeft turn on and an example showing the 
simulated (c) VGPL and VGNL voltages (d) IE and IG currents (f) IP and IN currents 

By inspecting the circuit it is possible to see that the MPLeft gate-to-source voltage, 
VGSPL, during MPLeft turn-off, is equal to VRBias+VBE(Q1). This means that MPLeft is not 
fully turned off as VGSPL is not exactly zero. Fig. 3(b) shows the high side gate driver 
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with parasitic capacitances during the MPLeft turn off and MNLeft turn on, and on Fig. 
3(c), (d) and (f) an example with the simulated transitory waves is also shown. As 
MPLeft is turning off, VGPL value increases to VCC - VR1+VBE which in the shown 
example is 19.5 V, with a 20 V power supply. After the non-overlapping time the 
VGNL voltage increases to 5 V turning MNLeft on. This will pull down the node VL, 
forcing the VGPL node also to be pulled down, due to the parasitic capacitance CGD of 
MPLeft being large (as represented in Fig. 3(b)). This will cause the VGSPL voltage to 
increase, falsely turning MPLeft on and creating large current spikes between VCC and 
ground through transistors MPLeft and MNLeft because they are simultaneously 
conducting. This effect is called shoot-through current [5] and will decrease the 
efficiency significantly, introduce harmonic distortion and even destroy the output 
transistors if Q1 takes too long to respond to this variation. 

This problem is bypassed by the proposed high side gate driver presented in this 
paper. 

3.3 Proposed High Side Gate Driver 

The new full-bridge output stage proposed in this paper is presented in Fig. 4. Two 
CMOS inverters were placed at the gate of the output PMOS. In order to achieve 
lower power dissipation, especially in RBias, one zener diode was inserted in each 
branch of the circuit. The zener voltage of these diodes should be VCC – 5 V so that 
the VGS voltage drop of the output PMOS transistor, the RBias voltage drop and the 
CMOS inverters only varies from 5 V to VCC. This will cause the VGS voltage drop of 
the PMOS to be constant thus improving the performance of the circuit while 
simplifying the voltage supply scaling, as only the zener diode needs to be scaled. 

 

 

Fig. 4. Proposed PMOS gate driver (in box) in full-bridge configuration 

The inverters placed at the gate of the output PMOS will correctly pull-up VGPL to 
VCC so that it will be correctly turned off. The correctly timed delay will prevent 
shoot-through current. 
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An example for the switching waves of the output stage is shown on Fig. 5. The 
circle in Fig. 5(b) shows a commonly found effect in Class D output stages. As VL 
voltage rises to VCC, a parasitic current goes from VCC through the parasitic 
capacitance CGD of the NMOS power transistor. This effect is rapidly compensated by 
the low side gate driver.  

 
  

(a) (b) 

 

(c) 

Fig. 5. Simulated example for (a) switching voltage levels at the gate of the output power 
transistors (b) current in the output power transistors (c) input voltage (Q1) and output voltage 
(VL) with the TRise and TFall delay represented 

4 Class D Audio Amplifier with a 3rd Order 1.5-Bit  
Continuous-Time (CT) Sigma Delta (ΣΔ) Modulator 

The presented output stage was simulated with a 3rd order 1.5 bit ΣΔM optimized for 
Class D audio amplifiers with distributed feedback and local resonator feedback, 
described in [11]. The output stage was design to handle 20 V power supply, 20 kHz 
low-pass filter, a sampling frequency of 1.28 MHz and to drive an 8-Ω load. 

Fig. 6(a) shows the PRBias dissipation plot during continuous conduction and the 
Fig. 6(b) shows the TRise and TFall delay of the output stage with the RBias increase. 
From these plots it is possible to conclude that the output stage power efficiency will 
increase as RBias increases, but the ΣΔM will have to handle the output stage increased 
delay. The used 3rd order ΣΔM was optimized using 100 ns and 150 ns delay while 
using the same goal function. This allowed the use of RBias values between 60 to 100 
Ω and 160 to 200 Ω, respectively. Table 1 shows the system performance summary 
for these optimizations and Fig. 7 shows the fast Fourier transform (FFT) of the 
output sinusoidal wave while applying a 0 dBV and 2 kHz input signal. 
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Fig. 6. (a) PRbias plot (PRbias = 52/RBias) (b) TRise and TFall delay 

Table 1. System performance summary with 100 ns output stage delay optimization (#1) and 
150 ns delay optimization (#2) 

Optm. RBias (Ω) SNDR (dB) THD (dB) HD2 (dB) HD3 (dB) η (%) PLoad (W)
Delay (ns) 

Up Down 

 60 82.21 -84.96 -90.3 -89.3 87.90 13.36 100 95 
#1 80 81.92 -84.76 -90.8 -88.8 89.21 13.36 105 100 
 100 83.09 -86.38 -93.1 -89.2 89.76 13.36 113 110 
 160 83.62 -89.70 -98.4 -101.5 91.73 11.29 125 135 

#2 180 83.41 -87.08 -97.1 -100.4 91.69 11.30 135 140 
 200 83.14 -88.94 -99.9 -106.3 92.20 11.30 140 150 

 

 

Fig. 7. Spectrum of the output signal (using a Blackman-Harris window and 216 points) with 
RBias equal to 200 Ω and SNDR of 83 dB 
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These results show that using a higher RBias value the system will operate with 
higher power efficiency, higher SNDR and lower harmonic distortion, but will deliver 
less energy to the output load. This is due to the increased TRise and TFall delay which 
will result in a smaller active time in the output PDM wave, thus reducing the 
maximum output power. The best compromise between SNDR, harmonic distortion 
and power efficiency has been found to be with RBias equal to 200 Ω where the system 
achieves a SNDR of 83 dB, THD of -89 dB and power efficiency (PLoad/Pdelivered) of 
92%. 

5 Conclusions 

A full-bridge discrete power output stage for a Class D audio amplifier using a single 
20 V power supply voltage was presented. The circuit is controlled by a digital 5 V of 
amplitude PDM signal, produced by an optimized 3rd order ∑∆ modulator with the 
output stage inside the closed loop. This system is capable of driving an 8-Ω load 
while achieving a SNDR of 83 dB and a THD of -89 dB (0.0035 %). The use of a 
PMOS-NMOS power output inverter simplified the design while still achieving 
power efficiency of 92% for an 11.3 W power delivered to the load. The use of 1.5-bit 
quantization scheme and the lossless LC low-pass filter allowed to reduce the EMI 
distortion (max. of -60 dB at 80 kHz). 
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Abstract. In this paper we present a balun low noise amplifier (LNA) in which 
the gain is boosted using a double feedback structure. The circuit is based in a 
conventional Balun LNA with noise and distortion cancellation. The LNA is 
based in two basic stages: common-gate (CG) and common-source (CS). We 
propose to replace the resistors by active loads, which have two inputs that will 
be used to provide the feedback (in the CG and CS stages). This proposed 
methodology will boost the gain and reduce the NF. Simulation results, with a 
130 nm CMOS technology, show that the gain is 23.8 dB and the NF is less 
than 1.8 dB. The total power dissipation is only 5.3(since no extra blocks are 
required), leading to an FOM of 5.7 mW-1 from a nominal 1.2 supply. 

Keywords: CMOS LNAs, Noise canceling, Wideband LNA. 

1 Introduction 

Nowadays, there is a high demand for wireless communications, which includes 
Industrial, Scientific, and Medical (ISM) and Wireless Medical Telemetry Service 
(WMTS) applications [1]. These low cost applications require low power, low voltage 
transceivers fully integrated in a single chip [2-4]. The LNA that is a key block in 
these systems will be investigated in this paper.  

Wideband LNAs with high gain and low noise figure (NF), using noise and 
distortion cancelation have been proposed [5-7]. But, these circuits have large power 
dissipation for high gain and low noise figure.  

In this paper our main goal is to design a very low area and low cost LNA, with very 
high gain and low NF using a 1.2 V supply. This is obtained by replacing the load 
resistors by transistors biased close to saturation. In [7]a circuit operating at 1.2 V with 
controllable gain was proposed. In this paper we investigate the possibility of introduce 
a double feedback technique to boost the gain and reduce the noise figure (NF). 
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Equations for gain and noise figure are presented, which can be used to optimize 
the circuit performance. A circuit prototype in a 130 nm standard CMOS technology 
at 1.2 V have been designed and simulated to demonstrate the proposed technique.  

The circuit prototype has gain of 23.8 dB and NF below 2 dB, dissipating only 5.3 
mW, leading to a FOM of 5.7 mW-1, which is, to the authors’ knowledge, the best 
FOM in the literature for LNAs with a nominal 1.2 V supply. 

2 Contribution for Internet of Things 

Recently, more devices are being embedded with sensors and actuators with the 
ability to communicate and exchange information, creating a cloud environment. The 
physical communication plays a critical role in portable wireless devices equipped 
with transceivers where power consumption, immunity to noise, and signal 
amplification are important parameters to ensure a reliable and efficient 
communication in a crowded channel environment. With this goal in mind the design 
of RF front-end blocks for low power applications, in CMOS technology, will 
contribute towards the achievement of more cheap and robust devices. In this paper 
we will focus on the design of low power LNAs. 

3 Balun LNA with Noise Cancellation 

In a receiver path, since typically, the antenna and RF filters are single-ended, it is 
very important to have a LNA with single-ended configuration input. A differential 
signal in the receiver is preferred to reduce harmonic distortion and to reject power 
supply and substrate noise [6]. Traditionally, we have an external balun that converts 
single-ended signals to differential, but it introduces losses and degrades the receiver 
NF. A balun LNA is a very good solution to convert a single-ended to a differential 
signal, which simplifies the design avoiding he external balun [6]. 

 

Fig. 1. Balun LNA with noise canceling of CG-transistor [6] 
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A balun LNA, in which the thermal noise of CG-transistor is canceled because this 
noise appears in phase at two outputs and their gains are in opposition, is proposed in 
[6]. The gain is doubled and the noise is reduced when the output signals are 
balanced. It can also be shown that the distortion introduced by M1 is also cancelled. 

The differential voltage gain of the LNA is obtained from the difference of the 
common-gate (CG) stage and the common-source (CS) stage gains: | // //  . (1)

where,  is the transistors output resistance and  is the transconductance. 
The input impedance is given, approximately: 

 . (2)

Note that the body and source of  are connected to eliminate the body effect. 

4 Proposed Circuit 

Considering the traditional CG-CS LNA circuit (Fig. 1) as reference, we investigate a 
topology using active loads, by replacing the resistors by transistors, biased in the 
triode region, which behave, approximately, as linear resistors [7]. In order to enhance 
the gain, while maintaining a low noise figure, we investigate first the possibility to 
use local Feedforward and Feedback (FF), as shown in Fig. 2a). 

Taking the advantage of using transistors, instead of resistors, we apply  on the 
gate of transistor to the gate of , which is amplified and added to . The 
resulting signal is amplified through by feedback and added to . With this 
structure we have a significant increase in the gain, mainly in the CG stage, which 
need to be carefully designed to ensure 50 Ohms input match. In this case the thermal 
noise of M1 is only partially cancelled, which degrades the LNA noise figure. To 
overcome this issue we propose a new circuit approach in which we apply a Double 
Feedback structure (DF), as shown in Fig. 2b). 

This proposed circuit boost the gain, and reduce the noise of that appears with 
the same level on the LNA outputs (load transistors and ), while the output 
signals remain balanced. This circuit is more simply and completely symmetrical, and 
therefore, is expected to achieve the best performance results. 

In the feedback is used a high pass RC coupling, as shown in Fig. 2. With these 
connections, the parasites capacitances of  and  will reduce the bandwidth (the 
gate-source and gate-drain capacitances), but the main goal is achieved: high gain and 
low NF.  
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a) 

 

b) 

Fig. 2. a) LNA using FF. b) Proposed LNA using DF 

In order to provide some circuit insight, we derive here the equations for gain (CG 
and CS stages) and LNA input impedance (for the proposed DF case):  

 . (3)

 . (4)

where, 

 . 

 . 
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Using (3) and (4), we obtain the LNA differential gain, |  . (5)

The input-impedance is given by 

 . (6)

Using equations (5) and (6), we can optimize the circuit performance in order to 
increase the gain, minimizing the impact in the input match. 

From [6, 7], if it is assumed that  = = , the noise factor is: 1  . (7)

where  is Boltzmann’s constant,  is the oxide gate capacitance per unit area,  
and  are the transistor dimensions,  is the absolute temperature,  is the excess 
noise factor,  and  are intrinsic process parameters, which depend on the size of 
the transistors [8, 9]. With the proposed circuit there is additional noise due to the 
double feedback structure, however, this can be minimized by proper design.  

From [6], to improve the noise figure, the  should be greater than , while 
the gds4 is increased to keep the output signals balanced. ·  . ·  . 

The optimal value of n is obtained by simulations. 

5 Simulation Results 

The circuit prototype is designed using a 130  CMOS standard technology with 1.2  supply. The circuit parameters are given on Table 1. The length of each 
transistor channel is the minimum to maximize speed, and  is defined in 760  
to define the biasing current at the CS stage. 

Table 1. LNA circuit parameters using DF 

 
 

 

W 

(µm) 

   

 2 139.2 472 2.12 30.80 

 2.43 358.4 357 2.80 44.23 

 2 13.14 236 4.23 2.07 

 2.43 16.4 186 5.38 2.48 

 
In Table 2 we compare the theoretical results with simulations. We use equation 

(1) to traditional LNA with resistors[6] and using MOS in triode [7], and equation (5) 
for the proposed DF approach. 
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Table 2. Gain (dB) for different topologies 

 

Theoretical 19.07 20.45 23.78 

Simulation 19.03 20.50 23.81 

 
In Table 3 we compare the simulation results for the traditional case with resistors, 

MOS transistors, and two approaches capable to boost the gain: 1) using feedback and 
feedforward (FF), and 2) the proposed case of double feedback (DF).  

In order to investigate the influence of double feedforward in the LNA key 
parameters: gain, noise figure, linearity, and frequency band, several simulations are 
presented in Table 3.  For a better comparison of the obtained results, the following 
figure of merit is used [10]: FOM mW W  . (8)

Table 3. Circuit Simulations for different topologies 

 
 

 

 3    

19.03 < 2.34 3.62 5.16 0.2-7.4 2.43 

 20.50 < 2.02 -3.47 5.30 0.2-6 3.37 

23.28 < 2.39 -11.03 5.51 0.1-2.5 3.61 

23.81 < 1.79 -9.92 5.32 0.1-2 5.72 

 
In Table 3 is shown that the DF approach has the highest gain and the lower NF, 

leading to the highest FOM. The disadvantages are the increase of the circuit non-
linearity and the reduction of the available bandwidth.  

 

Fig. 3. Simulated LNA S11 parameter 
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In figs. 3 to 5, the simulation results for the input match (S11), gain, and NF, for 
the proposed circuit (DF) are presented.  

 

Fig. 4. Simulated LNA Gain 

 

Fig. 5. Simulated LNA Noise Figure 

Comparing these results with state-of the art inductorless LNA (table4),we observe 
that our circuit is very good in terms of gain and NF, and has very low power, which 
leads to the best FOM (please note that the results are obtained by simulation, some 
degradation is to be expected in the fabricated circuit; some of the references in table 4 
are from measurements). 
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Table 4. Comparison with state-of-the art LNAs 

Ref 
Tech 
(nm) 

Band 
(GHz) 

Gain 
(dB) 

NF 
(dB) 

IIP3 
(dBm) 

Power 
(mW) 

FOM 
(mW-1) 

[6]M 65 0.2-5.2 13-15.6 < 3.5 >0 14 0.4 
[11]M 90 0.5-8.2 22-25 < 2.6 -4/-16 42 0.5 
[12]M 90 0.8-6 18-20 < 3.5 >-3.5 12.5 0.6 
[13]S 90 0.1-1.9 20.6 < 2.7 10.8 9.6 1.3 
[14]S 130 0.2-3.8 11.2 < 2.8 -2.7 1.9 2.1 
[15]M 180 0.5-0.9 16 < 4.3 - 22 0.2 
[16]M 180 0.1-0.9 15 < 4.2 - 10 0.3 
[7]S 130 0.2-5 20.4 2.6 -10.9 4.8 2.7 

[17]S 130 0.2-6.6 19.8 < 1.8 1.6 4.8 3.5 

This WorkS 130 0.1-2 
21.7- 
23.8 

1.6- 
1.8 

-9.7 5.3 5.7 

(S) - Simulation results. (M) - Measurement results. 
 

The proposed circuit approach is especially interesting in low power and low 
voltage biomedical applications [1]. Since in these applications low power is the key 
aspect and some non-linearity can be tolerated. There are ISM bands in 450 MHz and 
900 MHz and WMTS band in 600 MHz and 1.4 GHz, for which this circuit can be a 
good alternative to the conventional solutions.  

6 Conclusions 

In this paper we present a low voltage and low power wideband balun LNA with DF 
for high gain and low NF. A circuit prototype operating at 1.2 V is presented in a 130 
nm CMOS technology, which validates the proposed methodology.  Simulation 
results show that the gain of the balun LNA is 23.8 dB, and the NF is below 2 dB for 
a power consumption of 5.3 mW. The proposed circuit is especially useful for low 
power and low voltage operation in biomedical applications (ISM and WMTS bands). 

The proposed circuit, with 1.2 V supply, to the best of the authors’ knowledge, has 
the high FOM (5.7 mW-1) when compared with CMOS LNAs in the literature. 
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Abstract. This paper presents a switched-capacitor (SC) band-pass biquad 
using a simple quasi-unity gain amplifier. In sub-nanometer CMOS 
technologies the intrinsic gain of the transistors is low; this increases the 
difficulty of designing high gain amplifiers. The proposed SC filter is based on 
the Sallen-Key biquad and it requires only a simple low gain amplifier. A 
differential filter circuit, including a suitable amplifier based on a fully-
differential voltage-combiner is presented and analyzed. The correct 
functionality of this circuit is validated through electrical simulations of a 
second-order band-pass filter. These simulations show that, for a clock 
frequency of 100 MHz, the frequency response of the circuit is similar to the 
corresponding prototype filter. 

Keywords: Analog circuits, band-pass Sallen-Key, switched-capacitor circuits, 
voltage-combiner amplifier. 

1 Introduction 

Analog filters are extremely important blocks in several electronic systems, such as 
RF transceivers or sigma delta modulators. They allow selecting between signals with 
different frequency and eliminating unwanted signals. 

The scaling-down of transistors in advanced deep-submicron CMOS technologies 
results in the reduction of the intrinsic gain (gm/gds) [1] and in an increase in the 
variability, making the design of high gain amplifiers increasingly difficult, especially for 
larger bandwidths. This limitation has large impact in the performance of filter circuits. 

This paper proposes the design of filter circuits using low gain amplifiers, in order 
to avoid the difficulty of designing high gain amplifiers with large bandwidth. The SC 
filter circuit described in this paper is based on a band-pass Sallen-Key biquad [2] 
which does not require high gain amplifiers. This filter topology simplifies the design 
of the amplifier although it also eliminates the virtual ground node from the circuit. 
Without this node, parasitic insensitive SC branches cannot be used. Due to modern 
parasitic extraction software which can reliably predict the values of parasitic 
capacitances, the historical disadvantage of parasitic sensitive SC branches (parallel 
SC) is no longer critical, thus allowing their influence to be compensated during the 
design phase of the filter. 
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The paper is organized as follows. As required, Section 2 shows the relationship 
between the work presented in this paper and the Internet of Things topic. Section 3 
shows a brief state of the art about typical SC circuits. Section 4 describes and 
analyzes the biquadratic (biquad) section implemented in this paper. Section 5 
describes and analyzes the low gain amplifier used in the biquadratic section. In 
Section 6 the simulation results of second-order band-pass SC filter are given. Section 
7 draws the main conclusions from the work carried out in this paper. 

2 Relationship to Internet of Things 

To have an Internet of things it is necessary to have electronic systems associated to 
objects (things) that need to be connected to the Internet. In order for these systems to 
be smaller and to have a lower cost, it is important to use the concept of system-on-a-
chip (SoC). This means that a single die is used to build the entire system thus 
reducing the size, cost, and power dissipation of the system. 

The technology used in a SoC is selected in order to maximize the performance of 
the digital circuits of the system; this means that the analog circuits in the system have 
to be designed using advanced nanometer (nm) CMOS technologies. This can be a 
problem because the transistors in these technologies are not optimized for working in 
analog circuits; in particular they have low intrinsic gain which makes the design of 
high gain amplifiers particularly difficult. This paper, describes the design of a band-
pass filter using low gain amplifiers, which facilitates the use of advanced nm CMOS 
technologies, thus addressing one of the problems associated to the Internet of things. 

3 Switched Capacitor Circuits 

Interests in SC networks started in the late 70s due to the possibility of implementing 
analog filters using monolithic integrated circuit (IC) technology and because it is 
possible to obtain a good accuracy in the ratio between two capacitor values, as 
opposed to the low accuracy of the absolute values of resistors and capacitors. Also, 
since a high value resistor can be generated using small on-chip capacitors and a high 
frequency clock, the area occupied by a SC filter in an integrated circuit is typically 
smaller than the area occupied by an equivalent RC filter. 

SC circuits can be implemented using different types of SC branches some of 
which, when using high gain amplifiers, are insensitive to parasitic capacitances 
[3][4]. However, this type of approach becomes harder to implement with the 
decrease of the intrinsic gain of transistors. 

4 Biquadratic Sallen-Key Based Circuit 

The single-ended configuration of the band-pass SC Sallen-Key based topology is 
shown in Fig. 1. This circuit is obtained by replacing the resistors with parallel SC 
branches in the band-pass Sallen-Key circuit. An additional capacitor (C3) was added 
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to the circuit to facilitate the process of compensating the input parasitic capacitance 
of the amplifier. 

 

Fig. 1. Band-pass SC biquad filter in single-ended configuration 

The transfer function (1) was obtained from the analysis of the previous circuit 
from a charge conservation perspective, considering that the circuit's output is 
sampled at the end of phase Φ1. H z V z /V z G z 1 d/ a b z c z  (1)

where,  

 

(2)

Since the filter is implemented using parasitic sensitive branches, the capacitor values 
must be adjusted to compensate for the parasitic capacitances present in the circuit. 
Fig. 2 shows the filter schematic considering these parasitic capacitances introduced 
by the switches and the amplifier. 

Because all parasitic capacitances are in parallel with existing capacitors, their 
influence can be directly compensated by changing the values of these capacitors. The 
compensated capacitor values of filter in consideration can be obtained from (3). C C CM CM  C C CB CM CR CR CM CM  

  (3) CR CR CM CM  CR CR CM CM
An approximation of the parasitic capacitances of the switches and of the input 
capacitance of the amplifier is obtained from the DC simulation of the circuit. The 
drain capacitance of transistor M1 is neglected since it doesn’t alter the circuits 
transfer function. The amplifier's output capacitance can also be neglected since it is 
connected to a low impedance node. 

a = C1(C2 + C3) + C3(CR1 + CRf ) + C2(C3 + CR1 + CRf ) C2(C3 + CR2)+ C1(C2 + C3 + CR2)  b =C1 C32(CR1 + CRf ) + C22(4C3 + CR1 + CR2 + CRf + G CRf ) + C2C3(2(2C3 +CR1 + CR2 + CRf ) + G CRf ) +C12(C2 + C3)(2(C2 + C3) + CR2) c = C2(C3 + CR2) + C1(C2 + C3 + CR2) C1(C2 + C3) + C3(CR1 + CRf )+ C2(C3 + CR1 + CRf )  d = G C2C3 + C1(C2 + C3) C2CR1 
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Fig. 2. Band-pass SC filter in single-ended configuration considering parasitic capacitances 

In order to cancel the even harmonics and reduce the distortion due to charge 
injection from the switches, the differential configuration was obtained (Fig. 3). 
Assuming that in this configuration the voltage drop across the capacitors is two times 
larger than in the single-ended configuration, the capacitors must have half the 
capacitance of the single-ended capacitors. 

 

Fig. 3. Band-pass SC filter in differential configuration 

Note that in order to maintain the common mode voltage relatively constant within 
the circuit, CR2x/2 is connected to this common mode voltage during phase Φ2 instead 
of ground. 

5 Voltage-Combiner Amplifier 

The single-ended configuration of the voltage-combiner amplifier is shown Fig. 4. 
Notice that M1 and M2 devices act, respectively, as common-source and common-
drain devices. 

In single-ended configuration this circuit acts as buffer and has a gain below unity. 
Doubling the circuit and connecting the sources of transistor M1 (node Vdif), a 
differential pair is formed and the circuit becomes a low gain amplifier. 
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Fig. 4. Voltage-combiner in single-ended configuration 

The low frequency open-loop gain of the circuit shown in Fig. 4 is given by: G g g g g g g gg g g g g g g g g g g  (4)

In order to improve the linearity of the amplifier, a small amount of source 
degeneration is used [5]-[7] in the differential pair formed by common-source 
transistors M1, as shown in Fig. 5, using two MOS transistors operating in the triode 
region (M5 and M6) which exhibit higher linearity than transistors operating in the 
saturation region. The gain of this circuit can be easily adjusted, through design, to 
vary between 0.879 and 1.637, for a common mode voltage of 600 mV. 

 

Fig. 5. Voltage-combiner with source degeneration using MOS transistors 

Depending on the width used on transistors M5 and M6, the gain of the amplifier 
and its linearity will vary. To improve the amplifiers linearity, the width of both 
transistors should be lowered (increasing rds) until the optimum point is found. As a 
consequence the gain of the amplifier will decrease with the decrease of these 
transistors width. Since lowering the gain makes the design of the filter harder, the 
widths of M5 and M6 were chosen so that the gain is larger than 1.2. The simulated 
gains of the amplifiers are shown in Fig. 6 and Fig. 7. 

The amplifier was sized in order to maximize both gain and GBW. The sizing used 
is shown in Table 1. 

Table 1. Transistor sizes used in the voltage-combiner amplifier 

Devices M1 M2 M3 M4 M5 and M6 

W [µm] 16 21.36 4.8 24 20 
L [nm] 120 120 120 120 120 
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Fig. 6. Low-frequency gain of the voltage-combiner amplifier as a function of the differential 
input voltage 

The frequency response of the amplifier is shown in Fig. 7. 

 

Fig. 7. Bode diagram (amplitude) of the voltage-combiner amplifier 

6 Simulation Results 

The biquadratic section described in Section 4 and the amplifier from Section 5 were 
designed in a standard 1.2 V 130 nm CMOS technology, in order to implement a 
biquadratic second-order band-pass Butterworth SC filter, with a central frequency of 
1 MHz, a pass band of 500 kHz, and a clock frequency of 100 MHz. 

The current drawn by the amplifier is determined in order for the settling error to 
be below 0.1%. To achieve this, it is necessary to have a certain gain-bandwidth 
product (GBW) that can be calculated from (5). Since the clock frequency is 100 
MHz, the GBW of the amplifier has to be higher than 220 MHz to ensure a settling 
error below 0.1%. The transistors sizes used for the voltage-combiner amplifier that 
are shown in Table 1 were chosen in order to satisfy the following condition. e GBW / T / 0.1% GBW Hz ln 0.1% F /π (5)

Based on the gain of the voltage-combiner amplifier, the filter was initially designed 
from an ideal standpoint (assuming ideal switches, capacitors and amplifier) and then 
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7 Conclusion 

This paper presented a solution to implement SC band-pass filters without the need of 
high gain amplifiers. The solution proposed using a low gain voltage-combiner 
amplifier and parasitic sensitive branches that, due to not having a virtual ground 
node in the circuit, require the compensation of parasitic capacitances during the 
design process. This technique simplified the design of the amplifier, reducing the 
total power consumption, and the silicon area of the overall filter. Simulation results, 
of the second-order band-pass SC filter, showed that for a clock frequency of 100 
MHz, it's possible to obtain a frequency response similar to the one using ideal 
components. During the simulation phase it was seen that most of the distortion of the 
filter is introduced by the amplifier circuit, making it necessary to use other 
techniques, in addition to source degeneration, in order to reduce the distortion 
introduced by this circuit and also to make it less sensitive to process variation. 

References 

1. Perez, A.P., Maloberti, F.: Performance enhanced op-amp for 65nm CMOS technologies 
and below. In: IEEE Int. Symp. Circuits and Systems (ISCAS 2012), pp. 201–204 (May 
2012) 

2. Sallen, R.P., Key, E.L.: A practical method of designing RC active filters. IRE Trans. 
Circuit Theory CT 2, 74–85 (1955) 

3. Hosticka, B.J., Brodersen, R.W., Gray, P.R.: MOS sampled data recursive filters using 
switched capacitor integrators. IEEE J. Solid State Circuits SC-12(6), 600–608 (1977) 

4. Martin, K.: Improved circuits for the realization of switched-capacitor filters. IEEE Trans. 
Circuits and Systems SC-27(4), 237–244 (1980) 

5. Acosta, L., Carvajal, R.G., Jimenez, M.: A CMOS transconductor with 90 dB SFDR and low 
sensitivity to mismatch. In: IEEE Int. Symp. Circuits and Systems (ISCAS 2006), pp. 69–72 
(May 2006) 

6. Krummenacher, F., Joehl, N.: A 4-MHz CMOS continuous-time filter with on-chip 
automatic tuning. IEEE J. Solid-State Circuits 23(3), 750–758 (1988) 

7. Kuo, K.C., Leuciuc, A.: A linear MOS transconductor using source degeneration and 
adaptive biasing. IEEE Trans. Circuits and Systems II: Analog and Digital Signal 
Processing 48(10), 937–943 (2001) 



L.M. Camarinha-Matos, S. Tomic, and P. Graça (Eds.): DoCEIS 2013, IFIP AICT 394, pp. 590–599, 2013. 
© IFIP International Federation for Information Processing 2013 

Design of Cascode-Based Transconductance Amplifiers 
with Low-Gain PVT Variability and Gain Enhancement 

Using a Body-Biasing Technique 

Nuno Pereira2, Luis B. Oliveira1,2 , and João Goes1,2 

1 Centre for Technologies and Systems (CTS) – UNINOVA 
2 Dept. of Electrical Engineering (DEE), Universidade Nova de Lisboa (UNL) 

Campus FCT/UNL, 2829-516, Caparica, Portugal 
nrf.pereira@gmail.com, l.oliveira@fct.unl.pt, jg@uninova.pt 

Abstract. A body-biasing compensation scheme based on two proportional-to-
absolute-temperature (PTAT) circuits is proposed to reduce the PVT variability 
of the DC gain of cascode amplifiers. A brief description of a basic PTAT is 
given as well as its application to cascode-based operational transconductance 
amplifiers. Simulation results show that the proposed compensated circuit 
amplifier exhibit a (DC) gain variability smaller than the original 
(uncompensated) circuit, while reaching a gain enhancement of about 3 dB. 

Keywords: amplifier, body-biasing, CMOS analog circuits, PVT compensation. 

1 Introduction 

In order to increase speed and reduce area, MOS devices are scaled down. However, 
this leads to short channel effects, thus reducing the intrinsic gain. Therefore, due to 
the supply reduction, high gain OpAmps are harder to design and cascode techniques 
are more difficult to employ [1]. In analog CMOS circuit design, the transistor is 
preferentially used in saturation. The intrinsic gain of a MOS transistor is given by ⁄    (1) 

where  is the transconductance and  is the output conductance. For a MOS 
device in saturation, assuming an approximate square law for the drain current, the 
transconductance is given by ⁄    (2) 

where  is the carrier mobility,  is the oxide capacitance per unit of area,  and  
are the width and length of the transistor,  is the biasing gate source voltage and  is the threshold voltage. For a short channel, the increase of   leads to the 
decrease of , thus increasing the drain current. This gives rise to an increase of . 
So, despite the increase of transconductance with scaling, the intrinsic gain is  
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reduced [1]. This is illustrated in [2]. The temperature variation leads to a decrease in 
both the carrier mobility and the threshold voltage. In regards to the latter, it may 
decrease from 2 mV up to 4 mV for every 1º C rise [3]. These factors will have a 
direct effect on the transconductance of a transistor, as seen in (2). Also, process 
corners refer to the variation of fabrication parameters used in applying an integrated 
circuit design to a wafer. If a circuit running on devices fabricated at these process 
corners does not function as desired, the design is considered to have inadequate 
design margin. In this paper we present a circuit technique to reduce gain variability 
with temperature, supply and process variations in cascode amplifiers using a body-
suitable biasing circuitry and at the same time increase the overall amplifier gain by 
about 3 dB.  

2 Relationship to Internet of Things 

Operational and transconductance amplifiers are, most probably, the most active 
building-block in analog and mixed-signal integrated circuits used in wireless and 
wire line communication systems. The work presented in this paper can contribute to 
the future development of the Internet of Things, since it can provide improved 
energy efficient circuit amplifier architectures, robust to temperature, supply and 
process variations. This ensures that a circuit manufactured to work, will perform as 
expected, regardless of the environment conditions. 

3 Cascode Amplifiers 

A single-stage operational transconductance amplifier (OTA) has usually a cascode 
configuration [4]. We consider a traditional cascode amplifier, shown in Fig. 1. 

 

Fig. 1. Cascode Amplifier. All transistor sizes (W/L) are in µm. Sizes without brackets are for a 
65 nm technology and those within brackets are for a 0.13 µm one. 
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The gain of this circuit is given by · · ||                                         (3) 
where  is the resistance of the biasing current source, whose value is 100 µA and 
150 µA for 65 nm and 130 nm technology, respectively. The positive power supply 
voltage is of 1.2 V. 

Fig. 2 shows the variations of , , and gain of transistor  ( / ) for 65 
nm and 130 nm. 

 

Fig. 2. Parameter variation with temperature for both node technologies 

4 Proposed Solution 

Fig. 3 presents the basic proportional-to-absolute-temperature (PTAT) circuit used in 
this paper, known as “constant transconductance” bias circuit, proposed in [4, 5]. 
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Fig. 3. Constant Transconductance Bias circuit. All transistor sizes (W/L) are in µm. Sizes 
without brackets are for a 65 nm technology and those within brackets are for a 0.13 µm one. 
The supply voltage is of 1.2 V. 

We investigate the variation with temperature of the voltages VA, VB, and VC, when 
all the transistors are matched. 

The variation of VA is irrelevant, since it varies less than 5 mV for the temperature 
range (-50 ºC to +85 ºC). For both technology nodes, VB decreases with temperature 
while VC increases, as shown in Fig. 4. 

 

Fig. 4. Voltage variation at nodes VB and VC (for both node technologies) 
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The cascode amplifier (Fig. 1) with body-biasing by the circuit of Fig. 3 is shown 
in Fig. 5. The  current source is replaced with a current mirror, and every biasing 
voltage source is replaced with a MOSFET in diode configuration. 

 

Fig. 5. Telescopic-cascode with body-biasing circuitry. All transistor sizes (W/L) are in µm. 
Sizes without brackets are for a 65 nm technology and those within brackets are for 0.13 µm. 

In section 3 we have plotted the variations of  and  in 65 nm and 130 nm. The 
main objective is to choose one of these voltage variations and apply it to the bulk of 
the  transistor of the cascode circuit, biasing it in order to reduce the variability of 
the intrinsic gain, thus narrowing the variability of the overall gain, and increase the 
total gain of the circuit. The voltage VB is used, since it decreases with temperature (for 
either technology), as seen in Fig. 4. If it is applied to the bulk of the  transistor, it 
reduces the amplifier gain variability. 

After replacing the current source with the current mirror, the MOSFETS that 
compose it also needed to have a temperature-independent behavior. Thus, the bulk of 
M11 should be connected to a symmetrical voltage to that applied to the bulk of M2. In 
order to do so, a mirrored version of the “constant transconductance” bias circuit was 
designed. 

Fig. 6 presents the variations of the transconductances of the ,  transistors, when 
using body-biasing compensation. As it can be seen, the intrinsic gain of the  
transistor has a lower variation than that obtained when no body-biasing technique is 
used (Fig. 2), for both node technologies. Furthermore, the  of the  transistor 
also reduces its value while  increases, thus boosting the gain. 
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Fig. 6. Parameter variation with temperature with body-biasing compensation for both node 
technologies 

5 Simulations and Results 

All simulations are performed using BSIM3v3 models for standard logic 65 nm and 
130 nm CMOS technology. A supply voltage of 1.2 V is used and the process 
variations considered are slow-slow (ss), typical-typical (tt) and fast-fast (ff). The 
temperature range is from -50 to +85 ºC. 

In Fig. 7, the gain of the circuit is plotted, for both technology nodes, with and 
without body-biasing technique. For both technology nodes the gain variability is 
lower when using the body-biasing circuitry. Furthermore, there is an enhancing of 
the gain by about 3 dB, as expected, as it was explained in section 4. 

With regard to supply variation, Fig. 8 shows that with a variation of ± 5% (1.14 V 
to 1.26 V) of the supply voltage, the body-biasing circuitry leads to a lower variability 
for the gain (below ± 0.5 dB). Some traces can be superimposed. 
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Fig. 7. Overall gain variability with temperature for both technologies node (with and without 
body-biasing technique) 

 

Fig. 8. Overall gain variability with temperature & supply variation for both technologies node 
(with and without body-biasing technique) 
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Concerning process variation, Fig. 9 and 10 show that for the processes considered 
(ss, tt and ff), there is always an enhancement of the gain by about 3 dB. For most of 
the cases, the (DC) gain variability is below ± 0.5 dB (except for process ff, at 130 nm 
node technology, where the variability is higher than that without body-biasing). 

This body-biasing circuitry requires only an extra current consumption of about 
5% to 7% (for both technologies) of the total current consumption of the amplifier. 
This results in low power consumption, for both node technologies, from a 1.2 V 
supply. 

 

 

Fig. 9. Overall gain variability with temperature & process variation for 65 nm (with and 
without body-biasing) 
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Fig. 10. Overall gain variability with temperature & process variation for 130 nm (with and 
without body-biasing) 

6 Conclusions 

This paper presented a simple circuit technique to reduce gain variability with 
temperature, supply, and process variations in cascode amplifiers, using a body-
biasing scheme, and at the same time, enhance the overall gain of the amplifier. 

Simulation results of a standard telescopic-cascode amplifier, in two different 
nanoscale CMOS technologies (130 nm and 65 nm) have shown that it is possible to 
obtain process-supply-and-temperature-compensation. 

The simulated DC gain has low variability (below ± 0.5 dB for all supply-and-
temperature variations) while it is enhanced, over all PVT corners by 3 dB. 

The authors are unaware of the existence of similar body-biasing compensation 
schemes to reduce the PVT variability of the DC gain, up to this date. Therefore, it 
was impossible to perform a comparison with other body-biasing schemes. 
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Abstract. A CMOS three-stage ring oscillator is examined in UMC 0.13 μm 
and 0.18 μm technologies. The influence of PMOS transistor and resistor, as 
inverter feedbacks, on the ring oscillator frequency and the peak-to-peak 
amplitude is investigated in both technologies. Furthermore, as the ring 
oscillator usually drives a buffer in pulse generator/transmitter chain, 
dependence of its Figures of Merit on the buffer feedback is presented in the 
paper. Simulation results showed that the ring oscillator frequency is strongly 
dependent on the inverter feedback. The presented techniques can be used to 
increase (resistive feedback) and control (PMOS transistor feedback) the ring 
oscillator frequency. As the ring oscillator is a part of an IR-UWB (Impulse 
Radio Ultra Wide Band) pulse generator, its oscillating frequency determines 
the spectrum central frequency and has significant effect on spectrum fitting 
within UWB FCC mask. 

Keywords: CMOS process, impulse radio ultra wideband, PMOS transistor 
feedback, pulse generator, resistive feedback, ring oscillator. 

1 Introduction 

Since the Federal Communications Commission (FCC) allocated the 3.1 − 10.6 GHz 
unlicensed spectrum for commercial ultra wideband (UWB) application in February 
2002 [1], several technologies have been developed to satisfy the communication 
market requirements such as Multi-Band Orthogonal Frequency Division 
Multiplexing (MB-OFDM), Direct Sequence (DS) and Impulse Radio (IR) [2 – 5]. As 
a carrier-less approach which makes use of ultra-short duration pulses (pulse duration 
is less than 1 ns) that can yield ultra-wide bandwidth signals, IR-UWB technology 
stands out from the rest by providing very simple (without mixer and power 
amplifier), low-cost and low-power UWB transmitter realizations [6]. Besides wide 
bandwidth, it offers a great resistance to multipath fading that usually plagues for 
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narrow-band systems, and allows multiple access and robustness to interference [7]. 
Another advantage of the IR-UWB radios is high precision ranging [8], with a 
potential for centimeter accuracy in indoor environments. Consequently, the approach 
appears to be good candidate for very high data rate short-range communications, low 
data rate communications related to localization or/and positioning systems, sensor 
networks, biomedical and many other cutting edge Internet of Things applications. 

A pulse generator plays the core role in an UWB system as it produces pulse train 
which spectrum has to fully comply with and efficiently use the FCC mask. 
Therefore, it is extremely challenging to design UWB transmitter that satisfies such 
demanding requirements while achieving wide bandwidth, low-power, low cost and 
simple architecture. Besides, it is very desirable to provide pulse generator spectrum 
tuning to enable compensation due to process, voltage and temperature (PVT) 
variations, and antenna and communication channel performance changes. 

As an essential part of analogue-digital pulse generator, a ring oscillator is 
investigated in this work. In addition to the standard switched three-stage ring 
oscillator, topologies with resistors and PMOS transistors, introduced as feedbacks in 
the ring oscillator inverters, are examined in 0.13 μm and 0.18 μm UMC CMOS 
technologies. A novel approach that uses the resistive feedback in the buffer stage to 
increase ring oscillator frequency without degrading its peak-to-peak amplitude is 
proposed. Influence of negative feedback on the ring oscillator performance and 
comparison of results obtained using considered processes are presented. 

2 Relation to Internet of Things 

After the computer in the 1940s and the Internet in the 1970s, the Internet of Things 
(IoT) represents the third revolution in information and communication technology 
(ICT). With main vision of “Everything connects”, its development depends on 
dynamic technology evolutions in a set of multidisciplinary and interdisciplinary 
fields, ranging from the material and devices, sensor technology, to electronic system 
design and wireless communications. To fulfill the IoT demands, future micro-
devices must provide a variety of advanced futures such as sensing, processing, 
communication, positioning, and capability to be integrated into everyday objects. To 
accomplish this, reliable-operating and maintenance-free wireless networks with low-
power and low-cost radio transceivers are essential. Many advantages of the IR-UWB 
systems provide them leading role in wireless communications and sensor networks, 
and thus precedence in IoT applications. Wideband signals offer robust 
communications and high-precision positioning; duty-cycled operations allow link 
scalability and energy-efficient solutions; and baseband-like architecture facilitates 
extremely simple and low-power transmitters that can be integrated in various objects.  

Thought it is not required, ability of UWB transmitter spectrum tuning represents 
very desirable quality that allows compensation for PVT variations and 
communication channel performance changes, and furthermore interference 
avoidance. Methods proposed in this work provide control and increase in the ring 
oscillator frequency. Since this parameter determines the center frequency of the ring 
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oscillator-based pulse generator output spectrum, such ideas can be used to enable the 
IR-UWB transmitter spectrum adjustment.  

3 Standard Three-Stage Ring Oscillator Design 

It is already mentioned that the pulse generator is one of the most important parts of 
the IR-UWB system. The oscillator-based transmitter that contains a switched ring 
oscillator represents the most commonly used topology, presented in Fig. 1 [9]. The 
glitch generator turns on/off the ring oscillator approximately defining duration of its 
oscillation and so the width of the transmitter output pulse. The pulse generator 
spectrum center frequency is determined by the ring oscillator frequency. The buffer 
stage isolates the switched oscillator from the output filter, and improves the UWB 
transmitter current driving capability. The pulse shaping, usually the band-pass filter 
additionally accommodates spectrum fitting within the FCC mask. 

 

Fig. 1. An IR-UWB transmitter based on ring oscillator as a part of pulse generator 

 

Fig. 2. The standard three-stage ring oscillator architecture 

The switched ring oscillator topology is shown in Fig. 2. It consists of the standard 
three-stage ring oscillator (inverter stages M1–M3) and oscillation-enabling switches 
(transistors M4 and M5). The ring oscillator is turned on by transistor M4 at the on-off 
signal (produced by the glitch generator) rising edge. The inverter stages output 
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voltage values are determined by the size ratio of the corresponding PMOS and 
NMOS transistors. During the on-off signal low level, the transistor M4 is switched 
off, and no signal is generated at the oscillator output. Furthermore, transistor M5 
connects the M1 transistor output (the M2 transistor input) to Vdd providing the 
oscillation start from the same initial state at the rising edge the on-off signal. 

4 Ring Oscillator in 0.13 µm and 0.18 µm CMOS Technologies 

The proposed design has been simulated in mixed mode/RF 0.13 μm and 0.18 μm 
UMC CMOS technologies using Cadence’s Spectre RF Simulator. Supply voltages 
Vdd of these technologies are 1.2 V and 1.8 V, respectively.  

The ring oscillator working frequency depends directly on transistors sizes. The 
period of the oscillation T rises proportionally with increase in transistors sizes, while 
the oscillating frequency decreases (f0=1/T). For the same NMOS and PMOS ring 
transistors size (channel width/length W/L=3.6 μm/0.12 μm) in 0.13 μm CMOS 
technology, the oscillation frequency of 7.65 GHz has been obtained. However, for 
the smallest NMOS transistors (W/L=25 μm/0.18 μm) and approximately two times 
larger PMOS transistors (W/L=45 μm/0.18 μm) in 0.18 μm CMOS technology, the f0 
parameter of 3.77 GHz has been achieved. It should be noted that in inverter topology 
PMOS transistor is usually equal or two times larger than NMOS transistor to 
compensate the difference in PMOS and NMOS carrier mobility and set VTH closer to 
Vdd/2. Although former technology allows considerably higher ring oscillator 
frequency, 0.18 μm technology is much more cost effective [10], and attractive from 
the IC fabrication costs point of view. Nevertheless, obtained values are not high 
enough to utilize the UWB higher-band (6 – 10 GHz) more effectively (the center 
frequency of at least 8 GHz is required). 

4.1 Influence of the Inverter Resistive Feedback 

To increase the oscillation frequency at a given DC current, the resistive feedback is 
used in each inverter stage, as proposed in [9]. Resistors were connected between 
nodes A−A’, B−B’, and C−C’, as shown in Fig. 3. Resistors R influence on the 
performance (the frequency f0 and peak-to-peak amplitude Vpp) of the ring oscillator  
 

 

Fig. 3. Architecture of the ring oscillator with the resistive feedbacks 
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Table 1. Ring oscillator performance dependence on the inverter feedback resistor value 

Tech. 0.13µm CMOS 0.18µm CMOS
R (kΩ) 4 6 8 10 ∞ 0.5 1 2 4 ∞ 

f0 (GHz) 9.80 9.10 8.60 8.20 7.65 5.60 4.47 4.09 3.92 3.77 

Vpp (V) 0.44 0.62 0.69 0.73 0.88 0.60 1.18 1.38 1.48 1.57 

 
designs in used technologies is shown in Table 1. It can be noted that with decrease in 
the resistor value the oscillation frequency increases, but the peak-to-peak amplitude 
Vpp of the ring oscillator output signal is reduced, as expected. This behavior is caused 
by the reduction of the inverter closed loop gain with decrease in the feedback resistor 
value. Furthermore, the Vpp parameter and the time for reaching the peak signal values 
are reduced resulting in f0 parameter increase. Moreover, it can be seen that the 
oscillation frequency was considerably increased in both technologies, while higher f0 

values are obtained in the scaled UMC technology, as expected. But, the Vpp 

parameter values achieved for the lowest resistors values (4 kΩ in case of 0.13 μm, 
and 0.5 kΩ in 0.18 μm CMOS process) are not large enough to drive properly the 
subsequent stage (usually a buffer) in the pulse generator chain. This is the main 
reason why higher feedback resistor values are used in 0.13 μm CMOS architecture 
(otherwise Vpp values even lower than 440 mV would be obtained). On the other hand, 
if higher resistor values are used in 0.18  μm technology (the same as in 0.13 μm) the 
ring oscillator frequency would not be increased comparing to the initial value of 
3.77 GHz. Therefore, it should be emphasized that the resistor value needs to be 
selected considering the trade-off between the oscillation frequency and the required 
Vpp value. 

Although the f0 parameter can be significantly increased by proposed technique, 
this method does not allow the ring oscillator frequency to be tuned. It is already 
mentioned that even if it is not required in the IR-UWB technology, the ability of the 
frequency adjustment is very desirable advantage. 

4.2 Influence of Inverter PMOS Transistor Feedback 

To enable electrical tuning, the topology with PMOS transistors as inverter feedbacks 
has been proposed, Fig. 4. Influence of the PMOS gate control voltage Vctrl on the 
performance of the ring oscillator architectures in 0.13 μm and 0.18 μm technologies 
is summarized in Table 2.  

In addition to higher f0 values, the 0.13 μm technology offers noticeably wider 
tuning range (3.15 GHz) compared to frequency range (1.46 GHz) available in 
0.18 μm CMOS process. For Vctrl parameter value equal to zero, the same situation as 
in the previous method can be noticed; the achieved Vpp values are below acceptable 
limits. This can be explained by the fact that low resistance of PMOS feedback 
transistor, operating in deep triode region, reduced significantly inverter closed loop 
gain. As the presented topology has the PMOS transistor feedback in each inverter 
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Fig. 4. Topology of the ring oscillator with 
PMOS transistor feedbacks 

Fig. 5. Two-stage buffer with: (a) Resistive 
feedback (b) PMOS transistor feedback 

Table 2. Ring oscillator performance dependence on the gate control voltage of the PMOS 
transistor in the inverter feedback 

Tech. 0.13µm CMOS 0.18µm CMOS
Vctrl (V) 0 0.3 0.6 0.9 1.2 0 0.3 0.6 1.2 1.8 

f0 (GHz) 8.75 6.70 5.85 5.60 5.60 4.29 3.40 3.13 2.84 2.83 

Vpp (V) 0.11 0.72 0.90 0.94 0.94 0.46 1.09 1.34 1.56 1.57 

 
stage, the effect is much more intense resulting in the unsuitably low Vpp value. It 
should be pointed out that the maximum oscillation frequency and the available 
frequency range depend on the ring oscillator transistors sizes. Increase in the 
transistors sizes reduces the observed Figures of Merits (FOM). 

4.3 Buffer Feedback Influence 

The method of increasing the ring oscillator frequency by using the inverter resistive 
feedback is already known in literature, [9]. To the best of our knowledge, the 
influence of the buffer feedback on the ring performance is still not examined. The 
two-stage buffer topologies with resistive and PMOS transistor feedback are proposed 
in Fig. 5. The first stage provides control/increase in the ring oscillator frequency, 
while the second buffer stage prevents this effect to change the output filter shaping 
characteristics. Dependences of performance of the ring oscillator designs in 0.13 μm 
and 0.18 μm UMC technologies on the buffer resistive and PMOS transistor 
feedbacks are given in Tables 3 and 4, respectively. 

Table 3. Ring oscillator performance dependence on the buffer feedback resistor value 

Tech. 0.13µm CMOS 0.18µm CMOS
R (kΩ) 2.32* 4.0 6.0 8.0 10.0 0.25 0.5 1.0 2.0 4.0 

f0 (GHz) 9.05 8.50 8.30 8.15 8.10 4.27 4.11 3.98 3.87 3.82 

Vpp (V) 0.72 0.79 0.82 0.84 0.85 1.19 1.35 1.44 1.50 1.53 

*Minimal resistance value for the RNHR resistor model. 
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Table 4. Influence of the buffer feedback transistor Vctrl parameter on the ring oscillator 
performance 

Tech. 0.13µm CMOS 0.18µm CMOS
Vctrl (V) 0 0.3 0.6 0.9 1.2 0 0.3 0.6 1.2 1.8 

f0 (GHz) 8.90 8.25 7.70 7.45 7.4 3.94 3.74 3.63 3.55 3.55 

Vpp (V) 0.71 0.82 0.87 0.87 0.88 1.17 1.27 1.37 1.47 1.47 

 
Varying R from 10 kΩ to 2.32 kΩ in 0.13 µm technology, the oscillation frequency 

is increased from 8.10 GHz to 9.05 GHz, followed with decrease in Vpp parameter 
from 0.85 V to 0.72 V. Reducing R from 4.0 kΩ to 0.25 kΩ in 0.18 µm CMOS ring 
oscillator design, the f0 parameter rises from 3.82 GHz to 4.27 GHz simultaneously 
with reduction in Vpp amplitude from 1.53 V to 1.19 V. This technique uses feedback 
resistor values lower than in method presented in section 4.1 because obtained Vpp 
values are higher than Vdd/2. It can be noticed that comparing to the mentioned 
approach the proposed technique allows smaller increase in the ring oscillator 
frequency. However, it should take into account that this method uses only one 
resistor in contrast to three additional resistors utilized in the inverter feedback 
architecture, and at the same time provides higher Vpp parameter values for the same 
ring oscillator frequency. The three-stage ring oscillator period T is determined by the 
propagation time of a signal transition through the complete oscillator chain (T=6×tp, 
where tp is the gate propagation delay). An inverter signal propagation time is largely 
determined by the strength of the driving gate, and the load presented by the output 
node itself, which sums the contributions of the connecting gates and the wiring 
parasitic. Varying the buffer feedback resistor changes its feedback impedance, which 
further modifies the buffer input impedance (Miller’s theorem) leading to the change 
in the ring oscillator load, propagation time and the ring oscillator period/frequency. 

Approach presented in Fig. 5b shows similar influence on the ring oscillator FOM. 
Reducing Vctrl parameter from Vdd to zero the oscillation frequency can be tuned in the 
frequency ranges narrower than in technique presented in section 4.2 (especially in 
0.18 µm CMOS process), but with higher obtainable Vpp parameter values. Moreover, 
the method requires only one resistor. Additionally, it can be noticed that the 
frequency range available in 0.13 µm CMOS technology is extensively wider than in 
the other considered process. 

5 Discussion and Conclusion  

Dependences of the three-stage ring oscillator performance on resistors and PMOS 
transistors, introduced as feedbacks in the oscillator inverters and buffer, are 
investigated in 0.13 μm and 0.18 μm UMC CMOS technologies. Simulation results in 
both technologies confirm strong dependency of the ring oscillator frequency and the 
peak-to-peak amplitude on the inverters and buffer feedbacks. Considering the 
presented methods, higher f0 parameter values and wider available frequency range 
can be obtained with topologies that use feedbacks in the ring oscillator inverters. 
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However, these architectures require additional three resistors/PMOS transistors that 
occupy more area and thus increase chip cost. The topology with buffer feedback 
would be the best choice in case of the medium operating frequency range 
applications as it uses only one additional component and gives higher Vpp parameter 
values. Research presented here shows that the 0.13 μm process offers much more 
promising performance. Moreover, the layout designs dimensions are approximately 
two times smaller than in 0.18 μm technology. Nevertheless, as the main drawback of 
the former technology is higher IC fabrication cost, the later process is chosen as 
optimal solution in this work. The ring oscillator-based pulse generator designs in 
0.18 μm technology that combine proposed methods are presented in [11], [12]. 
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Abstract. This paper presents a new CMOS buffer circuit topology for radio-
frequency (RF) applications based on a fully-differential voltage-combiner 
circuit, capable of operating at low-voltage. The proposed circuit uses a 
combination of common-source (CS) and common-drain (CD) devices. The 
simulation results show good levels of linearity and bandwidth. To improve 
total harmonic distortion (THD) a source degeneration technique is used. The 
proposed circuit has been designed in a 130nm logic CMOS technology and it 
achieves a simulated gain of 1.54 dB, a bandwidth of 1.14 GHz for a total 
power dissipation of 13.34 mW, when driving an RF active probe (with 0.8 pF 
in parallel with 200 kΩ).  

Keywords: buffer, common-source, common-drain, RF, CMOS, low-voltage.  

1 Introduction 

In recent years, there has been an increasing trend in incorporating complete systems in 
longer lasting battery-powered equipment which requires low power dissipation 
circuits [1]. Particularly, buffer circuits used as an important functional block of high 
performance communication systems, e.g. RF applications like drivers of passive 
switched-capacitor down-converter circuits. Circuit For this purpose is essential to 
provide good linearity in terms of both output level and intercept-point performance. 
Provided that the transient response of the buffer is fast enough, which implies a 
bandwidth greater than 1 GHz, errors will be minimal. Low levels of total harmonic 
distortion (THD) are also essential for compatibility with communication standards. 
Moreover, traditionally, buffers present a gain near equal to unit but always with some 
signal attenuation. Some examples are the elastic source-follower or the enhanced 
voltage-follower as proposed in [2]. 

The objective of this paper is to propose a novel voltage buffer based on a voltage-
combiner topology, i.e. a common-source/common-drain structure. It achieves a gain 
that can be designed in the range from 0 dB to 6 dB; the input impedance is equally 
high; and the parasitic capacitance of its inputs is low. For improving THD the source 
degeneration method has been used. The supply voltage variability was studied for 
1.2 V ± 5% for three levels, i.e.,1.14 V, 1.2 V and 1.26 V. Since the voltage gain of 
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the proposed circuit is higher than the unit, it is expected to compensate for the gain 
loss due to linearization of the circuit. 

2 Internet-of-Things 

The buffer circuit presented in this paper is an essential part of RF transceiver 
integrated circuits (a paramount building block in modems) and it can be used either 
for driving a passive down-converter or for on-chip built-in self-testing purposes. This 
circuit can be used as an interface to environmental data signals collectors such as 
temperature smart sensors. The circuit reading environmental data, passes the 
information to an Internet Web server to display temperature information. This way it 
can contribute to Internet of Things. 

3 Proposed Circuit Basic Concept  

The basic idea of voltage-combiner (VCOM) technique is depicted in Fig. 1. It 
basically employs a combination of NMOS transistors in configuration of common-
source, MY, and common-drain, MX. High input impedance is equally accomplished.  
 

 

Fig. 1. VCOM circuit conceptual idea 

After simplifying the small signal equivalent (differential-mode, DM) of the 
VCOM and substituting the components by their Y-parameter equivalents, the 
behavioral signal path model [3] is extracted and illustrated in Fig. 2 (for simplicity 
only half the circuit is shown). 

 

 

Fig. 2. Behavioral signal path model of the voltage combiner stage (for simplicity only half the 
circuit is shown) 
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This model permits large insight in the small-signal behavior of the amplifier and 
is a fundamental tool in the extraction of the differential gain transfer function. It is 
possible to verify: the Miller effect through parasitic capacitance cgd1, the pole(s) and 
zero(s), and the order of the transfer function (in this case, 1st order). 

Using the behavioral signal path model described in Fig. 2 and writing the equations 
for IO1 and VO, it is possible to extract the transfer function of the VCOM. For the sake 
of simplicity, minor simplifications were used in the derived equations: 

1 Y Xgds gds gds= +  (1)

1 Y Xcdb cdb cdb= +  (2)

Body effect of transistors MY and MX has been neglected, for the sake of simplicity, But 
it can be easily included into the equations. 

( )
( )1 1

TFVCOM

Y X X Y

X X Y

gm gm cgs cgd s

gm gds cdb cgs cgd s

=
+ + − ⋅

=
+ + + + ⋅

 (3)

From the transfer function it is possible to obtain the low-frequency open-loop gain 
(DC gain) of the VCOM stage, AVCOM, 

1

Y X
VCOM

X

gm gm
A

gm gds

+
=

+
 (4)

considering that gmX>> gds1, a good approximation can be given by, 

1 , 1Y
VCOM VCOM

X

gm
A A

gm

 
≈ + > 
 

 (5)

Sizing the circuit to attain gm13 ≈ gm12, 6 dB are added in the overall DC gain of the 
amplifier.  

Also, the dominate pole, ωp1VCOM, is computed using: 

1
1

1
VCOM

X
P

X Y

gm gds

cdb cgs cgd
ω +

=
+ +

 (6)

The gain-bandwidth product performance parameter of this buffer (GBW) can be 
expressed by 

1

GBW .Y X
VCOM

X Y

gm gm

cdb cgs cgd

+
=

+ +
 (7)
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4 Complete Circuit Description, Linearization and Simulation 
Results 

4.1 Circuit Description 

The proposed fully-differential voltage combiner buffer circuit (VCOM) is shown in 
Fig. 3.  
 

 

Fig. 3. Proposed input fully differential voltage combiner circuit (VCOM) (Biasing circuitry 
not shown for simplicity) 

It consists of a cross-coupled (i.e. NMOS and PMOS) fully-differential buffer. 
The differential voltage-combiner is represented by M12, M13, M19 and M18 in CD 
and CS configurations, respectively. The remaining transistors are simple PMOS 
current-sources (M11, M16, M17) and NMOS current-sources (M14, M15 and M10). 
The circuit structure is duplicated to complete the cross-coupled fully-differential 
circuit. As stated before, in order to linearize the circuit, following the source 
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degeneration resistors presented earlier, two resistors, RLIN1 and RLIN2, were added 
to improve the THD of both the odd and even harmonics. Furthermore, two 
capacitances, CLIN1 and CLIN2, were also added to filter the even harmonics. For 
the output signal AC coupling were used four capacitances: C11, C12, C21, and C22. 
To minimize the power consumption and area, transistors widths and current in the 
biasing circuit are scaled down by a factor of ten with respect to the main amplifier 
circuit. 

4.2 Linearization Technique 

Nonlinearity of the MOS transistors limits the circuit linearity (dynamic related with 
THD) between -40 dB and -60 dB [4]. In order to reach better linearity performance, 
resistor-based degeneration can be used [5]. The resistive source degeneration 
(RLIN1 and RLIN2) method is used to enhance the linear range of the transconductor 
(CS devices, M13, M23, M19 and M29, operating in a degenerated differential-pair 
fashion) circuit through transconductance reduction. The degeneration resistor 
increases the source terminal of the transistors, reducing the drain current [6]. 
Furthermore, in order to reduce odd harmonics, capacitive coupling has also been 
employed (through capacitors CLIN1 and CLIN2). 

4.3 Simulation Results 

The circuit proposed here (the circuit shown in Fig. 1) was designed in a 130 nm 
high-speed CMOS technology (Lmin = 120 nm). The mobility and threshold 
parameters (Level 2), KN, KP, VTN and VTP parameters of the devices are, 
respectively, 525 mAV-2, 145 mAV-2, 0.38 V and -0.33 V. For VCMI, the value of 
550 mV was used. The linearization elements, source degeneration resistors are 75 Ω 
and the capacitances are 0.2 pF. Three voltage values were used as supply voltage of 
the circuit: 1.14 V, 1.2 V, and 1.26 V.  

Table 1 shows the summary of the simulation results of the relevant performance 
parameters. 

Table 1. Key simulated performance parameters 

Technology 130 nm 
Supply Voltage 1.2 V 
DC Gain 1.54 dB 

f-3dB(@ CL = 0.8 pF 
and RL = 200 kΩ)

1.14 GHz 

Total input 
capacitance, Cpi

89.64 fF 

Total current 11.40 mA
Total power 
dissipation

13.34 mW 
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The simulation results were obtained using HSPICE simulator. In nominal 
conditions, using a supply voltage of 1.2 V, the simulated amplifier achieves a DC 
gain of about 1.54 dB, a bandwidth with a frequency cutoff, f-3dB, of 1.14 GHz and a 
power dissipation of 13.34mW. 

Figure 4 shows the bode plot indicating the DC gain and bandwidth for a voltage 
supply of 1.2 V, 1.54 dB and 1.14 GHz, respectively. In order to compare the key 
performance parameters (KPP) of the buffer over a wide positive-power supply 
variation [1.14 V to 1.26 V]: distortion (THD) (Fig. 5), DC Gain (Fig. 6), cutoff 
bandwidth (Fig. 7) and dissipated power (Fig. 8). The KPP results are evaluated for the 
linearized circuit, which employs resistive and capacitive source degeneration (Fig. 3). 

 

Fig. 4. Bode Plot @ Vdd = 1.2 V 

Figure 5 shows the results of the THD of the linearized circuit for a fully 
differential input signal range from 20 mV to 400 mV with an input frequency of 
250MHz.The |THD| value is above 42 dB for input amplitude voltage until 120 mV 
and a supply voltage of 1.26 V. For a supply voltage of 1.14 V the input amplitude 
voltage can go up to 200 mV for the |THD|. The circuit presents a better THD value 
for lower supply voltage. 

The DC gain increases approximately logarithmically (i.e. linearly in dB) with the 
supply voltage, from 0.66 dB to 2 dB, as shown in the Fig. 6. 

Figure 7 displays the cutoff bandwidth results. The better results are for the lower 
power supply voltage. Also, the input signal amplitude does not influence the 
bandwidth result. The power dissipation is only dependent on power supply voltage, 
as expected. Figure 8 shows that higher supply voltages originate higher power supply 
losses. Again, the variation of input signal amplitude does not influence the power 
dissipation. 
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Fig. 6. Low-frequency (DC) gain vs. supply voltage 

 

Fig. 7. Cutoff bandwidth vs. supply voltage 

 

Fig. 8. Power dissipation vs. supply voltage 
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5 Conclusions 

This paper presented a new CMOS buffer circuit topology for RF applications based 
on a fully-differential voltage-combiner circuit, operating at low-voltage. The 
proposed circuit uses a combination of CS and CD transistors. The simulation results 
show good levels of linearity and bandwidth. For improved THD the source 
degeneration method was employed. Using the proposed CS and CD fully-differential 
structure, the circuit achieves, in nominal conditions, a simulated gain of 1.54 dB, a 
bandwidth of 1.14 GHz for a total power dissipation of 13.34 mW. 
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Abstract. The advancement of CMOS technology led to the integration of more 
complex functions. In the particular of wireless transceivers, integrated LC 
tanks are becoming popular both for VCOs and integrated filters [1]. For RF 
applications the main challenge is still the design of integrated inductors with 
the maximum quality factor.  For that purpose, tapered, i.e., variable width 
inductors have been proposed in the literature. In this paper, analytical 
expressions for the determination the pi-model parameters, for the 
characterization of variable width integrated inductors are proposed. The 
expressions rely exclusively on geometrical and technological parameters, thus 
granting the rapid adaptation of the model to different technologies. The results 
obtained with the model are compared against simulation with ASITIC, showing 
errors below 10%. The model is then integrated into an optimization procedure 
where inductors with a quality factor improvement in the order of 20-30% are 
obtained, when compared with fixed width inductors. 

Keywords: Inductor layout optimization, variable metal width, integrated RF 
inductor. 

1 Introduction 

During the last years the worldwide market on communications has experienced an 
ever-growing demand for integrated systems with scaling down dimensions and 
increased functionality. In the particular case for RF communication circuits, 
integrated spiral inductors are widely used, notwithstanding their poor performance 
and their subsequent negative impact on the circuit efficiency at high frequencies. 
This poor performance is due to the large effect the technology parasitics have on the 
small value of inductance usually required. As a result, significant effort has been 
employed in investigating silicon planar inductors, their associated models and 
methods of improving their performance [1-3]. 

Regarding layout optimization, non-uniform metal width is proposed, as a way of 
increasing the inductor quality factor [4, 5]. The main objective of this methodology 
is to reduce the influence of magnetically induced losses in the inner turns of the 
spiral where the magnetic field reaches its maximum. By reducing the line width 
toward the center of the spiral a minimization of the series resistance of the inductor 
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coil, taking into account both Ohmic losses due to conduction currents, and 
magnetically induced losses due to Eddy currents, is obtained. Although several 
promising results have been reported, a fully analytical characterisation of the 
inductor, leading to perfect understanding of the device performance limitations, is 
needed so that optimized designs may be obtained. 

In this paper analytical expressions for the evaluation of the inductor model 
parameters are proposed. These expressions rely exclusively on technological 
parameters and on the geometrical characterization of each inductor segment. The 
proposed model is used for the optimization-based design of several inductors, where 
the advantage of using tapered topologies is well pointed out. 

The remaining of the paper is organized as follows. The novelty introduced by this 
paper, is highlighted in Section 2. In this section the basic inductor model is 
introduced and then, the adaptation of the model for variable width inductors is 
carefully described. Section 3 is dedicated to the description of several working 
examples. Finally, conclusions are offered in Section 4. 

2 Relationship to Internet of Things 

Internet of things relies on the interconnections of a large number of heterogeneous 
cooperating devices. The development of these devices has been made possible due to 
the rapid evolution of electronic technologies, enabling the implementation complex 
functions, in smaller and more rapid circuits. To cope with the necessity of 
minimizing the power consumption of such systems, new design methodologies must 
be adopted. In the particular case of communications services, RF integrated inductors 
are becoming popular elements. Yet, designing integrated inductors for RF 
applications is a challenging process where a set of correlated geometrical parameters 
must be obtained, leading to the need of using optimization-based design 
methodologies.  

The main objective of the work described is the optimization of the spiral inductors 
quality factor, by using variable width inductors.  

The novel contributions of this paper are as follows: 
 

• It proposes a set of analytical expressions for the evaluation of the pi-model 
parameters, for variable width integrated inductors. The proposed expressions 
depend exclusively on the technological parameters and on the geometric 
characterization of each segment of the inductor. 

• It proposes an efficient optimization-based design for nano-CMOS planar spiral 
inductor, based in analytical models, instead of using an electromagnetic 
simulation based approach; 
 

Since the proposed equations are an extension of the model used for fixed width 
inductors, next sub-section gives a brief description of this model. In subsection 2.2 the 
adequacy of the model to variable width inductors is carefully described. 
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2.1 Planar Spiral Inductor Pi-Model 

Several integrated inductor models have been introduced in the last years, as 
illustrated in Fig.1 [6] 

 

Fig. 1. Planar inductor lumped element models complexity versus accuracy trade-off 

The simplest one is the pi-model, which is widely used for inductors operating in a 
frequency range up to a few GHz. For the sake of simplicity, the pi-model, illustrated 
in Fig. 2.a., is adopted, where Ls, and Rs. account for the inductance and resistance of 
the spiral. The overlap between the spiral and the underpass allows direct capacitive 
coupling between the two terminals of the inductor. The feed-through part is modelled 
by Cs. Capacitor Cox represents the capacitance between the spiral and the substrate. 
Finally, Csi and Rsi account for the silicon substrate capacitance and resistance, 
respectively. 

a)               b)  

Fig. 2. a) Planar inductor pi-model;  b) Geometric parameters for a square inductor 

For the evaluation of the inductance, LS, several approaches have been proposed, 
based either on fitting processes to experimental values [7] or through physics-based 
equations [8], where 1⁄ . (1)
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Given that, ⁄ . (2.a)0.5 . (2.a)2 2 1 . (2.b)

Where n is the number of turns, s is the track-to-track distance, and w is the track 
width. Finally, k1 and k2, are coefficients allowing the model to be adapted to several 
inductor shapes. 

The evaluation of the spiral resistance, Rs, is obtained by [9] . (3)

Where, ⁄ . (4.a)2⁄ . (4.b)

And σ and t are the metal conductivity and thickness, respectively.  The metal length, l, 
is obtained with [10] ⁄ . (5)

And the skin depth, δ, may be determined by [11] 1⁄ . (6)

For the evaluation of the capacitance, Cs, all overlap capacitances are considered and 
given by [12]. ⁄ . (7)

Where εox is the oxide permittivity, nc is the number of overlaps and  is the 
oxide thickness between the spiral upper and lower metal. The parasitic capacitance, 
Cox, between the spiral metal and the silicon substrate, is estimated with [12] 0.5 ⁄ . (8)

Where tox is the thickness of the SiO2 between the inductor and the substrate and lw 
defines the area of the spiral. Finally the Substrate resistance, Rsi, and capacitance Csi, 
are obtained with 11 2 ⁄ . (9)0.5 ⁄ . (10)

Where σsi and hsi are the substrate conductivity and height, respectively. 
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Regarding the pi-model inductance, LS, a new way for evaluating dout must be 

adopted. Considering the basic matrixes in (12), (13), dout may be obtained by . (14)

For the evaluation of RS, (4.a) and (4.b) are replaced by 1 . (15.a)

 2 . (15.b)

For this purpose the two new matrix (15.a) and (15.b) are generated containing each 
segment geometrical information for Rdc and Rac 

… … … … … . 
 

(16)

… … … … … . (17)

Finally (8) , (9) and (10) are replaced by 12 · . (18)

2 1 . 
 

(19)
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12 · . (20)

For which an auxiliary matrix containing the area of each segment is considered. 

3 Variable Inductor Working Example 

In order to confirm the validity of the proposed layout optimization method, a set of 
square spiral inductors has been designed. Three examples, considering the design of 
1nH, 1.5nH and 2nH inductors at a working frequency of 1GHz will be presented. In 
all examples the technological parameters shown in Table 1 were used  

Table 1. UMC130 – Technological Parameters 

Parameter Value Parameter Value 

εο 8.85e-12 tox(μm) 600 

εr 1.0 Csub (F/m2) 4.0e-6 

σ (Ωm)  1/2.65e-8 Gsub (S/m2) 2.43e5 
 

For the model validation a comparison between results obtained with variable 
width design, against fixed width designs, for an approximately equal area, is 
presented.  The layout parameters were evaluated according to the constraints in 
Table 2 

Table 2. Spiral Inductor Design Constraints 

Parameter Min Step Max 

w (µm) 5.0 0.5 100.0 

Δw (µm) 1 0.25 - 

 s(µm) 1.5 - - 

din (µm) 20.0 0.5 200.0 

N 1.5 1.0 15.5 

dout - - 500 

A. Example 1 – Inductor with 1 nH 

In this example a spiral inductor of 1nH was considered. The results obtained for a 
fixed width layout as well as for Δw of 1.25µm, 1.5µm and 1.75µm are represented in 
Table 2. Also in the same table, the simulation results obtained with ASITIC for each 
case are represented. 
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Table 3. Optimization Results for 1nH Inductor with several Δw 

Ind Δw 

(µm) 

w 

(µm) 

din  

(µm) 

n dout 

(µm) 

L (nH) Q Q. 

Model Asitic εL  Model Asitic εQ  Impr. 

1 0 13.8 68.8 2.5 157 1 1.07 6.3% 6.94 6.28 10.5%  

2 1.25 7.5 41.3 3 154 0.998 1.06 5.4% 8.07 8.24 1.7% 16% 

3 1.5 7.25 39.8 3 161 0.999 1.04 4.3% 8.57 8.53 0.5% 23% 

4 1.75 5.75 40.3 3 162 1.01 1.04 2.5% 8.52 8.16 4.4% 23% 

 
In the last column the relative improvement in the quality factor from using 

incremental width is given.   

B. Example 2 – Inductor with 1.5nH 

In this example a spiral inductor of 1.5nH was considered. The results obtained for a 
fixed width layout as well as for Δw of 2µm, 2.5µm and 3.0 µm are represented in 
Table 2. Also in the same table, the simulation results obtained with ASITIC for each 
case are represented. 

Table 4. Optimization Results for 1.5 nH Inductor with several Δw 

Ind Δw  

(µm) 

w  

(µm) 

din 

 (µm) 

n dout  

(µm) 

L (nH) Q Q  

Model Asitic εL  Model Asitic εQ  impr 

1 0 20.3 10.3 2.5 231 1.5 1.62 7.6% 10.1 9.27 9.0%  

   2 2 11.5 61.3 3 233 1.5 1.58 5.2% 12.29 12.61 2.6% 22% 

3 2.5 6.25 64.3 3 221 1.5 1.52 1.6% 11.07 10.59 4.6% 9% 

4 3 8.75 58 3 253 1.51 1.54 1.8% 13.44 12.74 5.5% 33% 

 

C. Example 3 – Inductor with 2nH 

In the last example a spiral inductor of 2.0nH was considered. The results obtained for 
a fixed width layout as well as for Δw of 2µm, 2.5µm and 3.0µm are represented in 
Table 2. Also in the same table, the simulation results obtained with ASITIC for each 
case are represented. 

Table 5. Optimization Results for 1.5 nH Inductor with several Δw 

Ind Δw  

(µm) 

w  

(µm) 

din 

 (µm) 

n dout  

(µm) 

L (nH) Q Q  

Model Asitic εL  Model Asitic εQ  impr 

1 0 25.8 137 2.5 297 2 2.16 7.6% 12.72 11.62 9.4%  

   2 2.75 12.5 85 3 296 2 2.1 4.8% 15.03 15.21 1.2% 18% 

3 3 9.75 86.3 3 288 2 2.05 2.6% 14.39 14.19 1.4% 13% 

4 3.75 10.3 80.5 3 317 2 2.05 2.6% 16.14 15.34 5.2% 27% 
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4 Conclusions 

In this paper the analytical expressions for the evaluation of integrated inductor pi-
model parameters was proposed. This expressions consider variable width square 
inductors, were each segment shows a constant increment of width. The validity of 
the model was shown through three working examples considering the design of 
1.0nH, 1.5nH and 2.0nH inductors at a working frequency of 1GHz.  From the 
examples presented a quality factor improvement in the order of 20% to 30% may be 
obtained, by using variable width. 

Should higher frequency of operation be envisaged, a more accurate inductor, such 
as 2-pi-model should be used. The adaptation of the proposed equations to the 2-pi-
model is under test.  
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Use of a-SiC:H Semiconductor-Based Transducer  
for Glucose Sensing through FRET Analysis 
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Abstract. Glucose sensing is an issue with great interest in medical and 
biological applications. One possible approach to glucose detection takes 
advantage of measuring changes in fluorescence resonance energy transfer 
(FRET) between a fluorescent donor and an acceptor within a protein which 
undergoes glucose-induced changes in conformation. This demands the 
detection of fluorescent signals in the visible spectrum. In this paper we 
analyzed the emission spectrum obtained from fluorescent labels attached to a 
protein which changes its conformation in the presence of glucose using a 
commercial spectrofluorometer. Different glucose nanosensors were used to 
measure the output spectra with fluorescent signals located at the cyan and 
yellow bands of the spectrum. A new device is presented based on multilayered 
a-SiC:H heterostructures to detect identical transient visible signals. The 
transducer consists of a p-i'(a-SiC:H)-n/p-i(a-Si:H)-n heterostructure optimized 
for the detection of the fluorescence resonance energy transfer between 
fluorophores with excitation in the violet (400 nm) and emissions in the cyan 
(470 nm) and yellow (588 nm) range of the spectrum. Results show that the 
device photocurrent signal measured under reverse bias and using appropriate 
steady state optical bias, allows the separate detection of the cyan and yellow 
fluorescence signals.presented.  

Keywords: Glucose sensing, FRET, nanosensors, fluorescence proteins, a-
SiC:H photodiodes, multilayered heterostructures, optical sensors. 

1 Introduction 

There is a great scientific and medical interest to develop suitable technology for 
continuous in vivo glucose monitoring in patients with diabetes mellitus. There are 
several problems with existing devices based on electrochemistry which have 
encouraged alternative approaches to glucose sensing in recent years. An approach 
based on fluorescence intensity and lifetime, has special advantages, including 
sensitivity and the potential for non-invasive measurement when near infrared light is 
used. Such techniques include measuring changes in fluorescence resonance energy 
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transfer (FRET) between a fluorescent donor and an acceptor within a protein which 
undergoes glucose-induced changes in conformation [1]. First fluorescence excitation 
is performed at the donor wavelength. As the protein changes its conformation the 
donor and acceptor fluorophores, attached to the protein, change their distance. When 
the distance between fluorophores is reduced the donor transfers energy to the 
acceptor through nonradiative dipole–dipole coupling. The energy transfer causes on 
one hand a decrease in intensity at the donor emission wavelength and on the other an 
increase in intensity at the acceptor emission wavelength. Such variation in the 
emission spectrum can be used to detect and measure the concentration of glucose in 
the sample. 

In this paper we use a-SiC:H optical devices to detect the cyan and yellow 
emission signals of fluorescent proteins. The transducer consists of two 
heterostructures based on a-SiC:H/a-Si:H optimized for the detection of the 
fluorescence emissions at wavelengths 470 nm (cyan) and 588 nm (yellow) [2]. 

2 Contribution to Internet of Things 

Internet of Things refers to the concept of expanding the communication among 
things. This will bring the ability of objects behaviour to change due to what they 
access through the Internet. In a FRET based sensor with a wireless system, a warning 
or emergency message could be generated and sent in a multicast network. This same 
message would be received by the nearest hospital and by a patient transportation 
system and also by the patient’s doctor cell phone. Another scenario would be a 
feedback response based on the transmitted values which would tell the patient what 
to do. 

Devices based on new materials for glucose sensing are an important contribution 
to the future development of the Internet of Things. 

3 Materials and Methods 

The following recombinant plasmids were purchased from Addgene (USA): 13561 
pRSET FLIPglu-2uDelta13 and 13660 pRSET FLIPglu-3.2mDelta13. Luria Bertani 
culture medium, iminodiacetic acid, epichlrohydrin, butanodioldiglycidyl ether and 
ampicillin were obtained from Sigma Chemical Company (USA) and Sepharose 6B, 
Sepharose CL 4B, and Sepharose CL 6B were purchased from GE HealthCare 
(Sweden).  

All cell-free extracts of recombinant E. coli strains were assayed for protein by 
using the Coomassie blue dye binding method. 

The recombinant plasmids were used to transform E. coli DH5αstrain which was 

grown overnight in Luria Bertani (LB) culture medium containing 100 μg/ ml of 
ampicillin at 37ºC and 180 rpm as described previously [1]. The cultures were 
harvested by centrifugation at 10.000 rpm for 1 min. at 4ºC and the cells were 
ressuspended in 2 volumes of 20 mM phosphate buffer pH 7.0 containing 1 mM 
benzamidine and sonicated five times for 30 s at 160 W with an interval of 5 min. The 
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cell-suspension was centrifuged at 20.000 rpm for 1 h to remove cell debris and the 
supernatant was frozen at -20ºC for further studies. The cell-free extract was used as 
the source of glucose binding protein which was purified by immobilized metal 
affinity chromatography (IMAC) on immobilized copper chelates as described 
previously [3]. 

Fluorescence measurements were carried out in a Jasco FP-8300 
spectrofluorometer equipped with the standard 10 mm cuvette holder. 

Wavelength scans were performed on all glucose binding protein variants to 
determine excitation and emission peaks. Spectra were collected from 450-700 nm 
using the following configuration: bandwidth (excitation/emission) – 5 nm; excitation 
wavelength - 433 nm, data pitch – 0.2 nm, scanning speed – 125 nm/min. 

Unless otherwise stated, the fluorescent intensity per unit protein was determined 
with the samples diluted in 20 mM sodium phosphate buffer pH. 7.0 with excitation 
and emission set at 433 nm and 485 and 528 nm, respectively. Glucose solutions were 
prepared in 20 mM phosphate buffer pH 7.0 containing 1 mM benzamidine which 
were added to the cell-free extract containing the glucose binding protein variants to a 
final concentration of 100 mM as follows: pRSET FLIPglu-2uDelta13 and pRSET 
FLIPglu-3.2mDelta13. Representative scans of the prepared glucose nanosensors are 
shown in Figure 1.  
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Fig. 1. Emission spectra for glucose nanosensors scanned during 12 minutes for: a) 13660 
pRSET FLIPglu-3.2mDelta13 and b) 13561 pRSET FLIPglu-2uDelta13 

In both spectra it is clear the presence of fluorescent emissions with peaks at the 
cyan and yellow regions. The observed spectrum changes along the reaction time are 
due to the induced conformation changes of the fluorescent proteins that stabilize 
after a few minutes. The correlation of these changes with time is probably related to 
the use of cellular extracts in our samples. The saturation curves are related to the 
glucose sensor concentration of the sample. Results show also that when the reaction 
is complete and saturation occurs the emission spectrum of both sensors exhibit 
similar trends. However, the cyan peak is more evident in glucose nanosensor pRSET 
FLIPglu-3.2mDelta13. 
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4 Device Configuration 

The device described herein works from 400 to 700 nm which makes it suitable for 
FRET applications using fluorophore operating in the visible spectrum. The device is 
a multilayered heterostructure based on a-Si:H and a-SiC:H. The configuration of the 
device includes two stacked p-i-n structures between two electrical and transparent 
contacts (Fig. 2). Both front (pin1) and back (pin2) structures act as optical filters 
confining, respectively, the short and the long optical carriers, while the intermediate 
wavelengths are absorbed across both [4,5]. 

 
Fig. 2. Simplified schematic diagram of the structure of the device 

The device was operated within the visible range using as optical signals to 
simulate the emitted fluorescent signals of the recombinant plasmids from E. coli 
strains (yellow and cyan) the modulated supplied by a cyan and a yellow LED with 
wavelengths of 470 nm and 588 nm, respectively. Steady state optical bias of different 
wavelength from the front and back sides was also used for light soaking the device.  

4.1 Spectral Sensitivity 

Figure 3 displays the spectral photocurrent, measured along the visible spectrum, 
under reverse bias without and with optical light bias focusing the device from back 
and front sides.  
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Fig. 3. Spectral photocurrent under dark conditions and using steady state light of different 
wavelengths by: a) front and b) back sides of the device 
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Results of Fig. 3a) show that the use of steady state light bias from the front side, 
i.e., from the a-SiC:H structure, enhances the photocurrent in the range of 
wavelengths longer than 500 nm when using background light of short wavelength 
(400 nm, 470 nm and 524 nm). For optical bias of longer wavelengths (588 nm and 
626 nm) the photocurrent signal is decreased. On the remaining part of the spectrum 
an opposite behavior is observed as the amplification effect occurs for longer light 
bias wavelengths and the reduction of the signal for shorter wavelengths. Thus, the 
use of a 400 nm light source as optical bias amplifies both cyan and yellow 
fluorescent. On the other hand, the optical biasing from the back side (a-Si:H) is not 
so much dependent on the background light wavelength (Fig. 3b). Generally, in the 
range of wavelengths shorter than 480 nm it is observed an increase of the signal for 
every background, and a decrease in the complementary range. The enhancement of 
the photocurrent signal using different optical bias for the background light result is 
an effective method for tuning the device sensitivity and detecting the emission 
fluorescent wavelengths. 

4.2 Transfer Function of Each Fluorescent Optical Signal 

The photocurrent signal obtained at reverse electric bias (-8 V) with (dark lines) and 
without background light (violet at 400 nm from the front side and cyan at 470 nm 
from the back side) is displayed in Fig. 4 for simulated fluorescent optical signals 
(cyan and yellow emissions, respectively, at 470 nm and 588 nm).  
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Fig. 4. Photocurrent signal obtained at reverse bias without and under different background 
lights with the: a) cyan (470 nm) and b) yellow (588 nm) signals 

As already indicated by the spectral photocurrent measurements of Fig. 4 the same 
wavelength is focusing on the device back side. The use of violet light from the front 
side has a negligible effect on this signal. For the yellow emission at 588 nm the 
effect of the background light is opposite. The violet steady state light from the front 
side causes a large amplification of the photocurrent (amplification factor about 4 
times) and at the same time the cyan light from the back side reduces the signal by 
half. This amplification mechanism is useful for the determination of each fluorescent 
signal contribution to the whole output signal. With cyan background light from the 
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back side the cyan fluorescent signal is enhanced and the yellow one reduced. On the 
other hand violet background from the front side will increase the photocurrent 
component due to the yellow signal. 

4.3 Transfer Function of a FRET Optical Signal 

Several time dependent wavelength combinations of both fluorescent pulsed input 
optical signals (at 470 nm and 588 nm) were used to generate a multiplexed signal in 
the device. The output photocurrents, with and without optical background light are 
displayed in Figure 5. The reference level was assumed to be the signal when all the 
input optical signal channels are OFF. At the top of the figure, the individual optical 
signals are displayed to guide the eyes in relation to the different ON-OFF states. In 
both chromatic sequences it is clearly observed that the shape of the photocurrent 
signal measured under dark (black line) exhibits four threshold levels, each assigned 
to the correspondent optical conditions of the input signals. The ON-ON state 
corresponds to the maximum intensity of light bias, while the ON-OFF and OFF-ON 
to a lower intensity and the OFF-OFF to the dark conditions. 
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Fig. 5. Output photocurrent signals without (ФL=0) and with optical bias (violet light at 400 nm 
from the front side, and cyan light at 400 nm from the back side) of two different optical signals 
waveforms (shown at the top of the figure) 

However, when the device is optically biased the output photocurrent changes 
enhancing the presence of each input fluorescent optical signal. In both sequences of 
Fig. 5 the shape of the photocurrent, measured by soaking the device with violet light 
by the front side, follows the shape of the yellow fluorescent signal). Whenever the 
yellow optical signal is ON, the measured photocurrent is higher than its 
correspondent without optical bias. On the other hand, the use of cyan optical bias by 
the device back side results in an output signal that follows the cyan fluorescent 
emission, which allows the recognition of the presence of this fluorescent signal. 
Thus, the proper optical bias of the device through the choice of light wavelength and 
the device soaking light side results in the correct tuning of each fluorescence signal. 
These features allow immediate decoding of both yellow and cyan emitted signals.  
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5 Electrical Model 

Based on the experimental results and device configuration an optoelectronic model 
was developed [6]. The device was modeled by a two single-tuned stages circuit with 
two variable capacitors and interconnected phototransistors through a resistor (Fig. 
6a). Two optical gate connections ascribed to the different light penetration depths 
across the front and back phototransistors were considered to allow independent 
yellow and cyan optical signals transmission. 
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Fig. 6. a) Simplified ac equivalent electrical circuit of the device. b) Simulated photocurrent 
signal (symbols), input channels (dash lines) and experimental signal (solid lines): under 
reverse bias (-8 V) and red optical bias (624 nm). 

The operation is based upon the following principle: the flow of current through 
the resistor connecting the two front and back transistor bases is proportional to the 
difference in the voltages across both capacitors (charge storage buckets). So, it uses a 
changing capacitance to control the power delivered to the load acting as a state 
variable filter circuit. In Figure 6b the simulated current without and under red 
backgrounds is displayed (symbols) using the same test signal of Fig. 5a. The input 
channels are also displayed (lines). To simulate the red background, current sources 
intensities (input channels) were multiplied by the on/off ratio between the input 
channels with and without red optical bias. Good agreement between experimental 
and simulated data was observed. The four expected levels, under reversed bias, and 
their reduction under red irradiation, are clearly seen. Under red background the 
expected optical amplification of the cyan channel and the quenching of the yellow 
one were observed due to the effect of the active multiple-feedback filter when the 
back diode is light triggered. 

6 Conclusions 

We present a novel device semiconductor based on an a-SiC:H p-i-n/p-i-n 
heterostructures for the detection of optical signals near the cyan and yellow regions 
of the visible spectrum, which can be used for the detection of the emission signals 
used in the FRET technique. We used a commercial spectrofluorometer to measure 
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the fluorescent signal emitted by recombinant plasmids from E. coli strain, which 
showed emission peaks at the cyan and yellow bands of the visible spectrum 
accordingly to the conformation changes suffered by the fluorescent proteins. 
Simultaneously different modulated optical signals were used to simulate the 
emission signals of the glucose nanosensors. The output emission spectrum was 
analyzed by reading out the photocurrent generated by the device under reverse bias 
and using different wavelengths of background light to soak the device from the front 
and back side. The influence of the fluorescent emission optical signals on the output 
photocurrent was also analyzed. Future work comprises the use of lower power 
intensities for the simulated emission signals in order to reach the same range of the 
ones produced during the FRET phenomenon. In a further stage tests with the 
emission fluorescence signals of the prepared recombinant plasmids from E. coli 
strain with the semiconductor device and the quantification of the glucose 
concentration from the changes in the measured spectra. 
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Abstract. This paper presents a 3rd order 1.5-bit Continuous-Time Fully 
Differential Ʃ∆ modulator with distributed feedback for a class D audio 
amplifier, using BJT differential pairs to implement the integrator stages. By 
relying on simple gain blocks instead of operational amplifiers to build the loop 
filter, a simpler overall circuit is obtained, where the non-ideal effects are 
embedded in the loop filter transfer function. This leads to a more difficult 
design process for the loop filter circuit, solved through the use of an 
optimization procedure based on genetic algorithms. Simulations of the 
electrical circuit show that it is capable of achieving a SNDR value of 73.4 dB 
and THD+N of about -80 dB for a signal bandwidth of 20 kHz and a sampling 
frequency of 1.28 MHz. 

Keywords: Audio, Continuous-Time Sigma-Delta (Ʃ∆), Class D Amplifier, 
Differential Pair. 

1 Introduction 

Over the years, there is a growing concern with the energy efficiency of electronic 
appliances, due to the global sustainability issue. Audio amplifiers are one example 
where the efficiency can be improved. They amplify input audio signals in order to 
drive output elements with suitable volume and power levels, with low distortion.  

Class AB audio amplifiers have a maximum theoretical efficiency of 78.5% [1]. 
Class D amplifiers, due to their output power devices operating as switches, can reach 
an efficiency of 100% in theory. Given this fact, Class D amplifiers are the best 
solution in terms of efficiency for audio power amplifiers. 

In order to generate the digital control signal for the power output devices of a 
Class D amplifier, it is necessary to convert the input analog signal into a digital 
signal. To do this, an Analog-to-Digital Converter (ADC) is employed. Sigma-Delta 
modulators ( ∆Ms) poise themselves as the best option for low frequency, high-
resolution applications, given their native linearity, robust analog implementation and 
reduced anti-aliasing filtering requirements [2], [3]. 
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 ∆Ms work by using negative feedback to reduce the quantization error, where a 
filter circuit is placed before the quantizer in order to define the frequency band where 
the quantization error is attenuated. This filter is traditionally built using ideal 
integrator stages, which are implemented with operational amplifiers (Op-Amps) in 
an integrator configuration [4]-[6]. These Op-Amps require a large DC gain and 
bandwidth in order for the behavior of the integrator circuits to be close to the ideal 
integrator behavior. This can result in a complex Op-Amp circuit that is difficult to 
design and can dissipate a lot of power. If the  ∆M is built using discrete components, 
it is also difficult to find fully differential Op-Amps as discrete components, resulting 
in a circuit that uses a single ended topology with all the disadvantages associated. By 
replacing the Op-Amps with differential pairs, it is possible to build an equivalent 
filter circuit for the  ∆M using lossy integrators. The finite gain and bandwidth of the 
differential pairs can be accommodated during the filter design process. 

This paper presents a 3rd order 1.5-bit fully differential continuous-time (CT)  ∆M 
with distributed feedback for use in a Class D full-bridge audio power amplifier, 
where the CT integrators are based on bipolar-junction-transistor (BJT) differential 
pairs. Since this is a CT- ∆M, discrete components are used, favoring the use of BJTs 
over CMOS technology. 

2 Relationship to Internet of Things 

The work presented in this paper can contribute to the future development of the 
Internet of Things, since it can provide energy efficient communication, through the 
reliable transmission of information, when this information is an audio signal. 

As stated in chapter I, Class D amplifiers that use  ∆Ms to transform the analog 
input signal into a digital signal, tend to achieve nearly 100% efficiency, while 
preserving linearity and providing a robust analog implementation. 

A high performance can be attained through the use of  ∆Ms, since they trade 
speed for accuracy. This high performance is achieved with low sensitivity to analog 
component imperfections and without requiring component trimming [7]. 

3 Class D Amplifiers Using Sigma-Delta Modulation 

The basic block diagram of a Class D amplifier is shown in Fig. 1. The input audio 
signal is modulated into a digital control signal which drives the power devices in the 
output stage. This signal can be modulated, normally, using pulse-width modulation 
(PWM) or pulse-density modulation (PDM). The output stage can be implemented 
using a half-bridge or a full-bridge topology. 

 

Fig. 1. Class D open-loop amplifier block diagram 
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When using a  ∆M, the digital control signal is modulated using a PDM signal. 
The number of pulses in a given time window is proportional to the average value of 
the input audio signal during that time interval. The quantization error generated in 
this process is averaged out, since it is fed back negatively in the  ∆ process loop. 

Class D amplifiers dissipate less power than traditional Class A/B/AB amplifiers, 
since the output stage devices operate as switches that alternate between the positive 
and negative power supplies (thus generating a train of voltage pulses). Therefore, 
they have zero current when in the “off” state and low voltage when conducting. 

The output lowpass filter is used to remove high frequency components (that 
would increase the electromagnetic energy radiated by the amplifier) of the output 
signal, that occur due to the binary switching of the output devices.  ∆Ms are A/D and D/A converters that operate with sampling frequencies much 
larger than the Nyquist frequency, trading conversion time for resolution. They are 
capable of increasing the signal-to-noise ratio (SNR) by filtering out quantization 
noise outside of the signal bandwidth.  ∆Ms are a feedback-type system, and as such, 
could become unstable.  ∆Ms with a maximum order of 2 are inherently stable. The 
stability of higher-order 1-bit modulators is of critical concern, since they include a  
1-bit quantizer which only has 2 feedback levels. 

4 3rd Order Continuous-Time Ʃ∆ Modulator Based on 
Differential Pairs 

When designing a  ∆M, choosing the order and the sampling frequency are the first 
steps. As stated in section 3,  ∆Ms with orders higher than 2, if not designed properly, 
could result in an unstable system. In [8], a design procedure is presented that 
determines the optimal coefficients for a stable high-order  ∆M built using ideal 
integrator blocks. 

The goal of this paper is to design a  ∆M optimized for an audio amplifier. A 
signal bandwidth of 20 kHz is chosen, since this is a standard value used for audio 
signals. To reduce the influence of the non-ideal effects in the output devices during 
the switching, a low sampling frequency must be used.  

An ideal 3rd order ΣΔM (assuming that will be stable) with an oversampling ratio 
(OSR) value of 32 could theoretically produce a signal-to-noise-plus-distortion ratio 
(SNDR) value of around 95 dB. For the considered signal bandwidth, this results in a 
sampling frequency f  of 1.28 MHz. However, due to the inherent instability of the 
modulator, the SNDR value could drop to 64 dB [8]. 

4.1 1.5-Bit Ʃ∆ Modulator with Distributed Feedback and Ideal Integrators 

The block diagram of a 3rd order 1.5-bit  ∆M with distributed feedback is shown in 
Fig. 2. The signal transfer function (STF) and the noise transfer function (NTF) of this 
modulator are given by (1). As expected they are a 3rd order transfer function. 
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Fig. 2. Block diagram of a 3rd order 1.5-bit Ʃ∆M with distributed feedback 

· ·      · ·  (1) 

The values of the coefficients ,  and  are determined, through numeric 
computing software (e. g. MATLAB®), in order to implement the desired filtering 
function e. g. a Butterworth filter. The cut-off frequency of the filter is selected as a 
trade-off between stability of the modulator (lower cut-off frequency value) and 
increased SNDR value of the modulator (larger cut-off frequency value) [8]. 

By using a 1.5-bit quantizer (3 levels) instead of a 1-bit quantizer (2 levels), the 
linearity of the feedback path in the modulator is improved. This results in a more 
stable loop and in a decrease of unnecessary switching of the output stage. This will 
lead to a higher SNDR value than what would be obtained if a 3rd order 1-bit  ∆M 
was used. 

4.2 Integrating Differential Pairs 

An inherent advantage of differential pairs is that they are a fully-differential circuit. 
Due to its symmetry, the differential output voltage of this circuit does not depend on 
the input common-mode voltage, leading to a high common-mode rejection ratio 
(CMRR). However, although the output is independent from the input common-mode 
voltage, the differential pair transistors must be biased to operate in the active region. 
This imposes limits to the input common-mode range [9]. If exceeded, the circuit will 
present nonlinearities, leading to distortion. 

Differential pairs have an advantage that results from their symmetry: even order 
harmonics tend to be cancelled, since even order terms are canceled. Thus, the quality 
of the circuit will be determined by the third order harmonic (and subsequent odd 
harmonics). The basic building block for the ΣΔM will be the integrating differential 
pair circuit presented in Fig. 3. The supply voltages used were of ± 5V. 

Both capacitors C ,  perform the integration operation, while resistors RC ,  define 
both the gain and the output common mode DC voltage, set in this circuit to 2.5 V 
(half of the positive supply voltage), to ensure that following integrator stages and 
their BJT are properly biased. Feedback resistors Rf ,  add the output signal to the 
input signal ( ). Both input resistors (R , ) limit the voltage applied to the base of 
the BJT, ensuring that it is low enough to prevent saturation. The biasing current 
source, , is implemented by a basic current mirror. 
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(a) (b) 

Fig. 3. Schematic of the integrator Differential Pair (NPN) (a) and Symbolic View (b) 

Using the Kirchhoff’s current law (KCL) applied to the small signal model; it is 
possible to obtain the output differential voltage equation of this circuit (2). 

 (2) 

Capacitors C  and C  behave like Miller capacitors, introducing an additional zero to 
the circuit. Since the sampling frequency value is low, this zero does not cause a 
problem because its value is much larger than f . 

The common-mode output voltage of the circuit is larger (2.5 V) than the common 
mode input voltage (0 V). Therefore, it is necessary to use a complementary version 
of the circuit in Fig. 3 based on PNP transistors. This complementary circuit has a 
common mode input voltage of 2.5 V and a common mode output voltage of 0 V. 
Thus, a PNP integrator stage should be preceded by a NPN integrator stage and 
followed by another NPN integrator stage and so forth. 

In order to reduce distortion in the circuit, the signal amplitude at the base of each 
BJT should be small (below 50 mV [9]) to ensure that no transistor saturates (thus 
reducing distortion). This condition must be met during the filter design process, 
using available degrees of freedom from the design variables. 

4.3 1.5-Bit ADC 

To achieve 1.5-bit quantization (three levels), the integrator output voltages must be 
compared with a certain threshold voltage (∆V V 0). Since the design in 
question is fully-differential, the circuit in Fig. 4 was used in order to avoid using 
many comparators. The threshold voltage is generated through a voltage divider 
between the V  voltages and two reference voltages (here denoted as VR , ). The logic 
codification of the 1.5-bit quantizer is shown next to the 1.5-bit ADC (Fig. 4). The 
equation that represents this ADC is given by (3). ∆ ∆ ∆  (3) 
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Rearranging the right side of (3), it follows that, ∆ ∆  (4) 

which is similar to ∆V V . Thus, ∆  (5) 

From (5), it is possible to obtain the relation between R  and R , for a given V , VR  
and VR . This V  voltage is determined through simulations of the proposed 
architecture in order to obtain the optimum SNDR value. 

 

Fig. 4. Fully Differential 1.5 bit ADC 

4.4 Filter Design 

For a 3rd order  ∆M, three integrator stages are used, resulting in the circuit of Fig. 5. 
The denominator of the transfer function of this architecture will be similar to the one 
in Eq. (1). The transfer function of the circuit is very complex and impossible to be 
fully presented in this paper. By equating this denominator to the coefficients 
obtained when designing the 3rd order Butterworth filter with a certain cut-off 
frequency, it is possible to obtain the optimal values for the feedback resistors 
(Rf , ). In order to do so, some component values have to be assumed, like the 
capacitors and the R  resistors. 

 

Fig. 5. 3rd Order 1.5-bit CT Fully Differential Ʃ∆M implementation 

 

  State   
0 0 x 0 0 
0 1 +1 0 1 
1 0 -1 1 0 
1 1 0 0 0 
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Although fairly accurate, this is a long and time-consuming method. So, the sizing 
of the 3rd order  ∆M was performed through the use of a genetic algorithm, proposed 
in [10], where quantization noise, voltage swing variations and stability of the 
modulator are taken into account. This sizing also considers sensitivity to component 
variations. The values for the components of the circuit obtained after the sizing 
process are shown next in Table I, the biasing current is 5 mA. The reference voltages 
of the 1.5-bit ADC (VR  and VR ) are +5 V and -5 V respectively. 

Table 1. Component Values 

Component Value Units , , ,  0.47 nF R ,  42.136 kΩ R ,  1.227 kΩ R ,  3.741 kΩ Rf ,  67.634 kΩ Rf ,  24.673 kΩ Rf ,  27.694 kΩ R , R ,  1 kΩ R ,  3 kΩ R 54 Ω R 5 kΩ 

5 Simulations and Results 

Fig. 5 shows the circuit implementation of the proposed architecture and its sizing is 
shown in Table I. Electrical simulations of the complete circuit were performed for 
different input amplitudes. The resulting output spectrum for an input signal of 1 V 
(0.707 Vrms) is shown in Fig. 6 (a) and the SNDR as a function of the input voltage is 
plotted in Fig. 6 (b). 

  
(a) (b) 

Fig. 6. Output spectrum of the architecture (Blackman-Harris window with 216 points) (a) and 
obtained SNDR as a function of the input voltage (dBV) (b) 
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The electrical simulation results show that for a signal bandwidth of 20 kHz and a 
sampling frequency of 1.28 MHz, a maximum SNDR value of 73.4 dB was obtained. 
The Total Harmonic Distortion plus noise (THD+N) obtained is about -80 dB. 

6 Conclusions  

This paper presented a 3rd order 1.5-bit CT Fully Differential  ∆M, where the 
integrators that compose the circuit were realized through basic BJT differential pairs, 
against traditional Op-Amp methodology that is more costly. 

When compared to  ∆Ms implemented with Op-Amps, this architecture can reach 
a similar performance and this poses as an improvement, since cheaper circuits can be 
used while designing a more efficient circuit. 

Simulation results of the electrical circuit show that a SNDR of 73.4 dB is 
obtained, for a signal bandwidth of 20 kHz and a sampling frequency of 1.28 MHz. 
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Abstract. This paper deals with system-level optimization of a digital-to-analog 
converter (DAC) for hearing-aid audio Class D output stage. We discuss the ΣΔ 
modulator system-level design parameters – the order, the oversampling ratio 
(OSR) and the number of bits in the quantizer. We show that combining a 
reduction of the OSR with an increase of the order results in considerable power 
savings while the audio quality is kept. For further savings in the ΣΔ modulator, 
overdesign and subsequent coarse coefficient quantization are used. A figure of 
merit (FOM) is introduced to confirm this optimization approach by comparing 
two ΣΔ modulator designs. The proposed optimization has impact on the whole 
hearing-aid audio back-end system including less hardware in the interpolation 
filter and half the switching rate in the digital-pulse-width-modulation (DPWM) 
block and Class D output stage.  

Keywords: Sigma-Delta Modulator, Digital-to-Analog Converter, Interpolation 
Filter, Class D, Hearing Aid, Low Voltage, Low Power. 

1 1   Introduction 

The hearing-aids of today are devices where strict specifications are applied. High audio 
quality and the need for longer operation time combined with the desire to shrink the 
size of the hearing-aid devices to make it virtually invisible leaves less space for  
the battery and integrated circuits. These demands contradict each another, making the 
current consumption of the electronics inside the hearing-aid one of the crucial 
parameters for the design. To find the optimum balance between the design parameters 
in every part of a hearing-aid device is therefore of vital importance. This includes the 
back-end of the audio signal processing path (see Fig.1). As part of the digital-to-analog 
conversion a digital ΣΔ modulator is usually used in audio applications. Due to the 
oversampling nature of the ΣΔ modulator an interpolation filter is needed prior to the 
modulator. In the case of a multi-bit ΣΔ  modulator, to be able to connect the output of 
the ΣΔ modulator to the input of the Class D output-stage a DPWM block that turns the 
ΣΔ signal into pulse width modulation, is needed. The Class D output stage is usually 
implemented as an H-bridge (schematic in Fig.1 is simplified). This paper deals with 
optimization of such a back-end system resulting in considerable power savings 
compared to the design of [1]. In Section 2, design specifications for the ΣΔ modulator 
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intended for hearing-aid application are discussed. A figure of merit (FOM) that allows 
relative comparison of ΣΔ modulators and estimation of power savings is introduced 
here too. In Section 3, optimization approach is proposed. In Section 4 two ΣΔ 
modulator designs are compared as an example of the optimization approach. Finally, 
the conclusions can be found in Section 5. 

2 Contribution to Internet of Things 

In the future the Internet will become even more important part of our daily life. 
Multimedia information will be delivered to our portable electronic devices. This will 
require audio readout “on the fly” of the internet content, low power digital signal 
processing and amplification inside an ear-plug. In this work we propose how such 
signal processing can be done in a more power efficient way.   

3 Design Specifications and Figure of Merit 

A thorough discussion on hearing-aid audio back-end system specification and the ΣΔ 
modulator is provided in [1]. The band-width (BW) of high-end hearing aids is a 
trade-off between ensuring sufficient sound quality and the limited power available 
and is normally around 10 kHz. In order to fulfill the Nyquist criterion the sampling 
frequency at the input of the back-end system is fs_in > (2 * BW) = 20 kHz. In the case 
of this work we use 44.1 kHz / 2 = 22.05 kHz [1]. Also in this work we assume ideal 
16 bit quantization of the back-end system input signal [2].  This results in signal-to-
quantization-noise ratio (SQNR) = 98 dB. The input signal of the back-end is then up-
sampled using an interpolation filter [2] and passed to the ΣΔ modulator. The 
interpolation filter in [2] consists of 4 stages (FIR filter, half-band filter, 1st order 
Sinc filter, 3rd order Sinc filter) and is used to up-sample the input signal 64 times. 
Another requirement in this work is the signal-to-noise-and-distortion ratio (SNDR) at 
the total output of the back-end of 90 dB. The interpolation filter and the ΣΔ 
modulator are designed to keep the quality of the audio signal at SNDR = 98 dB so 
that a margin of 8 dB is left for the performance reduction introduced by the output 
stage. Note that we are dealing with a digital ΣΔ modulator in this work and we treat 
it as a digital filter. This allows us to adopt the idea for a FOM from [3, 4] by 
counting the number of adders in the design. Unlike in the case of the interpolation 
filter the number of bits does not have to be the same for all the adders in a ΣΔ 
modulator. We have to take this fact into account and propose FOM so that the 
number of bits of individual adders is included. This leads us to 

 
                                      ∑ .  .                                                        (1) 

 
Where i is the number of adders in the ΣΔ modulator block, bi is the number of bits 
used in individual adders and OSRi is the oversampling used for the individual adders. 
In the case of the ΣΔ modulator block OSRi is the same for all the adders. Since this 
FOM accounts for the majority of the cells needed to implement the ΣΔ modulator it 
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is roughly proportional to the power of the ΣΔ modulator and is a valuable tool when 
choosing between designs in early design phase.  The lower the FOM the better the 
design is. The above mentioned specifications and FOM will be used in the next 
sections when optimizing the back-end system including the ΣΔ modulator and 
comparing it to previous design of [1]. 

4 Design Optimization Approach 

The idea behind the optimization of the ΣΔ modulator and the entire back-end design 
compared to [1] is to decrease the OSR of the modulator from 64 to 32 and increase 
its order from 3 to 6. By performing these changes in the ΣΔ modulator we aim to 
reduce the switching frequency of the Class D output stage and the DPWM block by 
50% as this frequency is the same as the operating frequency of the ΣΔ modulator. 
With the Class D output stage being the main power consumer in the back-end system 
due to the large output transistors and low output impedance, this will result in 
considerable power savings. Moreover these changes will have positive impact on the 
interpolation filter too as oversampling by 32 only is needed compared to 
oversampling by 64 in [1]. This saves one stage performing oversampling by a factor 
of 2 in the interpolation filter of [2]. Using the same idea as in Eq.(1) for the FOM of 
the interpolation filter we calculate FOM = 113 for the whole interpolation filter out 
of which FOM = 24 goes for the stage that will be saved by our optimization. This is 
improvement of hardware/power saving by 21% in the interpolation filter.  

With a signal with SQNR = 98 dB at the ΣΔ modulator input any oversampling (OSR) 
and noise-shaping order in the ΣΔ modulator providing better SQNR than 98 dB is 
denoted in this work as overdesign. However, just like in the case of FIR filters in [5], 
overdesign can allow very coarse quantization of the ΣΔ modulator coefficients leading 
to lower amount of adders used and thus reducing the power consumption. Keeping this 
in mind we compare two cascade-of-resonator-with-feedback (CRFB) ΣΔ modulator 
designs with the same performance. We chose the designs so that the same peak-SQNR 
is achieved in both cases. To ensure a simple interpolation filter, only factors of integer 
power of two are considered in this work. In Fig.2 peak-SQNR is plotted as a function of 
OSR for orders N = 1 to 8 when 3 bit quantizer is used. This figure shows that the 
following parameter combinations achieve peak-SQNR of approx. 106 dB: OSR = 64,  
order = 3, 3 bit quantizer (see [1]), OSR = 32,  order = 6, 3 bit quantizer (optimized). 
With SQNR = 98 dB needed at the ΣΔ modulator output we leave margin for coarse 
coefficient quantization (as proposed in [5] for digital FIR filters) and we overdesign the 
ΣΔ modulator to reach 106 dB peak-SQNR. Again, for the sake of comparison both of 
these designs use 3 bit quantizer. As explained in [1], the number of bits used in the 
quantizer is one of the factors that decide the clock frequency of the DPWM block. 
Increasing the number of bits in the quantizer can result in clock frequency that is not 
available in hearing aids. For this reason we keep the number of bits in the quantizer the 
same as in [1] and limit the design freedom in this case to OSR and the order of the ΣΔ 
modulator. Moreover the maximum stable amplitude at the modulator input is the same 
in both cases, -1 dBFS. The noise-transfer-functions (NTF) of both ΣΔ modulators can be 
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seen in Fig. 3. Having the same performance in both designs allows us to compare these 
designs using the FOM of Eq. (1). The only block of the back-end system that remains to 
be investigated to see whether or not this optimization approach is reasonable is the ΣΔ 
modulator. We discuss this in the next section. 

5 ΣΔ Modulator Optimization 

The two ΣΔ modulator structures we used in this work can be seen in Fig. 4. A 3 bit 
quantizer is used in both cases, the order of the modulator was increased from 3 (Fig. 
4a) to 6 (Fig. 4b) and the OSR was decreased from 64 to 32. The ΣΔ modulator 
performance is the same in both cases. For both designs a model using floating-point 
arithmetic and a model using fixed-point arithmetic was built and simulated in 
Matlab. The fixed-point arithmetic model performs digital operations exactly as a 
VHLD design does. Thus the fixed-point arithmetic model can be directly used to 
judge the complexity of the filter. The FOM used in this work depends on the number 
of the adders and the number of bits used in the individual adders. This means that 
one way to improve the FOM in the 6th order modulator is to keep the number of 
adders as low as possible. For this reason in this work, we adopt the FIR filter over-
design approach from [5] and use it for the ΣΔ modulator designs. Peak-SQNR of 98 
dB needed at the modulator output allows us to use the 8 dB margin achieved by the 
modulator being overdesigned to reach approx. peak-SQNR of 106 dB to coarsely 
quantize the coefficients. Using coarse quantization of the coefficients reduces the 
peak-SQNR from approx. 106 dB to 98 dB – still within specification with lower 
number of adders used than in direct design. To confirm our optimization approach, 
we design both ΣΔ modulators in two versions: Version 1: with high-precision 
coefficients and adders to achieve peak-SQNR = approx. 106 dB (see Fig. 4). Version 
2: with coarsely quantized coefficients and adders to allow peak-SQNR = 98 dB (see 
Fig. 4). The list of coefficients used for the 3rd order modulator can be seen in Tab. 1 
and the list of coefficients for the 6th order modulator in Tab. 2. The number of bits 
used for the internal integrators can be seen in Fig. 4 for both Version 1 and Version 
2. Taking the Matlab fixed-point models and calculating the FOM according to Eq. 1 
gives data and FOM in Tab. 3, clearly showing that the FOM of the 6th the order 
modulator with OSR = 32 compared to 3rd order modulator with OSR = 64 of [1] 
remains approximately the same after the back-end system optimization in both high-
precision and coarsely quantized case. This can be predicted by looking at Fig. 4. The 
OSR of the 6th order modulator in Fig. 4a is half compared to the 3rd order modulator 
in Fig. 4b but the area is doubled. To have lower power consumption in the Class-D 
output stage and have larger area of the ΣΔ modulator is reasonable tradeoff since the 
ΣΔ modulator is completely digital and thus easily scales with technology. The same 
cannot be said about the Class-D output stage. Expressing the current consumption of 
the back-end as sum of the currents needed in individual blocks we write 

                                                                             (2) 
 



 System-Level Optimization of a DAC for Hearing-Aid Audio Class D Output Stage 651 

 

Table 1. 3rd order ΣΔ modulator coefficient list 

Quantization Version 1 Version 2 

Coeff. Value Shift/Add Adders Shift/Add Adders 

a1 1/8 2-3 0 2-3 0 

a2 0.3446 2-2+2-4+2-5 2 2-2 0 

a3 0.3941 2-2+2-3+2-6 2 2-2+2-3 1 

b1 1/8 2-3 0 2-3 0 

c1 1/2 2-1 0 2-1 0 

c2 1/2 2-1 0 2-1 0 

c3 1.4063 20+2-2+2-3+2-5 3 20+2-2 1 

g1 0.0029 2-9+2-10 1 2-9 0 

Table 2. 6th order ΣΔ modulator coefficient list 

Quantization Version 1 Version 2  

Coeff. Value Shift/Add Adders Shift/Add Adders 

a1 1/16 2-4 0 2-4 0 

a2 0.1542 2-3+2-6+2-7 2 2-3 0 

a3 0.1705 2-3+2-5+2-7 2 2-3+2-5 1 

a4 0.2532 2-2 0 2-2 0 

a5 0.5544 2-1+2-5+2-7 2 2-1+2-5 1 

a6 0.6353 2-1+2-3 1 2-1+2-3 1 

b1 1/16 2-4 0 2-4 0 

c1 1/8 2-3 0 2-3 0 

c2 1/8 2-3 0 2-3 0 

c3 1/4 2-2 0 2-2 0 

c4 1/2 2-1 0 2-1 0 

c5 1/2 2-1 0 2-1 0 

c6 0.8791 20-2-3 1 20-2-3 1 

g1 0.0044 2-8+2-12 1 2-8 0 

g2 0.0168 2-6+2-10 1 2-6 0 

g3 0.0167 2-6+2-10 1 2-6 0 
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Table 3. Modulator comparison 

Modulator 
Order 

 

Quant. 
bits OSR Adders 

Peak-SQNR [dB] 
FOM 

ideal quantized 

3 3 64 18 106  
106 

(Version 1) 
296 

6 3 32 29 105  
105 

(Version 1) 
303 

3 3 64 12 106  
98 

(Version 2) 
193 

6 3 32 22 105 
98 

(Version 2)  
192 

 

Fig. 1. Simplified schematic of the back-end of audio signal processing chain: interpolation 
filter, ΣΔ modulator, Class-D output-stage and output filter 

 

Fig. 2. Peak SQNR versus OSR for ΣΔ modulator orders N = 1 to 8 with 3 bit quantizer 

Where Iint is the current needed in the interpolation filter (see Fig. 1), ISDM is the 
current of the ΣΔ modulator, IDPWM is the current of the DPWM block and Idr is the 
current of the Class-D driver (output-stage). In Section 3 We explained that Idr and 
IDPWM will be lowered by 50% and Iint by 21% by the optimization. Table 3 shows that 
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Fig. 3. ΣΔ modulator NTF in the case of (red) 3rd order modulator (frequency is normalized to 
64xfsin) and (blue) 6th order modulator (frequency is normalized to 32xfsin) 

 
 

(a) 
 

 
 

(b) 

Fig. 4. Simplified ΣΔ modulator CRFB schematic (a) 3rd order modulator, OSR = 64 and (b) 
6th order modulator, OSR = 32 
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 ISDM will remain approximately the same. Thus in total there are considerable power 
savings achieved by the proposed optimization approach. In future work, the OSR in 
the 6th order modulator being halved compared to [1] will allow us to increase the 
number of bits in the quantizer from 3 to 4 while keeping the maximum sampling 
frequency in the system. This will help to increase the maximum stable amplitude of 
the ΣΔ modulator – a crucial parameter in hearing-aid application. 

6 Conclusion 

In this paper we optimized the back-end of the audio signal processing path in 
hearing-aid application on system-level compared to the design of [1]. A figure of 
merit was introduced to decide early in the design process whether or not the 
optimization approach is reasonable. The optimization approach uses combination of 
the increase of the ΣΔ modulator order and the decrease of its OSR. Further savings 
are achieved by peak-SQNR overdesign and subsequent coarse quantization of the ΣΔ 
modulator coefficients. This approach leads to simplified interpolation filter, reduces 
the frequency of the DPWM block and the switching-rate of the Class-D output stage 
by 50%. The power consumption of the ΣΔ modulator is kept as in [1]. Overall the 
power of the entire back-end system is optimized showing that trading higher order 
for lower OSR in the ΣΔ modulator DAC is an approach to be considered in low-
voltage, low-power, portable audio applications. 
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Miñambres-Marcos, Vı́ctor 325, 334
Miyagi, Paulo E. 261
Moga, Horaţiu 192
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Ostojić, Gordana 155

Paiva, Teresa 271
Pandey, S.K. 371

Panfir, Alina Ninett 192
Paulino, Nuno 441, 565, 582, 639
Pavlov, Roman 115
Pereira, Fernando 239
Pereira, Nuno 590, 639
Pereira, Paulo Rogério 107
Pereira, Pedro 459, 619
Pereira, R. 403
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