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Chapter 1
A New Waveform Design for Phase-Coded
Quasi-CW Radar System

Wei-gui Zeng, Ying-feng Sun, and Ming-gang Liu

Abstract In this paper, we analyze the echo eclipse problem of phase-coded quasi-
continuous wave (quasi-CW) radar using the echo eclipse ratio function and main
lobe to side lobe ratio. And then we propose a waveform design method based on
long short codes and synchronous alternation of carrier frequency. This method can
not only solve the severe eclipse problem of short range target and simultaneously
detect the whole range, but also increase the signal complexity and decrease the
probability of interception. The simulation results show that the performance of
phase coded quasi-CW radar can be effectively improved using the proposed
waveform design method.

Keywords Echo eclipse * Long code ¢ Phase-coded ¢ Quasi-CW e Short code *
Waveform design

1.1 Introduction

In the high-tech local war, battlefield situation awareness becomes more and more
important, and radar is a key sensor which is a real time, fast and accurate access to
the information of battlefield situation. However, along with the fast development
of electronic technologies, the interception of radar signal, jamming, anti-radiation,
and other techniques are increasingly diversified and becoming more and more
effective. As a result, the countermeasure environment of radar is becoming more
and more complicated. Low probability of interception (LPI) radar is a sensor of this
kind that can adapt to complex countermeasure environment very well. LPI radar
is a special radar system which owns special signal waveform, special antennas,
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controlled power, and low detected probability. At present, LPI radar system is con-
tinuous wave (CW) radar system or quasi-continuous wave (quasi-CW) radar sys-
tem in most case (Zhang 2003; Liu et al. 2001; Sanmartin et al. 2000). CW radar has
many excellent properties such as accurate velocity measurement, small size, and
high mobility. However, the leakage of emission signal is very serious in CW radar.
In order to avoid the leakage of transceiver, quasi-CW radar was introduced (Khan
and Mitchel 1991; Gu et al. 1998; Yang et al. 2004). Quasi-CW radar is also called
as interrupted continuous wave radar whose duty cycle is close to 0.5. Quasi-CW
radar has low probability of interception and high transceiver isolation. Quasi-CW
radar has a lower peak power and is more compatible with solid-state transmitter.
Though quasi-CW radar has high transceiver isolation to avoid the leakage of
emission signal, the high duty cycle of emission signal brings severe echo eclipse
in some ranges. Because of echo eclipse problem, the main lobe level of echoes
which originally has strongly self-correlation is decreased and the side lobe level is
becoming relatively high, which has adverse effect on target detection. Therefore,
solving the echo eclipse problem of quasi-CW radar system is becoming imperative
(Yuan 2007; Wang et al. 2011). In this paper, the echo eclipse problem is studied
from the perspective of waveform design, and a phase-coded quasi-CW waveform
design method based on combination of long code with short code and synchronous
CF alternation is proposed, which can solve the eclipse problem very well.

1.2 The Echo Eclipse Problem of Phase-Coded Quasi-CW
Radar System

The signal of phase-coded quasi-CW has large time-bandwidth product, and the
duty cycle is close to 50 % (Gao and Tian 2004). However, high duty cycle brings
out the echo eclipse in some range (partly or completely). The echo eclipse in phase-
coded quasi-CW radar system is shown in Fig. 1.1.

Let ¢ denote the light speed, {c¢,,},m = 0, 1,..., N — 1 denote the binary coding
sequence, N denote the length of sequence, ¢, denote the width of sub-code, 7
denote pulse repeat period, and R denote the target distance. According to the target
range, there are three kinds of echo eclipse:

(1) When R < CA;[” , the anterior of echoes is eclipsed, just like echo 1 shown in

Flg 11 (2) when cNt, <R< C(Tr—thp)

2
(3) when w <R< %, the posterior of echo is eclipsed, just like echo 3.

, the echo is not eclipsed, just like echo 2;

1.2.1 Echo Eclipse Ratio Function

The echo eclipse of phase-coded quasi-CW radar can be evaluated by echo eclipse
ratio function (Modarres-Hashemi et al. 1999). Let x7(¢) denote the transmitting
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Fig. 1.1 The echo eclipse problem of phase-coded quasi-CW radar system

switch signal. When binary phase-coded signal is transmitted, x7(¢) = 1, or else
xr(¢t) = 0. The receiving switch signal is the opposite of transmitting switch signal,
xgr(t) = 1 — xr(t). Echo eclipse ratio function g(7) is defined as

T,

() = % / xr(t = (1 - xp(0)di (L)
0

where t is the delay time of echo. When t = 0, g(0) = 1, the echo is completely
eclipsed. When t # 0, the echo is partly eclipsed, and 0 < g(r) < 1. When
g(r) = 0, the echo is not eclipsed. As g(t) grows larger, the echo eclipse becomes
more serious and the energy of echo into radar receiver is less.

1.2.2 Main Lobe to Side Lobe Ratio of Eclipsed Echo

In the signal processing, the pulse compression process of eclipsed signal is a partial
correlation process (Baden and Cohen 1990; Zeraster 1980). It therefore causes that
the main lobe level of compressed signals is decreased and the side lobe level is
increased relatively. Then we introduce peak side lobe level (PSL) and integrated
side lobe level (ISL) to evaluate the main lobe to side lobe ratio of eclipsed signal.
PSL and ISL are defined as follows:

max(y2,)
G

PSL =101g (1.2)
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Fig. 1.2 The pulse compression performance simulation of eclipsed echoes for 1,023-elements m
sequence code. (a) Main lobe amplitude, (b) Maximum sidelobe amplitude, (c) Peak sidelobe level

>

X

ISL=101g (1.3)

where y,, (=N +1 <m < N — 1,m 5 0) is m-th side lobe level and y; is main
lobe level.

Next, we make simulation to m sequence binary coded signal whose length is
1,023. Assume that the duty cycle of emission signal is 50 %, and the target distance
is CNTt” (1 <k <2N —1). We analyze the main lobe and maximum side lobe of
the compressed signals. When 1 < k < 1,022, the anterior of echoes is eclipsed.
When k = 1,023, the echo is not eclipsed; when 1,024 < k < 2,045, the posterior
of echo is eclipsed. The simulation results are shown in Fig. 1.2. The amplitude of
main lobe changing with the target location k is shown in Fig. 1.2a, the amplitude
of maximum side lobe with the target location k is shown in Fig. 1.2b, and the PSL
changing with k is shown in Fig. 1.2c.
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1.3 The Waveform Design Method Based on Combination
of Long Short Codes and Synchronous Alternation of CF

1.3.1 Wave Design

Normally, radar always has to detect targets at different range, but the binary phase-
coded radar based on long coding sequence is not suitable for the detection of
close targets as analyzed above. In this paper, by referring to the waveform design
method of matching the target range, we propose a waveform design based on the
combination of long short codes and CF alternation. The waveform design method
is shown in Fig. 1.3.

In a repeat period 7', the emission signals contains a binary phase-coded signal
based on short coding sequence (the sequence length is M) and a binary phase-
coded signal based on long coding sequence (the sequence length is N). The
binary phase-coded signal based on short coding sequence which owns a very
low side lobe is used to detect targets in short range. Because the number of sub-
codes is relatively smaller and the pulse width is narrower, there is no severe echo
eclipse in the detecting range. Though the energy of emission signal is lower, the
energy of echoes reflected from close targets is usually much stronger. So, the
relatively lower emission power does not influence detection performance. The
binary phase-coded signal based on long coding sequence is used to detect targets
located in far range, the pulse width of signal is much longer than that of short
signal, and the total energy of emission signal is much stronger, which is useful
to detect distant targets. While the code type of emission signal is being shifted,
the CF of signals is synchronously being alternated. When the binary phase-coded
signal based on short coding sequence is transmitted, the frequency of CF is f;.

T
> T2

1
M-elements Barker code|  N-elements bit m code
Tw, Tw,

emission
signal

signal
carrier 27 fit &2m fot
frequency

LO

frequency o /iot! /@ Jrot

Fig. 1.3 The schematic diagram of proposed waveform design
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When the binary phase-coded signal based on long coding sequence is transmitted,
the frequency of CF is f,. After that, we can expand the signal bandwidth and
increase the signal complexity. And it is also useful to improve the signal’s
electronic counter-countermeasure (ECCM) ability and to reduce the probability of
interception.

Normally, after the two kinds of binary phase-coded signals are transmitted, these
two different kinds of signals will be reflected from target, and then enter radar
receiver. As a result, it will probably cause the radar receiver saturated. Fortunately,
that will not happen when the designed signals are transmitted, because the CF
frequency of these signals is different. When the target appears near, the echoes
mix with the LO (local oscillator) signal whose frequency is also synchronously
alternated (at this time, the frequency of LO signal is f701), and the long code
signals is suppressed very well after passing through the low-pass filter (the CF
frequency of long code signal is f,, and | fro1 — f>| exceeds the bandwidth of
low-pass filter). Similarly, when the target is located in far distance, the short code
signal in the echoes can also be effectively suppressed. Meanwhile, by transmitting
the designed signals, radar can detect targets located in different range at the same
time, the dynamic range and sensitivity of radar receiver can be improved, and the
interference between signals is weaker.

Set the short code sequence as {c,,},m = 1,2..., M — 1, long code sequence
as {y,},n = 1,2,..., N — 1, and the sub-pulse width as t. Then emission signal
can be denoted by

| M-l o
— 3 cpv(t —kr)el it 0<t< Mt
m=0

M
x(t) = 1 1\/2—:1 (—k T\yei2 it T N - (1.4)
—F ynv(t — kT — 171)e 2T <t<Nt+T
\/N n=0
0 else

where 77 is the pulse repetition interval (PRI) of short code signal, M is the number
of short coding sequence, N is the number of long coding sequence, v(¢) is sub-
pulse function, fj is the carrier frequency of the phase-coded binary signal based on
short coding sequence, and f; is the carrier frequency of phase-coded binary signal
based on long coding sequence.

1.3.2 Parameters Calculation

In waveform design, we need to calculate the waveform parameters such as PRI,

pulse width, code length and so on according to the application. Assume that the

detection range of radar is (R, R;), and the delay of echo ranges from 2% to 26&
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accordingly. Make sure the short phase-coded echoes are received completely; the
sub-pulse width is confined to the following condition:

< 2R,

Then the pulse width of binary phase-coded signal based on short coding
sequence 7'w; can be given by

2R,
Twy =Mt < T (1.6)

Moreover, in order to ensure the correlation length and main lobe to peak side
lobe ratio (MPSR) of long code sequence echoes which are reflected from a distant
target, the eclipse ratio of echoes have to be less than gpmax,. Assume that the target
is located in R, and the eclipse ratio of echoes is gmax,, then

-1

=1 — Zmax (1.7
Ty 8maxy

15}

Hh=——>°
L =1+ 7 gmax,

(1.8)

where 7 is the duty cycle of long code sequence binary phase-coded signal. Let
th, = %2, then

3 2R,
(1 -n + n gmaxz)c

T, (1.9

So, the pulse width of long code sequence phase-coded binary signal Tw; is
given by
277R2

Twy, =T, = 1.10
2 n (1_n+ngmaxz)c ( )

From to (1.5) and (1.9), the sub-pulse number of long code sequence binary
phase-coded signal N " can be given by

N’ = [ 21R; } (1.11)
(I =71+ 7 gmax,)TC

Next, we select N which is close to N’ to be the code length of long code
sequence.

When close targets are detected, the anterior of echoes is eclipsed. Similarly, to
ensure the correlation length and MPSR of long code sequence echoes, the eclipse
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ratio of echoes have to be less than gm,x, . Let the target is located in R3, at this time,
the eclipse ratio iS gmax,. Then

Twy —t3
max; — — 1.12
o, = (1.12)

3 = (1 — gmaxl)TWZ (1.13)

where the delay of echo is 73.
Let (1.9) into (1.12), we can get

— 2(1 - gmaxl)nRZ
(1 -n + n gmaxz)c

t3 (1.14)

When the echo delay is less than 73, the eclipse ratio is greater than gy 1, and the
MPSR is becoming lower. At this situation, we need to use the binary phase-coded
signal based on short coding sequence to detect target. In other words, Rj is the
maximum detection range of short code signal, and the eclipse ratio of short code
sequence echoes is kept to 0. Therefore, the PRI of short code sequence signal 77 is
required to meet the following condition:

2(1 - gmaxl)nRZ

Th>t34+Tw =
(1 -n + n gmaxz)c

+ M+ (1.15)

When (1.5) and (1.14) both take mark of equality, we can get that

— 2(1 - gmaxl)nRZ 2_Rl
(1 =0+ Ngmax,)C 4

| (1.16)

1.4 Example and Simulation

Using the proposed waveform design method, we make simulation to phase-coded
quasi-CW radar with a detection range of 0.2-50.0 km. The main parameters of
radar are shown in Table 1.1.

In the short distance range (200 m-9.0 km), the radar signal is 13-elements
Barker code phase-coded signal, the echoes reflected from targets in this range is
not eclipsed, and the compressed signals’ MPSR is 22.3 dB. Meanwhile, 1,023-
elements m sequence phase-coded signal is used to detect targets in the range of
9.0-50 km. The echoes reflected from targets in the range of 9.0-15.345 km are
front eclipsed echoes, but the echo eclipse ratio of these echoes is less than 0.42,
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Table 1.1 Example of X band phase-coded quasi-CW radar waveform
parameters

Radar parameters

Code type Short code: 13-elements Barker sequence
Long code: 1,023-elements m sequence
The width of sub-code (T,)  0.1us

The frequency of CF (f) f=09.170 GHz, when 0 <t < T1
£=19.370 GHz, when T1 <t <T2

Pulse repeat period (T) Where, Ty = 0.1us,T| = 62.4us;
Tw2 = 102.3us, T, = 409.2us;

Detection range (R) Minimum detection range: 200 m

Maximum detection range: 50 km
Detection range section 1*:200 m—9.0 km
Detection range section 2°:9.0-50.0 km
Echo eclipse ratio(g(t)) g(t) =0, when 1.3us <t <60.0us;
0 <g(t) <0.42, when 60.0us <t < 102.3us;
g(t) =0, when 102.3us <t < 306.9us;
0 < g(t) <0.26, when 306.9us < t < 333.3us;
Emission power (P) 43 dBmW
MPSR >22.0dB
#Detection range of short code signal
"Detection range of long code signal

and the number of correlated sub-codes is greater than 594, and the MPSR is greater
than 22.0 dB. The echoes reflected from targets in the range of 15.345-46.035 km
are not eclipsed. The echoes reflected from targets in the range of 46.035-50.0 km
are back eclipsed, but the echo eclipse ratio of these echoes is less than 0.26. The
number of these correlated sub-codes is greater than 757; and MPSR is greater than
25.3 dB. When the target is located in 12.0, 27.0, and 50.0 km, the corresponding
compressed signals are shown in Fig. 1.4.

1.5 Conclusion

In this paper, the echo eclipse problem of phase-coded quasi-CW radar system
was analyzed, and a waveform design method which is based on combination of
long code with short code and synchronous CF alternation was proposed. The echo
eclipse problem was resolved very well, and the signal bandwidth was expanded
and the ECCM ability was improved as well as the probability of interception
was decreased using this method. The simulation results show that the radar signal
designed by using the method proposed in this paper can effectively improve the
performance of detection.
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Fig. 1.4 The simulation of compressed signals reflected from targets in different range
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Chapter 2

Research on Human Factors Engineering
of Chinese Traditional Armchair with Four
Protruding Ends

De-hua Yu

Abstract Ming-style furniture is the elite of Chinese traditional furniture, which
is doing well in human factors engineering. Chinese traditional armchair with four
protruding ends has backrest, neckrest, armrest, footrest, and so on, which support
the body properly. Based on the study of Chinese traditional armchair with four
protruding ends, the practice of human factors engineering in Ming-style furniture
is summarized, which is meaningful for the design of Chinese traditional furniture
to develop ergonomics.

Keywords Chinese traditional armchair with four protruding ends * Design of
Chinese traditional furniture * Human factors engineering * Ming-style furniture

2.1 Definition

Chinese traditional armchair with four protruding ends (Fig. 2.1) is the typical
and common chair of Chinese traditional furniture, which is also called yoke back
armchair because of the yoke-like headrest, and also the north official’s armchair as
the headrest looks like the official’ hat (Shixiang Wang 2008). The four protruding
ends of Chinese traditional armchair refer to the ends of two armrests and the ends
of the headrest, compared with the Chinese traditional armchair whose armrest
and headrest doesn’t have protruding ends, which is also called southern official’s
armchair (Gustav Ecke 1991).
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Fig. 2.1 Chinese traditional
armchair with four protruding
ends
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2.2 Background

The ancient Chinese sat on woven mat more than 2,000 years ago, when there
was only low furniture around them. It was not until the Han Dynasty (206 AD—
220BC) that the high furniture spread into the Central Plains influenced by nomadic
tribes and also the migration of Buddhism. According to the historical records, the
Han emperor called Lingdi were much interested in the custom of the nomadic
tribe called hu, including the folding chair (huchuang) (Fan Ye 2007). The folding
chair was the early high seating, which became more and more popular among
the nobilities of Han Dynasty. During the Northern and Southern Dynasties (386—
586 AD) to the Tang dynasty (618-907 AD), high chairs were becoming more
and more popular among the elite and then the common people, which was the
transitional period from sitting on the mat to on the chair. By the Song Dynasty
(960-1279 AD), high chairs and tables were already common among all the social
classes (Yao Yang 2002a). Various types of high furniture like tables, chairs, beds,
stools and so on were recorded in the paintings, murals and unearthed relic, which
indicated that the transition from sitting on the mat to on the chair had finished,
and high seating had already maintained the dominance. From then on, people were
already accustomed to high furniture. In the late Ming and early Qing Dynasty, a
unique style called Ming-style furniture came into being, which was brilliant in the
whole world (Zongshan Li 2001).
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Chinese traditional furniture in the ancient times indicated the masters’ social
status, wealth, and also the social etiquette, while the comfort was considered less,
which was different from that of western countries. Shape, decoration, dimension
and materials of the furniture varied in different classes. For example, the throne
chair is the specific chair of the emperor, which is large enough to support the
emperor, and indicates the authority and the status of the emperor (Jiaqing Tian
2003), although it is not comfortable and considerate. The only auxiliary thing for
comfort is the cushion on the throne chair to support the emperor. In the pavilion,
terrace, and the hall of the nobilities’ houses, there were also chairs of different
grades. In a standard hall of the house, the master usually sat in the chair of
smart shape, well decoration and big dimension, like the armchair with round back,
armchair with four protruding ends, etc., which highlighted the status of the master.
Chairs of guests were not as particular as the master’s chair, and usually simpler.
And the last chair in the hall might be just a stool rather than a chair without the
backrest and the armrest, which was prepared for the lowly person. The stools with
four legs and seat surface were the common seating for the ordinary people.

Social status and etiquette was more important than the comfort when sitting in
the chair in the ancient times. Upright sitting was the required posture for even the
emperor and the nobles, and if the posture was sustained for a while, the lumbar
muscle wound be under great strain, which was not comfortable.

However, the comfort was not the neglect factor when making a chair in the
ancient times. Based on the consideration of the social status and etiquette, the
comfort was also the important factor to make chairs comfortable and considerate.
For example, the S-shaped backrest is compatible with the curved spine. Actually,
carpenters in ancient China usually fit in with the basic principle of human factors
engineering although without the guidance of modern theory of human factors
engineering (Zengbi Chen 1981).

2.3 Analysis

Most of people nowadays spend most of the days sitting at a desk at work and
also after work, and we call it sedentary behavior, which may make the irreparable
damage on the body. Therefore, the correct sitting posture and chairs that are
beneficial to the health is vital important for people.

Chinese traditional armchair with four protruding ends pays more attention to
the comfort, and several details indicate the consideration of the human factors
engineering.

Considered from the human factors engineering, the support from the seating
includes three parts: the spine support, the buttock support, the foot support and the
arm support (Yuanbo Sun 2010).
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Fig. 2.2 Structure
of the spine

i lumbar

Side view of spine

2.3.1 The Spine Support

The spine provides structural support the body and protects the spine cord, which
is made up of 7 cervical (neck) vertebrae, 12 thoracic (chest, dorsal) vertebrae, 5
lumbar (lower back) vertebrae, 5 sacral vertebrae (fused triangular bone) and 3 or 4
little vertebrae fused into a coccyx at the lower end of the spinal column (Fig. 2.2).
The spine usually gets so many burdens due to bad posture while being seated,
especially the long, motionless hours of sitting, which would lead to body damage,
and become chronic and impossible to undo. The cervical (neck) regions, the 3—4
thoracic regions and the 4-5 lumbar regions are mostly under pressure, and easily
wounded. The three regions should be paid more attention to when making a chair,
especially the 3—4 lumbar regions which sustain the most pressure. If the backrest of
the chair supports the 3—4 lumbar regions actively, people will be more comfortable
(Leiqing Xu 2006).

Chinese traditional armchair with four protruding ends has curved backrest
and headrest, which are prepared to support the curved spine properly. Chinese
traditional armchairs with four protruding ends have different backrests of different
curves influenced by the shape, the time and region that the furniture was made,
including S-shaped, C-shaped and the straight backrests (Fig. 2.3). S-shaped
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Fig. 2.3 Backrest
of different shapes

S-shaped backrest ~ C-shaped backrest  straight backrest

backrests are more than the C-shaped, and the straight backrests are rare. The
S-shaped backrests are the most compatible with the S-shaped curved spine. The
3—4 thoracic regions and the 4-5 lumbar regions of the spine get the proper support
from the S-shaped backrest, and the cervical (neck) regions get the active support
from the curved headrest (Fig. 2.4). The C-shaped backrest neglects the accurate
support of the 4-5 lumbar regions, but its considerate C-shaped curve fit in with the
whole spine properly, which wound also finish the function of comfort. The straight
backrest is only fit for upright sitting, which is lack of the consideration of human
factors engineering.

2.3.2 The Arm Support

Chinese traditional armchair with four protruding ends has the armrest to support
the arm properly. The height of the armrest is so appropriate that the arm could
be laid on it with ease. The armrest is also curve-shaped, and different chairs have
armrests of different curves. The end of the armrest is round and smooth, which
could help massage the palm of the hand. That would be useful for the health from
the perspective of traditional Chinese medicine.

2.3.3 The Buttock Support

The maximum pressure of the buttock from the seat surface should be on the
ischium, which could bear the burden most of the body. The pressure around the
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ischium is gradually reduced. The back of knees should not bear any pressure
from the front of the seat surface (Yulan Ding 2000). At the same time, the proper
hardness of the seat surface is also important. If the seat surface is too loose, the
pressure of the buttock and the thigh from the seat surface may increase, and it is
not easy to change the seating posture, which may increase fatigue.

Chinese traditional armchair with four protruding ends has two different seat
surfaces: the hard and the soft. The hard seat surface is made up of solid wood,
and a soft and warm cushion would be put on it in winter, which is common in the
northern area of China. The soft seat surface is woven by the hemp ropes, which is
elastic and breathable. Therefore the soft seat surface develops well in the southern
area of China.

2.3.4 The Foot Support

Chinese traditional armchair with four protruding ends has specific structure called
the footrest stretcher to support the foot, which could help decrease the pressure of
the back of the thigh. Therefore most of Chinese traditional chairs are a little taller
than the ordinary chairs because of the footrest stretcher. There are two different
ways to make use of the footrest stretcher. People can sit directly with their feet on
the floor or on the footrest stretcher (Fig. 2.5). And the two ways can exchange with
ease, which could make the body comfortable. If you are taller than the ordinary
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people, you can sit with your feet on the floor directly. And if you are shorter
than ordinary people, you can sit with your feet on the footrest stretcher, which
is considerate for people of different height.

There is also a particular category of Chinese traditional furniture called foot-
stool, which is designed and made to support the feet (Desheng Hu 2010). When
people sit in the chair or bed, in front of which the footstool is placed to provide
the place for the feet. Some footstools even have the round sticks on the surface to
message the feet when people trundle the stick with their feet continually, which is
useful for their health (Fig. 2.6). Not all the people but high officials or noble lords
could use these kinds of furniture like the footstool (Shixiang Wang 2005).

2.4 Sitting Posture

From the standpoint of the human factors engineering, we find that the protection
of the muscle and the spine is contradictory when people sit on the chair (Sanders
and McCormick 1985). Upright sitting is useful for the spine but presses the muscle.
While bend sitting can make the muscle relax but useless for the spine. Therefore the
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Fig. 2.7 Different postures
to sit on the chair

exchange of upright sitting and bend sitting, the two different postures, in a certain
period of time help both the muscle and the spine. Chinese traditional armchair with
four protruding ends provide two corresponding postures to protect both the muscle
and the spine (Fig. 2.7). We can sit in the chair with our back on the backrest and
arms on the armrest for relaxation freely, and the spine could be supported by the
backrest properly. Or just sit forward without the support of the backrest when we
are busy at work. That means Chinese traditional armchair with four protruding ends
is not only a chair for leisure, but also a chair for work.

2.5 Conclusion

Human factors engineering is employed to fulfill the two goals of health and
productivity. Chinese traditional armchair with four protruding ends is one of the
most common chairs of Ming-style furniture (Shixiang Wang 1985). It is not only
a chair for leisure but also a chair for work, which take the health and productivity
into consideration. Chinese traditional armchair with four protruding ends has the
headrest, backrest, armrest, footrest and so on (Yao Yang 2002b), which take care of
the body properly. We can sit forward on the chair and keep your mind on the work.
After a while, we can sit with our back on the backrest and the arms on the armrest
for a rest and relaxation, and the spine could be supported by the backrest properly,
and the hand could be message gently.

In short, Ming-style furniture is doing well in human factors engineering.
Based on the consideration of the social status and etiquette, the comfort was
also the important factor to make furniture comfortable and considerate. Ming-
style furniture usually fit in with the basic principle of human factors engineering
although without the guidance of modern theory of human factors engineering.
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Chapter 3
The Evaluation on Working Fatigue Based
on Improved Fuzzy Borda Method

Min-xia Liu, Jia-wei Ke, Jian Xie, Qing Xue, Huan Zhou,
and Chen-xiao Guan

Abstract In order to promote the development of the social management mech-
anism on human working fatigue, and prevent the economic loss from working
fatigue, it is necessary to make a quantitative evaluation on human working fatigue.
First, based on the combination of entropy method, factor analysis method and
comprehensive index method, this paper evaluates four fatigue indexes through
questionnaires and experiments. Second, by using the improved fuzzy Borda
method, this paper makes the combination evaluation of the results from the three
comprehensive evaluation methods above. Finally, this paper draws the conclusion
that, based on the result of the cluster analysis, the enterprise could improve its
working tasks, incentive measures and working condition to reduce working fatigue.

Keywords Combination evaluation * Human factors engineering ¢ Improved
fuzzy Borda method * Working fatigue

3.1 Introduction

With the speeding up of economic development, people feel their life is becoming
more and more stressful despite their material success. An increasing number of
employees are affected by working fatigue which may jeopardize physical and
mental health. A study points out that the working fatigue has been developed to a
universal problem which would bring about social crisis. Besides, the study also puts
forward the strategic planning to establish a perfect social crisis management system
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of fatigue (Guo Xianhong and Chen Xian 2008). Working fatigue is a systematic
problem including complex factors. One of the most important task is to solve the
problem that how to make it more reasonable to evaluate the working fatigue of the
employees.

At present, the study of fatigue is mainly focus on the concept of fatigue, the
theoretical model and influence factors (Zhan Fashang 2006). There is no method
that can make a direct determination of fatigue (Qi Jiyan 2011). The evaluation of
fatigue can be divided into three aspects, forecast beforehand, monitor during the
process and evaluate after the event. Based on the decomposition of movement
and the body’s energy analysis, forecast beforehand focuses on estimation and
simulation (Wang Xiangyin et al. 2010; Wang Wei et al. 2006). Besides, it evaluates
fatigue model through the theoretical analysis (Gao Yongquan 2007); Monitor
during the process mainly focuses on monitor fatigue through the physical and
mental changes (Kang Weiyong et al. 2007) and how to provide real-time fatigue
feedback and alert by using various fatigue monitoring device (Qi Jiyan 2011; Jin
Jian 2002); Evaluate after the event mainly focuses on how to choose appropriate
evaluation method to quantitatively analyze the fatigue (Jing Guoxun et al. 2006;
Cai Na et al. 2009). This papers adopts the method of evaluate after the event to
evaluate fatigue degree, and classify fatigue level, The result of evaluation will offer
objective basis for enterprise to improve its working tasks, incentive measures and
working condition in order to reduce working fatigue.

3.2 The Evaluation Method

Based on questionnaire survey method, CFF and grip strength test, this paper
acquires four fatigue indexes including both subjective and objective aspects. After
using entropy method, factor analysis and comprehensive index method to carry
out a comprehensive evaluation, improved fuzzy Borda method is introduced to
perform the combination analysis, and the cluster analysis method is used to divide
fatigue level.

Considering that only one evaluation method lacks persuasion, this paper uses
multimethod to make a comprehensive evaluation. By using the combination
evaluation methods we could acquire a better fatigue evaluation of the employees.
The methods which are commonly used include mean value method, Borda method,
Copeland method and fuzzy Borda Method. Among which the fuzzy Borda method
is more suitable to reflect the substance than other three methods for it takes account
of the rank as well as the score (Gou Xianguang 1995). In addition, considering the
fact that fuzzy Borda method cannot combine the evaluation value to the evaluation
order, three improvement ideas is put forward, which made the evaluation more
reasonable (Su Weihua and Chen Ji 2007). Moreover, In order to make a better
combination evaluation, this paper evaluates working fatigue of employees who
work on the assembly line by applying the improved fuzzy Borda method (Xu Ying
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and Hu Wei 2010; Sun Lijie 2011). Finally, cluster analysis is carried out using the
result from the improved fuzzy Borda method, which could determine the level of
fatigue degree.

3.3 The Experimental Method

Among the three experiments, Questionnaire investigation is subjective measure-
ment while CFF experiment and grip strength experiment are objective measure-
ments. Subjective measurement using questionnaire which lists questions about
mental feeling and physical symptoms, and then investigation statistics method is
applied to analyze the fatigue; Objective measurement measures the fatigue index by
conducting experiment about human body. Four fatigue indexes are obtained from
these fatigue measurements, they are Score of physical fatigue, Score of mental
fatigue, Daytime change rate of Critical frequency and Daytime change rate of grip
strength (Table 3.1).

3.3.1 Subjective Measurement

Subjective measurement reflects the subjective feeling of employees by using the
questionnaire survey. Questionnaire survey was divided into two stages. In the first
stage, an anonymous questionnaire survey was conducted. In the second stage, a
registered questionnaire survey related to the grip strength experiment and CFF
experiment is carried out. Thirty-seven people were asked to answer the anonymous
questionnaire. We eliminated questionnaires incomplete answer and that most

Table 3.1 Data tables: four evaluation indexes

Questionnaire Experiment
Score of physical ~ Score of Daytime change rate of Daytime change rate
Employee fatigue mental fatigue  Critical frequency (%)  of grip strength (%)
1 4.43 3.00 2.71 16.72
2 4.43 2.00 4.87 21.62
3 4.43 3.50 6.23 29.03
4 3.14 3.00 0.33 6.89
5 3.00 3.50 4.56 17.05
6 4.29 2.67 2.69 13.47
7 3.71 3.00 2.87 12.85
8 4.29 3.00 —0.31 13.07
9 4.00 2.67 2.99 13.17
10 4.14 2.50 5.16 13.45
11 4.43 3.00 4.3 17.17
12 3.86 2.33 3.93 11.98
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Table 3.2 The reliability and validity test tables

Test Validity test
method  Reliability test Content validity Project validity Structure validity
Result Crowns Bach Single topic options Most of the questions The accumulative
Alpha reliability ~ and overall are difficult and contribution rate
coefficient options are question 14 and 16 of 13 variables
=0.777 related have low degree of above 60 %
identification
Evaluation >0.75, credible Effective contents  Modify the difficulty  Slightly higher than
and identification the medium

degree of questions level, the
structure is
effective

questions are checked the same. Thirty-three valid questionnaires were remained
and the effective rate was 89.2 %. The second stage involved 12 people, and all of
the 12 questionnaires were effective.

In order to ensure the accuracy of the questionnaire survey, it is necessary to
examine the rationality and reliability of this questionnaire before the survey. Thus, a
reliability and validity check is needed (Ke Huixin and Shen Hao 2005) (Table 3.2).

Overall, this table proves that the questionnaire is reliable and valid, and it is also
suitable for the registered questionnaire survey.

3.3.2 Objective Measurement

In the second stage of the questionnaire survey, every five working days are grouped
for a test unit. Twelve employees participated in the CFF experiment and grip
strength experiment before and after work. The details of the experiment procedures
are as follows.

* The procedure of grip strength experiment

First, the experimenter opened the lock of the hand dynamometer and reset the
pointer. Then, the subject stood erectly, spreading legs and dropping arms naturally.
Meanwhile, the subjects held the hand dynamometer with his palm inward and
dial outward. After that, the subject gripped the dynamometer using his maximum
strength in one time, and the experimenter filled in the data table with grip value.

* The procedure of CFF experiment

The experimenter set the red light for the test, 1/4 for the light intensity of back
ground, 1:3 for the proportion of black and white. The data of each subject would
be measured when the intensity of light in the highlights was 1/2, 1/8 and 1/32.
The subject was asked to observe the highlight in the middle of the vision with his
eyes clinging to the observation tube. During the test, the subject could regulate
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the frequency by twisting the frequency regulator. At beginning of the observation,
if the subject found the highlight was flickering, he should increase the frequency
to make the highlight seems just not flickering, and the experimenter recorded the
frequency value; If the subject found the highlight was stable, he should decrease the
frequency to make the highlight seems just flickering, and the experimenter records
the frequency value.

3.4 The Collection of Date and Its Initialization

3.4.1 The Data of Questionnaire

Since fatigue including physical fatigue and mental fatigue, the data is divided
into two parts. One includes seven questions relevant to physical fatigue. The
other includes six questions relevant to mental fatigue. This paper assumes that
the proportion of fatigue reflected by each question is equal and that options A~E
separately correspond to 1 ~ 5 points. Thus the weighted average value of each part
would serve as the index of the subjective assessment. The two results separately
represent the employee’s scores of physical fatigue and mental fatigue, which are
presented in Table 3.1.

The table shows that employee 1 only gets 3.00 scores in mental fatigue which
is lower than others. Since the questionnaire survey shows that employee 1 has a
shorter working experience (between 3 month and half a year) and has a good habit
of eating breakfast, it can be regard that working experience and breakfast eating
habit have certain influence on mental fatigue.

3.4.2 The Data of Experiment

Through measuring the maximum value of grip strength of each employee before
and after work in 5 days and getting the average value of these data, we got the
results as the experimental data before and after work in this stage. In the experiment
of CFF, the data of each employee when the intensity of light in the highlights is
1/2, 1/8 and 1/32 was measured. Then, the average critical flicker fusion frequency
of each employee before and after class was calculated. Next, we respectively
calculated the daytime change rate of the maximum value of grip strength and
that of the critical flicker fusion frequency. The daytime change rate is used as the
evaluation index of fatigue. Formula of the daytime change rate is represented as
follows:

. The average before work — The average after work
Daytime change rate = 3.
The average before work
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The daytime change rate of the maximum value of grip strength and that of the
critical flicker fusion frequency of each employee are presented in Table 3.1.

3.5 Combination Evaluation and Analysis

3.5.1 Comprehensive Evaluation

Using the entropy method, factor analysis method and comprehensive index method,
12 employees in the production line were taken into account by the comprehensive
evaluation. The result of the comprehensive evaluation is presented in Table 3.3.
From the table, it shows that there is a little difference between three methods.

3.5.2 The Consistency Check

The sort results acquired from the three methods above do not belong to the normal
distribution. So the method of non-parametric spearman rank correlation analysis
related inspection was used to test its consistency and the result is presented in
Table 3.4. The spearman correlation coefficient shown on the table are all above
0.800 which explain that the sort results acquired from the three comprehensive
evaluation method above has the consistency. Therefore, the improved fuzzy Borda
method is feasible for combination evaluation.

Table 3.3 Evaluation result of the 12 employees’ fatigue degree and ranking

Comprehensive
Entropy method ~ Factor analysis  index method Fuzzy Borda method

Employee  Score  Order Score Order Score Order  Score  Order

1 0.08 7 0.09 4 0.98 6 7.18 6
2 0.11 2 —0.89 5 1.27 2 10.69 2
3 0.14 1 3.29 1 1.65 1 12.00 1
4 0.03 12 —094 12 0.45 12 1.00 12
5 0.10 3 2.27 2 1.17 3 10.38 3
6 0.07 10 —0.89 9 0.88 10 3.17 10
7 0.07 9 0.04 7 0.89 9 4.58 9
8 0.04 11 —097 11 0.53 11 2.00 11
9 0.07 8 —0.71 8 0.90 8 5.00 8
10 0.10 4 —0.57 6 1.16 5 8.28 5
11 0.10 5 0.51 3 1.17 4 8.88 4
12 0.08 6 —122 10 0.96 7 6.19 7
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Table 3.4 Spearman rank correlation coefficient

Comprehensive
Entropy method  Factor analysis  index method
Entropy method 1.000 0.832 0.986
Factor analysis 0.832 1.000 0.895
Comprehensive index method ~ 0.986 0.895 1.000

3.5.3 The Combination Evaluation by Using the Improved
Fuzzy Borda Method

The improved Fuzzy Borda method has a change in rank with the normal one. The
original linear function is replaced by the linear function. (See function 3.2)

Or=n—-h+1 (3.2)

Where, Oy is the score after the change, n is the sample size, # is the rank.
The procedures of improved fuzzy Borda method are described below:

1. By using the range transform method, the membership degree of comprehensive
evaluation for every member is worked out.
2. Calculating the fuzzy frequency of the evaluation member which ranks h
(1<h=<n).
. Calculating the score of the member which rank h (1 <h <n).
4. Calculating the score of improved fuzzy Borda for every member and giving
them the order based on this score.

(O8]

The result is presented in Table 3.4. It is approximate to the order from the
comprehensive evaluation.

3.5.4 Systematic Cluster Analysis

By using the average distance between classes of systematic cluster method, we
applied the 12 employees’ score acquired from combination evaluation to carry out
the cluster analysis. The result is presented in Fig. 3.1. From the tree diagram, when
the cluster distance is less than 5, the top three employees are 3, 2 and 5 which is the
first kind belonging to the kind of the most tired. Ranking 4—7 of all employees are
10, 11, 1 and 12, which is the second kind. Ranking 810 of all employees are 9, 7
and 6, which is the third kind. Ranking 11-12 of all employees are 8 and 4, which
is the fourth kind.

The result from the comprehensive evaluation of the employees’ working fatigue
is influenced by various factors, such as the choice of the evaluation index system,
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Tree diagram

Worker *

Fig. 3.1 Tree diagram of cluster analysis

Table 3.5 The stratification

The d f working fati Empl
diagram of the degree of e degree of working fatigue mployee

working fatigue of employees The first kind 32,5
The second kind 11,10, 1, 12
The third kind 9,7,6
The fourth kind 8,4

the selection of evaluation methods and the accuracy of the data etc. Based on the
survey of questionnaire and objective experiments, combining the scores of physical
fatigue and mental fatigue in the questionnaires with the daytime rata of change
of critical frequency and grip strength in the experiments, this paper applied the
comprehensive evaluation method including entropy method, factor analysis method
and comprehensive index method to make evaluation of the employees’ fatigue.
Then, we made combination evaluation by using the improved fuzzy Borda method
and got the final score and ranking. In order to stratify the degree of fatigue of the
employees, the method of systematic cluster analysis was adopted to classify the
degree of fatigue of the employees into four kinds. The results of the stratification
are presented in Table 3.5.

Since 3, 2 and 5 are featured with that all of the three indexes are ranking before,
the result of the combination evaluation is considered in accordance with the actual
situation. Thus, the model of the evaluation of the improved fuzzy Borda method is
reasonable.
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3.6 Conclusion

Applying the idea of the combination evaluation and cluster analysis, quantify
the degree of the employees’ working fatigue in the production line and classify
the kinds of the fatigue have a great application prospect in the management
of production. Based on the questionnaire survey and objective experiment, the
results acquired from combination evaluation are relatively objective and accurate.
According to the kinds classified by systematic cluster analysis, the enterprise can
ensure the relative degree of fatigue among employees. And on the basis of this,
enterprise can reduce the degree of fatigue through rational allocation of tasks,
taking the measure of incentives and improving the working condition. Moreover,
by doing this, not only the workers can improve their enthusiasm, but also the
enterprises can improve production efficiency, optimize the allocation of resources
and promote the virtuous cycle of the production.

The method of combination evaluation can sum up the influences of the overall
effect on all relevant factors and make the evaluation of the employees’ fatigue more
objectively and accurately. However due to the limit of the experimental equipments
and condition, the experiment just choose the daytime change rate of grip strength
and that of the critical frequency as the evaluation index, which could cause the
result lack of accuracy. For this, improvement will be carried out in the future
research.
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Chapter 4
A Study on Hydraulic Autofrettage Gun Tube
Dynamic Stress by Finite Element Analysis

Yan-mou Zhan, Guo-rui Huang, and Hao Cheng

Abstract Gun tube dynamic strength design, first of all, is to enable the identifica-
tion of dynamic stress on each section of tube, and the dynamic stress calculation in
analytical method or numerical method is relatively complex. For most non mechan-
ical professional design staff, the use of finite element soft- ware interactively in the
general structure of the model has certain difficulty. Therefore, the realization of gun
tube dynamic strength design is an urgent need to develop a general engineering
program, so that the designer can easily use this program to achieve the dynamic
stress on every section of tube, and truly realize the dynamic strength design of tube.
With the APDL language of ANSYS finite element analysis software platform, a
suitable program for tube dynamic stress calculation procedures is developed. This
program provides an engineering foundation to realize the tube dynamic strength
design.

Keywords Dynamic stress * Finite element analysis ¢ Hydraulic autofrettage

4.1 Introduction

In the past, the tube design and strength calculation are mostly performed by
static analytic estimation of tube stress and deformation. As the artillery weapon
lightweight requirements increase, static strength design has not been able to pre-
cisely meet the modern gun design requirements (Shim et al. 2010), the application
of modern analytical technology for gun structure to carry out accurate analysis is
imperative, in which the finite element technique is the most widely-used method
(Huang and Cui 2006). However, due to the finite element technology for users
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Fig. 4.1 Radial load of tube beforetime

with high demands, one must have a solid mechanical expertise, be familiar with
the basic functions of the application software and application of skills and have a
wealth of engineering experience. These are difficult for a designer in terms of both.
Therefore, there is an urgent need to develop to facilitate the dynamic strength of
Universal Barrel finite element program used by the designers (Nelson and Petillo
2004; Cao et al. 2011).

Studies have shown that different impulse load types generate different dynamic
effects for the same structure (Swardt and Rolf 2006). Therefore, the dynamic
strength design of tube is based on the correct definition of radial load types on
different tube positions. In the past, the strength design of tube was simplified
statically because the load of tube was taken merely as a single pulse type (Coco
et al. 2007; Zhang et al. 2009). The tube radial loads on different parts along the
axial direction were simplified as a pulse type shown in Fig. 4.1 (Shi et al. 2008).
Theoretical studies have shown that this approach does not correctly reflect the load
types on the different parts of the tube, as a matter of fact; the load type is different
in the parts of the tube. For the chamber section, the load types of all sections
can be simplified as shown in Fig. 4.1. For the straight tube section, due to the
projectile forward movement, the load type can be simplified as shown in Fig. 4.2
or Fig. 4.3 (Shi et al. 2008). Before the maximum tube pressure point, it can be
shown in Fig. 4.2, and after the point, it can be shown in Fig. 4.3. Therefore, the
radial load types on the inner surface of tube can be basically simplified as the three
types shown in Figs. 4.1 and 4.2 and Fig. 4.3. From all three graphics seen, they are
all or part of the pressure curve and can generate different dynamic responses. Load
type shown in Fig. 4.1 can show pulse dynamic effects, while load types shown
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Fig. 4.3 Radial load after the maximum pressure point in the straight tube section

in Figs. 4.2 and 4.3 can show step pulse dynamic effects. Studies have shown that
dynamic loads for a majority of tubes can be simplified as static loads if we deal
with the cross-section load as shown in Fig.4.1. However, if we deal with the load
as shown in Fig. 4.2 or Fig. 4.3, the tube cross-section loads must be handled as
the dynamic problem. In fact, the tube radial load consists of three types as shown
in Figs. 4.1, 4.2 and 4.3. Therefore, tube strength design according to the dynamic
problem is in line with the actual design (Sunwall et al. 2012; Liu et al. 2010).
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4.2 General Finite Element Program for Tube
Dynamic Stress

Gun tube dynamic strength design, first of all, is to enable the identification of
dynamic stress on each section of tube, while dynamic stress calculation for both
analytical methods or numerical methods are relatively complex. For most non-
mechanical professional design staff, the use of finite element software interactively
in the general structure of the model has certain difficulty (Li et al. 2005; Tan et al.
2010). Therefore, the realization of gun tube dynamic strength design is an urgent
need to develop a common engineering program (Maleki et al. 2010), enable the
designer to facilitate the use of the program obtained tube every section of the
dynamic stress, and truly realize the dynamic strength design of tube. It is based
on this thought and spirit of reliable, convenient, practical principles, with the help
of the software ANSYS platform, using ANSYS software for the APDL language,
suitable for the development of the rifled musket, and hydraulic self tightening gun
barrel dynamic stress calculation program. This program provides an engineering
foundation to realize the tube dynamic strength design.

According to the design of the tube, the use of this procedure only need
the material parameters (elastic modulus, Poisson’s ratio, density, yield limit and
tangential modulus), geometric parameters (inner and outer radius calculation
section, line and line width, depth, rifling chamfer radius) and data load in the
interface and deposit in the designated path, start the ANSYS program, from
ANSYS software interface in the file menu to read into the specified path under the
APDL program files (File — Read input from. .. To file name > OK). The ANSYS
software can automatically set the barrel section of dynamic stress, while the output
stress varies with time and the corresponding data file. Designers need not be finite
element modeling, meshing and applying dynamic load and complex before the
process can get the tube dynamic stress calculation result. The program design block
diagram was shown in Fig. 4.4.

Program design of the overall process is as follows:

. software and display settings
. building the tube cross-section desired parameter setting
. the material parameter setting
. unit selection and material specification
. if arifled gun, rifle geometric data set
*if,nnum, gt,0,then
/prep7
hland = IWidth of land line (m)

[ O T S R

hgroove = IWidth of groove line (m)
hdep = !Depth of tube (m)

drad = Junction chamfer of land line and groove line (m)
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input design parameters

v

establishment of finite element model with parameters

autofrettage or not?

h 4 \ 4
load autofrettaged pressure and load working pressure and solve
calculate residual stress dynamic stress

v

load working pressure and solve
dynamic stress with residual stress

v v

output stress and strain curve and data files

Fig. 4.4 The tube dynamic stress analysis diagram

6.
7.

10.
11.

12.
13.

if a rifled gun, need to establish the tube section model

if land line and groove line junction chamfer, need to establish the chamfer
model

*if drad,gt,0,then

LFILLT,13,9,drad,,

LFILLT,10,14,drad,,

Isel,s,,,15,18,3,1

cm,fuzhu?2,line

asbl,2,fuzhu2

NUMCMPAREA

adele,2,3,1,1

NUMCMPAREA

alls

if it is a smooth tube gun, need to establish the tube section model

if the autofrettaged pressure of existence, undertake the autofrettaged residual
stress calculation

input the chamber pressure and the projectile travel data

according to the tube pressure curve interpolation to solve the tube section of
the actual load curve, load and transient calculation

the results of processing

output of the key points of the stress
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4.3 The Tube Dynamic Stress Calculation

4.3.1 Tube Material Parameters

Modulus of elasticity £ = 2.1 X 10°MPa, Poisson’s ratio n = 0.3, Density
o = 7,800 kg/m?>.

The design parameters of each section of tube are shown in Table 4.1. Static
stress calculation formula is as follows (Zeng et al. 2007):
the tangential stress on inner surface

b +a?
O0fa = m V4 4.
the tangential stress on outer surface
2a?
Oop = P_a2 p (4.2)
if axial stress is zero, equivalent stress on inner surface
A/3b* + a*
044 = W p 4.3)
—a

a is the inner radius of tube, b is the outer radius of tube, p is the inner pressure of
the tube.

Note: load rise time is the duration through which the load rises from zero to the
original tube pressure value, expressed as f,. 0y, is the tangential stress on inner
surface, 0, is the radial stress on inner surface, 044 is the equivalent stress on inner
surface, oy, is the tangential stress on outer surface.

4.3.2 Calculation Results

Taking a gun tube as an example and applying the program and formulas (4.1), (4.2)
and (4.3), the dynamic and static stresses on different sections along the tube are
given in Table 4.1. Dynamic stress curves are shown in Figs. 4.5, 4.6, 4.7, 4.8, 4.9
and 4.10. In these figures, the unit of stress is Pa; the unit of time is sec.

4.3.3 Analysis of Calculation Results

Found by computation, the results of dynamic stress and static stress are almost the
same (the error is less than 1 %). That is to say, the chamber section, whether by
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Fig. 4.5 The tangential stress on inner surface of the tube chamber section
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Fig. 4.6 The equivalent stress on inner surface of the tube chamber section
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Fig. 4.7 The tangential stress on inner surface of the tube maximum pressure section
(t, = 0.5 ms)
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Fig. 4.8 The equivalent stress on inner surface of the tube maximum pressure section
(t, = 0.5 ms)
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Fig. 4.9 The tangential stress on inner surface of the tube section at test point (f, = 0.5 ms)
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Fig. 4.10 The equivalent stress on inner surface of the tube section at test point (t, = 0.5 ms)
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dynamic method or by the static method, the results are basically the same. The
chamber section is always loaded with a non-step pulse pressure shown in Fig. 4.1.
At the same time, the maximum value (7') of the inherently radial vibration cycle
of the section is about 0.14 ms, the load duration (7) is about 14 ms, and load rise
time (#,) is about 6.5 ms. According to the general engineering judgment criteria
(Bahre and Brunnet 2011) of the dynamic and static system response, the response
of a non step pulse load can be simplified as a static problem if t/T > 4. For this
example, 7/7T = 100, is much higher than 4. Therefore, the calculation results by
static method are almost identical with the results by dynamic method, and proved
by the facts.

Because the straight tube section is always loaded with a step pulse pressure
shown in Fig. 4.2. or Fig. 4.3, the stress response is closely related to the rise
time. For the tube dynamic stress calculation, the key problem is to determine the
load rise time (#,) according to the tube firing conditions. According to the general
engineering judgment criteria (Bahre and Brunnet 2011) of the dynamic and static
system response, the response of a step pulse load can be simplified as a static
problem if ¢, /T > 3 and as a dynamic problem if 7,/ T < 3. For the straight tube
section, the calculation results shown in Table 4.1 have been certificated the effect
of load rise time on the system response and the preceding criteria.

4.4 Conclusion

For general dynamics problem, its response is judged by the ratio of load duration
and maximum system inherent cycle, but to the tube under the step load pressure, its
effect should be judged by the ratio of load rise time and maximum system inherent
cycle. Because the straight tube section is always loaded with a step pulse pressure,
the key problem is to determine the load rise time (#,) according to the tube firing
conditions. Step load is different from non step load, it should be considered as a
dynamic problem, theoretical and experimental studies have also proved this point.
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Chapter 5
A Cooperative Game Model of Dynamic Alliance
Under Grid Environment

Xiang-bin Zhang and Min Wu

Abstract This paper mainly researches on how members of dynamic alliance
make a cooperative game under manufacturing grid environment. Determined the
contribution level which is made by resources suppliers to demanders by adjusting
the proportion of resources provided by suppliers, so that to maximize the total
revenue of this alliance. First, this paper establishes a differential dynamic equation
for members of this alliance. Then it determines the performance index function of
alliance’s total revenue. Finally, by using the pontryagin’s maximum principle to
solve this problem, it gets the Nash equilibrium and through an example to verify
the feasibility of this method.

Keywords Cooperative game ¢ Dynamic alliance ¢ Manufacturing grid e
Maximum principle

5.1 Introduction

Manufacturing grid is a specific application of Grid technology in manufacturing
industry, aiming at providing the industry with a scalable resource sharing and
collaborative working environment by taking advantages of the openness and
flexibility of the grid, so that distributed and heterogeneous manufacturing resources
can be shared and work collaboratively to achieve the goal of responding quickly
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to market, reducing processing costs and improving competitive of resources
(Zhou and Chen 2007). In the paper of “The Anatomy of the Grid: Enabling
Scalable Virtual Organizations”, Ian Foster pointed out that “The real and specific
problem that underlies the Grid concept is coordinated resource sharing and problem
solving in dynamic, multi-institutional virtual organizations (Ian et al. 2001)”. As
a dynamic alliance —the main form of manufacturing virtual organizations under
gird environment (Liu et al. 2009), manufacturing gird need to try more to solve
the problem it encounters. On one side, enterprises under a dynamic alliance not
only have manufacturing resources with respectively characteristics but also have
different resource allocation methods and management mechanism (Piao and Zhu
2005), one the other side, they also have the features of coordinated resource
sharing and problem solving (Ian and Carl 2004), and by the sharing and allocation
of resource they can maximize the profit of the alliance. And the reason why
enterprises choose to be an alliance member is that they realize if they have
relevant targets, self-serving need partners while not for altruism (Dean and David
1993). Therefore it becomes an important issue for dynamic alliance under grid
environment, which is how to optimize resource allocation strategies to achieve a
win-win goal of maximization of individual and alliance benefit via this kind of
cooperative competition.

For the issues of resource allocation under grid environment: the Hesam Izakian
et al. (2010) proposed a continuous double auction method (CDA), which allows
demanders and suppliers make decision independently (Izakian et al. 2009, 2010),
the (He et al. 2006) pointed out that resource allocation is the bottleneck point and
core problem of manufacturing grid resource management nodes and proposed a
TQCS-based multi-objective integer programming algorithm (Liu et al. 2003, 2004;
He et al. 2006; Shi et al. 2004), Buyya et al. (2002) proposed the basic architecture
of the grid resource allocation based on market mechanisms (Buyya et al. 2002;
Buyya and Murshed 2002). However, these models or algorithms haven’t taken this
situation into consideration, which is manufacturing grid as a virtual organization;
its members will be driven by self-interest, and consequently a conflict which
betweens individual rationality and collective rationality during the pursuit of profit
maximization will happen. So the cooperative game theory (Zhang et al. 2009) is
an effective method to solve this problem as it seeks to satisfy both the individual
rationality and the collective rationality. Since now this theory has been applied
to many fields: the Krus and Bronisz (2000) discussed a procedure supporting
multi-criteria analysis of the cost allocation problem via using the concept it (Krus
and Bronisz 2000; Krus 2004, 2009), the Jiang and Wang (2008) analyzed the
cooperative game situation of three-stage supply chain and come to an conclusion
that the profit of each participant is increased significantly and the proportion
of income distribution is more reasonable (Jiang and Wang 2008). In summary,
although there are many researches on manufacturing grid resource allocation home
and abroad, still little literature on solving this problem via cooperative game theory.

In this paper, we consider taking the proportion of resources provided by
suppliers as bound variables to guide decision-making of the alliance members.
Firstly, we build a cooperative game model of this dynamic alliance on the basis of
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the problem description and hypothesis. Then we solve this model with pontryagin’s
maximum principle and draw the relationship between the parameters and decision
variables.

5.2 Construction of Competitive Model of Enterprises
Dynamic Alliance Under Grid Environment

5.2.1 Description and Hypothesis of Problem

Suppose a dynamic alliance under gird environment is composed of N resource
nodes, which includes n resource demanders and m resource suppliers. Besides
internal cooperation, there is no external cooperation for all the alliance members.
The parameters of cooperative game model are as follows:

Xx; — represent enterprise i’s contribution level (such as total assets, production
capacity), x; >0 =1,2,...,n),

r; —represent the attenuation coefficient of enterprise i’s contribution level (such as
obsolescence of the new technology, physical loss of the materials),

R; — represent the amount of resources that supplier j can provide, R; >
0(j=n+1,n+2,...,N),

a;; — represent the proportion of resource that a supplier willing to pro-
vide to a demander, which forms a m*n order matrix, 0 =< oa; =<
1i=12,...n; j=n+1,n+2,...,N),

s; — represent the growth factor of enterprise i’s contribution level which is caused
by resource transactions (i = 1,2,---, N),

c¢; — represent the cost coefficient of supplieri (i = 1,2,...,n),

pj —represent the cost coefficient of demanderj (j =n+1, n +2,...,N),

p — represent the discount rate, p > 0,

0; — represent enterprise i’s self-propagation ability of contribution level (such as
capital investment, own resources investment),

Taking the characteristics of resource allocation and resource trading process into
consideration, this paper makes the following hypotheses:

Hypothesis 5.1 the amount of resources can be provided by a supplier is the num-
ber of remaining resources after deducting the amount used by itself and the contri-
bution level’s increasement caused by own resource’s consumption is included in 6;,

Hypothesis 5.2 in resource trading process, there’s a square relation between
the total cost and the amount of trading resources for both suppliers and

n N

demanders, which can be set as Cp = %Z > c,-(ot,-jRj)2 and C;, =
i=1j=n+1

| n N 2

12 2 pilegR),

i=1j=n+1
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Hypothesis 5.3 the resource trading brings increasement to both suppliers’ and
demanders’ contribution level, and the increase rate is in direct ratio to the amount
of treading resources, while the proportional coefficientis s; (i = 1,2,---, N),

Hypothesis 5.4 the profit of a member not only in proportion to its own interest,

but also in proportion to the total interest of the alliance. For simplicity, the total
N

revenue function after dimensional processing can be set as W; = x; Y x;.
i=1

5.2.2 Establishment of Model

We set the rate of firm’s interest change is determined by the increase and
attenuation of its own interest and the contribution level of other members to it.
So the state equation of this alliance is:

N
X; = —rix; + E sidij R; +0;, i =1,2,-+-n
j=m+1

m
Xj = —TIjX; +ZSJ'O{,']'RJ' +9j, ] =n+1,---N

i=1

Xi(0) = xi0, i = 1,2,---N 5.1
The total revenue function of alliance is:

N N N N 2

ZWszini=< xi),izl,z,---,N

i=1 i=1 i=1 i=1

So the alliance’s total profit is:

That is:
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The alliance members maximize profit (5.2) by adjusting «;; in (5.1), but every
member also cares about the action of others that is because the contribution level
of others can be affected by their strategy, which have an effect on the interest of
this member. So the strategic interaction between members appears. (5.1) and (5.2)
constitute a differential game between the N members and eventually come to an
equilibrium status, which is Nash equilibrium.

5.3 Model Solution

This paper takes the proportion of resource that a supplier provides o;; as control
variable and system (5.1) as the basic state equation, and determines the admission
control function in the control domain. Then it makes the solution of system (5.1)
meet the condition and also maximize the performance indicator (5.2). That is to
mean maximizing the target functional by seek the optimal contribution proportion.
This is a linear optimal control problem. So we take the Pontryagin’s maximum
principle to solve this problem.
Construct the Hanmilton function:

n N

N
1
Hi kj,xi,055) = e (in) _EZ Z (Ci+1’j)(“inj)2

i=1 i=1j=n+1

n N
+lei —rixi + Z siaij R + 6;

i=1 j=m+1
N m
+ Z kj (—rij+ZSj(Xinj+9j) (5.3)
j=n+1 i=1

Here A;, k; are both covariant.
According to Pontryagin’s maximum principle:

9H, [t,k*(t),x;"(t),oz;"j (z)]

aOlij

The solution is:
et (Nis; +kis;
Olf*j — M (5.4)
(ci +pj) R,

Setu; = e"’/\,-,vj = ep’kj.
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Then (5.4) can be reduced to:

Uu; Si +Vij

(5.5)
(ci + pj) Ry

Ol,'j =

In the mean while, according to Pontryagin’s maximum principle:

OH (Ai kj, xi, o) - o
/\i:— aXi =—\]€ ot ZZ)C,' —/\,-x,- (56)

i=1

oH (/\,-,k~,x,-,ot,~) _ al
Kj:— ax]] J =—|:€ Pt (Zin)—ijj] (57)

i=1

According to u; = e”'A;,v; = e”'k; we can get the first derivative of A;, k;,

o Miopwi,_ViTPY)
A= k=g (5.8)
Substitutes (5.8) into (5.6) and (5.7), then we can get
N
up = (p+ri)u —2in,i =1,2,...n
i=1
N
vi=(p+r)v, =2 xi.j=n+ln+2.. N (5.9)

i=1

Based on the above calculations, (5.1) and x;, u;, x 7, v; all equals to 0 when they
in a stable state, we can get the following differential equation:

i S [MiSi +Vij]
O=-—rxi+ » ———2di40i=12..n (5.10a)
je Gt

" s uisi +vis;
oz—rixj+Z’[Tl)/’]+9,,j =n+1,n+2,...N  (5.10b)
i=1 ! 1

N
(p+r)ui =2 xii=12..n (5.10¢)

i=1
N
(p+r)v; =2 x.j=n+ln+2...N (5.10d)

i=1
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By (5.10c) and (5.10d) we can get:

2P .
u = i =1,2,...n;
p+ri
2P .
v = s j=n+1,n+2...N; (5.11)
p—i—rj

Substituting (5.11) into (5.5), and after finishing can get a Nash equilibrium
solution of the system:

2P 2P

., = P T S
T (atp)R
%9,- s $i$
P= =t i a=2 Y _p+’f+/’+rj
n ; N . i=n+1 Ci Di
(e £ on) T A e
and i=nti a7y
2
8iS; 5j
fi—ay PR pHT (5.12)
! i=1 ¢+ pj

By (5.12), we learn that the proportion of resources provided by supplier is
a decreasing function of the cost coefficient of suppliers p; and the amount of
resources can be provided by suppliers R ;. Because the more resources to be sold,
the less interest the alliance can get, which reducing the competitiveness of the
alliance. At the same time, the alliance’s productive capacity is limited within a
certain period of time, so the resource they need to maximum the profit is limited,
which means the bigger the R; is, the smaller the proportion is.

By (5.12), we learn that the proportion of resources provided by supplier is a
decreasing function of the cost coefficient of demander i. Because that the higher
the cost of demander is, the more reluctant suppliers to sell their resources and
the lower the proportion of providing resources is. So they will get less interest
in the transaction process and the total revenue for this alliance will be reduced
accordingly. So the suppliers are willing to sell resources to demander which has a
lower cost coefficient.

By (5.12), we learn that the proportion of resources provided by supplier is an
increasing function of the suppliers and demanders’ self-propagation ability 6;.
Because the higher the enterprise’ self-propagation ability is, the more inward
investment is, which means the enterprise can handle more resource and more
resource is allocated to the enterprise so that the alliance can maximum the profit.

By (5.12), we learn that the proportion of resources provided by supplier is
a decreasing function of the attenuation coefficient of enterprise i’s contribution
level. Because the higher the attenuation coefficient, the weaker the enterprise’
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competitiveness, which means the enterprise is hard to survive long and the suppliers
are less willing to provide resource to it so that to increase the alliance’ total profit.

By (5.12), we learn that the proportion of resources provided by supplier is an
increasing function of s; — the growth factor of enterprise i’s contribution level
which is caused by resource transactions. Because the bigger the growth factor
is, the more the increasement of the enterprise’s contribution level is, which also
increases the alliance’s profit.

5.4 Example

A dynamic alliance of the manufacturing gird is composed of five resources nodes,
which includes two resources demanders and three resources suppliers. Set discount
rate p as 8 % and the remaining parameters are shown in Table 5.1:

Through calculation based on the above parameters, we can get:

a; =0.0217, a, = 0.0142, f3=0.0134, f,=0.0074, f5=0.0137,P=39.9544

2P 2P
S|+
_Pr +r p+r3
(c1 + p3) Rz
2%39.9544 % 0.05 2 %39.9544 % 0.05

+
_ _ 0.0840.08 0.08+008 39174

(4+4.5) %15

$3

Slmllarly Oy ~ 2730%, o5~ 1990%, O3 X 32.48 %, Oy ~ 21.94 %, o5 ~S
16.52 %.

Figure 5.1 shows «;; (3 for an example in the figure) — the proportion of
resources provided by supplier decrease with increasing cost coefficient of supplier
p; and amount of resources can be provided by supplier.

Figure 5.2 shows the proportion of resources provided by supplier «;; decrease
with increasing ¢; cost coefficient of demander i.

Figure 5.3 shows the proportion of resources provided by supplier ¢;; constant
increase with increasing suppliers and demanders’ self-propagation ability 6;.

Table 5.1 The values of ¢;,

ri R pj. 6, s; units: Piece, Parameters 1 2 3 4 5
Yuan Ci 4 5
ri (%) 8 7 8 7 7.5
0; 0.05 0.04 0.05 0.04 0.03
R; 15 20 30
S 0.05 0.04 0.05 0.03 0.05

» 45 35 45
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Fig. 5.2 The functional relationship between ¢;; and ¢;

Figures 5.4 and 5.5 shows the proportion of resources provided by supplier
a;; constant decrease with increasing attenuation coefficient of enterprise i’s
contribution level r;.

Figures 5.6 and 5.7 shows the proportion of resources provided by supplier o;;
constant increase with increasing growth factor of enterprise i’s contribution level
which is caused by resource transactions s; .
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5.5 Conclusion

To sum up, this paper comes to the following conclusions: (1) it establishes a
cooperative game model about alliance members’ contribution level. The members
can achieve a win-win goal of maximization of individual and alliance benefit due
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to strategic interaction via adjusting its own resources proportion, (2) according to
the model solution, on one hand the proportion of resources provided by supplier is
positive correlated with enterprise i’s self-propagation ability of contribution level
and the growth factor of enterprise i’s contribution level which is caused by resource
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Fig. 5.7 The function relationship between o;; and s; (i = 3,4,5)

transactions, on the other hand it’s negative correlated with the amount of resources
can be provided by suppliers, the cost coefficient of suppliers and the cost coefficient
of demanders and the attenuation coefficient of enterprise i’s contribution level. And
then it have an effect on the total profit of the alliance, (3) the group competitiveness
of dynamic alliance can be improved via strengthening management, improving the
matching of internal resources, reducing the operation cost and raising one’s own
competition which can make the alliance in an invincible position in the increasingly
fierce market competition.
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Chapter 6

Optimization of Injection Molding Shop
Scheduling Based on the Two-Stage
Genetic Algorithm

Jin-ping Zhou and Hu Fu

Abstract Injection molding shop Scheduling is a large-scale parallel machine
scheduling with process constraints, time constraints, earliness/tardiness penalties
and due window constraints. Given the complexity of injection molding shop
scheduling, a two-stage genetic algorithm is presented: the first stage is to partition
jobs to machines, and the second stage is to sequence jobs for each machine.
A simulation model for solving injection molding shop scheduling problem is
proposed. For determining the optimal starting time of a single machine, a rule-
based heuristic algorithm is also proposed. The application demonstrates the
reliability and validity of the algorithm and simulation model.

Keywords Due window e Earliness/tardiness penalties ¢ Injection molding e
Parallel machine scheduling ¢ Procedure constraint

6.1 Introduction

The general processes of the plastic injection company which makes to order are:
injection, painting, printing, assembly. According to the differences of orders and
product requirements, we can choose one of the general processes or all. But
the injection process must be the first one. The different processing abilities of
machines between the injection and follow-up crafts necessities the temporary
storage for products after plastic injection. For direct molding products, the time of
temporary storage determines the inventory cost and other related costs. The indirect
molding products which have some rest processes need temporary packaging
(dust requirements) and storage, transportation. If the injection process is delayed,
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the follow-up processing plan is often disrupted, and even causes the tardiness.
Therefore the scheduling of injection molding shop is the most important aspects
of reducing the overall production costs.

Injection molding shop scheduling (IMSS) has two critical parameters in con-
sideration: the injection pressure and the product’s color. The injection pressure
determines the type of injection molding machine (process constraints), the prod-
uct’s color determines the setup time (processing time constraints). The aim of
IMSS is how to partition the existing jobs (orders) to the injection molding machine
reasonably and find out the best process sequence of these jobs to ensure follow-up
process work normally and minimize the earliness/tardiness (E/T) penalties.

6.2 Problem Description

IMSS can be stated as follows:

1. There are n independent jobs (defined by set J) working on m independent
machines (defined by set M);

2. Due to the injection pressure, Ji (I =1, 2, ..., n) are only allowed to work on
some machines like M; (j=1, 2, ..., m), called special process constraint;

3. There are some identical parallel machines in set M; others are non identical
parallel machines. So the processing time on the different machines is not the
same. But when the jobs have partition to machine, the processing time of the
jobs is identified, which is called processing time constraint;

4. Although the fluctuation of the processing time is existed, we still assume the
processing time is constant because the jobs are finished as a batch.

5. The setup time is associated with jobs and colors of products. Because the jobs
are finished as a batch and the total time of finishing a batch is long, setup time
can be merged into processing time.

6. Delivery is determined by customers and earliness/tardiness penalty exist. The
earliness penalty is determined by the injection molding company itself, and
it’s related with holding costs for finished goods, deterioration of perishable
goods and opportunity cost. Unlike the earliness penalty, the tardiness penalty
is relatively complex and it’s related to the breach of contract and loss of future
sales and rush shipping cost and customer credit losses.

7. An interval [e;, [i] is defined as the due window. The delivery ahead of ¢; will
cause the earliness penalty. And the delivery behind of /; will get the tardiness
penalty. It is assumed the interval is shorter than processing time of an job, and
if p; represents the processing time of the job i. so p; > [; —e;.

8. When the set of jobs is processing on the machine, continuous processing or
intermittent processing is depend on the earliness/tardiness and the needs of Just-
In-Time (JIT). That means the idle time of machine is allowed in processing.

9. The start time of a job processing is generally nonzero due to the effect by the
existing tasks on the machine. So the machine’s start time is a constraint of IMSS.
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Therefore the IMSS can be considered as a parallel machine scheduling (PMS)
problem with a special process constraint, processing time constraint, start time con-
straint and the due window constraint with minimum earliness/tardiness penalties.
Because the numbers of the jobs and machines are huge, it also can be seen as a
large-scale scheduling problem.

6.3 Solutions of PMS Problems

There is less specific literature for IMSS problem. A production schedule algorithm
was presented based on heuristics and tabu search algorithms, which can not only
in priority satisfy the job’s delivery, but also can make setup time minimum in the
injection production line (Zhong-yao Liu et al. 2008). A hybrid genetic algorithm
(GA) is investigated to solve PMS problem (Cheng and Gen 1997), and presented an
encoding method which consists of a job symbol list and a partitioning symbol list
(it is called extended sequence encoding method). A heuristic algorithm is presented
to solve non identical multi-machine scheduling problems with a common due
window and earliness/tardiness (De-cai Huang et al. 2001), its goal is to minimize
system makespan. It shows a hybrid genetic algorithm based on three genetic coding
methods, which solve the earliness/tardiness scheduling problem of finding optimal
common due date and optimal scheduling on parallel machines (Min Liu and Cheng
Wu 2002).

Parallel machine earliness/tardiness scheduling problem can be divided into two
categories: one category is common due window scheduling problem, and the other
is independent due window scheduling problem. The study of the first problems
has proved that there is no idle time inserted and the optimal schedule is V-shaped
structure, as well as at least one workpiece completed within its due window
properties (Xing-chu Liu et al. 2000).

On study of the second category, the most majority of the research is assump-
tions: the start processing time is zero, and there is no idle time between the work
piece processing on the machine (Hua Zhao et al. 2007; Li Wang et al. 2002). To
solve the different deliveries on non-identical PMS problem, the segment encoding
of the genetic algorithm is presented in Jia-quan Gao et al. (2007).

Although the major study shows that the parallel machine earliness/tardiness
scheduling problem is fit to JIT production (Min Liu et al. 2001; Feldmann and
Biskup 2003; Sourd 2009; Bean 1994; Balin 2011; Si-min Huang et al. 2010;
Kocamaz et al. 2009), but the assumption of the start of processing time is zero
and there’s no idle time inserted between two processes on one machine. This is not
fit to JIT, because the significant feature of the E/T scheduling problems is to allow
the idle time inserted between two processes on one machine (Xing-chu Liu et al.
2000). Therefore, to solve the PMS problem with earliness/tardiness, it is necessary
to partition jobs to machines and sequence jobs for each machine, but also need to
figure out the best start time. Reference Xing-chu Liu et al. (2000) shows a genetic
algorithm for optimal process sequence and best start time, and reference Feldmann
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and Biskup (2003) shows a heuristic algorithm for minimizing earliness/tardiness
penalties. The branch and bound algorithms to solve the PMS problem is presented
(Sourd 2009), and the algorithm can be able to expand to multi-machine situations,
but there are not expansion methods and case studies.

So, if the existing PMS model and algorithm is directly applied to the IMMS
problem, we must simplify the constraints which cannot be simplified in reality.
Especially, the surmise of E/T scheduling is contrary to JIT idea.

This paper proposes the IMMS problem as a PMS with special process constraint,
constraint of processing time and due window constraint. The aim is to minimize
earliness/tardiness penalties. The corresponding mathematical model and genetic
algorithm based on two -stage chromosomes encoding method read as follows: the
first stage is to partition jobs to machines, and the second stage is to sequence jobs
for each machine, and at the same time to calculate the optimal start time.

6.4 Mathematical Model

Nonnegative constants «; and §; is defined as unit earliness/tardiness penalties cost
of job i. The due window is [e;, /;]. For the random machine M;, the set J; shows the
jobs which partition to the machine and satisfies the constraints, obviously J; C J.

m
Je|k=12,..K,j=12,....omn= ) Kj) can shows the jobs in J; set.
=1
Djr is defined as processing time and sj; as start time (sj; = sj, sj is the start time of

M;). The due window of job i will translate to [ej, /;x]. The unit earliness/tardiness
penalty cost is ok and Bjk. So the finish time of Jj is:

k
Cit =Y (sjq+Pig) (@ =1.2.....k.k =1.2....K;) (6.1)
q=1

We assume s; is the start time of machine M; and there’s no idle time between
two jobs. That means sj = 0, so the complete time of order Jj is:

k
Cik =s;+ Y piglg=12.....kk=12,..K)) (6.2)
q=1

Set Ej; and T as earliness/tardiness time:

If Cj < ej, that means earliness happens, so earliness time is Ej; = ejx — Ci, Tjx = 0;
If Cj > I, that means tardiness happens, so tardiness time is T = Cjx — Iy, Ejx = 0;
If Cjk > =ejk and Cjk < =ljk, Ejk =0and Tjk =0.

For random machine M;, total earliness/tardiness cost is:
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Kj
SM;) =" (ajk x Eji + B x Tjx) (6.3)
k=1

For a certain scheduling (o), total earliness/tardiness cost is:

m Kj

f©@) =" (ajkx Eji + Bjx x Tjx) (6.4)

j=lk=1

f(0) is called as penalty function and is also the fitness function of the genetic
algorithm employed in the paper.

6.5 Algorithm

In summary, the IMSS has three fundamental problems:

1. How to partition the orders to the appropriate injection molding machines, which
means how to form the orders set J; in machine M;.

2. How to sequence jobs for each machine. The sequence is determined by set Ji.

3. How to get the optimal start time for each machine. The result is determined by
set Sik-

Two ways to find the sequence of jobs currently are first to assign tasks, and then
to sequence the jobs, or first to sequence jobs, and then to assign tasks.

6.5.1 Encode Design

Cheng and Gen (1997) proposed an extended sequence encoding method to solve
the n-job m-machine problem. For a n-job m-machine problem, a legal chromosome
contains 7 job symbols and m — 1 partitioning symbols (“*”), resulting in a total size
of (n + m — 1). Take a simple case with nine jobs and three machines as an example.
Suppose there is a schedule, and the chromosome can be represented as [9 1 * 3 5
42 *%867]. “9/1” means job 9 and job 1 partition to M; (machine No.1). “3/5/4/2”
means job 3/5/4/2 are partition to M,. “8/6/7” means the job 8/6/7 are partition to
M3 and the processing sequence is 8-6-7.

The benefit of applying the extended sequence encoding is the chromosome
which not only indicates the job processing sequence, but also represents the
assigning of the jobs to machines. This is a typical first-partition- and-then-sequence
problem. However, the encoding method may lead to the change in sequence and
partition through crossover or mutation. The change in the partition jobs to machine
can also change the processing sequence in the machine, and it is not conducive to
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the neighborhood search of combinatorial optimization problems. At the same time,
the encoding method is not very suitable for the scheduling problem with process
constraint.

Bean (1994) proposed a random key representation encoding method, its code
length of n-genes within the chromosome from 1 to m — 1 the real number (not
including the border), the coding method effectively reflect the partition jobs to the
machine sequence jobs of each machine. The encoding method is that partition and
sequence are completed at the same time, but it’s also not suitable for scheduling
problems with process constraint.

The genetic algorithm chromosome coding mentioned in the above method is all
using single encoding. This method mainly solves the problem of partition jobs to
machine. Obviously, the sequence may not be the best sequence. As in the above
9-job 3-machine example, the sequence order 3/5/4/2 may be not the best sequence.

Thus, in order to solve large-scale injection molding E/T scheduling problem, a
two-stage (level) chromosome encoding method is proposed. First, the chromosome
A encoding the machine number to complete partition jobs to machine, a set {J;} is
a job set of the machine M; which some jobs have been partition. Then, a set {J;}
of jobs is regarded as chromosome B which sequence jobs for each machine. It is
summarized as follows:

The job set is J={1,2, ... n}, and the machine set is M ={1,2, ... m}.
Chromosome A encoding is machine-based representation, such as [M), M®, ...,
M™]. M means the job i can be partitioned to the machine (process constraints).
For the 15-job and 4-machine encoding example, chromosome gene no. is 1-15,
corresponding chromosome A (machineno.)as (133214221143144).

This encoding can be applied to partition all jobs to the machine. Described in
the above example, the job sets that are assigned to four machines are: {J;} = {1,5,
9,10,13}, {Jo} ={4,7,8}, {J3} ={2,3, 12}, {J4} = {6,11, 14,15}. The genetic algo-
rithm which partitions of all jobs to the machine is the first stage genetic algorithm.

The chromosome B encoding is job-based representation and the encoding length
is variable. For example, the current machine is Mj, and the jobs set is {/;}, a
feasible chromosomes B encoding is (10 1 9 5 13).

Genetic algorithm based on job-based representation is the second stage genetic
algorithm. When completing the first stage genetic algorithm, the second stage
genetic algorithm is applied to sequence jobs for each machine.

6.5.2 Fitness Function

The two-stage genetic algorithm defines a job set of machine and a sequence of jobs
in each machine. Finally, a heuristic method used to figure out the job’s optimal start
time. There is a basic principle of “priority of earliness to tardiness”. The fitness
calculation steps reads as follows:
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1. To employ the first genetic algorithm to partition jobs to the machine by
chromosome A. For machine set M;, the jobset Jx (k=1,2, ... K;,j=1,2,...,

m
m,n = Y K;) constitutes the chromosome B.
=1

2. To sequénce the chromosome B through the second stage genetic algorithm.

3. For a scheduling plan of machine M;, let s; as the initial processing time. There
is no idle time inserted between the two jobs processed on a machine. The finish
time of job Jj; process on machine M; is calculated by (6.2).

4. For job Jjx (k=1,2, ... K;) on machine M;, when on the condition of k = Kj, if
¢jr > = I, that means no machine idle time exists and f(M;) may include the cost
of tardiness penalties, then go to 6).

5. If ¢jp <y, we can get cjx = Iy, ajx = cjx — tj. Because of the delay start time of
Jjr, there appears a “neutral” between the Jj; and Jj —1. That means cj —; may
be latter. There are two circumstances:

(a) If cjx — 1 > =1z —1, that means Jj; — is already delayed (or just the latest
delivery time). Assigning the cj - just will increase penalties cost, so we
retain the “neutral”

(b) If Cik—1 < ljk—l and ljk—l < ajk, it results in Cik—1= ljk—l and l‘IlOViIlg
forward part of “neutral”, then let k=k—1 and return 5). Otherwise let
¢jk—1 = aj, and all of the “neutral” are forward.

6. Calculating the jobs total earliness/tardiness penalties cost of M; by (6.3).

7. Evaluating whether the result meet the end condition of the second stage genetic
algorithm. If it does, let it go to 8), otherwise go back to 3).

8. Evaluating whether the two-stage genetic algorithm is completed. If it does, let
it turn to 9), otherwise go back to 2).

9. Calculating the orders’ total earliness/tardiness penalties cost as the total one
scheduling penalties cost by (6.4). Then evaluating whether the result meet the
end condition of the first stage genetic algorithm. If it does, we already get the
minimum E/T indicators scheduling, otherwise go back to 1) to continue.

Therefore, the calculating of the optimal start time and the fitness is fit to JIT
production. The essence of this algorithm is to nest sequence genetic algorithm into
partition genetic algorithm. The algorithm is also applied to sequence jobs for each
machine.

6.5.3 Other Genetic Operators

As the first stage and the second stage genetic algorithm both are general partition
and sequence algorithm, the crossover operator of the chromosome A/B can select
the partially mapped crossover (PMX). But the Mutation operation and selecting the
operation use the standard genetic operators.
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Table 6.1 Start time of injection molding machine

Machine no.  Start process time ~ Machine no.  Start process time

1 12:00:00 5 1:10:00
2 0 6 0

3 5:00:00 7 2:00:00
4 7:40:00 8 3:30:00

6.6 Case Study

Take a medium scale injection molding company as an example. There are over 100
injection molding machines with processing capacity from 100 to 1,300 t. When
the company considers the production schedule, they generally separate jobs with
direct molding without subsequent processing and jobs with follow-up process.
And the injection molding machines are assigned to different operating groups: the
direct molding without subsequent processing and follow-up painting process. To
the group of follow-up painting process, the delivery time is the job schedule of
the follow-up painting process. So this type of job scheduling is figure out how to
satisfy the painting process.

In this case, there are 40 orders and 8 injection molding machines now and it is to
decide the schedule of the next 3 days. The eight machines have different processing
capacities and some of them are working for current jobs. So the 40 orders can only
process on the part of machines. Table 6.1 shows the start time of these 40 orders.
Table 6.2 is the constraints of the orders.

The corresponding genetic algorithm and simulation model can be developed
by the application of the Tecnomatix series software which produced by Siemens
company, shows as Fig. 6.1.

The population size of chromosome A is set as 30/60 (the first generation of the
parent is 30). The maximum generation is 60. The crossover probability P, is 0.5.
The mutation probability Py, is 0.15. The population size of chromosome B is set
as 10720 (the first generation of the parent is 10). The maximum generation is 10
(which can automatically adjust according to the number of orders). The crossover
probability P. is 0.8. The mutation probability Py, is 0.1. The result of simulation is
shown in Fig. 6.2 and the Gantt chart shown in Fig. 6.3.

6.7 Conclusion

This paper proposes a two-stage genetic algorithm based on the recent study of
genetic algorithm for parallel machine to solve the large scale PMS problem with
special process constraint, processing time constraint and the due window con-
straint: the first stage is partition jobs to machines, and the second stage is sequence
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Table 6.2 Earliness/tardiness penalty factor, due window, process and processing time constraint

Job

o

Bi

€i

I;

Machine & proc time constraint

I

2

J3

J4

J5

J6

I7

I8

J9

J10
J11
J12
J13
J14
J15
J16
17
J18
J19
J20
J21
122
123
124
125
126
127
128
J29
130
J31
J32
133
J34
I35
136
137
I38
139
J40

0.68
0.92
0.68
0.96
0.84
0.96
1.04
0.92
0.68
0.72
0.68
1.12
1.04
0.60
0.84
0.72
0.88
1.08
1.04
1.12
0.80
0.60
1.12
0.88
0.64
0.80
1.16
1.16
0.80
1.12
1.08
1.00
1.12
1.04
0.60
0.96
0.84
0.76
0.88
0.80

1.09
1.47
1.09
1.54
1.34
1.54
1.66
1.47
1.09
1.15
1.09
1.79
1.66
0.96
1.34
1.15
1.41
1.73
1.66
1.79
1.28
0.96
1.79
1.41
1.02
1.28
1.86
1.86
1.28
1.79
1.73
1.60
1.79
1.66
0.96
1.54
1.34
1.22
1.41
1.28

2:09:12:00
17:58:00

18:35:00

1:17:25:00
1:23:04:00
18:10:00

1:09:16:00
16:15:00

2:18:06:00
1:01:25:00
2:08:02:00
2:05:21:00
1:08:09:00
1:08:40:00
15:55:00

2:09:55:00
11:17:00

1:18:21:00
1:20:28:00
2:17:03:00
1:06:53:00
2:18:05:00
1:00:15:00
1:02:10:00
16:51:00

1:20:19:00
1:19:38:00
1:23:03:00
1:15:27:00
1:18:00:00
2:12:46:00
11:26:00

1:01:00:00
2:13:07:00
2:06:44:00
1:15:56:00
1:06:34:00
2:11:32:00
16:46:00

2:11:25:00

2:10:40:00
19:48:00

19:10:00

1:19:15:00
2:01:13:00
19:27:00

1:11:04:00
17:41:00

2:19:30:00
1:02:05:00
2:08:21:00
2:05:45:00
1:08:45:00
1:10:43:00
17:12:00

2:11:43:00
11:32:00

1:20:22:00
1:21:15:00
2:18:22:00
1:08:09:00
2:19:40:00
1:02:31:00
1:04:14:00
19:02:00

1:22:58:00
1:21:44:00
2:00:44:00
1:15:57:00
1:19:14:00
2:15:11:00
11:27:00

1:01:21:00
2:14:45:00
2:09:07:00
1:16:33:00
1:08:31:00
2:14:25:00
18:22:00

2:12:39:00

M1
M4
M4
M5
M1
M4
M1
M2
M2
M3
M2
M1
M1
M5
Ml
M2
M1
M5
M1
M3
M4
M5
M1
M3
M1
M4
M3
M2
M2
M3
M1
M1
M1
M1
M2
M2
M1
M1
M3
M3

7:06:00
20:24:00
15:42:00
20:06:00
16:30:00
17:48:00
17:24:00
6:18:00
19:06:00
21:18:00
22:54:00
20:12:00
20:30:00
18:18:00
21:54:00
12:00:00
9:36:00
11:54:00
14:18:00
9:18:00
5:18:00
3:06:00
5:42:00
15:06:00
7:00:00
13:48:00
12:30:00
7:36:00
14:00:00
19:06:00
11:24:00
11:30:00
17:06:00
10:00:00
5:18:00
9:42:00
6:06:00
7:24:00
7:00:00
16:48:00

M3
M5
M5
M6
M2
M5
M2
M4
M4
M6
M4
M2
M2
M6
M2
M4
M6
M7
M2
M4
M7
M7
M2
M5
M3
M5
M4
M4
M3
M5
M3
M3
M3
M5
M3
M4
M3
M3
M4
M7

16:18:00
13:54:00
19:48:00
4:36:00
7:18:00
4:06:00
13:48:00
13:12:00
11:30:00
6:24:00
16:36:00
3:12:00
10:06:00
6:30:00
19:18:00
23:18:00
3:48:00
6:00:00
7:18:00
20:00:00
23:24:00
10:36:00
10:30:00
10:00:00
20:30:00
6:42:00
17:42:00
22:06:00
13:30:00
18:00:00
9:18:00
14:12:00
19:12:00
7:48:00
9:42:00
19:30:00
12:12:00
9:06:00
7:48:00
7:06:00

M6
M3
M7
M7
M5
M6
M8
M3
M7
M8
M6
M3
M7
M3
M7
M5
M3
M3
M4
M3
M3
M8
M7
M7
M6
M6
M8
M7
M7
M6
M7
M6
M8
M7
M6
M6
M5
M4
M8
M8

20:06:00
5:06:00
5:54:00
12:36:00
11:36:00
15:54:00
19:12:00
22:42:00
11:36:00
23:48:00
22:30:00
13:24:00
19:42:00
19:12:00
9:48:00
5:48:00
10:18:00
3:18:00
10:42:00
9:30:00
6:54:00
7:54:00
14:06:00
20:30:00
3:00:00
7:00:00
14:18:00
3:00:00
14:00:00
13:36:00
14:42:00
11:18:00
20:00:00
16:00:00
16:48:00
23:30:00
7:30:00
5:48:00
9:12:00
12:42:00
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Fig. 6.2 Solution results of simulation example

jobs for each machine. And this method is totally fit to the JIT production which
requires minimum earliness/tardiness penalties. Practice shows that the application
of this method can get more practical operability result than the application of the
first-partition-then-sequence method or the sequence-plus-partition method. The
follow-up study will focus on how to achieve the collaborative work plan and
the optimization of production planning of entire processes: injection—painting—

printing—packaging.
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Fig. 6.3 Gantt chart of scheduling example

References

Balin S (2011) Non-identical parallel machine scheduling using genetic algorithm. Expert Syst
Appl 38:6814-6821

Bean JC (1994) Genetic algorithms and random keys for sequencing and optimization. INFORMS
J Comput 6(2):154-160

Cheng RW, Gen M (1997) Parallel machine scheduling problems using memetic algorithms.
Comput Ind Eng 33:761-764

De-cai Huang, Yi-hua Zhu, Wan-liang Wang (2001) Earliness-tardiness job scheduling problem
with a common due window on non-uniform machines. Syst Eng Theory Pract 21(4):64—-69
(in Chinese)

Feldmann M, Biskup D (2003) Single-machine scheduling for minimizing earliness and tardiness
penalties by meta-heuristic approaches. Comput Ind Eng 44:307-323

Hua Zhao, Ren-jun Wen, Xiao-hui Chen (2007) A study on the parallel machine scheduling prob-
lem based on individuality production mode. China Mech Eng 18(17):2058-2061 (in Chinese)

Jia-quan Gao, Yu-shun Wang, Gui-xia He (2007) Earliness-tardiness job scheduling problem with
a common due window on non-uniform machines. Comput Eng Appl 42(2):15-17 (in Chinese)

Kocamaz M, Cicekli UG, Soyuer H (2009) A developed encoding method for parallel machine
scheduling with permutation genetic algorithm. In: European and Mediterranean conference
on information systems, EMCIS’2009, Izmir, 2009, pp 1-8

Li Wang, Da-wei Li, Meng-guang Wang (2002) Genetic algorithm for parallel machine scheduling
with due windows. J Syst Eng 17(1):45-49 (in Chinese)

Min Liu, Cheng Wu (2002) Parallel genetic algorithm for solving parallel machine scheduling
problem with different due window. Acta Automat Sin 26(2):258-262 (in Chinese)

Min Liu, Cheng Wu, Wen-jun Yin (2001) Solving identical parallel machine production line
scheduling problem with special procedure constraint by genetic algorithm. Acta Automat Sin
27(3):381-386 (in Chinese)

Si-min Huang, Lin-ning Cai, Xiao-yue Zhang (2010) Parallel dedicated machine scheduling
problem with sequence-dependent setups and a single server. Comput Ind Eng 58:165-174
Sourd F (2009) New exact algorithms for one-machine earliness-tardiness scheduling. INFORMS

J Comput 21(1):167-175

Xing-chu Liu, Qian-chuan Zhao, Da-zhong Zheng (2000) Single machine earliness and tardiness
scheduling problem with distinct due window using genetic algorithms. J Tsinghua Univ (Sci
Technol) 40(7):59-62 (in Chinese)

Zhong-yao Liu, Chong-jia Peng, Nai-qi Wu (2008) Production schedule based on tabu search
algorithms. Contr Automat 24(6):56-58 (in Chinese)



Chapter 7
A Simulation-Based Analysis of Cluster Tools
Scheduling with Plant Simulation

Yan Min and Xiao-rui Lin

Abstract Cluster tools are configurable and integrated equipment. They are widely
used in semiconductor fabrication in recent years. It is difficult to effectively operate
a cluster tools and schedule it due to wafer residency time constraints and activity
time variation of cluster tools. The schedule effects on the time performance of
cluster tools operation. In this paper, a simulation model based on Plant simulation
is presented to discuss the schedule of cluster tools in steady state. This simulation
model could describe and simulate the activities of robot, wafer processing and their
corresponding timing of cluster tools operation. Hence, it is a useful method to
analyze the time performance of cluster tools such as scheduling. Two examples
are used to test the simulation model and show the proposed application of the
simulation model.

Keywords Cluster tools * Modeling ¢ Plant simulation ¢ Production scheduling
Semiconductor fabrication ¢ Simulation

7.1 Introduction

Cluster tools are widely used in semiconductor fabrication in recent years. With
single wafer processing technology, cluster tools make semiconductor manufac-
turing flexible, reconfigurable and efficient (Bader et al. 1990; Burggraaf 1995),
result in higher yield (Newboe 1990), shorter cycle time (Newboe 1990; Singer
1995; McNab 1990), better utilization of space (Burggraaf 1995; Singer 1995), and
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lower capital cost (Singer 1995). Because of wafer residency time constraints and
activities time variation of cluster tools, how to effectively operate a cluster tools is
a challenge.

7.2 Architecture and Operations of Cluster Tools

7.2.1 Architecture of Cluster Tools

A cluster tools (Fig. 7.1) contains the following major components: an aligner
module, several processing modules (PMs), a wafer handling robot (single-arm
or dual-arm) that loads wafer into or unloads wafer from LL/PM and moves
wafer between PMs, and one or two loadlocks (LL) for wafer cassette loading
(Wu et al. 2008).

7.2.2 Operations of Cluster Tools

A raw wafer is unloaded from LL by robot initially and then loaded into a PM.
After finishing process, it is unloaded from that PM and moved to other PMs in
specific sequence as needed. It is returned to LL as the completed wafer at finial
stage eventually. In general, 25 wafers are in a cassette of LL.

The particular processing route for different type wafers is denoted by the wafer
processing flow. The form of wafer processing flow without wafer revisiting is
(my, my, ..., m,) (Kim et al. 2003), where n is the number of processing steps,
m; is the number of parallel PMs at process step i.

a b

Fig. 7.1 Cluster tools: (a) single-arm robot; (b) dual-arm robot
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7.2.3 Operations Requirement

Generally, wafers in a cassette have the same processing route (Kim et al. 2003; Lee
and Park 2005). Thus, a cluster tools just operates in steady state at most of the time
due to its continuous operation with two loadlocks.

A type of the various constraints for wafer fabrication is wafer residency time
constraints (Lee 2008). These constraints require that a wafer just stays in a PM
within a given time range after completion of process. Otherwise a wafer would be
damaged. The wafer residency time constraints are very restrict for some process.
They affect the schedule of cluster tools operation.

In order to maximize the throughput of a cluster tools, it needs scheduling a
cluster tools to satisfy the wafer residency time constraints.

7.2.4 Cluster Tools Modeling

Time performance of cluster tools operation is the most concerned quantitative prop-
erty. Important efforts have been made to analyze modeling and time performance
of cluster tools. These efforts have indicated that the configuration of a cluster tools
has effect on the performance (Lopez and Wood 1998, 2003; Koehler and Seppanen
1999; Perkinson et al. 1994).

Numerous researches have done investigation about modeling of cluster tools
schedule. These analyses are based on timing diagram (Perkinson et al. 1996;
Srinivasn 1998), marked graph (Zuberek 2001, 2004; Wu and Zhou 2010a, b, c, d),
colored resource-oriented Petri net (CROPN) (Wu and Zhou 2001, 2010a; Wu
1999; Wu et al. 2011a, b) and simulation analysis (Koehler and Seppanen 1999;
Artherton et al. 1990; Li and Wu 2009; Pan and Wu 2009). Being able to describe
the dynamic behavior of cluster tools, CROPN and simulation method are powerful
in modeling.

Another difficulty of scheduling and modeling cluster tools is to find the feasible
and optimal solution effectively and precisely. Some efforts have done on it. The
typical algorithms include heuristic, mathematical programming, analytical method
and simulation method. Basing on the consideration of computationally efficient
and solving accuracy, analytical and simulation method have more advantages
(Kim et al. 2003; Lee and Park 2005; Zuberek 2001, 2004; Wu and Zhou 2001,
2010Db, ¢, d; Wu 1999; Li and Wu 2009; Pan and Wu 2009).

Simulation analysis is an effective method for modeling of cluster tools operation
because it can describe the dynamic behavior of cluster tools with wafer residency
time constraints. It is also a simple and feasible way to find the solution of cluster
tools scheduling.
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7.3 Simulation Model for Cluster Tools Schedule
with Plant Simulation

Plant Simulation is a system developed by Siemens PLM Software. It is a computer
application for simulation modeling, optimization of production system and process,
etc. It is an object and event oriented graphical software.

The simulation model discussed in this paper is based on Plant Simulation. The
system of simulation model focuses on the activities of robot and the timing of
wafer processing. It consists of loadlock (LL), processing modules (PMs), robot
and raw wafers. The methods provided by the system of this simulation model have
their corresponding SimTalk programs that simulate the activities of robot and wafer
processing route. The Table files provided by system record the absolute time when
a wafer is loaded into LL/PMs or unloaded from LL/PMs. The residency time of a
wafer in a PM is calculated based on these records.

The correspondence between the components of a cluster tools and the objects
of simulation model with Plant Simulation is shown in Table 7.1.

There are several system parameters of simulation model. They correspond to
actual processing parameters of cluster tools. These parameters are defined as global
variables of the Plant Simulation system. The definitions of these parameters are
described in Table 7.2.

Cluster tools are reconfigurable. For simulation model with Plant Simulation,
they are configured by choosing different objects and modifying the SimTalk
programs of control methods. To do so, simulation model could simulate all possible
activities of robot and wafer processing, describe the timing of robot activities
and wafer processing of cluster tools with various processing flow. Thus, it can
implement the simulation of any schedule of cluster tools. The simulating process
of cluster tools with single-arm robot in steady state is shown in Fig. 7.2.

Table 7.1 Correspondence between components and objects

Cluster tools

System part Plant simulation object =~ Component/activity/parameter
Platform Frame g Cluster tools

Product entering ~ Source ﬂ Loading wafer into system
Product Entity g Wafer

Equipment Single Proc ":" PMs/LL/Robot

Table Table File _IT Technical parameter

Processing time
Residency time

Control Method Processing flow control
m Data statistics
Product leaving ~ Drain = Unloading wafer from system

Event controller ~ Event controller Generate processing time

9)
P
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Table 7.2 Definition

Variable object ~ Definiti
of variable object arape onee chon

LoadingTime Wafer loading time into LL/PM
UnloadingTime = Wafer unloading time from LL/PM
RotatingTime Robot moving time between LL/PM

BatchSize Wafer lot size
BatchNo Batch amount of processed wafers
BatchCount Sequence number of processing wafer

in current batch
RobotOccupied  Status of robot: holding with/without
wafer

7.4 Key Assumption of Simulation

The schedule of cluster tools discussed in this paper is in steady state. The simula-
tion model is also running in steady state specifically to match it. However, before
the system reaching steady state, there is an initial transient process, similarly, there
is a final transient process when the system needs to stop. Same as it in the steady
state, the key of scheduling a cluster tools in transient process is to determine when
a wafer should be loaded into or unloaded from LL/PM. A special type of dummy
wafer called Wy is introduced into the system when the first wafer is loaded into the
system, similarly, when the last wafer in LL is unloaded from it. To do that, the be-
havior of system in initial transient and finial transient are same as it in steady state.

7.5 Experimentation of Simulation for Cluster Tools

In order to test the simulation model discussed in this paper, two examples of cluster
tools with single-arm robot are used as the application for this simulation model.
Here are some details of examples.

Example 7.1 The flow pattern is (1,1,1,1), the batch lot size is 25, the processing
time for step 1, 2, 3 and 4 are 169, 139, 145, 129 s, after completion of processing,
a wafer can stay in step 1, 2, 3 and 4 for 15, 20, 15 and 25 s, loading a wafer into
LL/PM takes 10 s and unloading a wafer from LL/PM takes 15 s, respectively, it
takes 2 s for robot moving a wafer from one LL/PM to another.

The simulation model is initialized by inputting processing parameters of a
cluster tools. The interface of simulation model after completion of initialization
is illustrated in Fig 7.3.

To start the simulating process just needs to double click icon Eventcontroller.
Once the program is started, it can be stopped anytime later when it has been running
at least one cycle. The result of simulating process is shown in Fig. 7.4.

The timing of wafer processing is recorded in Table file Statistic. The detail
information is shown in Fig. 7.5.
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Fig. 7.2 Simulation process
in steady state

| Initialization |

v

| a wafer enters system |

v

| Load a waferin LL 1 |

Wafer in step n
complete

Robot wait

Unload wafer from step n
Load waferinto LL 2

Y

a wafer leaves system |

Wafer in step n-1
complete

Robot wait

Unload wafer from step n-1
Load wafer into step n

Wafer in step 1
complete

Robot wait

Unload wafer from step 1
Load wafer into step 2

v

Unload wafer from LL 1
Load wafer into step 1

End
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Fig. 7.5 Processing time of PMs

The residency time of a wafer in a PM would fluctuate with activity time variation
such that the wafer residency time constraints may be violated when a feasible
schedule obtained by simulation model discussed above is applied. The simulation
model could analyze the scheduling feasibility and point out the feasible region of
processing parameters, respectively.
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Fig. 7.6 Processing time of PMs with wafer extended residency

Fig. 7.7 Alert information

Example 7.2 Modify the processing time of step 1 from 169 to 179 s and then re-
run the program. The simulating result of cluster tools operation collected during
the test is shown in Fig. 7.6.

According to the simulating result of example 7.2, its schedule is obviously
infeasible. When a schedule is infeasible, the simulation model would issue alert
information and calculate exceeding wafer sojourn time. They are illustrated in
Fig. 7.7.

7.6 Conclusion

A simulation model of steady state scheduling for cluster tools has been presented
above. The simulation model could simulate the activities of cluster tools operation
and record their timing sequence.

Two examples are applied to test the simulation model. The results of simulating
process indicate that when a cluster tools operates under normal operating condition
that subjects to wafer residency time constraints, the feasible schedule of cluster
tools operation could be found. If the schedule violated the wafer residency time
constraints, simulation model would issue the alert information and calculate the
wafer sojourn time exceeding allowed wafer residency time.

According to above discussion, simulation model discussed in this paper could
describe the activities of robot and wafer processing of cluster tools such that it can
analyze the quantitative property of cluster tools such as scheduling. It is a useful
way to analyze the quantitative performance of cluster tools operation. It is noted
that this type of simulation model is suitable for modeling and scheduling cluster
tools with single-arm or dual-arm robot just by adapting objects, the control methods
and corresponding programs of SimTalk.



7 A Simulation-Based Analysis of Cluster Tools Scheduling. .. 79

References

Artherton RF, Turner FT, Pool MA (1990) Performance analysis of multi-process semiconductor
manufacturing equipment. In: Proceedings of IEEE/SEMI advanced semiconductor confer-
ence, Danvers, MA, 1990, pp 131-136

Bader M, Hall R, Strasser G (1990) Integrated processing equipment. Solid State Technol
33(5):149-154

Burggraaf P (1995) Coping with the high cost of wafer fabs. IEEE Trans Semiconduct Int
18(38):45-50

Kim J-H, Lee T-E, Lee H-Y, Park D-B (2003) Scheduling analysis of timed-constrained dual-armed
cluster tools. IEEE Trans Semiconduct Manuf 16(3):521-534

Koehler EJ, Seppanen MS (1999) Evaluation of cluster tool throughput for thin film head
production. In: Proceedings of 1999 winter simulation conference, Phoenix, 1999, pp 714-719

Lee T-E (2008) A review of scheduling theory and methods for semiconductor manufacturing clus-
ter tools. In: Proceedings of 2008 winter simulation conference, Miami, 2008, pp 2127-2135

Lee T-E, Park S-H (2005) An extended event graph with negative places and tokens for timed
window constraints. IEEE Trans Automat Sci Eng 2(4):319-332

Li F, Wu N-q (2009) Virtual cluster tool in wafer fabrication based on eM-Plant. Comput Eng
35(10):232-234 (in Chinese)

Lopez MJ, Wood SC (1998) Systems of multiple cluster tools: configuration and performance
under perfect reliability. IEEE Trans Semiconduct Manuf 11(3):465-474

Lopez MJ, Wood SC (2003) Systems of multiple cluster tools: configuration, reliability, and
performance. IEEE Trans Semiconduct Manuf 16(2):170-178

McNab TK (1990) Cluster tools, part 1: emerging processes. IEEE Trans Semiconduct Int
13(9):58-63

Newboe B (1990) Cluster tools: a process solution. IEEE Trans Semiconduct Int 13(8):82—88

Pan C-r, Wu N-q (2009) Modeling and simulation of single-arm cluster tool in wafer fabrication.
J Syst Simul 21(2):554-562 (in Chinese)

Perkinson TL, MacLarty PK, Gyurcsik RS, Cavin RK III (1994) Single-wafer cluster tool
performance: an analysis of throughput. IEEE Trans Semiconduct Manuf 7(3):369-373

Perkinson TL, Gyurcsik RS, MacLarty PK (1996) Single-wafer cluster tool performance: an
analysis of the effects of redundant chambers and revisitations sequences on throughput. IEEE
Trans Semiconduct Manuf 9:384-400

Singer P (1995) The driving forces in cluster tool development. Semiconduct Int 18(8):113-118

Srinivasn RS (1998) Modeling and performance analysis of cluster tools using Petri nets. IEEE
Trans Semiconduct Manuf 11(3):394-403

Wu NQ (1999) Necessary and sufficient conditions for deadlock-free operation in flexible
manufacturing systems using a colored Petri net model. IEEE Trans Syst Man Cybern Part
C 29(2):192-204

Wu NQ, Zhou MC (2001) Avoiding deadlock and reducing starvation and blocking in automated
manufacturing systems based on a Petri net model. IEEE Trans Robot Automat 17(5):658-669

Wu NQ, Zhou MC (2010a) Colored timed petri nets for modeling and analysis of cluster tools.
Asian J Contr 12(3):253-266

Wu NQ, Zhou MC (2010b) A closed-form solution for schedulability and optimal scheduling of
dual-arm cluster tools with wafer residency time constraint based on steady schedule analysis.
IEEE Trans Automat Sci Eng 7(2):303-315

Wu NQ, Zhou MC (2010c) Analysis of wafer sojourn time in dual-arm cluster tools with residency
time constraint and activity time variation. IEEE Trans Semiconduct Manuf 23(1):53-64

Wu NQ, Zhou MC (2010d) Petri net-based scheduling of time-constrained dual-arm cluster tools
with bounded activity time variation. In: Proceedings of 6th IEEE conference on automation
science and engineering, Toronto, 21-24 Aug 2010, pp 465470



80 Y. Min and X. Lin

Wu N, Chu C, Chu F, Zhou M (2008) A Petri net method for schedulability and scheduling problem
in single-arm cluster tools with wafer residency time constraint. IEEE Trans Semiconduct
Manuf 21(2):224-237

Wu NQ, Chu F, Chu CB, Zhou MC (2011a) Petri net-based scheduling of single-arm cluster tools
with reentrant atomic layer deposition processes. IEEE Trans Automat Sci Eng 8(1):42-55

Wu NQ, Chu F, Chu CB, Zhou MC (2011b) Petri net-based cycle time analysis of dual-arm cluster
tools with wafer revisiting and swapping strategy. In: Proceedings of 2011 IEEE international
conference on robotics and automation, Shanghai, 2011, pp 5499-5504

Zuberek WM (2001) Timed Petri nets in modeling and analysis of cluster tools. IEEE Trans Robot
Automat 17(5):562-575

Zuberek WM (2004) Cluster tools with chamber revisiting — modeling and analysis using timed
Petri nets. IEEE Trans Semiconduct Manuf 17(3):333-344



Chapter 8

A New Quant Model to Ensure Successful
QFD Implementation in the Increasingly
Uncertain Environment

Wei Xiong, Kun Xiong, and Xiao-tun Wang

Abstract QFD (Quality Function Deployment) can improve the quality of product
and increase customer satisfaction, leading to superior performance of companies.
But as global economy develops, the conditions wherein QFD is applied are
becoming increasingly uncertain, which causes a lot of problems. Particularly,
traditional techniques of QFD cannot deal with the vagueness, subjectivity and
uncertainty of the linguistic information provided by customers as well as the
R&D teams. This paper proposed a new model to solve such problems. We first
integrated rough set theory into AHP (Analytic Hierarchy Process) to build one
part of the model, which mainly deal with the uncertain information provided by
customers. Then we applied linguistic information based GDM (Group Decision
Making) theory to the expert assessment process to build another part of the model,
which deal with the uncertain information within the R&D team.

Keywords Linguistic information based group decision making theory ¢ Quality
function deployment ¢ Rough set theory ¢ Uncertain environment

8.1 Introduction

As global economy develops, customers are gaining clouts in the market. The
powerful customers force companies pay more attention to the VOC (voice of
customer), which is critical to customer satisfaction (Akao and Mazur 2003). In
order to gain competitive advantage, companies must rely on the sustainable product
innovations that cater to the CNs (customer needs) (Li and Atuahene-Gima 2001).

W. Xiong (P<) » K. Xiong * X. Wang
School of Management, Zhejiang University, Hangzhou, China
e-mail: xiongk1987 @hotmail.com

E. Qi et al. (eds.), The 19th International Conference on Industrial Engineering 81
and Engineering Management, DOI 10.1007/978-3-642-37270-4_8,
© Springer-Verlag Berlin Heidelberg 2013


mailto:xiongk1987@hotmail.com

82 W. Xiong et al.
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That is the reason why QFD, a method to develop product and control the quality
based on customer needs, is gaining attention in the literature (Akao and Mazur
2003; Carnevalli and Miguel 2008).

QFD is a “method to transform CNs into ECs (Engineering Characteristics),
which can be easily monitored by the structured process (e.g. house of quality)”
(Akao and Mazur 2003). Previous researchers have demonstrated that QFD can
shorten product development cycle (Franceschini and Rossetto 1998), facilitate
intern team communication (Sanford 2005), enhance quality of product and increase
customer satisfaction, leading to superior performance of firms (Herrmann et al.
2000).

However, in the increasingly uncertain environment the traditional techniques
used in QFD have showed a lot of drawbacks, especially its inability to deal with
the vagueness, subjectivity and uncertainty of the linguistic information provided
by customers as well as R&D teams (Van De Poel 2007).

Although scholars have tried hard to solve such problems (Kim et al. 2000;
Rabharjo et al. 2008; Fung et al. 2006), the methods they use might not be suitable
in some conditions. For example, Kim et al. (2000) and Fung et al. (2006) applied
fuzzy set theory and fuzzy regression in QFD, but the results might be unreliable
to some extent because of the subjective selection of membership function used in
their models.

To solve this problem we build a new model Fig. 8.1, integrating the rough set
theory, which is a powerful knowledge discovery tool in uncertain conditions, the
AHP and the linguistic information based GDM theory into QFD application.

The rest of this paper is organized as follows: Sect. 8.2 describes how we
integrate rough set theory and AHP to get the RAHP method, which is used to
analyze customer needs particularly to determine the comparative importance of
different customer needs. In Sect. 8.3, linguistic information based GDM theory
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is applied in the correlation determination process to determine the comparative
importance of ECs. We conclude this paper in Sect. 8.4.

8.2 The R-AHP Method for CNs Analysis

8.2.1 The Vague, Subjective and Uncertain Information
of Customers

Customers are the critical factor in the product development process, especially in
the early stage. This makes the subjective judgments perceptions and assessments
unavoidable at the early stage of product development process. Therefore, the QFD
analysis of customers’ needs is inherently subjective and uncertain (Van De Poel
2007).

Traditionally, analyses of customers’ needs include two steps (Kwong and
Bai 2003): first, acquire initial customer needs by questionnaires; second, apply
hierarchical method such as AHP (analysis of hierarchical process) to structural-
ize customers’ needs and to determine the comparative importance of different
customer needs. Currently the first step is relatively mature and certain. But the
determination of the comparative importance of customer needs is much more
difficult due to the large amount of ambiguous and vague information. To solve
this problem we propose a new model that combines the rough set theory and AHP.

8.2.2 Rough Set Theory and Rough Number

AHP is easy to implement in the second stage of customer needs analysis, but
it cannot deal with the vague and subjective linguistic-information. On the other
hand the rough set theory can solve the vagueness and subjectivity without any
preliminary information (e.g. the membership function in fuzzy theory) (Pawlak
1997). This provides with the solid foundation to the combination.

Before we propose our model, we give some basic definition used in the model.

Definition 8.2.1 U is a set of real numbers, according to rough set theory (Pawlak
1997) B« (ci) and B*(c;) are the B-lower and B-upper approximation of number
Ci, wherein B is the attributes of the objects in U (here B has one object: ‘value’).
BN5 (¢;) = B* (¢;) — B« (c;) is the boundary of B (c;). Define:

1
Lim (¢i) = B ZX|X €B, (ci)

Tim (&) = o 57 Dol € B e)
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Fig. 8.2 R-AHP model

for CNs analysis Step 1: Get comparative matrix A
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[Step 3: de-rough X into X~ and X* and get solutions]
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Step 4: integrate solutions in step 3

as the maximum approximation and minimum approximation of set B(c;), wherein
¢; is an object of U and satisfies ¢; < ¢j(i < j). We further define the rough number
as follows:

RN (¢;) = [Lim (c;) , Lim (c;)]

Lim (c;) and Lim (c;) are denoted as ¢;” and ci+ for short.

8.2.3 Integrate Rough Number and AHP to Assess CNs

Now we can present the model proposed to assess CNs in Fig. 8.2

Step 1: determine and structuralize CNs, and use AHP questionnaire to get
comparative matrix A. Suppose we have s customers to assess n CNs. We get
comparative matrix Al (i = 1,2...s) as follows:

i i
!XIZ ...X.ln
1 1
Al — X 1 ..ox,
i i
XX, ---1

Step 2: in order to construct the rough number matrix, we first integrate
Alinto A*

1 X5, ... X},
e | XL X
X5 Xy L1

: * (ol 2 S
Wherein X§ = (x;;, X, . ... Xp).
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=+
i Xijl- And

Then use RN (C;) operator on Xi”j, denote as RN (X;‘;) =[x
therefore

L1 poxhl oo KXl

boxil L1 X3
RN (A*) =X =

o, xh] Koo xhl ... [L1]

Step 3: to get the comparative importance of CNs, we can break the rough AHP
matrix X into X~ and X, and calculate respectively.

L xpooxg,
B e 1oxg,
X =
XHIXITZ 1 .
- n .
1+x12 . .xlEl
X+ — x 1 ..ox,
+ ot
| X X -.- 1]

We can obtain the comparative importance of CNs from X~ and Xt (Kwong and
Bai 2003; Saaty 2003)

W = (W, Wy,...,W,)
wt :(w;r,w;r,...,w:{)

Step 4: standardize and integrate the results in step 3 to get the comparative
importance of CNs.

1 W w

— +
W* — i - + i
b2 (ZE=1 Wi ke W;—)
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8.3 Linguistic Information Based Method For ECs
Assessment

8.3.1 Linguistic Information Theory

One of the most important steps to determine ECs is to figure out the preliminary
priority of them by analyzing the relationships between customer requirements and
ECs. In previous literatures the essential methods to determine such relationships
are expert interviews and decisions (Chan and Wu 2002). But due to the complex
and ambiguous decision making situation and uncertain judgment process of human,
the experts often cannot give accurate quantitative assessment when they evaluate
the situation. In order to solve this problem, we apply linguistic information group
decision making theory into the experts’ decision.

Definition 8.3.1 define linguistic information measurement

a=1-k22-%,....0,.... 2 (k-2

Bl
s k=1 ®.1)

O {S&w

Wherein k is positive integer, and S[(,k) satisfies:
L ife > B.then 8§ > S§;
2. It has negative operator neg (S&) = S,

_ For calculation purpose, we further extend discrete set S® to continuous set
S® = {S®|a € [—t, 1]}, t(t > k) is a nature number.

Definition 8.3.2 for any two linguistic terms, Sf,kl) , Sf,kz) e S® X € [0, 1] we have

following algorithm

k k k k (k)
SV eash =S ash =s

arp+az

k) _ gk
>\'S((ll) - S)»ocl

Definition 8.3.3 (Xu 2006a) a projection from n dimensions vector to single
dimension vector, S" — S, we define LWA (Linguistic Weighted Algorithm) as:

LWA (So;Sass - - - Say)
=W;Se; ® W2Se, D ... D WnSy, (8.2)

Whereina = » I, wjoj and wj € [0, 1], 37 w; = 1
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Definition 8.3.4 (Xu 2006b) a projection from n dimensions vector to single
dimension vector S® — S; and v = (v, v2, ..., V) is the weighted location vector,
v; € [0,1], Z?:l v; = 1. We define LHA (Linguistic Hybrid Algorithm) as:

LHA(Sa,: Sas, - - -+ Say) = ViSp, ® v2Sp, B ... © V1S, (8.3)
Wherein S, is the j factor in weighted average set S = {S'4;|S" e, = nW;Sy;,
i=1,2,...,n}, here n is the balance coefficient; w = (W, W,,...,w,) is the

weight vector of Sy, (i = 1,2, ...,n), Z;zl wi = 1.

Often in time, the experts give linguistic information assessment with different
granular, due to their different experience and knowledge base. To make the
calculation of linguistic information consistent we should standardize the linguistic
information assessments that have different granular. Assume we have continuous
linguistic information assessment S&1) = {S((xk‘)|oc e[l —ki, ki — 1]} and S&) =

{SékZ) IB € [1 —kp,ky — 1]}, define the transfer function (Xu 2009) F as:

F: S(kl) — S(kz) (8.4)
k, — 1

=F(a) = 8.5
B (o) — (8.5)
F':st) - gtk (8.6)

ki —1
=F1@) = 8.7
o ®) Bk2 —1 (8.7

8.3.2 Apply Linguistic Information Theory into ECs Analysis

Now that we have basic tool for linguistic information assessment, we can build up
our linguistic information based model in Fig. 8.3.

Step 1: Assume we have m ECs, EC;(i = 1,2, ..., m), which can be determined
by current product standards or cause-effect analysis such as DOE (Design of
Experiment).

Step 2: Assume that we have t experts to determine the relationships Ex:(§ =
1,2,...,t). The weight of Exg isw = (wi,wa,... ,W[)T, which satisfies wg >
0, and Ztg=1 we = 1. They consider n CNs of relationships for each EC CN¢(§ =
1,2,...,n) and its weights vector = (d;,d,,... ,dn)de > 0, Z?=1 dj = L

3
This generates relationships values rl(;( )(2 = 12,...,t;1i = 1,2,... m;j =
1,2,...,n).
k! K2 k‘}'

We define expert matrix R = (R;;) wherein Rij = {r{j.1{j, ... 1j;
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Fig. 8.3 Linguistic
information based model for
ECs correlation analysis

Step 1: Determine ECs

v

Step 2: Get relationships matrix R from experts

[ |
[ |
v

[ Step 3: Standardize R to get R* ]
[ |
| |

v

Step 4: use LWA operator on R* to get R¥

v

Step 5: use LHA operator to R* on get ECs priorities

Note that the matrix R is a three-dimension matrix and k¥ (¢ = 1,2, .., t) indicate
the different granular the decision maker uses.

Step 3: To get the ultimate priorities of ECs we should standardize k5, using
algorithm (8.4), (8.5), (8.6) and (8.7) mentioned above to get a unified-granular
decision making matrix R* = (Ri,j *)

Step 4: Then we can apply LWA operator (8.2) to R* to get R* = (Ti) e

Note, here LWA operator makes the three-dimensional matrix R* a two-
dimension matrix R*, which indicate the relationships between CNs and ECs.

Step 5: We finally apply LHA operator (8.3) to R* to calculate the ultimate
priorities value (Pi(i = 1,2, ..., m)) of each EC.

8.4 Discussion and Conclusion

Firstly, compared with traditional methods to analyze CNs, our R-AHP method does
not need any preliminary information such as subjective pre-judgment, hypothesis
or membership function. All the calculations are based on the data acquired through
AHP questionnaire. This ensures the objectivity of original data. On the other hand,
the rough number, which is based on rough set theory, considers accordingly the
vague subjective and uncertain information provided by customer. Therefore, the
model has much more validity and effectiveness than traditional methods.

Secondly, the method proposed for correlation analysis between ECs and CNs
is integrated with linguistic information based GDM theory, which ensures the
better understanding and description of the experts’ survey than traditional methods.
Firstly, it can properly deal with the different linguistic information granular used
by experts. Secondly, it also appropriately leverages the knowledge base of different
experts, by assigning importance weights and location weights when conducting
calculation.
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Chapter 9
Multivariate Measurement System Analysis
Based on Projection Pursuit Method

Xiaofang Wu, Liangxing Shi, and Zhen He

Abstract With the improvement of the automation of the measurement processes
and the complexity of products, measurement system analysis is becoming
increasingly important (Supported by National Natural Science Foundation of
China (No.71102140, 70931004)). However, there exists some difficulty in directly
application of univariate measurement system analysis for multiple measured
quality characteristics with correlation and the univariate measurement system
capability index cannot be used in multivariate measurement system. Therefore,
in this paper projection pursuit is used to analyze the multivariate measurement
system. The best projection direction is obtained by optimizing the projection
direction with Genetic Algorithm, the relationship between multivariate data and
there projection is analyzed. Then three common measurement system capability
indices are extended to the multivariate measurement system with the projection of
the raw data in order to evaluate multivariate measurement system capability, at last
the method proposed was proved by an example.

Keywords Analysis of variance (ANOVA) ¢ Measurement system analysis ®

Multivariate capability ¢ Projection pursuit

9.1 Introduction

The manufactures make decisions for quality of products and process by process
capability indices and control charts. However before process capability analysis,
the measurement system capability should firstly be analyzed to make sure the
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effective of the measurement data. The measurement system for univariate quality
characteristic has been studied and applied in depth, but there still exist that the
gauge measures some quality characteristics at once in many measurement process,
such as the two-dimensional measured values of pump rotation device (Joseph 2003;
Shannon 2007), the measurement results of three coordinate measurement system
for the location (Rajamohan et al. 2011), the measurement system for the radio
frequency function in mobile phone production process which measures more than
one index at once (Su et al. 2006).

To assess measurement system independently for the multivariate measurement
system cannot be accurately reflected the capability of the multivariate measurement
system, if there exists correlate between quality characteristics. Based on thorough
analysis of evaluation indices for the measurement system capability, a new method
based on projection pursuit is proposed for multivariate measurement system
capability evaluation.

9.2 Review

The main concern of the measurement system analysis is whether the measurement
process can accurately and reliably reflect the variation of the measured object, so
we need to assess the measurement system capability. The most common evaluation
indices for measurement system capability are Precise-to-Tolerance ratio (PTR),
P%R&R, Signal-Noise Ratio (SNR) (Automotive Industry Action Group 2002). PTR
is the ratio of variation of measurement system to quality characteristic tolerance,
proposed by ATAG. The definition of %R&R and SNR indicate that the accuracy of
the gauge error is not relied on the specified limits (Woodall and Borror 2008).

5.15

PTR = 2% 100 %
06

%BR&R = (—) % 100 %
oM

SNR = V2 (U—Q) ©.1)

e

Where o, oy and og are standard deviation of the gauge error, measurement
value and unknown true value of quality characteristics, respectively. TOL are the
specified limits of the quality characteristics.

According the guidelines proposed by AIAG, the measurement system capability
is acceptable when PTR value is less than 0.10. Whether the capability is acceptable
depends on the importance of the measurement object, the cost of measurement
device and repair cost when PTR value is between 0.10 and 0.30. When PTR value
is more than 0.30, the measurement system capability cannot be acceptable and
should be improved. When SNR value is not less than 5, the measurement system
can be accepted (Burdick et al. 2003).
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These evaluation indices of measurement system capability can be only used
in univariate measurement system. They cannot be used when there are multi-
dimensional quality characteristics in multivariate measurement system. Burdick
etc. suggested the necessity of research in depth on multivariate system analysis
after review on measurement system analysis (Burdick et al. 2005). Multivariate
statistics methods, such as Projection Pursuit (PP), are applied to the quality
engineering practice to resolve the multivariate capability problems (Johnson and
Wichern 2007). Ch’ng etc. proposed multivariate process capability indices based
on weighting average of univariate index (Ch’ng et al. 2005). Shinde etc. considered
analyzing multivariate process capability by using Principal Component Analysis
method (Shinde and Khadse 2009). However these multivariate statistic methods
have been seldom applied to multivariate measurement system. The PTR, %R&R
and SNP, as measurement system capability indices, can be extended to multivariate
measurement system using multivariate statistic method. Majeske etc. presented
a new method to establish the evaluation indices of multivariate measurement
system capability based on the volume ratio of ellipsoid and obtain the estimators
of multivariate evaluation indices to assess the multivariate measurement system
(Majeske 2008). However, when the measured quality characteristics are high
dimensional, the efficiency and effectiveness of multivariate measurement system
analysis would decrease using this method.

In this paper, the Genetic Algorithm is used to optimize the projection direction
in the projection pursuit method to obtain the best projection direction and the
projection relationship between multivariate sample data and projection data is
analyzed, and then multivariate measurement system capability is evaluated.

9.3 Multivariate Measurement System Analysis

Projection pursuit method, which can be applied to high dimensional data analysis,
is widely used in multiple regressions, multiple process control, etc. The main
characteristics of projection pursuit method are, high dimensional data can be turned
into low dimensional, interference of variables which have no relationship with data
structure and characteristics can be excluded, nonlinear problems can be solved
(Miyoshi et al. 1999). Projection pursuit method projects the high dimensional data
through some combination into low dimensional subspace by computer technology,
and find out the best projection which can reflect the original data structure
and characteristics of multivariable through minimization or maximization of a
projection index in order to achieve the purposes of high dimensional data analysis
and research (Montanari and Lizzani 2001).

Assume M = (M{,M,,..., Mn)T represent the n-dimensional mea-

nxp
sured data of p quality characteristics which follow the normal distribution

M ~ N, (Mlxp,aﬁxp) and My(k = 1,2,...,n) are the k-th sample

data, O = (Q1,02,--+, 0], » represent the true values of measured quality
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characteristics which are unknown, G = (G, G, ..., GH)Z>< , are gauge errors,
T . . .
a = (ai,as,...,a,)" arean p-dimensional unit vector where [la| = 1.

For the evaluation indices calculation of multivariate system capability, the
measured values of quality characteristics need to be projected linearly, that is, from
different angle to observe data and find out the most optimal projection direction
which is fully mining data features. The projection values z which M; projected on

»
the projection direction a are z; = a’ M;" = )" a;jm;;, and z follow the normal
j=1

distribution z ~ N (a” u”,a” 02a), where

A 1 . 1 . .
2= —= @ —p) = —d M- M—pa (92

According the features of multivariate measurement system capability, the
measured data are projected to the direction of the largest extent discrete, that is, the
projection indices function is constructed as Q(a) = o, where o, is the standard
error of projection values z. The best projection direction can reflect the data vari-
ation to the maximum extent, so the optimal projection direction can be estimated
through solving the maximal problem of projection indices function, that is,

max Q(a) = o,

sty ak =1 9.3)
j=1

The projection direction can be determined by the genetic algorithm. In
p-dimensional space random numbers @; (i = 1,2,..., p) of N groups in 0~ 1
interval are randomly selected according to population scale as optimization codes,
and normalize a, thatis a = ﬁ, then calculate the projection indices Q(a) = 0.
According to the principal in favor of projection indices to increase, selection,
hybridization and variation is operated, and then calculate the values of evaluation
function. If the values do not meet the conditions, continue to the next turn of
operation, or else a obtained is the best projection direction.

Finally the multivariate measurement system capability indices MPTR, MR& R
and MSNR can be obtained, which are latent univariate indices of the projection
values z.

MPTR = PTR,
MR&R = %R&R,
MSNR = SNR, (9.4)
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Where for the calculation of PT Rz, the specified limits 7O Lz for projection
values are,

USL; =a’USL,,
LSL;, =a"LSL,, 9.5)

In order to estimate MPTR, MR&R and M SNR, manufacturer should do
the gauge study. In multivariate measurement system analysis, the test design is
similar to the single variable test design. Therefore, the one factor, two factors or
three factors study is chosen according to the specific application (Montgomery and
Runger 1993). However, when do the gauge study, each operator should measure n
quality characteristics values for each product each time.

2 2 ) 2 MSp, —MSpo
GQZ7=UOZ+UPOZ+UEZ= z z

or

2 2 2 2
0 G, =0 0, 0 po, +0 E,

pr r

~2 ~2 ~2
0 M, =0 9, +0 G, 9.6)

In the paper, we choose a cross test design model of random effect two factors.
The estimators of aQ aG o M, can be obtained by analysis of variation for z.
Then the evaluation indices estimators of multivariate measurement system can be
acquired by using Eq. (9.4) to assess the multivariate measurement system.

9.4 Example

An automobile manufacturer did a gauge study for four critical characteristics M1,
M2, M3 and M4 on a sheet-metal body panel. This example is from the reference
(Majeske 2008), which chose five parts, two operators and measured four quality
characteristics each part three times. Table 9.1 contains the raw data from the
reference Majeske (2008) and the projection values. In this paper we apply the
new method based on projection pursuit proposed before to analyze the multivariate
measurement system capability.

According to the raw data, the variance-covariance vector of the four quality
characteristics are obtained, see Table 9.2. And then use genetic algorithm method
to get the projection directiona = (0 498, 0. 427 —0.645,—0.393)". The projection

values can be calculated by z; = a’” M, Z ajm;;, see Table 9.1.
j=1
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Table 9.1 Raw data P O Ml M2 M3 M4 2
of measurement systems
and projection values 1 1 —086 —0.40 0.44 —1.29 —0.3759
1 1 —081 —-0.30 0.25 —1.10 —0.2604
1 1 =078 —0.32 024 —1.09 —0.2515
1 2 —-078 —0.23 0.16 —1.01 —0.1929
1 2 =077 —-033 0.21 —1.14 —0.2119
1 2 —-081 —0.33 021 —1.16 —0.2239
2 1 —-092 —-073 —0.17 —-0.01 —0.6563
2 1 =096 —-0.75 —-022 —-0.03 —0.6446
2 1 —-095 —-074 —-0.19 —-0.07 —0.6390
2 2 —-099 —-0.80 —0.17 —-0.08 —0.6935
2 2 =095 —-0.82 —0.17 —=0.10 —0.6743
2 2 =096 —-0.77 —0.18 —0.08 —0.6593
3 1 =070 0.35 —0.83 1.38  —0.2061
3 1 =079 0.14 —0.69 1.19  —0.3563
3 1 —-073 0.23 —0.76 1.30 —0.2860
3 2 =076 0.09 —0.63 1.09 —0.3621
3 2 =078 0.01 —0.59 1.03  —0.4084
3 2 —-079 —-0.03 —0.58 0.99 —0.4210
4 1 =066 —0.98 —0.04 —1.12 —0.2812
4 1 —=0.63 —1.02 0.03 —1.19 —0.3010
4 1 —0.62 —1.02 0.02 —1.21 —0.2817
4 2 —=0.69 —1.07 0.09 —1.24 —0.3712
4 2  —0.64 —1.07 0.10 —1.26 —0.3449
4 2 =071 -—1.13 0.10 —1.32 —0.3818
5 1 =099 -—1.01 0.49 —0.82 —0.9181
5 1 =096 -—1.00 0.52 —0.86 —0.9025
5 1 —098 —0.97 0.52 —0.81 —0.9193
5 2 =096 -—1.01 0.55 —0.81 —0.9458
5 2 =101 -—1.01 0.52 —0.79 —0.9592
5 2 =097 —1.04 0.55 —0.85 —0.9478
Table 9.2 The Ml M2 M3 M4
variance-covariance
of quality characteristics Ml 0.01590 0.01471 —0.01935 —0.00463
M2 0.01471 0.21359 —0.13445 0.29958
M3 —0.01935 —0.13445 0.17727 —0.33019
M4 —0.00463 0.29958 —0.33019 0.82392

Through the analysis of variation for z, EZQZ = 0.0809, EZGZ = 0.0037 and

32 M, = 0.0846 using Eq. (9.6). Finally MSNR and MR&R can be calculated
by Egs. (9.4) and (9.5) (Table 9.3). It gave no the specific limits for quality
characteristics, so the index MPTR cannot be calculated (Majeske 2008).

In comparison with the indices of reference (Majeske 2008), both of the MSNR
and MR&R values are less than the indices values of reference (Majeske 2008).
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Table 9.3 The values

of MSNR and MR&R Index MSNR MR&R

Method based on PP 6.62 6.61 %
Method of Majeske’s  11.30  12.30 %

In the multivariate measurement system analysis, the new method proposed in the
paper, which is based on the projection pursuit method, is better than the method
based on the volume ratio, especially when the data are high dimensional. Also the
proposed method is applied to engineering practice more easily.

9.5 Conclusion

A new method of the multivariate measurement system analysis based on the
projection pursuit method is put forward in the paper. This method extends the
measurement system capability indices to the multivariate measurement system
through turning the high dimensional quality characteristics with correlation into
low dimensional data with no correlation by projection pursuit method, and then
using the ANOVA model analyze the projection values. The high dimensional data
with correlation can be projected to low dimension by the method. This method is
proved feasible through the case analysis. Further research will include considering
the importance of the quality characteristics in the multivariate measurement system
analysis.
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and suggestions.
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Chapter 10

A Multivariate Synthetic Control Chart
for Monitoring Covariance Matrix Based
on Conditional Entropy

Li-ping Liu, Jian-lan Zhong, and Yi-zhong Ma

Abstract In multivariate statistical process control field, besides monitoring the
changes in the mean vector of a multivariate process, it is important to detect the
changes in the covariance matrix of a multivariate process. This paper proposes
a multivariate synthetic control chart for monitoring the changes in the covari-
ance matrix of a multivariate process under multivariate normal distribution. The
proposed control chart is a combination of the traditional control chart based on
conditional entropy and the conforming run length chart. The operation and design
of this control chart are described.

Keywords Entropy ¢ Multivariate control charts ¢ Quality control e Statistical
process control ¢ Synthetic control chart

10.1 Introduction

Nowadays, multivariate statistical quality control is widely concerned, i.e. the
simultaneously monitoring several correlated quality characteristics of a process
(Zou and Tsung 2011). In fact, in many industrial applications more than a single
variable is involved in the quality control problems.

The majority of the multivariate statistical quality control focuses on monitoring
the shifts in process mean vector. Some control charts including Hotelling 72
control chart, the MCUSUM control chart and the MEWMA control chart have been
introduced. Except for monitoring the changes in the mean vector of a multivariate
process, it’s vital to detect the changes in the multivariate process covariance matrix,
which reflects the changes in multivariate process variation. Actually, an increase
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in process variation, which causes the quality of the process output to be more
scattered, should be detected; while a decrease in process variation should also be
detected since it causes the quality of the process output to be more concentrated
and may be a clue to improve the quality of the process output.

The |s| control chart is the basic tool for monitoring the shifts in multivariate
process covariance matrix (Jackson 1985). Guerrero-Cusumano proposes a control
chart based on the conditional entropy (E-chart) (Guerrero-Cusumano 1995), this
type of control chart is much simpler than the |s| control chart because the E-chart
just requires simple algebraic operations for a given correlation matrix. In addition,
a variety of the strategies used to improved the detection performance to monitor
the mean vector have been propose to monitor the multivariate process covariance
matrix, such as MEWMA control chart (Yeh et al. 2005).

Recently, the synthetic chart (Wu and Spedding 2000), combining the traditional
Shewhart control chart or some other control chart with the conforming run length
(CRL) control chart (Bourke 1991), has drawn the attention of researchers in
literature (Wu et al. 2001; Huang and Chen 2005; Scariano and Calzada 2003;
Gadre and Rattihalli 2005; Khoo et al. 2008; Bourke 2008; Castagliola and Khoo
2009). It turned out that the synthetic control chart is superior to the Shewhart X
(or Hotelling 7'2) control chart over the whole range of changes in the process
mean (or multivariate process mean vector). For monitoring the multivariate process
covariance matrix, Ghute and Shirke propose a synthetic chart combining the |s|
control chart with the CRL control chart for monitoring covariance matrix (Ghute
and Shirke 2008). Machado et al. propose a synthetic chart to monitor the bivariate
process covariance matrix with two sample variances (Machado et al. 2009).

The purpose of this paper is to put forwards a strategy to monitor the covariance
matrix by the way of using the concept of synthetic control chart that is recently
developed. In this paper, a synthetic control chart is developed which combines
the control chart based on conditional entropy with the CRL control chart. The
rest of this paper is organized as follows. In Sect. 10.2, the proposed multivariate
synthetic control chart for monitoring the multivariate process covariance matrix
is brief introduced. In Sect. 10.3, the operation of the multivariate synthetic control
chartis described. In Sect. 10.4, the design of the multivariate synthetic control chart
is presented. Finally, conclusions are drawn in the last section.

10.2 The Multivariate Synthetic Control Chart for
Monitoring Multivariate Process Covariance Matrix

In this section, a multivariate synthetic control chart is developed to monitor the
covariance matrix of a multivariate process that follows multivariate normally
distribution. The synthetic control chart is an integration of the control chart based
on conditional entropy and the CRL chart. A brief review of the two kinds of control
chart is introduced and then the integrated control chart is developed.
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10.2.1 E-Chart Based on Conditional Entropy

The entropy of a vector X may be viewed as a descriptive quantity which
measures the extent to which the multivariate probability density function (PDF)
is concentrated on a few points or dispersed over many points. Thus the entropy is
a measurement of multivariate process variation, similar as the standard deviation
in the single variate process case. For a continuous p-variate random vector X, the
entropy is defined as:

H(X) = —/f(X)lnf(X)dX = Er[=In f(X)] (10.1)

where f(X) is the PDF of random vector X. If X ~ N, (0, Xo), then the entropy
is given by:

H(X) = %[p In(27e) + In | o] (10.2)

where |-| denotes the determinant of matrix. Guerrero-Cusumano (1995) suggests
that Eq. (10.2) can be written as:

P
H(X) = % |:p In@27e) + Y In (oéii)):| —T(X) (10.3)

i=1

Let X denote the desired covariance matrix, and cré”), i =1,2,..., pdenotethe
ith diagonal element of X¢. 7(X) is called the mutual information of the vector X .

Let the vectors, X1, X, ..., X, be a random sample which represent measure-
ments of p process characteristics and n > p to ensure that sample covariance
matrix has full matrix. We are focus on detecting shifts in X. The conditional
entropy which measure the difference between the sample and theoretical entropy
can be obtained. Then, the charting statistic is given by:

n—1 P Si
E' = > Zln (07) (10.4)

L 0

where s; denotes variance for the ith component of sample covariance matrix.
The statistic E” equals to a normalizing constant multiple the conditional entropy
(Guerrero-Cusumano 1995) and the mean and variance of E’ are given by

E[E'] = gp [G’ (”2:) —n (” -~ 1)} (10.5)

Var[E'] = g* |:pG" (n ; 1) + trac(Qo — 1)2:| (10.6)

n—1

where g = [2(n — 1)/ p]"/? and G”(e) and G”(e) is the first and second derivative
of the natural logarithm of the gamma function respectively, Qo = E;OI o E;OI is
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the correlation matrix, X4, = diag(ojo) , trac(e) denotes the trace of a matrix, I is
the p x p identify matrix.
Let
E'— E[E’
E = ¥ (10.7)
Var[E']

The sample statistics £, which is calculated using independent groups of obser-
vations from the process output, are plotted on the control chart against the upper
control limit (UCL) and the lower control limit (LCL):

UCL=Z2,/2 (10.8)

LCL=-Z,]2 (10.9)

Zq 18 the 1 — & percentage point of N(0, 1) and « is the probability of type I error of
this kind of control chart. The ARL values of this kind of chart can be given by:

1
ARL = — (10.10)
p

where p = 1 — Pr(LCL < E < UCL|X). The on-target value of p can be
obtained by:

po=1—Pr(LCL < E <UCL|X = %))
=2dy(UCL) — 1 (10.11)
where ©¢(Y) = Pr(x < Y) denotes the cumulative distribution function of a
univariate standard normal distribution.
The off-target value of p is determined as:
p1=1—Pr(LCL < E < UCL|X # %)
=2®,(UCL) -1 (10.12)
where ®1(Y) = Pr(x < Y) denotes the cumulative distribution function of a

univariate normal distribution with mean e and standard variation 1, where e reflects
the mean shift size.

10.2.2 Conforming Run Length Chart

The conforming run length control chart, which was firstly proposed by Bourke
(1991), was originally developed for monitoring attribute processes. When all the
product of the process is inspected, the conforming run length (CRL) is the total
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number of the conforming items between two consecutive nonconforming items
which include the end nonconforming item. Since the random variable CRL follows
a geometric distribution with parameter 6, its mean and the cumulative probability
function can be obtained (Bourke 1991).

1
MerL = 5 (10.13)
F(CRL) =1—(1—-6)®E,CRL=1,2,.... (10.14)

If an increase in € wanted to be detected, only a lower control limit L is required
for the CRL control chart. The expression of L is given as follows:

_ In(1 — acrr)

=60 (10.15)

Where acg, = F(L |60 = 6)) is the type I error of the CRL control chart and 6,
is the fraction nonconforming when the process is in-control, i.e., the CRL control
chart gives a signal if CRL < L.

The average number of CRL items, which is needed to detect an increase in 6, of
the CRL control chart is derived as follows:

1 1
F(L) 1—(1-6)r"

ARLcgrL = (10.16)

The average number of inspected items, AII, which is required to detect a
change in 8 of the CRL control chart, equals the product of Egs. (10.13) and (10.16):

1 1
All = McrL X ARLCRL = —

- 10.17
9X1—(1—9)L ( )

10.3 Operation of the Multivariate Synthetic Control Chart
for Monitoring Multivariate Process Covariance Matrix

The proposed multivariate synthetic control chart is composed of E-chart and the
CRL control chart. The proposed control chart attempts to monitor the covariance
matrix of multivariate normally distributed processes. The operating procedures of
the synthetic control chart are as follows:

(1) Determining the control limits UCL(LCL) and the sample size n of the E-chart,
and the control limit L of the CRL control chart. The design procedure of those
parameters will be described in detail in Sect. 10.4.

(2) Randomly drawing a group of sample with size n and calculating the E-chart
statistics, E, at each inspection point.
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(3) When LCL < E < UCL, we can obtain the sample is a conforming item in
the CRL control chart, and the procedure return to step (2). When E > UCL or
E < LCL, the sample is regarded as a nonconforming item, and the procedure
goes to step (4).

(4) Recording the total number of E-chart items between the current and previous
nonconforming sample. And this number is regarded as a CRL sample of the
CRL control chart.

(5) If L < CRL, we can conclude that the multivariate process is in-control, and
the procedure goes back to step (2). Otherwise, we can draw a conclusion that
the multivariate process is out-of-control; the operating procedure goes to the
next step.

(6) Giving the out-of-control signal. And searching for and eliminating the
assignable cause, then, the operating procedure goes back to step (2).

The in-control ARL,ARL of the proposed multivariate synthetic chart is given
as follows:

1 1
ARLy= — X — (10.18)
Py 1—(1— Py~
Let ARL; denote the average number of E samples required for the proposed
multivariate synthetic chart to give an out-of-control signal when a change in
the multivariate process covariance matrix X. Then, ARL; can be calculated by
replacing 6 in Eq. (10.17) with Eq. (10.12):

1 1
ARL) = —

S — 10.19
P 1—-(1-P)t ( )

10.4 Design of the Multivariate Synthetic Control Chart
for Monitoring Multivariate Process Covariance Matrix

The design of the proposed multivariate synthetic control chart is based on ARL.
Similar to other kinds of control chart, the in-control ARL should be large enough to
keep the false alarm rate at a acceptable level, while the out-of-control ARL should
be small to detect changes in the multivariate process covariance matrix promptly.
To design this multivariate synthetic control chart requires well design the control
limits for both E-chart and CRL chart such that the out-of-control ARL is minimized
given that the in-control ARL equals a specified value.

The optimal design procedure for the proposed multivariate synthetic control
chart is given as follows:

(1) Set up specification n, p, e and in-control ARL, AR L.
(2) Setup L with initial value 1.
(3) Obtain py by making Eq. (10.18) equal to AR L based on current value of L.
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Table 10.1 Different sets

- L CL ARL,
of parameters of control

charts and corresponding 1 1.9432  3.6605

ARL, fore =2 2 2.0846  2.9985

3 2.1638  2.8052

4 22186  2.7428

5 22602  2.7338

6 22937  2.7502

7 23216  2.7795

8 23456  2.8155

9 23665  2.8546

10 23850 2.8950

(4) We can derive the parameter of control limit UCL from this value of po, and
calculate ARL, for X from current L and CL by solving Eq. (10.19).

(5) If L # 1, the design procedure goes to the step (6); If L = 1, L is increased
from one in step of one and the design procedure goes back to step (3).

(6) If the calculated value of ARL; for X is bigger than the preceding one, go to
the next step; otherwise, L is increased in step of one and go back to step (3).

(7) Choose the current L, CL as the optimal design parameters of the proposed
multivariate synthetic control chart.

To illustrate the design of the multivariate synthetic control chart, consider the
example that n = 5, p = 3, e = 2 and ARLy = 370. In fact, as can be seen
from Eq. (10.7) that statistic E is the normalized form of statistic £’ and the control
limits for monitoring statistic £ is unrelated with n and p. The sets of parameters
of control chart and corresponding ARL, for e = 2 are given in Table 10.1.

From Table 10.1, the ARL; first decreases and then increases as L increases.
The ARL, reaches the minimum at 2.7338 when the parameters L and CL equal to
5 and 2.2602, respectively. So L = 5, CL = 2.7338, are the optimal parameters of
this example.

Furthermore, the optimal design parameters and corresponding ARL; of the
proposed multivariate synthetic control chart for ARL, equals 200, 370, 500 and
1,000 with e equals 1, 1.5, 2, 2.5, 3 are presented in Table 10.2.

10.5 Conclusion

In this paper, a new multivariate synthetic control chart for monitoring the co-
variance matrix of multivariate normal processes based on conditional entropy is
suggested. The proposed multivariate synthetic control chart is a combination of the
E-chart based on conditional entropy and the CRL chart. The proposed multivariate
synthetic control chart can be a good alternative to the standard control chart
based on conditional entropy for monitoring the covariance matrix of a multivariate
process from a multivariate normal distribution.
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Chapter 11

Multi-objective Robust Operation Model
for a Supply Chain with Market Demands
and Raw Material Price Uncertainty

Li-ping Yu, Li-jun Li, and Xiao-yuan Huang

Abstract In this paper, the operation of a multi-product and multi-period supply
chain involving one producer and one supplier with uncertain market demands
and raw material price is considered. With variations in the market demands
and raw material price described by using an interval uncertainty method, a
multi-objective robust optimization model is established using a robust linear
programming approach. A numerical example is used to verify the proposed model,
and the optimum robust operating strategy is determined for worst case supply chain
conditions during an uncertain market demands and raw material price. When robust
measures are adopted in the objectives of supply chain coordination and profit was
maximized for all participants, the effect of market demands and raw material price
uncertainty on objective values decreased significantly.

Keywords Objective programming ¢ Raw material price * Robust optimization *
Supply chain operation * Uncertainty

11.1 Introduction

In supply chain, logistics and information flow can form a complex network for
many suppliers, manufacturers and distributors to interconnect each other (Lee and
Billington 1993). Supply chain itself with uncertainty of the dynamic properties,
such as customer needs, the raw material supply, production capacity, transportation
time, manufacturing time, cost, quality, payment date (limit payment time), priority,
lost information, and fuzzy information and the bullwhip effect, etc. (Lee and
Billington 1993; Davis 1993; Arns et al. 2002; Geary et al. 2002; Kouvelis and
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Milner 2002). Changes in the economy will increase the uncertainty of the supply
chain operation process and uncertain parameters can through the supply chain
network transmission (Van der Vorst and Beulens 2002), increase the difficulty to
establish the model for the supply chain, which is much more challenging.

At present, there are numerous researches on uncertain environment of supply
chain operation. It stress future supply chain management must respond to the
demand uncertainty (Christopher and Towill 2002). It established multi-objective
optimization model for the many members supply chain with uncertain product
demand and prices (Cheng-Liang and Wen-Cheng 2004). It proposes short life
cycle of the products coordinated order decisions with delivery time and demand
uncertainty (Kevin Weng and McClurg 2003). It researches the optimal control
problem for the supply chain with uncertain requirements (Dimitris and Aurelie
2000).

In this paper, a multi-objective robust optimization model will be established in
an uncertain market demands and raw material price for a multi-product and multi-
period supply chain involving one producer and one supplier. Using an interval
uncertainty method to describe variations in the market demands and raw material
price, and using robust linear programming method and the goal programming
model to describe the operation of the supply chain, the optimal robust operation
strategy will be obtained for worst case supply chain conditions during an uncertain
market demands and raw material price.

11.2 Problem Description

In the supply chain involving a producer and a supplier, supplier’s products are
producer’s raw material. In pursuit of the goal the profit maximization conditions,
the producer decided to its each phase to the supplier ordering the number of raw
materials. The same, to pursue maximum profit as the objective, the supplier decide
the phase to the producer delivered quantity. The supplier has plenty of production
capacity, but because of the price level to change, the producer’s raw material price
is uncertain, and consumption market demand is uncertain. In the supply chain
operation process, both parties need to face the uncertain raw material price and
the market demand to determine the optimal operation of the strategy. In order to
guarantee the supply chain coordination, at each specific stage, the both sides of
the order and the number of delivery should be equal, and this is the supply chain
operation process must first priority, it is the highest aim of supply chain operation.
The producer pursuit the maximum profits, and the supplier realize the maximum
income based on the supply chain coordination. This three goals priority level is in
turn reduce.

Model’s symbols and its meaning are as follows:

Indices & denotes product index (h = 1,..., H); i denotes producer’s raw
materials index (i = 1,...,1); t denotes time period (t+ = 1,...,T); k denotes
supplier’s raw materials index (k = 1, ..., K).
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Decision variables s;,; denotes the number of sold product /4 at time #; z,, denotes
the number of production product / at time ¢; zﬁt denotes the inventory level of
product & at time ¢; eiLt denotes the inventory level of raw materials i at time ¢; b;,
denotes the number of purchased raw material i at time ¢; g;; denotes the number of
supplier delivery product i at time #; g;; denotes the number of supplier production
product i at time ¢; giLt denotes the inventory level of supplier’s product i at time ?.

Parameters pj;; denotes the price of product / at time ¢; w;, denotes the price of
raw materials i attime #; c¢; denotes the variable unit production cost of product ; uj,
denotes the unit inventory holding cost of product 4; u; denotes the unit inventory
holding cost of raw materials i; a,ﬁ denotes the production capacity rate of product
h; J™* denotes the maximum capacity of manufacturers; z,% denotes the initial
inventory level of product /; o, denotes the unit inventory level of product /; L™
denotes the total inventory ability of product; v¢, denotes “bill-of-material (BOM)”
of the final product / for raw materials i; e’ denotes the initial inventory of raw
materials i; 0f denotes the unit raw materials i occupies the inventory; L™ denotes
the total inventory ability of raw materials; r¢, denotes the price of raw materials k at
time #; ¢;* denotes the unit variable costs for product i; v; . denotes “bill-of-material
(BOM)” of the product i for raw material k; u} denotes the unit inventory holding
cost of product i ; af denotes the production capacity rate of producti; N™* denotes
the maximum capacity of supplier available; g/ denotes the initial inventory level
of product i; of denotes the unit product i occupies the supplier’s inventory; g™
denotes product total inventory ability.

11.3 Robust Operating Model

Based on the basic model in the reference Dimitris and Aurelie (2006), this paper
use Dimitris and Melvyn proposed robust linear programming method in another
(Dimitris and Melvyn 2004) to establish the robust operating model for a supply
chain with uncertain market demands and raw material price.

Assume consumption market demand d, is uncertain, let [dh, —dp dp +d h,]
be a symmetrical bounded interval for uncertainty market demand, and dj, is

consumption market benchmark needs, d; is the largest amount of market demand
changes. At the same time, assume the producers’ raw materials’ price w;, also

is uncertain, and let [w,-, — Wi, Wir + v?zit] be a symmetrical bounded interval for

uncertainty raw materials’ price, and w;, is the manufacturers’ benchmark raw
material prices, w;, is the largest amount of the raw materials’ price changes.

Raw material price volatility will directly influence the increase in producer’s
earnings, and inevitably lead to variation in the producer order quantity. Assume
variation between the producer quantity order and raw material prices is the most
simple linear corresponding relation, that can be expressed as b;, = b?t — ¢ir X Ny
Among them, ¢;, is fixed constants, it denotes variation in the producer order
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quantity for raw material prices every a unit change, A;; denotes variation in the
raw material prices, b, denotes producer order quantity for the benchmark raw
material prices.

Supply chain operation consider the following three operation objectives

1. In each specific stage, the supply chain operating pursue participate in both
sides the operation coordination, that is the supplier delivery is equal to the quantity
of manufacturers. By model can be expressed as follows.

T I
min  Pr X thl Zi=l (d; +4d;)

st —by+qy+d; —df =0 Vit (11.1)

Pr denotes priority factor, it is a relatively big constant, d;; and dl.j' respectively
denotes shortage of delivery and excess amount delivered for supplier to producer
the raw materials 7 in ¢ stage.

2. The second objective is to maximize the producer goal profit, the model can
be expressed as follows.

T H
7TP = Z[:l (Zh:l (phtsht - C;th - u;lzﬁl‘)
! y,L
— Zi:l (u] e;; + witbi) | — max
And the goal programming form can be expressed as follows.

min  Pp xdp

st wf +dy —df = Mp (11.2)

T H
n’ + Zle (Zh=1 (—PheSne + Czm + Uz,
I ,
+ ) el + w,-,bn)) <0 (11.3)

Pp denotes Priority factor, it is a relatively big constant; M p denotes producer’s
expected profits, it is a given constant; d, and d;r respectively denotes the
insufficient value and the more than value of the target profit.

For producer, its operation is influenced by raw material price uncertainty, thus,
there is several of the coefficient uncertainty perturbation in Constraints (11.3), and
the number of the coefficient is 7* 1. The coefficient uncertainty perturbation can
be expressed as follows.
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T I ,
max E E Wi[b it
t=1 i=1

(s.t. =b!, <by<b,, Db,>0 Vikr)
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After join perturbation terms, (11.3) type equivalent to the following (11.4, 11.5,

and 11.6) type, b,, &;; and z all are negative variables.

P r H L
T+ Zt:l Zh:l (=DneSnhe + € zn+ U5 25,)
1
+ Zi=l (withir + u,-yyﬁ))
. T 1
HT* Dx+) Y en =0

X+ € = Witbl{[ Vl,l‘

—=b!, < by <bj, Vi,t
And the goal programming form can be expressed as follows.

min  Ps xdyg

st 7 +d§—a’§L = Mg
TS+ Y (Wil + € i + U7 g

2.2 (Zk r’”v;") g =0

(11.4)

(11.5)

(11.6)

(11.7)

(11.8)

Pg denotes priority factor, it is a relatively big constant; Mg denotes supplier’s
expected profits, it is a given constant; dg and d;’ respectively denotes the

insufficient value and the more than value of the target profit.

For supplier its operation is influenced by it provides to the producer’s raw
material price uncertainty, thus, there are several of the coefficient uncertainty
perturbation in constraints (11.8), and the number of the coefficient is 7* /. The

coefficient uncertainty perturbation can be expressed as follows.

T I
max E E Wi
=1 Loy Witdia

(s.t. _q/itfqitfq/it’ 61/,-,20 Vi,t)

After join perturbation terms, (11.8) type equivalent to the following (11.9),

(11.10) and (11.11) type, g/, & and y all are negative variables.
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Y Y o+l + i)

* Z, Zi (Zk rkt"ii) 8it

" T I ‘
HT Dy +Y Y & =0 (11.9)
y+ & =wiuq'y, Vit (11.10)
—4' <qi <4q'; Vit (11.11)

The supply chain operating first has to reach the supply chain channels coordina-
tion, ensure that the producer can meet the supplier order quantity. At the same time,
we have to consider the supply chain is pulled by consumer market demand, supplier
operational targets depends on producer order quantity, and supplier operation
objectives in turn affect producer order quantity. We can think in supply chain
operation, producer operation objectives prior to supplier operation objectives. The
supply chain operating can be described as the following three goal programming
model, the three priority factor Pr Pp and Ps meet Pr >> Pp >> Pg. Thus, the
objective function of multi-objective robust operation model for a supply chain can
be expressed as follows.

min PTthZi (d, +dT)+ Pp xdp + Ps x dyg
The constraint conditions of model except (11.1, 11.2, 11.3, 11.4, 11.5, 11.6,
11.7,11.8,11.9, 11.10, and 11.11) besides, still bound by the following:
Producer production capacity constraint at each stage:

PR ALR N (11.12)

The producer end product inventory at each stage:

= 2h =S Yhit (11.13)
=12k Vhz (11.14)
Y, Giam <2 Vhit (11.15)

Producer inventory of raw materials:
el-l; :eil:[—l +bi[_ thhth Vl,t (1116)
ek =kl Vi (11.17)

Z ofel <™ it (11.18)
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Producer actual order restriction:

Under the raw material price uncertainty disturbance, consider the most conser-
vative of the order, we assume variations of raw material price meet A;; = w;;,s0
in the worst case, the producer actual quantity meet:

bis Sb?,-f-d)it xwi Vit (11.19)

Producer actual sales constraint:

dy —d e < spe < dpy + do (11.20)

Supplier production capacity constraint:

> afgi < N Vi (11.21)
The supplier inventory:
gh =gl +gi—qu Vit (11.22)
gh =gk Vi (11.23)
Y ofsh =g Vi (11.24)

Above all of the variables are bound take not a negative value.

Because the model of target function and all the constraint conditions are linear,
so at least we can use linear programming method to get the optimal solution of the
model.

11.4 Numerical Example

Using a numerical example, we will illustrate the robustness of the proposed model.
We assume that there are two types of products (H = 2), one type of producer
production materials (I = 1), two types of raw materials (K = 2), and four stages
(T = 4). Parameter values are as follows:

[ max

JM = 3450, N™* = 7500, z = 600

Lmax 600 [ max _ 600
le’(;:(),ell’()/:(),gll()/:o Vh,i

¢f =20,¢; =25,w, =50, Vh.it
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Table 11.1 Standard prices of final products and supplier’s raw materials

Price Raw materials Products

Stage Raw materials 1 Raw materials 2 | Product 1 Product 2
1 10 20 260 255

2 20 30 270 275

3 20 30 270 270

4 10 20 260 265

Table 11.2 Standard

1 2 3 4
demand final products

Product 1 2,400 2400 2,400 2,400
Product2 2,550 2,700 2,700 2,550

uf:Z,uiy =4, u :5,0{5:2,0{2 =1 Vh,i

I I y o y
vip = 0.6,v5, =04,v;;, = 1Lv;, =1

of =1,0f = l,oj, =1 Vh,i

Priority factor Pr, Pp and Pg Respectively is 10°, 1,000, 1,000, producer
and supplier’s target profit Mp and My all take 4 x 107. The final products and
suppliers’ raw materials unit price at each stage is shown in Table 11.1.

Each phase of the final product standard demand as shown in Table 11.2, and the
demand variations for range is 15 and 80 % respectively.

According to the proposed model, certainty purchase price (fluctuation of price
is 0) and fluctuations of price 1 unit two kinds of situations are calculated. The
operating strategy as raw materials prices certain and as raw materials prices
uncertain are shown in Tables 11.3 and 11.4.

Itis easily noticed that as the fluctuation of raw materials prices are 1 %, suppliers
and producer profits than the certain purchase price state changes 1.39 and 2.56 %
respectively, and both sides of the supply chain operation strategy does not produce
change. The price of a product are the most big wave momentum for 2, 3, ..., 19
total 18 kinds of situations of the calculation results show that, when the fluctuation
of product price no more than a range, the supply chain operating strategy remains
the same, these cases the model optimal solutions is close to the raw materials prices
certainty optimal solution, both order and delivery quantity reduce does not exceed
22 %, and keep equal; suppliers profits changes no more than 24 %, producer profits
reduces no more than 21 %. The raw materials price uncertainty only affect supply
chain and its members the operation performance. As the results shown, the model
is robust, it can effectively ensure the supply chain operation robustness.
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11.5 Conclusion

Uncertainty throughout the whole process of supply chain operation, and how to
study this uncertainty influence on the supply chain operation is the supply chain
management inevitable problems. In this paper, we developed a robust optimization
model to optimize the supply planning function. Using interval uncertainty describe
raw material prices and market demand fluctuations and a robust optimization
method, the uncertain raw materials price to producer and supplier target profit
nonlinear disturbances change into a group of linear constraints, and using multiple
goals to describe the supply chain and its members operation performance, we get
the supply chain operation multi-objective robust operating model. The result of a
numerical example shows that, a model of optimal solution can be found in raw
material price changes to the worst situation, an effective method is provided to
solve the supply chain operation uncertainty, the supply chain operation robustness
is ensured.
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Chapter 12

The Application of Six Sigma to Enhance
Product and Service Quality in Internet
Marketing

Tai-Chang Hsia, Shui-Chuan Chen, and Kun-Sheng Chen

Abstract The Six Sigma quality control systems may be used to enhance consumer
satisfaction with products and services on the Internet. This study applies the
methodology in five steps: design, measure, analyze, improve, and control. First,
we conducted a consumer acceptance survey, then we constructed a product
quality matrix to determine whether any product or service is considered defective.
Using a cause-and-effect diagram, we identified the major causal categories of
consumer dissatisfaction, prioritized product improvement targets, implemented a
holistic analysis of the defective service, and generated specific strategies. We also
initiated concrete improvements to the defective products and services, established
standard operating procedures and a knowledge management system to standardize
operations and maintain long-term control.

Keywords Internet marketing ¢ Product quality ¢ Service quality e Standard
operating procedure

12.1 Introduction

The rapid development of computer technology and the internet, which involves
no-limit on time or distance and low-cost home delivery, has made the internet
marketing very popular among many customers. However, customers tend to be
more concerned about the product and service quality associated with internet
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retailers than those obtained from traditional marketers. Therefore, product and
service quality represent two fundamental aspects that may help enhance the
effectiveness of internet marketing.

Previous studies of product and service quality have developed performance
measures for both product (Chen et al. 2002; Pearn and Chen 1997) and service
(Hung et al. 2003; Parasuraman et al. 1985, 1991; Rosen et al. 2003) quality. How-
ever, these studies each focus on a single aspect—namely, the quality of either the
product or the service—to measure customer satisfaction with the market offering.
Furthermore, as they failed to integrate manufacturing and post-sale operations
together, these studies cannot identify the key elements that affect customers’
acceptance of overall product/service qualities. In response to these gaps in previous
literatures, we integrate product and service quality using Pyzdek, Michael and
Thomas’ (Pyzdek 2001; Michael 2002; Thomas 2003) Six Sigma DMAIC (Define,
measurement, analysis, improvement, and control) quality control system to assess
customer satisfaction associated with internet marketing and provide suggestions to
enhance consumer satisfaction so as to improve business performance.

12.2 Defining Importance and Satisfaction for Quality

Consumers usually consider their potential satisfaction with the product and its
importance to them when they go shopping. From the perspective of product quality,
the product will be acceptable if the consumers are satisfied with the product. With
regard to service quality, the service is considered good enough if the customer
believes that his or her satisfaction with the service will be higher than its importance
(Chen et al. 2005). Therefore, when the customer thinks the merchandise has
acceptable product quality and service quality, he or she may likely make a purchase.

To gather data for our study, we conduct a survey of consumers who purchased
products from an Internet marketing company and had used those products for a
specified period of time. Following Lambert and Sharma (1990) and Parasuraman
et al. (1985, 1991), we adapt a questionnaire to investigate four aspects of internet
marketing: product quality importance, satisfaction, service quality importance
and satisfaction. The following four indices thus constitute our methodological
approach:

Importance of product quality (Ip;) = W%@, (12.1)
Satisfaction index of product quality (Ips) = HPS%W, (12.2)
Importance of service quality (Isy) = MSI%W, and (12.3)
Satisfaction index of service quality (Iss) = w (12.4)

R
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To understand product and service quality evaluations from both consumers’ and
manufacturers’ viewpoints, a performance evaluation matrix offers a good method.
By adapting the performance evaluation matrix provided by Hung et al. (2003) and
Lambert and Sharma (1990), we construct a revised performance evaluation matrix
for this study (Hsia et al. 2009).

12.3 Measurement Methods

Using the database of our anonymous internet marketing company, we gather
information about computer, communication and consumer electrics (3C) items sold
during the 12 months prior to the study and then choose the first two items from
seven randomly selected categories for 14 market offerings in total (Table 12.1).

To investigate the product and service quality of these items, we conduct a survey
that relies on five-point Likert-type scales. The online questionnaire, sent via e-mail
to consumers who had bought products from the company, consists of two stages.
First, consumers indicated the product importance and their satisfaction with the
products they had bought. Second, they noted the service importance and their sat-
isfaction on the basis of 15 items pertaining to presales, during sales, post-sales, and
overall service associated with the products they bought. We mailed 50 question-
naires for each of the 14 selected products, for a total of 700, and received 302 re-
turned questionnaires, of which 286 were valid, for an effective return rate of 41 %.

According to Gay and Airasian (1992), a Cronbach’s o coefficient of .80
or greater is acceptable, and a coefficient of .90 or greater indicates very high
reliability. However, researchers such as De Vellis (1991) and Nunnally and Ira
(1978) consider a Cronbach’s a coefficient of .70 the minimum reliability threshold.
On the basis of SPSS software reliability analyses, our results provide an overall
Cronbach’s o of .92.

Table 12.1 Product quality importance and satisfaction indices

Item Product item Wpr Wps Ipr (YY) Ips (Xi)
1 Kodak CX7430 4.0 megapixel digital camera 4.01 4.18 0.75 0.80
2 CASIO EX257 4.0 megapixel digital camera 3.92 3.78 0.73 0.70
3 Panasonic min cassette recorder RQ-L31 3.17 3.55 0.54 0.64
4 Panasonic CD\MP 3player SL-CT520 3.19 3.71 0.55 0.68
5 Panasonic KX-FT901 telephone/Facsimile 4.76 4.88 0.94 0.97
6 SANYO B93-F012-T telephone/Facsimile 4.57 4.38 0.89 0.85
7 SONY DCR-PC108 digital video 3.89 3.37 0.72 0.59
8 SONY DCR-HC30 digital video 3.47 3.04 0.62 0.51
9 TECD TD 2024VK DVD player 3.34 3.21 0.69 0.35
10 Panasonic DVDS30 DVD player 2.99 2.78 0.50 0.45
11 View sonic VA91 2L.CD monitor 3.24 3.77 0.56 0.69
12 CMV CT-720D LCD monitor 3.34 3.52 0.59 0.63
13 Tyan Tiger MPX S2466-4M motherboard 4.41 2.08 0.85 0.27
14 MSI K8 NSLI motherboard 3.57 3.12 0.64 0.53
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Table 12.2 Service quality importance and satisfaction indices

Item  Status Product item st Lss I (Y Iss (X)

1 Presales Access to log onto this company 3.07 3.02 052 0.51
through the Internet

2 Design of the Web site is user 3.14 3.10 054 0.50
friendly

3 Level of variety of the products 3.18 3.14 0.55 0.54
on the Internet

4 Design of hyperlinks 3.01 3.08 0.50 0.52

5 During sales Ease of choosing different 320 3.09 055 0.52
products

6 Providing customized service 208 441 0.27 0.85

7 Security of electronic transaction 3.08 322 052 0.56

8 Cooperation of logistic circulation ~ 3.24 3.12  0.56 0.53

9 Postsales Delivery on schedule and safe 3.17 3.02 0.54 0.51

10 Product delivery and customer 202 298 0.51 0.50
confirmation

11 Warranty, service, and repair of 391 178 0.73 0.20
product

12 Reasonableness of transaction 311 328 052 0.57
cost for purchase and repair

13 Overall sales Acceptability of product repair 3.08 3.03 0.52 0.51
time

14 Overall quality and flow of 411 232 0.78 0.33
electronic commerce

15 Overall service performance 290 297 048 0.49

Next, we calculated the means of product quality importance, product quality
satisfaction, service quality importance, and service quality satisfaction on the basis
of the survey results, which we then use to determine the values of the four indices,
as we demonstrate in Egs. 12.1, 12.2, 12.3 and 12.4 (Tables 12.1 and 12.2). That is,
we constructed a product quality performance matrix on the basis of the values of
Ipr and Ipg in Table 12.1 (Fig. 12.1), as well as a service quality performance matrix
on the basis of Is; and Igg in Table 12.2 (Fig. 12.2). The performance matrices in
Figs. 12.1 and 12.2 thus offer a means to investigate the quality of different product
and service items.

In the product quality performance matrix in Fig. 12.1, the plots of the impor-
tance and satisfaction indices show that of the 14 items, Items 13 and 9 are located
outside the target zone (Zone A) in the insufficient resources zone (Zone I). These
two items thus represent defective products. In Fig 12.3, we also demonstrate that
the product quality of most products sold by the focal Internet marketing company
is acceptable. Similarly, in the service quality performance matrix in Fig. 12.2, the
plots of the importance and satisfaction indices show that three of the 15 service
items are not located in target zone; Items 11 and 14 appear in the insufficient
resources zone, and Item six is in the overloaded resources zone (Zone D).
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Fig. 12.1 Product quality
performance matrix

Item &
(0.35.0.69)

Item 13

(0.27.0.85) 0.816

0.816
0.67 Zonel
8 Resource / * 2
5 Lacking Zon, REL
o
(-9
E
0.33 Zone A /
Target Zong Zone D
0.184 Resource
/ Overtloaded Zone
0.0
0.184 0.33 0.67 1.0
Satisfaction
Fig. 12.2 Service quality 0.816
performance matrix Item 14 Target Line
1.0 Zone (0.33,0.78)
Insufficient
0.816
resource zone
" UCL
© 0.67
E \ + :': ’
2 Ttem 11 ¥ et
em
E 0.85,0.27
= (0.20,0773) i )
0.33 [
Zone D
0.184 Zon /1/ Overloaded
Target zo;
TESOUIce Zone
0.0
0.184 033 0.67 1.0

Satisfaction

12.4 Analysis and Improvement of Defective Products
and Services

12.4.1 Defective Product

According to our previous prioritization, the first defective product item to be
examined is Item 13, the Tyan Tiger MPX S2466-4M motherboard, followed
by Item 9, the TECD TD2024VK DVD player. Participants indicated that the
importance of these two products was higher than their satisfaction with them, so
their producers must enhance product quality satisfaction. We use the Tyan Tiger
motherboard as an example in our following discussion.
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Table 12.3 Importance and satisfaction indices of four major causal categories before
improvement

Importance  Satisfaction

Major causal category index (Ip;) index (Ips)  Remarks
Tyan tiger 1/0O speed 0.61 0.12 In Zone I, critical
motherboard causal category
Computer crashing 0.76 0.31 In Zone I, critical
causal category
Electric power consuming  0.30 0.35 In Zone A
Compatibility 0.67 0.60 In Zone A

When consumers perceive a product as reliable, efficient, and user friendly,
they evince higher satisfaction. To analyze the Tyan Tiger motherboard, we first
invited engineers from the motherboard manufacturer to provide ideas to enhance
its reliability, efficiency, and ease of use in response to the four major causal
categories of dissatisfaction: frequent computer crashing, unacceptable electric
power consumption, low I/O speed, and insufficient compatibility. Then, within
these four major causal factors, the engineers identified minor causes and arranged
them in a cause-and-effect diagram. Finally, maintaining the focus on these four
major causal categories, we asked designers to take a consumer point of view to
evaluate the quality importance and satisfaction of the four major causal categories
at the level of the production line to determine their status before the improvement
(Table 12.3). With these four importance and satisfaction indices, we constructed
a performance matrix of the major causal categories before the improvement
(Fig. 12.3).
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12.4.2 Defective Service

To analyze the defective service, we consider three items: 11, 14 (which need
more resources), and 6 (the resources devoted to which should be reduced). In the
following section, we analyze all three of these defective service items.

There are two ways to address a defective service: with a focus on each service
as a unit or on the defective service as a whole. Determining which to use depends
on whether each defective service item can be measured or is related to overall
service quality. In this study, as we used 15 items to measure the service of the
products consumers bought, the three defective service items should be analyzed
together. We developed a cause-and-effect diagram in which the three defective
service items served as the three major causal categories. We again identified minor
causes within these three major causal categories, namely, the specific service
strategies that could enhance overall service quality. The minor causes included
ten items: (A) conducting data mining about customer’s purchases of products, (B)
providing active customer consultations, (C) providing active customer advice about
purchasing products, (D) offering a 30-day full refund warranty, (E) offering home
service for purchases and repair, (F) providing a 1-year repair warranty, (G) making
prices of products and service competitive, (H) allowing customers to choose
product delivery times and place, (I) leaving servers on and available 24 h a day year
round, and (J) providing weekly updated Web pages and updated product catalogs.

12.5 Improving Defective Products and Services

12.5.1 Defective Products

Our cause-and-effect diagram pertaining to the Tyan Tiger motherboard indicates
four major causal categories and several minor causes, which we used to define two
critical causal categories: I/O speed and computer crashes. Engineers responsible
for the motherboard designed improvements based on the three minor I/O causes:
(1) insufficient flash memory capacity, (2) overly complex logic circuitry, and (3)
plethoric function design. At the same time, they addressed the five minor causes
of computer crashes: (1) insufficient capacitance refractory ability, (2) inadequate
multi-power project design, (3) inadequate electronic insulation, (4) inadequate
graphing function, and (5) inadequate cooling system. They improved the product
by decreasing the LSL and standard deviation (8) of the process capabilities of
the two critical causal categories. In turn, we considered the device parameters,
tolerance, and best manufacturing conditions as criteria for enhancing process
capability. After a period of manufacturing process stability, we collected our data
again and determined the I/O speed to be 1.25, according to Eq. 12.4, which
corresponds to a 5o quality level. The process capability increased to 1.96, a 7o
quality level as show in Fig. 12.4.
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Fig. 12.4 Process capability performance matrix of two critical causal categories before and after
improvement

12.5.2 Defective Service

Our holistic analysis with a cause-and-effect diagram for the three defective service
items identifies ten specific service strategies (A-J) that could enhance overall
service quality. These ten strategies are interdependent with the three defective
service items and overall service quality; therefore, we undertake quality function
development and use the relationship between the ten strategies and the three
defective service items to determine critical service strategies. The quality function
development process reveals three large positive values and two large negative
values, as we show in Table 12.4.

After we identified these critical service strategies, we required the internet
marketing company to implement improvements in them. The company announced
the improvements on its Web site and through e-mails to customers who participated
in our survey. After the improvement, 286 customers who provided effective return
questionnaires again applied the same criteria to measure their satisfaction with
item 6, providing customized service; item 11, warranty, service, and repair of the
product; and item 14, overall quality and flow of electronic commerce. The resulting
service quality satisfaction index shows that the value of Item 6 decreased from .85
to .38 and that of item 11 from .20 to .44, whereas the value of Item 14 increased
from .33 to .69. We used the importance and satisfaction indices of these items
after their improvements to compose the performance matrix of defective service
quality after improvements. As shown in Fig. 12.5, the three defective service items
improved and have reached the ideal target zones.
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Fig. 12.5 Service quality
performance matrix of after
improvement
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12.6 Control of Product and Service Quality

After corroborating the effective improvements in product and service quality, we
moved to the five stages of DMAIC, which entail controlling defective products and
services so that they remain within the ideal zones. We considered the concept of
control from both narrow and broad perspectives.

12.6.1 Narrow Perspective

The narrow perspective of control focuses on activities. Specifically, such control
entails corroborating the enhanced process capability of the critical causal categories
of the defective product, ensuring satisfaction matches importance within the target
zones, implementing critical service strategies, and finally confirming consumer
acceptance of these levels of product and service quality. After control has been
implemented, standard operating procedures and a knowledge management system
may be established, with a particular focus on the R&D, manufacturing, marketing,
and maintenance departments to ensure the effectiveness of long-term controls.

12.6.2 Broad Perspective

The broad perspective of control integrates all the elements of DMAIC as a form of
control itself and focuses on appropriate controls of each DMAIC step to enhance
the company’s product and service quality.
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12.7 Conclusion

Internet marketing represents a growing trend whose success is critically determined
by product and service quality. Most previous researches on customer satisfaction
in the domain of internet marketing analyzes and attempts to improve customer
satisfaction through a single aspect, whereas we used Six Sigma DMAIC approach
to establish a series of systems that can enhance overall consumer satisfaction with
product and service quality.

With increasing technology capabilities and expanded global networks, many
companies have developed complex logistic management systems that depend more
and more on the internet to locate and purchase needed products and services. Thus,
a high-quality internet marketing system can enhance a company’s competitiveness
in international markets. This study provides a procedure to measure, analyze,
improve, and control product and service quality through a step-by-step approach
and posits a practical method by which firms may holistically consider R&D,
manufacturing, marketing, and maintenance to enhance their quality and customer
satisfaction. In turn, their efforts will likely improve consumers’ inclination to
purchase, as well as their own business performance.
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Chapter 13

Production Process Improvement Using the Six
Sigma DMAIC Methodology: A Case Study

of a Laser Computer Mouse Production Process

S. Pimsakul, N. Somsuk, W. Junboon, and T. Laosirihongthong

Abstract This paper aims to improve a production process of a laser computer
mouse by using the Six Sigma DMAIC Methodology. This study focuses on the
functional test procedure because of its lowest yield. The regression analysis and
two-level factorial design of experiments is employed in order to determine the
optimal conditions of parameters. By operating under these resulting conditions,
yield of the functional test procedure increases from 96.2 to 98.6 %.

Keywords Design of experiments * Production process improvement ¢ Six Sigma
DMAIC methodology

13.1 Introduction

With the advent of a laser computer mouse and the increasingly accurate technology
behind it, the laser computer mouse based on vertical-cavity surface-emitting laser
(VCSEL) chips needs a high overall yield, including epitaxy, processing, dicing,
mounting, and testing (Jiger and Riedl 2011).

Production process should be beneficial to both quality control and yield
enhancement in order to be competitive for manufacturers (Hung et al. 2009).
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As you know Six Sigma, a quality improvement method, is the most well known
quality paradigm for zero-defect quality excellence in the corporate world today
(Bhote 2003; Shanmugaraja et al. 2011). The DMAIC method through five steps —
including Define, Measure, Analyze, Improve, and Control — is the prescribed
improvement process for the Six Sigma methodology that focuses on understanding
root causes of defects prior to applying solutions (Leaphart et al. 2012; Tague 2004;
Pyzdek and Keller 2009).

In this study, a case study of the laser computer mouse production process
in a computer parts manufacturing plant located in Thailand, its functional test
procedure has the lowest yield among all procedures, in which the value of the
loss cost is about 4.8 million baht per year. Therefore, the primary purpose of this
case study is to improve the production process by using the Six Sigma DMAIC
Methodology.

The remainder of the paper is organized as follows. Section 13.2 is literature
review on the Six Sigma DMAIC approach. The methodology in Sect. 13.3
describes the application of Six Sigma DMAIC process improvement tools. The
results and discussions are presented in Sect. 13.4. Finally, Sect. 13.5 concludes the
improvements in this case study.

13.2 Literature Review

Six Sigma is a process improvement method by reducing variation and eliminating
defects, target to achieve zero defect (Bhote 2003). The implementation of Six
Sigma processes is designed to maximize yield and performance and minimize
process variation, which leads to reduction in defects and increase in profits (Pickrell
et al. 2005; Kumar et al. 2008). In this study, the DMAIC methodology of Six Sigma
is applied. In general, Six Sigma with its DMAIC roadmap focuses on improving
an existing process using the five phases: Define Measure, Analyze, Improve, and
Control.

According to the references Bhote (2003), Pyzdek and Keller (2009), and Kumar
et al. (2008), each phase of the DMAIC methodology can be summarized as follows.
In the “Define” phase, the problem and/or process that needs to be solved and
critical-to-quality characteristics (CTQs) are identified. In the “Measure” phase, it
must be determined how to measure the process and its capability or performance,
and then they are measured. In the “Analyze” phase, the most likely causes of
defects are determined by identifying the potential root causes for the problem
and then confirming the actual root causes with historical data. In the “Improve”
phase, it focuses on improving the process by addressing the root causes of problem,
modifying the process to stay within an acceptable range, and eliminating the
defects. Lastly, “Control” phase focuses on ensuring that gains from the improve
phase are maintained by determining how to maintain the improvements.



13 Production Process Improvement Using the Six Sigma DMAIC... 135
13.3 Methodology

In this study, the Six Sigma DMAIC methodology is applied to identify root causes
of existing defects and to determine optimal solutions providing significant business
impact as well as improving an existing process in five phases: Define, Measure,
Analyze, Improve, and Control.

13.3.1 Define Phase

Initially, the case study adopts Thailand Quality Award (TQA) criteria (Baldridge-
based) as the Six-Sigma project selection criteria. Hence, the project selection
criteria of this case study are as follows:

» Consistency with the company’s quality policy,

* Expected monetary value of the project (or significant business impact),

* Possible problem solving methods within a reasonable project budget, and
* A project relating to responsibility of project team members.

During the define phase, various tools — including Pareto, Cause and Effect, and
SIPOC diagram — are used. The SIPOC diagram is used to identify all relevant
elements of the process improvement project before work begins while the Pareto
diagram is used to prioritize types of problem to improve the production process.
The Cause and Effect diagram is used to logically organize possible causes of
defects.

Based on the data collection, the Pareto diagram as shown in Fig. 13.1 indicates
that functional test failure is the most frequently occurring problem and also the first
type of the problem to be studied and improved in the production process.

The Cause and Effect diagram shown in Fig. 13.2 is developed by brainstorming
and discussing among all stakeholders to identify the potential root causes of
functional test failure.

The SIPOC diagram as shown in Table 13.1 is used to determine the focus
requirements of the project. The SIPOC helps to prepare the business case and
project charter to drive the business case.

In the define phase, based on an analysis through the project selection criteria
mentioned above, the functional test procedure of the laser computer mouse
production process is selected to be improved by the project team members. Its
target yield is set about 2 % increasing from the existing yield, e.g., from 96 to
98 %.

The project team members comprise a quality manager, a quality engineer,
a quality assurance staff, a project engineer, a production supervisor, a process
engineer, and a test engineer.
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13.3.2 Measure Phase

In the measure phase, the project team members operationally define Critical-To-
Quality (CTQ) variables, determine the validity of the measurement system for each
CTQ, and establish baseline capabilities for each CTQ.
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Table 13.1 The SIPOC diagram

Suppliers  Inputs Processes Outputs Customers
SMT FPCA E module  Logitect
EMM Die Die attach
M D/A glue for die
ULM VCSELs VCSELs attach

D/A glue for VCSELs

Al wire Al bonding

Au wire Au bonding

Lense Aperture assembly

Functional tester Functional test

In order to understand the whole situation of the production process and
establish baseline capabilities, various activities, including process mapping, CTQs
identification, process capability analysis (PCA), and measurement system analysis
(MSA), are carried out by the project team members.

— Yield throughout an entire process is measured. The use of process flow diagram
can help the project team members to better understand how the process flows
and how productivity can be improved by using work study.

— Cause and Effect Matrix is conducted to prioritize input variables based on their
impacts to outputs. It can also be used to screen important input variables.

— Process capability analysis is conducted to measure CTQs of the process, to
understand the ability of the process, to produce a very high proportion of outputs
within specification, and to determine the inherent variation of the process.

— MSA is conducted for all gages, measurements, and test equipment to de-
termine the capability of measuring system and to ensure the validity of the
measurements. MSA — gage repeatability and reproducibility (GR&R) — can
consequently provide reliable and accurate analysis.

Results of the cause and effect matrix (Table 13.2) in the laser computer mouse
production process indicate that key process input variables can be found in Die-
VCSELs attachment process and Aluminum bonding process.

13.3.3 Analyze Phase

In the analyze phase, hypotheses are confirmed with historical data. The project
team members confirm that whether the factors obtained from the measure phase,
are present or not, and they also confirm that changes in these factors (or variables)
substantially impact the outcomes.

Statistical tools, including hypothesis tests, analysis of variance (ANOVA), and
design of experiments (DOE), are employed by the Six Sigma project team members
to identify potential root causes of problems.
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Table 13.3 Factors tested using two sample t-test

Level
Factors Low High Outcomes p-value
Die-VCSELs pitch 3.1 mm 3.3 mm Map pixel value  <0.05
Bonding force 20g 30g Pull force <0.05
Bonding power 60 mW 90 mW Pull force <0.05
Bonding time 20 mS 30 mS Pull force <0.05
Loop height Low High Pull force 0.444
Bonding speed 700 mS/wire 200 mS/wire  Pull force 0.058

According to the results of various Six Sigma tools applied in the measure phase,
the possible factor affecting the functional test results can be the distance of the
bonding between Die and VCSELSs (or Die-VCSELSs pitch) and the possible factors
affecting the strength of aluminum wire can be various setup parameters for a
wire bonder machine, including bonding force, bonding power, bonding time, and
bonding speed, and a loop height.

Firstly, an experiment strategy that changes one factor at a time (OFAT) to
evaluate its effects on an outcome is conducted. The differences between means
for low and high levels of each factor are tested using two sample t-test to determine
whether these means have a significantly different effect on an outcome (either map
pixel value or pull force). Null hypothesis is Hy : u; = p, with sample size of
30 for each t-test. Summary of factors and their low and high levels, outcomes, and
p-value of the t-test is shown in Table 13.3.

Based on the t-test results, the four null hypotheses (with p-value < 0.05) are
rejected at the 95 % confidence level. Therefore, only these four factors (e.g., Die-
VCSELSs pitch, bonding force, bonding power, and bonding time) will be considered
to improve their either map pixel value or pull force in the improve phase.

13.3.4 Improve Phase

In the improve phase, a solution based on the exposed problem in the first three
phases is determined. It begins with brainstorming to create solutions to the problem
of functional test failure. After that testing the solutions is executed in order to
ensure that the solutions meet the requirements defined, and then the outcomes of
the executed solutions are assessed.

— Brainstorming by the project owners and the project team members is conducted
to identify factors affecting test failure and eventually find out how to improve
the process. Solutions to reduce the failure rate (or improve the process) are
identified, and the prevention plan to prevent the problems from occurring is
also defined.


first
three
phases
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Regression Analysis: Pixel Map versus Pitch

The regression equation is
Pixel Map = 359 - 107 Pitch

Predictor Coef SE Coef T P
Constant 359.467 1.833 196.09 0.000
Pitch -107.011 0.573 -186.84 0.000
S = 0.49599¢6 R-Sg = 99.6% R-Sg(adj) = 99.6%

Analysis of Variance

Source DF SS MS F P
Regression 1 8588.5 8588.5 34910.79 0.000
Residual Error 148 36.4 0.2

Total 149 £624.9

Fig. 13.3 Linear regression analysis results

— The identified process improvement solutions which are obtained based on
brainstorming are also tested. The yield of the executed solutions is assessed, and
then the solutions are slightly modified to meet the target yield before embarking
on full scale implementation.

— The above activities are done to determine the finest settings for implementation.
However, the most effective setting depending on company’s resources, proce-
dures, and policies has to be rationally chosen.

Map pixel value improvement: According to the analyze phase, Die-VCSELSs pitch
significantly affects the Map pixel value. In order to improve the Map pixel value
approaching to the laser index of 15, the optimal value of Die-VCSELSs pitch has
to be determined. Hence, linear regression analysis is carried out to determine
the optimal condition of the Die-VCSELSs pitch that produces the specific laser
index of 15.

From the regression analysis, correlation coefficient of 99.6 % indicates an
acceptable linearity (Darlington 1990). A linear regression model is stated in Map
pixel value = 359 — 107 x Pitch. Based on the model, to achieve the Map pixel value
of the laser index of 15, therefore the Die-VCSELSs pitch should be approximately
determined at 3.22 mm (Fig. 13.3).

Pull force improvement: Based on the OFAT results, the setup parameters —
including bonding force, bonding power, and bonding time — significantly affect
the pull force. These three factors (or setup parameters) at two levels each are
studied using DOE. In order to improve the pull force, the optimal conditions of
these parameters have to be determined. Therefore, a three-factor two-level factorial
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Factorial Fit: Pull strength versus Force, Power, Time

Term Effect Coef SE Coef T P
Constant 6.0828 0.01957 310.85 0.000
Force -0.2781 -0.1391 0.01957 -7.11 0.000
Power 0.8331 0.4166 0.01957 21.29 0.000
Time -0.2856 -0.1428 0.01957 -7.30 0.000
Force*Power -0.1881 -0.0941 0.01957 -4.8 0.000
Force*Time -1.0394 -0.5197 0.01957 -26.56 0.000
Power*Time -0.7106 -0.3553 0.01957 -18.16 0.000
Force*Power*Time 0.3731 0.1866 0.01957 9.53 0.000
Ct Pt 1.8532 0.05323 34.8 0.000
S = 0.110695 PRESS = 138.8505
R-Sq = 99.05% R-Sg(pred) = 47.78% R-Sg(adj) = 92.78%
Analysis of Variance for Pull strength (cocded units)
Source DF Seqg SS Adj SS Adj MS F P
Main Effects 3 6.8243 6.8243 2.2748 185.64 0.000
2-Way Interacticns 3 12.9654 12.9654 4.3218 352.70 0.000
3-Way Interacticns 1 1.1138 1.1138 1.1138 90.90 0.000

Curvature 1 14.8510 14.8510 14.8510 1211.99 0.000
Residual Error 28 0.3431 0.3431 0.0123

Pure Error 28 0.3431 0.3431 0.0123
Total 36 36.0976

Fig. 13.4 Factorial design results

design (a 23 factorial design) with three replicates of the central point is applied to
determine their optimal conditions.

Results of the 2° factorial design as shown in Fig. 13.4 are observed that all
main effects and all interactions among those parameters are significant at the 95 %
confidence level (p-value < 0.05). Based on the response optimization results as
shown in Fig. 13.5, they indicate that the optimal values of the three parameters
for maximizing Pull force are as follows: a bonding force of 25 g, a bonding power
of 90 mW, and a bonding time of 20 mS.

13.3.5 Control Phase

In control phase, standardizing and documenting the new processes across the
project, training operators, and creating a plan to monitor the process are executed.
Six Sigma tools, including control charts, process maps, and monitoring plans, are
used.

In order to ensure that the yields obtained during the improve phase are
maintained even after the project ends. Therefore, it is necessary to standardize and
document procedures and make sure that all operators are trained.

The project team members create a control plan (Table 13.4) for ongoing
monitoring of the processes. Moreover, the application of information technology
used to control the functional test procedure of the process is provided. By linking
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Fig. 13.5 Response optimization results

test results to an automatic data transfer system, therefore quick response to any
problems can help team members solve these problems promptly.

13.4 Results and Discussions

The findings on how Six Sigma tools and other advanced statistical tools can be
used to help in improving the production process of a laser computer mouse in each
phase of DMAIC methodology are discussed as follows.

13.4.1 Define Phase

The aim of the define phase is to determine the process requirements and define the
scope and goal(s) of the improvement project (Antony et al. 2012).

According to the project selection analysis based on Thailand Quality Award
(TQA) criteria, a functional test procedure of the laser computer mouse production
process is selected by the Six Sigma project team members after brainstorming and
discussion with the stakeholders. Based on the data collection and brainstorming,
the Pareto diagram and the cause and effect diagram are used to find out the root
causes of functional test failure, in order to eliminate them. Final step of the define
phase, the SIPOC diagram is developed. It not only helps to determine the focus
requirements of the project but also to prepare the project charter to drive the
business case.
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13.4.2 Measure Phase

The measure phase involves identifying the key input and output variables, deter-
mining operational measures and definition for each CTQ, and performing a GR&R
analysis for each CTQ. The cause and effect matrix as shown in Table 13.2 indicates
the key input variables of processes.

Moreover, the MSA of the functional test procedure is conducted. The map pixel
measurement system is found to be reliable. Therefore, the use of the existing staffs,
equipment, and the functional test system is reliable and repeatable (not reported in
this paper).

13.4.3 Analyze Phase

The analyze phase involves identifying and confirming potential root causes of
problems.

In this study, the OFAT experimentation using two sample t-test is used to
evaluate the effect of a factor on an outcome in order to screen the significant factors
by finding the influential factors. Only four factors, including Die-VCSELSs pitch,
bonding force, power, and time, are considered to be improved in the improve phase.

13.4.4 Improve Phase

The potential root causes of defects identified during the measure phase provide
inputs to the improve phase. The improve phase involves selecting solutions to
eliminate these causes of defects.

The map pixel value improvement is conducted. The optimal Die-VCSELSs pitch
is determined using a linear regression analysis. And the pull force improvement is
conducted. A 2* factorial design with three replicates is applied to determine the
optimal conditions of the three factors, including bonding force, power, and time.
The results as shown in Fig. 13.4 indicate that all main effects and interactions
among these factors are significant at the 95 % confidence level, and the response
optimization results also indicate the optimal values of these factors.

13.4.5 Control Phase

The control phase involves establishing measures to standardize, monitor, and
integrate the changes within the existing framework. The project team members
develop a control plan as shown in Table 13.4 to maintain the desired improvements.
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Control tools such as the X — R chart for pull strength and check list are applied.
Besides, certain activities to monitor and control the improvements are applied
during this control phase, including establishing procedure standardization and
documentation.

13.5 Conclusion

In order to improve the production process of a laser computer mouse, a case study,
the DMAIC methodology of Six Sigma is applied. According to the study, the
functional test procedure has the lowest yield of 96.2 %. After the implementation
of the DMAIC methodology, the yield of the functional test procedure increases
from 96.2 to 98.6 %, higher than the target yield of 98 %.

Contributions of this study include demonstrating how Six Sigma tools and other
advanced statistical tools can be applied to help in improving the production process
of a laser computer mouse in each phase of DMAIC methodology.
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Chapter 14
Machine Vision-Aided Quality Decision System
for Solder Joint Defect Evaluation

Chien-Chih Wang

Abstract To improve the printed circuit board (PCB) manufacturing process, it
is important to have an automatic inspection system that classifies information
regarding defects in solder joints. This paper proposes a quality decision system
for solder joint defect classification on a PCB. An experiment was conducted to
demonstrate the application of this technique. The results showed that the inspection
accuracy reached 94 %, which is superior to the results achieved by other methods.
The results of this study provide an effective solution for the inspection of the solder
joint quality.

Keywords Automatic visual inspection ¢ Multivariate analysis ¢ Defect
classification

14.1 Introduction

Solder Joint quality is the key factor in the assembly of electronic components.
In practice, the main testing methods are electric test, function test and appearance
test. Among, the inspection results of appearance test were difficult assessment.
The main reason is that product design tends to be ‘small, thin, and light’, as in
cellular phones. Therefore, although modern technology has enabled the traditional
semi-automatic production in electronic industries to be gradually replaced by fully
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automatic production, most solder joint defect inspections are still performed man-
ually. Therefore, it is crucial to develop optimal defect detection and classification
methodology using machine vision for quality improvement in order to ensure the
quality of mass production manufacturing (Wang and Jiang 2001; Wang et al. 2011;
Jiang et al. 2002, 2004, 2007, 2010; Chu et al. 2008). The mission of traditional
solder joint inspection was focused on go/no-go quality judgement. This inspection
result can provide improvement information is limited. Therefore, there is an urgent
need for inspection and classification methods to be integrated into the detection of
defects in a quality decision system.

Various statistical and non-statistical methods have been used for defect classifi-
cation. Some of the most popular methods are the K-nearest neighbor classifier, the
Linear discriminate function classifier, tree classifier, neural network classifier, and
the Bayes classifier (Ripley 1996).

Oyeleye and Lehtihet (1999) used a three-dimensional solder joint model to
inspect and classify actual solder joints. Liao et al. proposed a welding flaw
detection method based on a fuzzy k-NN classifier. Ko and Cho (2000) proposed
a classification method based on the neural network and fuzzy rule for inspection
of the solder joints of printed circuit boards. The results of their experiment have
proven effective in the classification of solder-joint images, with a high success
rate compared to two neural network methods: the LVQ self-clustering algorithm,
and the Kohonen neural network classifier. Jiang et al. (2001) proposed bootstrap
sampling techniques for the generation of enough samples to determine population
parameters and a tree classifier for golden finger defect classification. Jiang et al.
(2007) proposed a novel two-stage machine vision inspection process to segment
and classify solder joints for PCBs, for a monitor manufacturer in Taiwan.

Among known classifiers, the Bayesian classifier is the optimal system, pro-
ducing a minimum error rate if the underlying posterior distribution of the data
is known. When Bayesian classification is applied in practice, it is often assumed
that the prior distribution does not exist, or equal and that the posterior distribution
is a multi-normal distribution. With regard to the posterior distribution, multivariate
normal distribution is often assumed, with no further consideration of the character-
istics of the data. Before the Bayesian classification is used, the data are assumed
to display a multivariate normal distribution, regardless of whether this is actually
the case; the result of this is ‘GIGO’ (Garbage In, Garbage Out). In theory, the
more the parameters, the more are the required samples; this further complicates the
deduction of the Bayesian decision formula. Hence, the Bayesian classifier under
multivariate normal distribution is a commonly used method in practical application.
In this paper, therefore, to preserve the minimum error rate property of the Bayesian
classifier, we propose a quality decision system to improve the Bayesian classifier
with variables that represent non-normal features. To demonstrate the proposed
procedures, we also provide a defect classification experiment conducted upon
solder joints on a PCB board obtained from a monitor manufactured in Taiwan. The
PCB board contained examples of no-solder, short, and open-soldered joint defects.
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14.2 Methodology

The Bayesian classifier is a classification method based on a probability distribution.
In practice, the Bayesian classifier relies on the assumption of the feature variables
of multivariate normality. To address the problem of defect classification, the basic
approach of Bayesian classification addresses the historical data of defect types
(called prior information) and the feature variables of the known defects information
(called posterior information). The rules for decision-making in classification can
be derived from these two sets of data. Theoretically, if the prior and posterior
information for defects are known, an optimal decision rule can then be derived.
Assume that there are ¢ types of defect, denoted as Gy, Gy, -+, G.. All defect
types can be selected as p feature variables quantification its information. The data
structure of defect G; can then be expressed as follows:

Xi11 X2t Xilp

Xi2l Xi22 *** Xi2p
G = . . . (14.1)

Ximi1 Xim;2 = Xim;p

where x;;; denotes the i-th defect, the j-th measurement value under the k-th feature
variable.
Let p(G;),i = 1,2...,c denote the c types of defect that could appear with

some probability, referred to as priori probability, and let f (§|Gi),i =1,2,...,c
denote the i-th class conditioned probability density for feature variables vector X.
According to the Bayes theorem, the posterior probability p(G;|x) is

fi (X1G:) < p (G

p(Gilx) = .6 () = X7 (316:) < p (G

X i=1

In Bayesian classification, the decision rule is based on the minimum loss
principle, with less e (}) defined as classification error probability 1 — p (G |X).
The optimal Bayesian decision rule for c types of defect (Mardai 1970) is then

e* (%) = Min ¢ (Q) = Min [1 —p (G,R)] (14.2)

We can simplify the above equation to obtain the decision rule W (g) of
Bayesian classification for two-class product defect classification, as
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Gi. if p(G)) x p (XIGi) > p (G}) x p (XIG;)
G;,if p(Gi)xp (§|Gi) <p(G))xp (X|Gj)

P (XIGi) x p (G = p(XIG,) x p(G)) (14.3)

We solve X to obtain the optimal Bayesian decision rule formula. This type
of decision formula is related to the number of feature variables. For one feature
variable, the decision formula is rectilinear; for two feature variables, it is linear.

A Bayesian classifier that uses multivariate normal distribution to approximate
multivariate non-normal distribution will increase the classification error rate (Wang
and Jiang 2001). Therefore, in this paper, we propose a multivariate transformation
Bayesian classifier (MTBC). To develop this classification algorithm, we first
executed a multi-normal test for feature variables to confirm whether there is
multivariate normal posterior distribution. If the posterior distribution was multi-
normal, we then applied the traditional Bayesian classifier. If it was not, we
applied a transformation procedure to convert the multi-non-normal distribution in
multi-normal distribution, after implementation of the Bayesian classification. The
MTBC involves two key procedures, which include multivariate normal test and
multivariate transformation. Many researchers have proposed multivariate normal
test methods (Smith and Jain 1988). In this paper, we used the multivariate skewness
and kurtosis test for Multivariate Normality (Mardai 1970). This procedure makes
use of calculations as follows:

» Step 1: Calculate all the variables of coefficient r; ;; > is the variance-covariance
matrix of G.

= (X -X) 37 (x; - X) (14.4)

n n
 Step 2: Calculate Mardia’s skewness measure value by , = Zl Zl r? ; /n?
i=1j=
* Step 3: Calculate test statistic A = nb; , /6
* Step 4: If test statistic A > y}_,(f), then reject the assumption of multivariate
normality, and f = p (p + 1) (p 4+ 2) /6, p is the number of feature variables,
with n as the sample size.

In this paper, multivariate Box-Cox transformation was applied to remove non-
normality. The multivariate Box-Cox transformation is defined by

Al A2 Ap
x> 1 x™2 —1 x5 —1
X(A) - ljl ) 112 ) ) L k) == 172 9ms
J " T PR A

lf /\,‘ 7é 0= [lnx,-jl,lnx,-jz,...,lnx,-jp],j = 1,2...,m,if Ai =0 (145)
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We must determine A = ()Ll A2 A p), such that the transformation variables

X J(»A) are closer to multivariate normality. The optimal estimate A = (/11 A2, A p)
- n )

is calculated by maximizing the likelihood function L(1) = —2 Indet (z;) +

P m - -\T
2 (=) X i where 5 = 3 (X = %4) (X =) /n.

14.3 Results

In this section, we use solder joint defect data to demonstrate the proposed
procedure. The solder joint data contained 285 samples that included normal solder
joints and no-solder, short, and open types of defects (Table 14.1). Among our
samples, 85 solder joints served as training samples and the rest as testing samples.

For the defect detection of solder joints, we used a two-stage procedure to
segment solder joints from the inspected image (Wang and Jiang 2001). The first
stage defines segments on the bare copper region of the PCB (Fig. 14.1a). To do this,
we first acquired a color image of the bare PCB. Masking was then performed using
a median filter to remove the noise and fill in the areas reserved for the placement
of pins. The final image represents the copper foil area depicted in white with the
remaining area in black, thus obtaining a solder area image (Fig. 14.1b) to serve as
areference image.

Table 14.1 The defect types used in this study, along with their appearance

Defect type  Open No solder Short, Bridge
Appearance | ] . .

Fig. 14.1 (a) Original image; (b) Bare PCB copper region
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Fig. 14.2 (a) Inspection image; (b) Reference image; (c) Solder joint segment

The second stage involves comparing the divided copper area with the inspected
image from the first stage. This is done by means of a pixel-by-pixel comparison.
Because the grey in the copper area in the reference image has a pixel value of 0,
a ‘minimum’ function calculation is performed in the inspection (Fig. 14.2a) and
reference images (Fig. 14.2b). As shown below, the solder joint in the image is then
further articulated for complete inspection (Fig. 14.2¢)

Next, we selected 16 candidate feature variables that take into account the
geometric and statistical features of solder joints. These features were selected
on the basis of their ease of calculation and their capacity to discriminate among
the three types of defects. The seven statistical features based on the grey image
include: mean (F;), mode (F,), median (F3), variance (F,), standard deviation (Fs),
skewness (Fg), and kurtosis (F;). The nine geometric features based on a binary
image include: variance in the X-axis direction (Fg), variance in the Y-axis direction
(Fo), covariance of the X and Y axis (Fjg), area (F;), perimeter (Fj,), circularity
(F13), major axis length (F4), minor axis length (F;5), and rectangularity (Fj¢). In
this paper we implemented the following analysis procedures to perform solder joint
defect classification.

* Step 1: Eliminate the feature variables with poor discriminative capacity.

ANOVA technology was applied to eliminate the feature variables with poor
discriminative capacity. ANOVA is a statistical method used to test the differences
between two or more population means. The results of the p-value are presented in
Table 14.2. Because the p-value is smaller than 0.05, this indicates that the seven
feature variables (F,, Fg, Fo, Fy1, F14, Fi5, and Fi¢) can be used to distinguish the
differences among four solder joints.

» Step 2: Construct the experimental design for the remaining feature variables
from Step 1.

Step 2 involves determining an optimal feature subset. From the results of Step 1,

we can dispose of the 2/;;1p design.

* Step 3: Calculate the Pillai statistics to evaluate the multiple group differences.
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Table 14.2 Feature selection

. Feature variables  p-value
analysis result

F, 0.17
B, 0.01
Fs 0.12
E, 0.22
Fs 0.50
Fs 0.47
F, 0.47
Fy 0.02
Fo 0.00
Fio 0.14
Fu, 0.00
Fi» 0.78
F13 0.81
Fl4 0.00
Fis 0.00
Fue 0.00

For each experimental combination, we executed MANOVA and calculated the
Pillai statistics in response. The Pillai statistic (V) is defined as follows

Ai

_— 14.6
et 1+ A ( )

V = trace (B(W + B)_l) =

where A; is the eigenvalue of the B(B + W)_1 matrix, i = 1,2,..., p. B is the
between sum of the squares and cross-products matrix, and W is the within sum of
the squares and cross-products matrix.

* Step 4: Optimal feature variables

With a type I error a of 0.05, we consulted a Pareto chart that shows the estimated
effects of feature variables. This Pareto chart displays the absolute value of these
effects, and draws a reference line that allows users to see both the magnitude
and importance of a given effect. Any effect that extends past this reference line
is potentially important. Applying this to Fig. 14.3, we can confirm that the F;, F¢,
F1, and Fy constitute an optimal feature subset.

» Step 5: Fitted optimal Bayes classification model

From Step 4, we obtained the optimal feature variables and performed the MTBC
procedure. First, we tested the optimal feature variables to confirm their compliance
with our assumption of multi-normality distribution. We then plotted the multi-
normality probability plot and calculated the Mardia skewness coefficient value for
four types of solder joints. From Table 14.3, with the optimal feature variables,
the normal solder joints and open solder joints are not in compliance with the
assumption of multi-normality distribution, while the no-solder joints and short
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Fig. 14.3 Pareto chart of the Pareto Chart of the Features Effects
effects of feature variables

when o = 0.05 F2 -

F16

F11 |

F9 —

F8 —

F15

Fl14 —

0.0 0.1 0.2 0.3 0.4

solder joints comply with that assumption. No-solder joints and short solder joints
are therefore used for the multi-normality Bayesian classifier, and normal solder
joints and open solder joints are used for the MTBC.

According to a maximum likelihood estimate, we can affirm that the optimal
Box-Cox transformation A for multivariate feature variables F,, Fi¢, Fy;, and Fy of
normal solder joints are 0.3, 0.8, 0.9, and 0.6, respectively, and that for open solder
joints they are 0.1, 1.6, 1.5, and 0.3, respectively. Next, we can determine the MTBC
for normal and open solder joints.

* Step 6: Estimate the rate of correct classification.

A testing sample of 200 solder joints was used to evaluate the proposed analysis
procedure. The results are shown in Table 14.4. The correct classification rate was
as follows: 93 % for normal solders, 90 % for no-solders 100 % for short solders,
and 94 % for open solders. The average correct classification rate was 94 %.
Next, we compare these results with those of the other three methods, including
the multivariate approach Bayes classifier, linear discriminant function classifier,
and 1-NN. The results are shown in Table 14.4. The multivariate approach Bayes
classifier has a correct classification rate of 89 %, the linear discriminant function
classifier rate is 85 %, and the 1-NN classifier rate is 78 %. As shown in Table 14.4,
the proposed MTBC was superior to the multi-normal approach Bayes classifier, the
linear discriminate function classifier, and 1-NN.

14.4 Discussion

This study proposes a quality decision system for solder joint defect classification
to improve the results obtained by the traditional Bayes classifier. The traditional
multivariate Bayesian classifier is a widely used method for defect classification that
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Table 14.3 Optimal feature variables for multivariate normal test

Type Multivariate normal probability plot  Test statistic
Normal 12 <1 33.09946
10
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produces a minimum error rate. Because these methods rely on the assumption of
multivariate normality, the results of their practical application cannot be considered
optimal. In practice, the assumption of multivariate normality is ignored, and the
result is an increase in the rate of incorrect classification. To address this problem,
in this paper, we proposed a quality decision system. In order to validate this
procedure, it was applied to a large sample of solder joint defects, and the result
achieved a classification correctness of 94 %. Our experimental analysis results
showed that that in terms of classification accuracy, the MTBC is superior to the
traditional Bayesian classifier, the linear discriminate function classifier, and the
1-NN classifier.

The proposed method also offers the following advantages: (1) It can handle
multivariate data classification problems, (2) It produces a minimum classification
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Table 144 A comparison of the multivariate transformation
Bayesian classifier and other classifiers

Corrected Average
Classification method Defect type  classification  correct %
MTBC (proposed in this I 0.93 0.94
paper) 1T 0.9
1 1.00
v 0.94
Multinormal approach I 0.84 0.89
Bayes classifier 11 0.9
11 1.00
v 0.87
Linear discriminate I 0.81 0.85
function classifier I 0.87
1 1.00
v 0.75
1-NN I 0.83 0.78
I 0.68
11 0.86
v 0.73

I: Normal, II: No-solder, III: Short, IV: Open

error rate, and (3) It can be readily applied to practical classification problems.
These research results provide an effective new alternative that resolves a weakness
in the traditional detection and classification of solder joint defects.
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Chapter 15
Demand Analysis and Framework of Theory
About Chinese Events Sports Logistics

Peng-hui Liu and Li Gao

Abstract As a special kind of logistics activities, sports logistics affect deeply the
rapid development of logistics industry in China. In this article, the author analyzes
the present requirement of events sports logistics in China using literature and
logical reasoning, the article analyzes the problems of sports logistics in present
development, and on this basis to explore the frame structure of events sports theory
research, so as to perfect further sports logistics theory.

Keywords Demand analysis * Events ¢ Sports logistics ® Theory system

15.1 Introduction

“We should emphasize the modern logistics, and broaden our horizons, and look
for new economic growth point, and broaden our living space” (The state council
2008), this is that The Deputy Prime Minister Li LanQing introduces solemnly in
teleconference of the national commodity circulation work in the December 25, in
1997, and that emphasized mainly the importance of developing modern logistics. In
the twenty-first century, the overall size of the Chinese logistics industry realized the
fast growth. Builded the logistics distribution center in all over the country, logistics
park, It raised the level of service of the logistics industry and improved environment
condition, and laid even more the solid foundation to develop logistics industry’s in
the future.
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China has entered the world sports country ranks, the Olympic Games, the Asian
games such as domestic and international well-known events held a grand now,
it put forward higher request for the domestic logistics industry, promoting the
development of “sports logistics”. Sports logistics encompasses all the economic
significance of the things flow that it is sports-related; is a kind of large and complex
system of social economic activity, it not only relates with the success or failure of
sports activities but also plays a very important role for the development of local
economy (Yongsheng Dong 2006). Nowadays, only by researching continuously the
opportunities and challenges that sports activities bring for logistics development,
and researching the theoretical framework of the sports logistics structure, and
praising scientifically the relationship between the physical activity and the logistics
economic, we can promote our country sports logistics business scale expansion
(Qinlin Deng 20006).

15.2 Demand Analysis About Events Sport
Logistics in China

15.2.1 Demand Status

In 1996, the freight turnover is 3.6271 trillion ton-km that is 1.29 times that of 1990;
in 2010 the freight turnover is about seven trillion ton-km. According to relevant
statistics, physical logistics is around 5 % percent of total logistics in China, and
raised to around 10 % during the Beijing Olympic Games, the Olympic Games
generate physical logistics business and is also a period of rapid growth of logistics
in China (Danqing Liang and Hongyi Jia 2008).

The sports event convenes grandly, has provided the infinite opportunity to
the physical distribution industry, following is a bigger test. According to the
actual needs of competition, transport, storage, handling, processing, distribution,
handling, packing, the circulation of information processing, and other basic
function implementation organic combination, and provide extension services as
needed (Xianwu Li 2005). In 2008 the Beijing Olympic Games, the participative
country and the area had achieved 204, the participative athlete have only achieved
11,483 people. In 2010 Guangzhou Asian Games, also has collected the Asian more
than 46 participation countries and the local tens of thousands of athletes, reporter,
the audience, the concerned personnel communicates, the journey, the traveling and
around the consumable allocation and the competition the equipment, the sporting
goods ships, aspects and so on storage, packing, information processing all needs
the physical distribution system the coordination and the control. In addition, but
also has the sports to equip the market, the competition performs the market, the
sports intermediary market, the sports traveling market, the sports insures aspects
and so on market to need the sports physical distribution to provide the service, has
brought the huge pressure for the sports physical distribution.
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15.2.2 Event Sports Physical Distribution Type Division

During sports activities, there are a large number of resource allocations and flow
of logistics to implement events in sports consumption needed flow of goods from
suppliers to the receiving entity (Zhongfu Cui pay 2007). Transport of personnel,
equipment guarantee before the match, racing sports, successfully carried out as
scheduled, ordered after the game control, evacuation, and more. Depending on the
angle, racing sports Logistics Division.

Physical logistics of fluids can be divided into means of use, means of subsistence
and waste logistics. Most sports logistics information, broken down by time, racing,
racing back to before the match logistics; but regardless of what stage the race,
cannot be separated from the waste material logistics and production materials and
supplies, so you can divide the two consider integrated (Yong Hu and Jing Jia 2010).
From the perspective of the workload, the three logistics are large.

Logistics can be divided into local and off-site logistics on the flow from
geographical and physical activities. Local logistics is a division of logistics, off-
site logistics is the logistics in offsite and international logistics due to content rich
events activities, there will be more games, spatial transfer of logistics activities will
be realized, the logistics activities before the game flows to areas of logistics, and
after the game has left the logistics of organized sports activities.

In addition, the service object also can be under logistics activities, logistics
movement patterns to divide, not described here.

15.2.3 Main Features of Sports Logistics

Racing sports logistics arising from physical activity, not only throughout the pro-
cess there is a demand for the movement of persons, but also a great deal of material
flows of the entity, logistics entity of the larger differences between individuals.
Therefore, unlike most of the logistics, showing their unique characteristics:

1. Sports logistics spaces span, involving wide geographical range.

Whether international matches, domestic competitions, there is competition from
different domain, may be all over the country, or it may be all over the world, it had
the necessary material to the competition venues, this space of large-span, region
wide, increasing difficulty for logistics activities.

2. Sports logistics time limits strictly.

Competition sports activities are generally after the organizing committee deter-
mined between many times, every link content, each time arrangement, in addition
to very special circumstances are is not change characteristics, which requires the
sports activities required prepared materials must be on time in position. Therefore,
the distribution of the sports logistics to arrange orderly according to this time, to
ensure that every logistics links on time, smoothly and efficiently.
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3. Sports total logistics business, logistics cost is high, the phase change there.

Sports activity is ready to period before the construction long, game activity
concentration, the time is short, involve wide; After the game the features of the
derived function, so need to various material is enough, the equipment is perfect,
in order to meet the needs of the sports activities. In the Beijing Olympic Games
in 2008, the investment of the logistics total cost is more than 400 yuan, the
staff participating supplies logistics spending to nearly 600 million yuan, after the
meeting spending of sports activities consumables, waste 1.2 billion multivariate
logistic expenses, sports activity, the logistics business decision is very big, the
organizer of sports activities it need a lot of logistics investment, and for logistics
enterprise is brought a lot of benefits.

From the sports event sports physical distribution total business volume looked
quantity is astonishing, but from the competition different time, the business volume
has presented the gradual change. For instance, in front of the match we must
complete the facility the construction, the competition facility, the equipment are
transported massively, Physical distribution quantity is quite centralized; But after
the match, we must realize abandons the physical distribution and the reverse
logistics, the logistics service increase again.

4. Sports logistics professional level requirement is high, and safety is strong, and
always pays attention to the green, environmental protection.

Competition sports event is various, shapes of required equipment are re-
spectively different; The sports media needs the spare parts excellent, needs the
physical distribution enterprise to carry on the different packing to it, in view
of the logistics entity characteristic, carries on the transportation and loading and
unloading, guarantees the transportation commodity the imperfection. The logistics
enterprise is very strict, not only to have the logistics personnel of high quality, strict
management system, more to have professional delivery ability, to ensure that the
whole logistics process safety items.

At the same time, in society’s all the various trades and occupations all
advocated the green environmental protection, the physical distribution industry is
not exceptional, also initiates the green logistics.

All the world has started a green logistics for the corresponding technology
research, from the packaging and distribution path choice to solve the energy and
protect the environment (Pingping Zhang and Yanrong Cui 2011). Because sports
activities to be able to reflect a country, a nationality spirit civilization, culture,
therefore, not only to ensure a successful event, more important is to put the “energy
saving, environmental protection, green” campaign theme it down and implement
the green logistics process.
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15.2.4 The Status of Implementation of Chinese
Events Sports Logistics

Presently, our country sports obtained the country and the local authority take
highly, the sports increased unceasingly, cause the sports logistics also to raise the
important program. Although, our country’s sports logistics industry obtained the
fast development, but compared with the international on sports logistics still has
certain disparity, exposed some questions.

1. Because our country sports logistics lacks the plan which should have, causes
the sports logistics establishment layout not to be unreasonable, the logistics
equipment is imperfect, supply and demand contradictory pressure high.

2. The lack of sports logistics professionals leads to enterprise management level
not high, logistics power shortage, logistics technology update lags behind,
unable to adapt to the needs of the sports logistics.

The logistics enterprise in the sports logistics market demand, lacks the man-
agement, the technology and the management talented person, that cause the
logistics business management aspect to be in the inferiority directly. The sports
logistics flow is relatively complex, the logistics entity difference is big, the spatial
transportation distance is long, needing advanced logistics technical and so on
management technology, intelligence transmission to support, the short period
logistics business volume is big, that request that logistics enterprise has certain
strength, satisfying the need of the sports logistics. Our country logistics company
is at present multitudinous, but the scale, the technology and the management level
are irregular, the level not one, cause some large amount service not to dare to meet
the list, the logistics enterprise loses the opportunity of creating the brand.

3. Lack of the strength of the logistics outsourcing companies, the logistics
company failed to fully realize the importance of logistics alliance.

Sports general logistics outsourcing to have actual strength is the international
logistics companies, domestic logistics enterprise business is less; At the same time
sports logistics is often the major logistics activities, needing to implement multiple,
complicated logistics activities, and sometimes is finished difficultly a logistics
business by a logistics company alone. Modern logistics in China the enterprise
did not attach importance to the logistics companies in the form of alliance,
and realize the logistics enterprise work division between the cooperation, to
finish the.
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15.3 Framework of Theory About Chinese
Events Sports Logistics

15.3.1 The Conditions That Sports Logistics Theory System
Should Satisfy

Sports logistics theory comes from sports practice, and many times repeatedly is
through the combining theory with practice, and finally form a system. Because
the theory system is sports logistics theory according to certain elements of the
logical relationship of the formation of the combination of the whole, which in
theory structure must meet certain requirements.

1. Sports logistics theory system should be complete, comprehensive content, cover
the entire sports logistics activities.

2. With a scientific perspective to study the theory, ensuring scientific in the
physical theory of logistics system planning, and logic.

3. Due to the high physical activity requirements, complexity of the stage, so to
clear a level, features a clear theoretical system.

4. Because the entire sport activity is dynamic, so pay attention to flexible logistics
system of physical education.

5. Sports logistics theory system is in order to solve the real problems in sports
activities, so better maneuverability.

15.3.2 Service Object

The establishment sports physical distribution theory system is wants better to
serve for the sports sports event, looked from the concrete range of service,
the demand object mainly has the sports physical distribution highest policy-
maker, the operation superintendent, physical distribution operation business, the
corresponding commodity supplier and the direct user (Peifeng Zhang and Xiaoling
Zeng 2010). The concrete content see Table 15.1:

15.3.3 Competition Sports Logistics Theory System Framework

1. Sports logistics theory frame

The sports event sports physical distribution theory frame mainly by the basic
theory, the application theory and the expansion theory is composed, as shown in
Fig. 15.1:

The basic theory. the basic theory contains to the sports physical distribution
concept, the characteristic and so on the elementary knowledge summary and the
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Table 15.1 Service object of our country sports logistics

Service object The main contents

Top decision-makers Event the most senior decision-makers, responsible for overall
planning and control of information

Operations managers Events related to department managers, the plan for supplies and
equipment, procurement, organization and control the
implementation

Logistics operators Domestic and foreign logistics companies to provide logistics services

Material suppliers Suppliers, sponsors, and related businesses

Users Athletes, coaches, medical personnel, sports teams leadership

| Sports Logistics theoretical system |

|

I Applicatior} theory | | Expansiolntheory |
l I

The basic meaning Management theory g:velqpnéent ;gj:lzé;]gv
Research Methods Engineering theory panizagon Dy 2
The main features Technical theory Tastbon-EanAng

|

5 Transportation optimization —
Sgpply chain, Loading and unloading %-?f%sncii center,
Fhud i Inventory control cunsxt.frruucﬁ:?l
integration theory Packaging Technology etc

Fig. 15.1 Sports logistics theory frame system

introduction, makes the support for the better understanding other branch theory,
only then the basic theory consummates unceasingly, can guarantee the sports
physical distribution develops with steady steps.

Applied theory. sports logistics theory, is the core of guiding physical logistics
activities properly, is the main means to translate theory into practice, through
the practice of implementation of specific laws (Huanyu Qin et al. 2010). From
the three aspects of management, technical, engineering, using various advanced
technologies of logistics activities. This state of the art technology: supply chain
management, integrated management, and third-party management theory; opti-
mizing inventory control, packaging, transportation, handling, network planning,
technical theory; there are physical logistics projects such as the construction of
logistics center construction, information theory.

Extension theory. sports logistics expansion theory is to follow the future
development trend of logistics and technology law, made to the physical logistics
of long-term scientific planning; is based on the premise of basic theory and applied
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| Sports Logistics business functions |
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mteractive participants supply B events,
Coordination real-time. et

Fig. 15.2 Sports logistics business functions

theory of in-depth study and exploration on sports logistics through time and
practice to verify the correctness of technology eventually accumulate into basic
theory and applied theory.

2. The framework of sports logistics business functions

By determining the physical object structure and theory system frame of logistics
services, summing up the physical logistics should implement business functions
including: physical logistics information service, information management, busi-
ness management, organization, coordination, and other decision of five functions
(see Fig. 15.2), only these five functions coordinate the work, in order to achieve
maximum physical logistics functions and benefits.

15.4 Suggestions for Developing Sports Logistics

Chinese sports logistics must face up to the present situation of logistics enterprise,
to overcome difficulties, and carry actively out effective strategies to adapt quickly
to the market demand of the sports events,

1. Continue to benefit from science and technology, improving the logistics man-
agement information system.

Sport events logistics information uncertainty requires enterprises to establish
information management systems for timely response and continued use of the
network, information, and other advanced technological innovations in science
and technology and equipment. Through the introduction of foreign talents and
advanced equipment, means of strengthening technical training talent, to raise
the level of modernization of logistics enterprise’s core technology and manage-
ment, logistics, logistics platforms, regional sports information communication and
interaction, information sharing, ensure sport smoother, coordination of logistics
tasks.
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2. To develop high quality talents, and satisfy the demand of logistics industry

The physical distribution enterprise is the emerging profession which our country
develops, serious lack of professional talent, must speed up the cultivation of
logistics personnel, meeting logistics needs. By continuing to strengthen knowledge
and working knowledge of logistics theory to in-depth research, fully mobilize
the logistics enterprises, universities, research institutions to work together. On the
personnel training in colleges and universities and training in logistics enterprises,
should aim at improving the practical ability, scientific and rational development of
training programmes, logistics theory to the total rejection of backward technology
and teaching methods and teaching means, emancipate the mind, change attitudes,
promote various types of logistics education, improve quality of logistics manage-
ment and logistics technicians.

3. Establish physical distribution strategy organization, make the whole plan to
the entire sports event sports physical distribution, strengthen appraisal to the
physical distribution organization.

The sports physical distribution to the large-scale sports event, is responsible
for the entire sports commodity and the equipment transportation, the storage,
the allocation and so on many links, the sports physical distribution whether can
guarantee safe, on time, carried on smoothly, decides the sports event convened
success or failure, therefore, to establish the powerful sports physical distribution
strategy organization that was responsible for the entire sports event sports physical
distribution the whole plan and the unification mixes. Because the sports physical
distribution service total quantity is big, the physical distribution entity is diverse,
is complex, that needs tender and so on many kinds of forms, to choose the best
physical distribution enterprise to participate in the cooperation, and carries on the
appraisal to the physical distribution organization; Like this already can guarantee
the physical distribution enterprise splendid completes the task, also can promote
the domestic physical distribution through the physical distribution enterprise
competition the level of development (Haihui Xiao and Jinchun Wu 2010).

4. The country must strengthen the infrastructure construction unceasingly, con-
summate various local physical distribution space layout.

The domestic public logistics information service can guarantee that logistics
information flow, but the logistics enterprise information system that is perfect,
strength and strong, also can not get away from national infrastructure support.
Sports activities is the host city for the layout of a space, sports activities all
the necessary materials, to realize through space and time on the logistics of
displacement, distribution is the sea, land, air many of the means of transportation
comprehensively. Therefore, only then physical distribution infrastructure in and so
on conformity existing transportation, warehousing foundations, rests on various
local population quantity, the city scale carries on the whole plan to the physical
distribution transportation network, consummates the transportation network layout,
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realizes the multi-transport mode combined transport; Simultaneously strengthens
the physical distribution allocation center, the physical distribution garden area
relay combined transport infrastructure construction, guarantees in sports event
period each item of facility to arrive punctually, and the sports event to carry on
normally.

15.5 Conclusion

Nowadays, the sports event large scale, modernized as well as the internationaliza-
tion trend of development, needs modern physical distribution better integration to
the sports. The sports event has provided the good turning point for the modern
physical distribution development, needs National All levels of Governments to
give the high value, the enlarge domestic physical distribution development support
dynamics, at in the sports event plan, in the national physical distribution facility
plan and the construction pays great attention to both to coordinate. The physical
distribution enterprise speeds up the physical distribution informationization plat
form the construction, the synthesis utilizes each kind of vanguard technology,
enhances the sports physical distribution the service horizontal and the international
competitive power, impels the sports physical distribution the fast development.
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Chapter 16
Dual Selection of Competing Channels Based
on Internet Channel and Power Structures

Jun Liu and De-qing Tan

Abstract In competing channels with a dominant retailer, the article first calculates
equilibrium outcomes under three power structures. Then it analyzes the effects of
the reservation price difference and internet channel on channel members’ profits.
Finally, it investigates dual selection equilibriums of competing channels based on
internet channel and power structures. The study shows that with the enhancement
of consumer preferences for internet channel, the possibility of opening an internet
channel will increase for manufacturer. However, the manufacturer’s profits may not
increase when it opens an internet channel.

Keywords Competing channels ¢ Dominant retailer « Game theory ¢ Internet
channel » Power structures

16.1 Introduction

In recent years, news reports about the conflict between dominant retailers and
manufacturers not only often have appeared in various media, but also have
received the extensive attention from marketing scholars. Some recent research
has focused on the effect of dominant retailers on other channel members. For
example, Bloom and Perry used Compustat data to study nonfoods manufacturers,
and found that manufacturers may not perform relatively as well financially when
they have Wal-Mart as a primary customer (Bloom and Perry 2001). In a bargaining
frame, Iyer and Villas-Boas found that a dominant retailer might be beneficial to
other channel members (Iyer and Villas-Boas 2003). Raju and Zhang developed a
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channel model in the presence of a dominant retailer to examine how manufacturer
coordinate the channel (Raju and Zhang 2005). In a channel model of competing
manufacturers and competing multiproduct retailers, Dukes, Gal-Or and Srinivasan
found that manufacturers may get increased profits when a retailer gains an
exogenous cost advantage over another retailer (Dukes et al. 2006). Jerath studied
the effect of two dominance strategies of power retailers (market dominance and
channel dominant) on other channel members’ profits (Jerath 2008). Dukes, Geylani
and Liu investigated the diverging incentives for product quality in a channel of two
asymmetric retailers, and found that the low service dominant retailer benefits from
quality reduction that is detrimental for the other members of the channel (Dukes
et al. 2010).

Another stream has focused on how other channel members strategically react
to the emergence of dominant retailers. For instance, Geylani, Dukes and Sinivasan
characterized a theoretical model with a dominant retailer and a weak retailer, in
which the dominant retailer has the power to dictate the wholesale price while the
manufacturer sets the wholesale price for the weak retailer, and illustrated a strategic
manufacturer response to a dominant retailer. They found that the dominant retailer
can gain more profits than the weak retailer by engaging in joint promotions and
advertising (Geylani et al. 2007). In a channel model with a large retailer, Pu, Shi
and Ling investigated the effect of the direct marketing on the retailing channels
and the condition that the manufacturer use direct marketing to gain more profits
(Pu et al. 2007). Dukes, Geylani and Srinivasan showed that if the dominant retailer
has the channel power to determine its assortment, it can choose strategic assortment
reduction which will lead to lower consumer surplus (Dukes et al. 2009). Ailawadi
et al. examined incumbent retailers’ reactions to a Wal-Mart entry and the impact
of their reactions on the retailers’ sales, and found that incumbent retailers will
suffer significant sales losses when Wal-Mart enters the local market. They showed
that incumbent retailers’ sales outcomes are significantly affected by their reactions
(Ailawadi et al. 2010).

However, game sequence is supposed mostly Manufacturer Stackeberg in these
literatures. As in Choi, Lee et al., Trivedi and Dong et al., according to the pricing
order of distribution channel, power structure is divided into three categories:
Manufacturer Stackeberg (MS), Retailer Stackeberg (RS) and Vertical Nash (VN)
(Choi 1991, 1996; Lee and Staelin 1997; Trivedi 1998; Dong et al. 2009). At this
point, what kind of power structures should channel members choose? In addition,
with the rapid developments of internet technology and logistics industry, it is
more common among manufacturers selling their products through internet channel.
Then, will the manufacturer open an internet channel if it doesn’t consider the
construction cost of internet channel under three power structures? In this paper,
we will analyze the effects of the reservation price difference and internet channel
on channel members’ profits, and investigate dual selection of competing channels
under internet channel and power structures.

The rest of this paper is organized as follows: we describe the basic model and
assumptions in Sect. 16.2. Then, Sect. 16.3 is devoted to calculate equilibrium
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outcomes under three power structures. In Sect. 16.4, we explore the effects
of the reservation price difference and internet channel on members’ profits.
Section 16.5 investigates dual selection equilibrium of competing channels. We
finally summarize the main conclusions in Sect. 16.6.

16.2 Basic Model and Assumptions

We suppose that a manufacturer M sells their products to the local market in a
region through a dominant retailer R; and a weak retailer R,. In the distribution
channel, dominant retailer is dominant to the manufacturer with its huge store size.
So the manufacturer loses the pricing power of wholesale price w; for dominant
retailer. Similar to Pu et al. and Geylani et al., we suppose w; is exogenous while
the manufacturer directly decides wholesale price w, for weak retailer. It is assumed
that the local consumers are uniformly distributed on [0, 1] with dominant retailer
and weak retailer located at 0 and 1 respectively. Let v; and v, represent consumer
reservation price to traditional retail channel and internet channel respectively. It
is assumed that v; (i = 1,2) is sufficiently large so that every consumer can buy
one unit of the product. Let v = v; — v, (v; < v;) represents the reservation
price difference. The total market demand is normalized to 1, without loss of
generality.

Because consumers prefer to go shopping at closer retail stores, ¢ represents
consumer loyalty for retailer and x € [0, 1] represents the distance from a consumer
to dominant retailer. Given retail prices p; and p,, consumer’s surplus utility of
buying one unit product from both dominant retailer and weak retailer is U; = v
—tx — py and U, = v; —t(1 — x) — p, respectively. The indifferent consumer
is located at X such as U;(x) = U,(x). Therefore, when the manufacturer doesn’t
open an internet channel, both retailers’ market demands are expressed by

gi =X = (p2—p1+1)/(Q21)

@=1-x=((p1—p2+1)/Q20) (16.1)

Manufacture and retailers profits are w,, = wiq; + waqz and 7r,; = (p; — w;)q;.

When an internet channel is opened, given retail price p; which the manufacturer
chooses, consumers’ surplus utility of buying one unit product from it is U; =
vy — p3. The indifferent consumers are located at x; and X, respectively such as
Ul(xl) = U3(X1) and Uz(Xz) = U3(x2), or

X1 = (ps—p1+v)/t

Xo=(p2—p3—v+1i)/t (16.2)
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Therefore, market demands of retailers and internet channel can be written as
respectively

g =x1=(p3—p1+v)/t
G2=1—-x2=(p3—p2+v)/t
gz =x2—x1=(p1+p2—2p3—2v+1)/t (16.3)

Manufacture and retailers’ profits are m,, = wiq; + w2q2 +p3q3 and w,; =
(pi —wi)gi.

Because a weak retailer whose store size is small doesn’t have the right to
choose power structure, we suppose that both manufacturer and dominant retailer
choose competing channels’ power structure. For consumers, the reservation price
v, to internet channel doesn’t exceed the reservation price v; to traditional retail
channel. Let 0 < v < t so that competing channels has pure strategy Nash
equilibrium outcomes under three power structures. In the following section, we
calculate equilibrium outcomes under three power structures with opening an
internet channel.

16.3 Three Power Structures and Equilibriums

16.3.1 Power Structure MS

Under power structure MS, the manufacturer takes both retailers’ retail price
reaction function into consideration for its pricing decision in order to maximize
its profits. Based on this, both retailers determinate retail prices of their products.
Firstly, both retailers’ reaction functions can be derived from first-order optimality
conditions 7S /apMS = 0(i = 1,2):

pMS = (wi + piS +v) /2
' =Wy + piS ) /2 (16.4)

Then, the manufacturer’s profits function can be written as from (16.4):

S wy'S, pSy = [wiS (v 4 23S — wi'S)

+ 2p§”s(t —v4+w — p_f,”s) + wl(v—wl)] /(2t)  (16.5)

From first-order optimality conditions, the manufacturer’s retail price and whole-
sale price can be obtained w)S = w; + ¢ and p¥S = w; + (2t —v) /2. The
corresponding Hessian matrix is negative definite after an inspection. Therefore,
channel members’ profits can be derived:



16 Dual Selection of Competing Channels Based on Internet Channel. . . 173

aMS = w4+ (V= 2tv + 21%) /(41)

aMS = 2t 4+ v)? /(16t)

aMS =2 /(16t) (16.6)

16.3.2 Power Structure RS

Under power structure RS, both retailers choose retail prices of their products
given the manufacturer’s price reaction functions so as to maximize their profits.
Based on this, the manufacturer chooses wholesale and retail prices of the internet
channel. Specifically, given retail margins (rmfes, rm§5 ), the manufacturer’s price
reaction functions firstly can be derived from their first-order optimality conditions
om RS [owRS = 0and dn RS [9pfS = 0:
RS RS RS
W2 =1+ w1 + pl - p2

P =@t —v+w +pl) /2 (16.7)
Then both retailers’ profits functions can be written as from (16.6):

o = (P —w) @ +v+wi = pf) /21)
nrRZS = (2p§s — pfs —t— wl)(pfs - 2p§s +t+v+w) /1) (16.8)
From first-order optimality conditions 95 /9pkS = 0(i = 1,2), both
retailers’ retail prices can be obtained pRS = w; + (1 +v)/2 and pRS =

wy + (3t 4+ 2v) /4: The corresponding Hessian matrix is negative definite after an
inspection. Therefore, channel members’ profits can be derived:

RS =w + (2 — 61v + 9r%) /(16t)
RS = (t +v)? /(8
RS =v? /(8) (16.9)

16.3.3 Power Structure VN

Under power structure VN, all channel members make decisions at the same time.
On one hand, the manufacturer determinates wholesale price wg N and retail price
pg/ N conditional on both the observed retail price of the competitor’s product and
the observed retailer’s margin on its own product so as to maximize its profits.
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On the other hand, given the manufacturer’s price (wg N, pg/ V'), both retailers choose
retail price ( pf/ N, pg M) in order to maximize their profits. From price reaction
functions (16.4) and (16.7), the corresponding wholesale and retail price are

W;N =w +2t/3
N =wi++v)/3

p;N =w; + (2t +v)/3

N =w +@Qt—-v)/3 (16.10)

Therefore, channel members’ profits can be derived:

aN = w4+ 20V = 2tv + 213 /(%)

m

N =t +v)* /(%)

N = /(9 (16.11)

16.4 Equilibriums Analysis

In this section, we investigate the effect of the reservation price difference and inter-
net channel on channel members’ profits under three power structures respectively.

Obviously, the smaller the reserve price difference v, the higher the evaluation of
consumers’ internet channel shopping. So, the effect of opening internet channel on
traditional retail channels is higher than that of not opening it. The analysis gives
the following result.

Proposition 16.1 97w, /dv < 0,dn,; /v > 0(i = 1,2).

Proposition 16.1 shows that manufacturer’s profits will increase while retailers
suffer losses with reduction of the reservation price difference. The reason for this
result is as follows: the reduction of the reservation price difference means the
enhancement of consumer preferences for internet channel, and more consumers
will shift in purchasing products from retailer channels to internet channel. As this
time, the manufacturer can set a higher retail price, and get a bigger market share
and higher profits. However, both retailers will set lower retail margins and prices
so as to reduce the losses of their market share, and get lower profits.

When an internet channel isn’t opened, the manufacturer whose distribution
channels are highly subject to dominant retailer loses the pricing power of wholesale
price for dominant retailer. With the opening of internet channel, the manufacturer
is able to accurately grasp its product demand information and strengthen the
control of its distribution channels. However, can the manufacturer gain more profits
through opening an internet channel? Will the manufacturer open internet channel
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if it doesn’t consider the construction cost of internet channel under three power
structures? The analysis gives the following result.

Proposition 16.2 Let A represents channel members’ profits difference through
opening an internet channel. (1) Amr,; < 0(i = 1,2).(2)a. AxRS > 0.b. When 0 <
v < 0.2931(0.293t < v < t), ArMS > 0(< 0). c. When 0 < v < 0.485¢(0.485¢ <
v <1), AryN > 0(< 0).

Proposition 16.2 shows that opening an internet channel will intensify price
competition among retailers and reduce their profits. The manufacturer gets higher
profits under power structure RS while it may not get higher profits under both
power structure MS and VN. When 0.293¢r < v < ¢, the manufacturer will get
lower profits under power structure MS. When 0.485¢ < v < ¢, it will get lower
profits under power structure VN.

16.5 Dual Selection Equilibrium

Our analysis shows that the manufacturer will open an internet channel under power
structure RS while it may not open it under both power structure MS and VN. Based
on this, what kind of power structure do both the manufacturer and dominant retailer
choose? From two angles of internet channel and power channel, it is analyzed and
derived:

Proposition 16.3 (1) When 0 < v < 0.485t, m)V < aMS < zRS 7!V < RS <

n%s. (2) When 0.485t < v < t, aniS < anlN < Jrr"l“. Meanwhile, if 0.485t <v <

0.634¢, then 1/N < 7S < RS Otherwise, 1)V < xRS < xM5.

Proposition 16.3 states that under the influence of the reservation price difference
v and consumer loyalty 7, when 0 < v < 0.293¢, dual selection equilibrium is (open,
MS) and (open, RS). When 0.293r < v < 0.485¢, dual selection equilibrium is
(no open, MS) and (open, RS). When 0.485¢ < v < ¢, dual selection equilibrium
is (no open, MS). Obviously, with the enhancement of consumer preferences for
internet channel, the possibility of opening an internet channel will increases for
manufacturer.

16.6 Conclusions

In competing channels with a dominant retailer, our analysis obtains the following
results: (1) With the enhancement of consumer preferences for internet channel,
both retailers will get lower profits, and the possibility of opening an internet
channel will increase for manufacturer. (2) Opening an internet channel for the
manufacturer will reduce both retailers’ profits while it may not increase the
manufacturer’s profits.
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Chapter 17

Supply-Chain Ripple Effect Under Duopoly
Retailers’ Operating Uncertainty with Two
Different Contracts

Qian Zhao, Hong Chen, and Zhong-he Wu

Abstract In the past few years, the problem of supply chain uncertainty attracts
more and more people’s attention. However, people place almost all their focus on
demand and supply uncertainties and seldom study operating uncertainties of supply
chain. This paper investigates the problem of operating uncertainty from the aspect
of oligarch competition. First, we examine the supply chain, one supplier and two
competing retailers, coordination mechanism with a revenue sharing contract and a
quantity-discount contract under a deterministic environment. Second, we assume
the retailers’ uncertain behaviors, price competition, occur. Then, we discuss the
supply-chain ripple effect due to duopoly retailers’ price competition with the two
different contracts. By comparing the intensity of the supply-chain ripple effect with
the different contracts, we find out that the quantity-discount contract can be well
suited to the uncertain environment.

Keywords Coordination * Operating uncertainty ¢ Quantity-discount contract ®
Revenue sharing contract ¢ Supply-chain ripple effect

17.1 Introduction

As the market competition growing, the uncertainties and risks that confront firms
become more and more. Therefore, the problems of how to deal with supply chain
uncertainties and limit the risks due to those uncertainties attract many scholars’
attention. Tsiakis et al. (2001) considered a two-stage stochastic programming
model for supply chain network design under demand uncertainty. Qi et al. (2004)
introduced a model to coordinate an one-supplier-one-retailer supply chain that
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experiences the demand disruption once the production plan had been made.
Yu et al. (2005, 2006 ) applied a modified buy back contract and a modified
wholesale price contract to coordinate a supply chain under the demand disruption.
Hult et al. (2010) used real options theory to investigate supply chain investment
decisions when facing high levels of risk uncertainty. Khan et al. (2009) developed
framework for design-led risk management and thus presents a case for recognizing
design as more than a creative function in the supply chain but as a platform to
manage risk in supply chains. Xiao et al. (2010) developed a game theoretic model
of a three-stage supply chain consisting of one retailer, one manufacturer and one
subcontractor to study ordering, wholesale pricing and lead-time decisions, where
the manufacturer produces a seasonal/perishable product. Anupindi and Akella
(1993) addressed the operational issue of quantity allocation between two uncertain
suppliers and its effects on the inventory policies of the buyer. Based on the type of
delivery contract a buyer has with the suppliers, they suggest three models for the
supply process. Refik et al. (1999) analyzed a periodic review, single-item inventory
model under supply uncertainty. Kouvelis and Milner (2002) studied the interplay of
demand and supply uncertainty in capacity and outsourcing decisions in multi-stage
supply chains. The authors above pay more attention to supply-chain demand or
supply uncertainty. You et al. (2009) considered the risk management for mid-term
planning of a global multi-product chemical supply chain under demand and freight
rate uncertainty.

According to the literature above, we find that people pay more attention about
demand or supply uncertainties, but seldom concentrate on operating uncertainties
(Zhang and Sun 2005). However, operating uncertainties also deserve people’s
attention. Conventional operating uncertainties are due to supply chain members’
uncertain behaviors. For example, a retailer cuts his retail price for sales promotion.
His behavior will definitely stimulate customer demand. Then, he will enlarge his
order quantity. Finally, his supplier faces the fluctuations of order quantity and takes
on its risk. Chen (Chen et al. 2004; Wei et al. 2009; Zhao et al. 2011) calls this
phenomenon in supply chain, one’s influence on the others through a supply chain,
as supply-chain ripple effect.

In this paper, we will discuss the supply-chain ripple effect due to retailers’
operating uncertainties.

17.2 Basic Model

In our model there are three firms consisting a two-echelon supply chain, a supplier
and duopoly retailers denoted by 1 and 2, respectively. The supplier has enough
capacity to meet the retailers’ demand. Before a selling season, the supplier offers
the retailers a contract respectively; retailer i submits his order quantity ¢; to the
supplier at the wholesale price w; which is the supplier offered. The retailers face a
Bertrand problem as:
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gi=a—bpi+yp; i,j=12 i#] (17.1)

where a,a > 0, is the market scale. p; represents retail price determined by retailer
i in one-shot game. The difference (b — y),b > v, is negative correlated to the
degree of product substitutable between the two retailers’ products. That is, the
smaller the difference, the more substitutable their products, and the more intense
price competition. Let ¢; denote the supplier’s unit production cost, ¢, < w;. The
retailer i’s marginal cost per unit is ¢;. Assume all unit costs and revenue functions
is common knowledge for every member of the supply chain and all firms are risk
neutral. Then, the channel revenue of retailer i is:

Ry=pigi i.j=12 i#] (17.2)
The profit of retailer i is
I, = (pi —wi —¢i)qi (17.3)
The profit of supplier is
2
M, =Y (wi —c)gi (17.4)

i=1
The supply chain’s profit is
2
My =Y (pi — ¢ — i) (17.5)
i=1

For the centralized problem, the optimal retail price for retailer 7 is

a ¢y + ¢i

1
€= _. 17.6
r=5 55t (17.6)
The optimal order quantity for retailer i is
1 . . .
qlc = E[G_b(cl'+C_g)+y(cj+cs)]vlsj :zvl 7é./ (177)
For the decentralized problem, we derive the supplier’s maximum profit
| a Cs +¢i
mnd = s 17.8
; Z[z 2 }q, (17.8)

i=1

and retailer i’s maximum profit

nfi:[?’_l.L_chrc’}qd (17.9)
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where p¢ is the retailer i’s optimal retail price for the decentralized problems and
gl =a—bp! +yp} i, j=12 i#].

Before discussing the supply-chain ripple effect under an uncertain environment,
we are going to address the supply chain coordination condition under a determin-
istic environment.

17.3 The Coordination of the Supply Chain

We introduce two different contracts, revenue sharing contracts and all-unit
quantity-discount contracts, and check if the contracts can coordinate the supply
chain or not.

17.3.1 Coordination with a Revenue Sharing Contract

Theorem 17.1 Let ¢;,0 < ¢; < 1, be the fraction of channel revenue the
retailer i keeps, then the supplier earns (1 — ¢;) of channel revenue. For any given
wi, i), i = 1,2, if w; satisfies

1 —¢i
w= 1 s e e e (710

then supply chain can be coordinated. In addition, the retailer i’s profit is
H
I, = j [b(¢ipf —¢—c)—(—¢)g; —pi)—y(pj—c + Cj)] (17.11)
the supplier’s profit is

2
M, =Y [(1=¢)pf — g (17.12)
Iy

Proof With the revenue sharing contract, the first derivative of retailer i’s profit
function with respect to the retail price p; is

H;i = ¢;(a —2bp; +)/pj)+b(wi + i), (17.13)
where II; = 0II, /dp;. Substituting (17.10) into (17.13) then yields
Hlfi(pl{?’p;) = a — 2bp{ + 2yp; + blcs + ¢i) — y(¢s + ¢;) In centralized
decision, when p; = p;, the supply chain’s profit function satisfies the first order

condition
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I} =a —2bp; +2yp§ +blcs +¢i) —y(es +¢;) =0, (17.14)

where I1{¢ = 0I1,./dp;. Form (17.14), we derive

i c cy

I (pi, pi) =0 (17.15)
(17.15) shows that the optimal retail price of the centralized decision satisfies the
first order conditions of (17.3). It means that retailer i’s optimal price decision
of the decentralized decision is identical with the optimal price of the centralized
decision, when Eq. (17.10) is satisfied. In conclusion, the revenue sharing contract

can coordinate the supply chain. According to (17.10), (17.11) and (17.12) can be
derived from (17.3) and (17.4).

17.3.2 Coordination with a All-Unit Quantity-Discount
Contract

Theorem 17.2 Consider a kind of all-unit quantity-discount contracts as
wi=w;—kq; =12 (17.16)

where w; is initial wholesale price for retailer i and k, k > 0, is quantity-discount
rate. For any given w;, if w; satisfies

W =2k(@—bp{ +yp) + p (P —ci—c)+e (T
then supply chain can be coordinated. In addition, the retailer i’s profit is
M, =[pf—kqgt = L(p¢—cs—c;))—ci—e | ¢ (17.18)
i = | P; q; b Pj—C—Cj Ci —Cs | (; .

the supplier’s profit is
2
c )/ c c
m, =3 [k +E(pj—cs—cj)]qi (17.19)
i#]j

Proof Similarly as the proof of Theorem 17.1, the first derivative of retailer i’s
profit function with respect to the retail price p; is

7 = [pi —ci —wi + kqilgi (17.20)
Substituting (17.17) into (17.20) then yields

0} (pf, p}) = a —2bp{ +2yp§ + blcs + ¢i) — y(es +¢;)
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Form (17.14), we also derive
7 (pf. p5) =0 (17.21)

It means that retailer i’s optimal price decision of the decentralized decision is
identical with the optimal price of the centralized decision, when Eq. (17.17) is
satisfied. In conclusion, the all-unit quantity-discount contract can coordinate the
supply chain. According to (17.17), (17.18) and (17.19) can be derived from (17.3)
and (17.4).

So, we address the coordination conditions of the supply chain with two
contracts, respectively.

17.4 The Discussion of Supply-Chain Ripple Effect Under
Retailers’ Operating Uncertainty

The previous section shows the supply chain can be coordinated by the revenue
sharing contract and the all-unit quantity-discount contract under a deterministic
environment. But it is ideal conditions, almost not happening in the real world.
Instead, in the real operational environment, there are a lot of uncertainties that
members of supply chain need to cope with, such as the fluctuations of raw material
price, marketing promotion, the destruction of logistics system, the risk of exchange
rate, and so on. Among those uncertainties, the uncertainties due to firms’ uncertain
operating behaviors are called operating uncertainties. In market competitions, the
most common uncertain operating behavior is adjusting product price arbitrarily due
to firms’ self-interests. Surely, this arbitrary behavior causes uncertainties of the
supply chain. In fact, in a supply chain, when one member changes his operating
behaviors arbitrarily, his change will not only affect itself, but also affect the other
members. So, the effect of uncertainty will transmit along a supply chain from
upstream to downstream or from downstream to upstream. This phenomenon of
effect transmission is called supply-chain ripple effect (Chen et al. 2004). Supply-
chain ripple effect usually results in firms’ interest loss. The following, we will
discuss the supply-chain ripple effect when operating uncertainty of the supply chain
due to retailers’ price competition occurs.

Based on the coordination we discuss in the previous section, we assume the
following sequence of events occurs: One retailer adjusts his retail price arbitrarily
due to his self-interests, the other retailer makes quick response to his competitor’s
action, the fluctuations of market demand occurs and the change of retailers order
commitment to the supplier occurs. Furthermore, if interest improvement is less
than the retailers’ expected, they will accelerate price competition. It would result in
even more aggravated levels of volatility of market demand. This process ultimately
results in the fluctuations of retailers’ order quantity. In addition, the fluctuations
of the retailers’ order quantity will bring more operating cost to the supplier.
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In many cases, the supplier always becomes the victim of the retailers’ market
promotion, such as price discounts. The process, the retailers’ competition affecting
the supplier’s performance finally, is called the supply-chain ripple effect.

To measure the intensity of supply-chain ripple effect, we need to introduce a
concept in oligopoly theory, strategic complements and substitutes, first. The theory
can be concluded as: in an oligopoly competition, if firm A’s strategy adjustment
raises firm B’s marginal profitability, firm B will respond by a more aggressive
strategy, in the time firm B regards his products as strategic complements. On the
other hand, if firm A’s strategy adjustment lowers firm B’s marginal profitability,
firm B will respond by a less aggressive strategy, in the time firm B regards
his products as strategic substitutes (Bulow et al. 1985). In our model, the more
aggressive strategy means that the retailers will adjust their retail price in the same
direction and the less aggressive strategy means that the retailers will adjust their
retail price in the opposite direction. Then, we will examine the intensity of supply-
chain ripple effect with the two contracts, respectively.

Let Ap; denote the range of retailers’ price adjustment. From (17.1), the
fluctuations of the retailers’ order quantity is

2
Z Ag;

i=1

(17.22)

2
Z Ap;

i=1

|Ag| = =(b-v)

Case 17.1 The leader of the supply chain, the supplier, adopts the revenue sharing
contract to coordinate the supply chain.

The second derivative of retailer i ’s profit function with respect to the retail price
pi and p; is

ri __ .
Hij = ¢y

where T1;' = 0T1,,/(dp;dp;). When ¢; > 0,y > 0, then ITj; > 0. According
to Bulow’s definition (Bulow et al. 1985), the two retailers regard their goods as
strategic complements and take more aggressive strategies in market competition.
They raise or cut their retail price at the same time, which results in the fluctuations
of retailers order quantity as

2 2
1Ag* = |Agi = (B -p) ) |Api] (17.23)

i=1 i=1

From the perspective of supply-chain ripple effect, the retailers’ behaviors caused
the higher intensity of supply-chain ripple effect. This higher intensity of supply-
chain ripple effect is called superposing supply-chain ripple effect (Chen et al.
2004). Obviously, the supplier takes on more order quantity risk, when he faces
the superposing supply-chain ripple effect.
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Case 17.2 The leader of the supply chain, the supplier, adopts the revenue sharing
contract to coordinate the supply chain.

The second derivative of retailer i ’s profit function with respect to the retail price
pi and p; is

M, =y — 2kby

The sign of le]’ is associated with the value of quantity-discountrate k. So, there
are two following situations.
10

- 1
I;>0=0<k < 2
In this situation, when the value of k is set within the range (0, 1/2/b), the
two retailers regard their goods as strategic complements and take more aggressive
strategies in market competition. They raise or cut their retail price at the same time,
which results in the fluctuations of retailers order quantity as (17.23). The supplier

faces the superposing supply-chain ripple effect.
20

. 1
r
I} <0=k> %
In this situation, when the value of k is set within the range (1/2/b, +00), the
two retailers regard their goods as strategic and take less aggressive strategies in
market competition. They adjust their retail price in the opposite direction, which
results in the fluctuations of retailers order quantity as

2
Z Ag;

i=1

|Aq** = =B -y(Ap|-|ap)T (17.24)

With the same range of retailers’ price adjustment, we derive from (17.23) and
(17.24)

|Ag|™ > |Aq|™ (17.25)

From (17.25), in contrast to the case of strategic complements, the retailers’ price
competition leads lower fluctuations of retailers order quantity in the case of
strategic substitutes. In other words, the retailers’ behaviors results in the lower
intensity of the supply-chain ripple effect in the case of strategic substitutes than in
the case of strategic complements. This lower intensity of supply-chain ripple effect
is called offsetting supply-chain ripple effect (Chen et al. 2004). Comparing with
the superposing supply-chain ripple effect, in the face of offsetting supply-chain
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ripple effect, the supplier will take less order quantity risk, because he faces lower
fluctuations of retailers order quantity. It is low risk because the retailers’ behaviors
forms a mechanism for order quantity risk hedging as (17.24).

As a result, when the retailers’ price competition occurs, the supplier will
face the superposing supply-chain ripple effect, if he chooses the revenue sharing
contract before. However, if the supplier chooses the all-unit quantity-discount
contract before, he will face the offsetting supply-chain ripple effect, when the
value of quantity-discount coefficient, k, is set within the range (1/2/b, +00).
Since the superposing supply-chain ripple effect cause high order quantity risk and
the offsetting supply-chain ripple effect cause low order quantity risk, the all-unit
quantity-discount contract is more suitable for the supplier, when facing retailers’
price competition, comparing with the revenue sharing contract. In addition, the
supply-chain ripple effect can be weakened by all-unit quantity-discount contract,
but cannot be eliminated.

17.5 Conclusion

In this paper, we discuss the supply-chain ripple effect and contracts selection under
the duopoly retailers’ operating uncertainty: price competition. In the absence of
price competition, revenue sharing contracts and all-unit quantity-discount contracts
can both coordinate the supply chain in which there are one supplier and duopoly
retailers. However, when two retailers compete with each other on price for
their self-interests, the situation is becoming different. If the supplier adopts the
revenue sharing contract, no mater what value the revenue sharing coefficient is,
the retailers’ price competition will lead higher fluctuations of retailers’ order
quantity, which means that the supplier always faces the superposing supply-chain
ripple effect. The supplier will take on more order quantity risk. Yet, with the all-
unit quantity-discount contract, the supplier can limit his risk by setting the value
of quantity-discount coefficient within some specific range, because the supplier
will face the offsetting supply-chain ripple effect. Hence, in the face of retailers’
operating uncertainties, the supplier is best to choose the all-unit quantity-discount
contract to coordinate the supply chain and limit his risk due to the supply-chain
ripple effect.
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Chapter 18

The Influence of Inter-enterprise Value
Co-creation on Innovation Based on Resource
Theories

Steven Ji-fan Ren, Qiong Bu, Ming-jian Zhou, and Cai-hong Hu

Abstract In today’s globalized competitive environment, realizing the fact that
the individual resources are insufficient, more and more companies are gradually
deepening the understanding and awareness of the win-win business model and
alliance. Under the influence of the concept of service-dominate logic, and value
co-creation, a relatively new concept, has attracted the attention of scholars. This
study focuses on the inter-enterprise value co-creation and its mechanisms. Basing
on resource theories, we analyzed the relationships among asset co-specialization,
technical dependence, inter-enterprise value co-creation, partnership quality and
innovation. A conceptual model is developed.

Keywords Asset co-specialization ¢ Innovation ¢ Inter-enterprise value co-
creation * Partnership quality * Technical dependence ¢ Value co-creation

18.1 Introduction

Facing fiercer and fiercer price competition in the industry, especially in the
manufacturing industry, entrepreneurs and scholars are looking for a new way
for the firms. More and more entrepreneurs and scholars realize that ignoring the
cooperation and the value co-creation leads to the failure to get advantage in future
competition (Zhang and Chen 2009).
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The theory of value co-creation (VCC) and related service dominate logic
(S-D Logic) is the hot spot in the recent management, marketing and information
field. Top journals in the marketing and information system field like Journal of
Academy of Marketing Science (2008 Vol. 36), MIS Quarterly (2011, Special Issues
on Service Innovation in Digital Age) have published or are publishing the special
journal about this theory.

The research of VCC has two streams. Some of them focus on the relationship
between firms and individual (e.g. Andreu et al. 2010; Nambisan and Baron 2009),
the other study the VCC between enterprises (Forsstrom 2005; Ho et al. 2010).
More literature is related to the former one, less is founded about the VCC between
enterprises. In this paper, we focus on the latter.

The resource theory (resource based-theory and resource dependence theory)
has been proved a useful tool to analysis the strategic alliance (Eisenhardt
and Schoonhoven 1996; Gulati 1995), which is a meaning reference for this
study.

This study firstly summarized the VCC theories systematically. Then we focus
on the VCC on the enterprise level, discuss the effect of VCC to innovation perfor-
mance and cooperation quality basing the resource theory. This plays important role
for figuring out the conceptualization and the mechanism of VCC.

18.2 Literature Review

18.2.1 Value Co-creation Theory

The concept of VCC is introduced by Normann & Ramirez in 1998, they suggested
that the interaction between producer and consumer is the basic part of value
creation (Andersson et al. 2007). Existing literature share a common internal logic
named S-D Logic. S-D Logic consider the service as consumer’s potential or
existing right which is inalienable, that is quite different from G-D Logic that
focuses on the product exchange.

Prahalad and Ramaswamy are the most important scholars for the research of
VCC. They suggest that the clients are not passive but active in their paper, and
the core of VCC is the interaction between enterprise and customer (Prahalad
and Ramaswamy 2004). Besides, they also consider that the dialogue, access, risk
assessment and transparency are the base of VCC, named DART model. Table 18.1
list the factors in DART model.

When Prahalad and Ramaswamy studied this, they didn’t clarify the subject of
VCC. That is, these four factors can be applied no matter between enterprise and
customer or between enterprises.
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Table 18.1 Factors in DRAT model

DART Description (organizational level)

Dialogue The communication between upstream and downstream enterprise to
know each other’s wish, perceive the cooperative attribution, solute
problems equally and share the knowledge

Access Built an information platform for the cooperation to elicit service
information timely. More attention on the right of common use but
not own

Risk assessment Two side of cooperation analysis the risk of product or service, and offer
reliable method to assess the risk

Transparency Make sure the symmetric of information, improve the transparency of

resource, and enhance the trust and willing to cooperate

18.2.2 Resource Theories

Resource theories are quite important for the organizational level research. Among
resource theories literatures which related to VCC, Vargo and Lusch (2004, 2008)
point out that in the concept of S-D Logic, clients are no longer the operand
resources but the more important operant resources. Baron and Warnaby (2011)
analysis the cases of English library to figure out how to transform the operant
resources of clients to the usable, physical and cultural social resource. Forsstrom
(2005) analyze the importance of technical dependence during the value co-creation.

This study discusses the VCC between enterprises basing on the resource based
theory and resource dependence theory.

1. Resource based theory: resources-based view of the firm discusses the reason of
performance difference from the inner view of firms, basing which people can
figure out the method to gain the continuous competitive advantage (Wernerfelt
1984). In the resource based theory, the process of enterprises to improve their
competitiveness is the process of enlarging the diversity and enhancing the
rareness of inner resource. However, in the current environment, no existing firms
can hold all superior resource. That stimulated the emergence of VCC. Basing the
inner advanced resource, the best way for the enterprise to achieve a wider market
is using the outer (the other organizations’) resource, and cooperate. Owning
the resource which is owned by the other is the motive power and the base of
cooperation.

2. Resource dependence theory: the basic hypothesis of resource dependence
theory is no organization is self-sufficient, an all of them exchange with the
environment, and basing this to survive and develop. During the exchange,
the environment offers the critical resource which is rare and not contained in
the organization. For the VCC activity, the dependency with partner is necessary.
The firm depends on the partner shows that the partners own the critical scare
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resource. But if the partner doesn’t depend on the firm, the motive power of
cooperation may disappear; the co-created value also can’t come out. Thus, the
dependency of resource is the base of practical cooperation and the necessary
condition of two sides of VCC.

Resource based theory and resource dependence theory provide condition and
foundation for the VCC activities. However, it doesn’t mean owning the heteroge-
neous resources which has dependence relationship with the enterprise leads to high
quality co-created value.

18.3 Hypotheses

18.3.1 Conceptual Model

Resource based theory emphasize that there is the heterogeneous resource in the
enterprise to enhance the firm’s competitiveness, which is a foundation of an
enterprise. But with continuous improvement of inter resource, a single enterprise
can’t hold more resources to get a higher market goal in the condition of maintain
exiting scarce resource. As a single unit is limited by the resource, people realize
the fact of dependent resource and enhance the competitiveness by cooperation.

In the process of cooperation, the phenomenon of joint development and
ownership of product or service is emerging, which is an expression of asset
co-specialization. With the lasting and development of cooperation, the techni-
cal dependence is promoted. Asset co-specialization and technical dependence
ask for the better communication between partners and take the risk together,
all of which form the foundation of VCC. The trust with each other during
the VCC is beneficial to maintain cooperation, develop the relationship. VCC
and good relationship with partner can lead to positive effect to the innovation
(Fig. 18.1).

Resources Factors: Value Co- .
R . Partnership .
Co-specialization Creation Qualit Innovation
Tech. Dependence Activities Y

Fig. 18.1 Conceptual model
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18.3.2 The Hypothesis About Asset Co-specialization

Among the alliance, some specific agreements may need asset co-specialization
which exists in each activity and developing stage. In the mechanism of co-
development between firms, different kinds of partner’s advantage can help the
enterprise figure out how to build long-term cooperation and integration. In the
agreement of co-manufacturing, the united manufacture basing the strength of
each side can enhance the alliance’s ability to resistant the examination and
monitoring. Co-Promote (products selling with a common brand) and co market
(a product selling in the partners’ brand) need the union of organizations to
cooperatively face the all kinds of sharing and developing activities (Simonet
2002). Kogut and Zander suggest that co-specialization can be considered as a
quasi-organizational structure. In this mechanism each partner builds relationship
agreement and exchange information by transferring their superiorities. However,
this kind of organizational structure, which will help each other to transfer the
superiority, may cause the investing surplus sometimes. Oxley (1997) points out
that when one unit tries to enhance the superiority transfer, it is possible that more
information than what is demanded is conveyed, which cause damage to transfer
process. Besides, co-specialization builds a routine relationship with alliance and
non-transactional character, thus the partner has the speculative opportunity to hold-
up and bargaining with each other.

Teece (1992) points out asset co-specialization is a kind of mutual investing
which can reflect the specific cooperating activities or the organizational structure
to facilitate the exchange of information and knowledge, which is decided by its
own character. And one of the aims of asset co-specialization is promoting the
information exchange among firms and transfer advantage. This kind of activity
can improve the transparency to each other because the building of communication
platform or channel must exist in the process of information exchange. Asset
co-specialization undoubtedly base on the contract, no matter co-development,
the co-manufacturing, co-promote or co-market. There is clause that rules joint
adventure to clarify the risk contribution in the contract. In the most situations,
sharing the risk is the potential premise of asset co-specialization. Once the asset co-
specialization is chose, what is mostly concerned is the question about the sharing of
risk. Besides, from the beginning of plan to the final practical operating, the dialogue
and communication is essential, which will mature with the whole process. The
character of asset co-specialization promotes the dialogue, the channel building, the
risk assessment and the transparency, which has positive effect to the VCC activity.
Basing the discussion above, we suggest the hypothesis 1:

H1 Asset co-specialization positively influences VCC activities.
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18.3.3 The Hypotheses About Technical Dependence

Forsstrom (2005) points out the technical dependence between firms is an essential
condition of VCC. One-side dependence usually leads to the other side lose the
motive power of VCC.

Recent research shows that the strength of a single company is a part of the whole
strength (Gaski and Nevin 1985). The overall strength depends on the accumulation,
asymmetry and diversity of two sides’ power (Bacharach and Lawler 1981). After
the focus moves to the overall strength and asymmetrical power, the study analyzing
a single firm becomes not so convincing. Thus, most studies about these are related
to the technical dependence.

Among the literature about technical dependence and asymmetrical dependence,
two common theories are bilateral deterrent theory (BDT) and conflict spiral theory
(CST). Bilateral deterrent theory suggest that because two side of cooperation face
the potential loss and they have strong motivation to avoid these loss, when the
overall strength increases, the punishing activity reduces. Oppositely, conflict spiral
theory points out that more powerful overall strength leads to the increasing allure
and implement of punishing activity (Lawler et al. 1988). The motivation of BDT is
reducing the threat, and CST is basing the assumption that the company will use all
its power to achieve established aims. As the dependence shows the potentiality of
value loss, that is, the value will disappear if the relationship breaks up; DT is more
suitable to be applied to the study of technical dependence. Because the punishing
ability is the storage of the power that may cause damage, the CST is only related
to the partner’s punishing ability.

According to BDT, we can inter that if a company’s strength bases on the increas-
ing dependence, the cooperating relationship will improve, then the expectation of
attack become lower. Then the company and his partner will share the technical
dependence and be afraid to break this relationship, hope the other side also realizes
this. Kinds of benefit can be attributed to the high-level dependence including no
punishment and so on (Gundlach and Cadotte 1994).

BDT suggests that an asymmetric relationship contains inner instability and
only symmetry can obstruct the punishing behavior. The more powerful the overall
strength is, this obstruction is stronger. Many scholars have proved that the
symmetrical relationship is more stable and beneficial than an asymmetrical one
(Kumar et al. 1995). More asymmetry lead to more possibility of punishing behavior
(Lacity and Hirschhein 1993). According to BDT, the dependence is the main
motivational factors for the company with a lower-level demand for the dependence.
Because companies of this kind get relatively less benefit from the relationship, they
won’t worry about breaking the relationship or intentionally control the punishing
behavior. Though the other side which more depends on the partner will loss
more, it still may be attacked by some activities, thus it has a strong motive to
conduct preemptive punishing strategy. The relationship power theory, which may
lead to a different conclusion, suggests that continuous improvement of asymmetric
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dependence will influence the company and its supply chain cooperator. Especially,
the side which has a weaker power is less willing to use the punishment, while the
stronger one is more willing.

Forsstrom points out that the independence relationship shows that each side
has the resource that the other hasn’t hold (Ho et al. 2010). The demand of
complementary resource forms the technical dependence and makes it tighter. For
example, firm A designs a system for B basing B’s existing operating system to
improve the performance. The technical dependence will get stronger with the
continuous updating of system. This established relationship will lead to great
cost to break, and causes a long-term cooperation which is necessary for the VCC
between firms. Basing the statement above, we can get hypothesis 2 followed:

H2 Technical dependence positively influences VCC activities.

18.3.4 The Hypothesis About Partnership Quality

The view point of strategic alliances has more and more accepted, people pay more
attention on the successful cooperating relationships between service customer and
provider. A lot of companies in the world has built intimate relationship with their
service provide, for example, the cooperative partner relationship among Kodak-
IBM-DEC, USAA-IBM and Xerox-EDS. In the academic field, more scholars come
to realize the importance of partner relationship.

In this paper, the partner relationship is defined as an inter-organizational
relationship to achieve the common goal of alliance members. In the marking field,
the partner relationship is built on the social exchange theory instead of economic
viewpoint like transaction cost theory and agent cost theory. Social exchange theory
consider the relationship is a powerful process in which one has common ordered
behaviors with partner, and exchange the valuable resource. This assumption shows
the continuous trustful process lasts through the whole time period of cooperation,
and the relationship also need the economic aspect (Lacity and Hirschhein 1993).

Blau suggests that social exchange theory explain the exchange relationship
basing the concept of trust (Blau 1964). For the firms, the trust is the other firms
have favorable behavior instead of harmful. Trust is a critical factor for the long-term
relationship and promotion of exchange. Besides, trust can evolve more satisfactory
interaction and then increase the trust in each other.

Transparency is an essential condition of building trust, and a well-working
dialogue mechanism as well as the communication platform is the important
approach to improve the trust. Sharing the risk is also the expression of trust.
Assessment and solutions to the risk is a critical indicator of trust. Thus VCC
activities are beneficial to improve the trust between firms. According to the
statement above, we can get hypothesis 3:

H3 VCC activities positively influence partnership quality.
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18.3.5 The Hypotheses About Innovation

Creativity and innovation is the critical resource to prevent the organization from
stagnate (Cameron 1996). In this paper, as other scholars do, we define creativity as
any new product and useful thought in this field; meanwhile, innovation is defined as
the phenomenon or behavior in the organization which manages to apply the creative
thought. From this viewpoint, organizational creativity is from the individual in the
organization or the entire organization. However, innovation is not limited to this,
and it is influenced by other factors, like technology transformation.

Traditional literature about innovation largely focuses on the individual character.
However, recent research of innovation began to study in the organizational level
that is organizational creativity or organizational innovation. Woodman et al. define
the organizational creativity like this: organization is a complex system where the
organization member’s ability of cooperating to create useful and valuable new
technology, product/service and flow/procedure (Woodman et al. 1993). Organiza-
tional creativity is indispensably related to creative context, individual with creative
ability, procedure of innovation and creative product or service. Mohamed and
Rickard put forward an assessment of company’s innovation. They suggests organi-
zational innovation is shown in the improvement of technology/product/service, the
introduction and implement of new technology (like equipment or the procedure),
interaction with outside and its effect, and the inner training about innovation
(Mohamed and Rickards 1996).

VCC activity changes the inner or outer environment of company. The dialogue
with each other about the diversity of enterprise culture or concerned benefit
actually is a process of improving the enterprise’s openness which is beneficial
to organizational innovation (Service and Boockholdt 1998). The change the inner
or outer environment which usually introduce new creative individual is also good
for the formation of innovation. With the improvement of transparency, the open,
accuracy demand and interaction is good for building the innovational circumstance.
Besides, because of the scarcity of technical resource, the newness of related
information can expand the employee’s thought, which has promoting effect for
the individual innovation. Basing the discussion above, we suggest hypothesis 4
followed:

H4 VCC activities positively influence innovation.

Interaction with outside itself is beneficial to organizational innovation. Further-
more, establishment of partner relationship can change the environmental factors,
facilitate establishment of innovational context, and patch the shortage of inner
innovation. To the partner, trust is the foundation, and the improvement of perfor-
mance is the source force of following persistent cooperation. The transparency
is helpful to develop the targeted cooperative innovation, basing a common goal.
The innovation performance basing the partner’s cooperation can increase the
identification with each other firm. This attitude of identity and affirmation can
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promote the development of relationship and then encourage the organizational
innovation. Basing the discussion above, we can get hypothesis 5:

HS Partnership quality positively influences innovation.

18.4 Discussion

This paper introduces the resource theory to study the relationship among the asset
co-specialization, technical dependence, VCC activities, partnership quality and
innovation. Previous researches about VCC mostly focus on the relation between
enterprise and customers, this paper can be used for reference for the scholars
who are willing to study VCC between enterprises. Besides, most scholars are still
discussing the concept of VCC. Few of them connect this with the other factors to
analysis the enterprise’s operation and figure out which factors can affect the VCC
activities as well as what benefit can be brought by VCC. This paper provides a new
viewpoint to VCC theory by building the research model which studies VCC as a
mediator. Another innovation of this paper is the introduction of resource theory,
which provides the theoretical foundation for the future research.

For the practical implication, this study shows the necessity and importance of
understanding and conducting the cooperation. The factors in the model are the
common problems which current companies are facing or concerning, which is
beneficial for the enterprises which is in their bottleneck. Besides, the research also
offers a new way to improve the innovation performance by cooperation. It may be
an implicational viewpoint for the companies which are still fighting alone.

The paper still has some inevitable limitations. The background theory is limited
to the resource theory, which is just a viewpoint among numerous theories that
may relate. Besides, we didn’t specify an industry, which may ignore has some
unpredictable effect. In addition, VCC activities also have different forms, which
are not involved in this paper. All of these can provide the future directions for the
scholars who are interested.
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Chapter 19
The Analysis of Fresh Food Safety Risks

from the Cold Chain Logistics System

Fang Yang and Jian-ming Cai

Abstract The cold chain management plays a strategic role for the quality of fresh
food arriving to the consumers. This research describes the structure of fresh food
cold chain logistics system and identifies the safety risk factors impacting to fresh
food at every link of the cold chain, and then analyzes the fresh food safe risks from
the cold chain logistics system using the Analytic Hierarchy Process (AHP) and the
Risk Priority Number (RPN) methodology, and considering the time-varying of the
system. The methodology can find out the key risk factors and the weakest link in
the fresh food cold chain logistics system so as to improve the performance of the
cold chain system.
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19.1 Introduction

In today’s society, the safety of foods is closely connected to issues like public
health, commercial interests and general development of the society as well as
the health and well-being of the individual. Food’s qualities, i.e. its look, smell,
taste, safety and health benefits attract all consumers’ attention. Therefore, any new
event regarding safety of the food, immediately create interests light in the mind
of the public. Once unsafe or contaminated food enters the food chain, it may be
distributed more rapidly and to a greater number of consumers—hence the risks are
higher. The economic consequences of contaminated food and farm products can be
devastating (Burlingame and Pineiro 2007).

Many foods need to be refrigerated for preservation. These foods include fruit
and vegetables, meat, fish, dairy products, seafood and so on. Refrigeration would
make it possible to partially reduce post-harvest losses. With the rapidly growing
urban populations, the cold chain logistics is a kind of primary means to ensure
food quality and safety (Coulomb 2008).

For these reasons, the authorities are now requesting more and more guarantees
concerning product quality and traceability throughout the cold chain. These have
need of ongoing technological improvements and optimizing the cold chain.

Many food safety issues have highlighted the need for early identification of
food safety hazards and the subsequent mitigation, control, and/or prevention of the
associated risks (Marvin and Kleter 2009).

The SAFE FOODS framework describes an iterative decision-making process
with an integrated five-step procedure for the risk analysis, i.e. framing, risk (risk-
benefit) assessment, evaluation, risk management, and review. The framework
is designed to address both risks and benefits, and improve the transparency,
openness, and accountability of the risk analysis process (Knudsen 2010; Konig
et al. 2010; Kuiper and Davies 2010; Konig 2010). Notermans and Teunis (1996)
studied the application of quantitative risk analysis (QRA) in the production of
microbiologically safe food products (Notermans and Teunis 1996). Doménech
et al. (2007) proposed a QRA model which allows the evaluation of the risk for
consumers’ health and the induced economic risk for the company as a result of
the occurrence of failures in food safety. An integrated way is considered in this
model that all the agents are involved in the decision-making on food quality and
safety, and all the links of the food chain, from the farm to the table (Doménech et
al. 2007). Within the work package 3 of the EU-funded project SAFE FOODS, van
Klaveren and Boon (2009) developed an electronic platform of food consumption
and chemical concentration databases harmonized at raw agricultural commodity
level base on probabilistic risk assessment of single and multiple exposure to
pesticide residues or contaminants, and an integrated probabilistic risk assessment
(IPRA) model was developed to compare health risks between multiple chemicals in
complex risk assessment situation (van Klaveren and Boon 2009). Smith and Konig
(2010) analyzed various environmental risk assessment practices that were at that
time in place for food-related substances in both the EU and the USA (Smith and
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Konig 2010). A system dynamic model to support cold chain management in food
supply chain was presented (Oliva and Revetria 2008).

This paper will describe the structure of fresh food cold chain logistics system
and identify the risk factors impacting to fresh food safety at every link in the cold
chain, and analyzes the fresh food safety risks of the cold chain logistics system
using the Analytic Hierarchy Process (AHP) and the Risk Priority Number (RPN)
methodology.

19.2 Fresh Food Cold Chain Logistics System

The cold chain logistics system is the system which deals with the produce,
packaging, transport, storage, distribution and selling of perishable products within
the safe temperature range from the place of primary production to the point of final
preparation and consumption ensuring people receive an effective products that has
retained its potency and has not been affected, and minimizes the economic losses.

The fresh food cold chain system refers to the incessant refrigerated handling of
fresh food from the farm to the market. For the system, the desired temperature level
is to achieve and maintain the quality of fresh food at every link of the supply chain.

The cold chain system needs the players to participate in the handling, storage
and transport of the perishable produce. These include farmers, packers, transport
service suppliers, and workers and staff.

The quality of fresh foods needs professional and specialized facilities to
maintain the right temperatures from production to delivery for consumption. The
facilities in a cold chain logistics system consist of pre-coolers, packing houses,
refrigerated chambers and transportation tools (trucks, cargo ships, freight cars,
etc.) for refrigerated transport. Pre-coolers are used to remove the heat quickly after
harvest to obtain the acquired conditions. Packing houses are absolutely necessary
to prepare the fresh foods (e.g. fruits and vegetables) before entering the market
such as trimming and cleaning, sorting out the deficient products, among others.
Refrigerated chambers maintain the required storage temperature in production of
high quality fresh food. Refrigerated container vans/trucks gather the fresh food
from the refrigerated chambers/packing houses and transport them.

The complexity of cold chain logistics system may vary from cold chain to cold
chain due to different products demand, producer and consumer. Figure 19.1 shows
the cold chain system in new agro-food marketing.

19.3 Identification of Fresh Food Safety Risks
in the Cold Chain

The safety for fresh food generally refers to the content of the various chemical and
microorganism elements in food, i.e. toxicants, pollutants and other potentially risk
elements.
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Fig. 19.1 The cold chain
system for new agro-food
marketing
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In fresh foods, the factors which affect growth and inactivation parameters
comprise combined effects of intrinsic (food-related) factors and extrinsic (envi-
ronmental) factors. The food-related factors contain nutrients, water activity (aw),
pH and microbial inhibitory factors, and the environmental factors include gaseous
atmosphere, storage temperature and relative humidity.

Fresh foods, unless the appropriateness of the processing, packaging, distribution
and storage, can be destroyed in relatively short time and cause a potential hazard
for the consumer when temperature abuses.

The fresh degree of fresh foods is connection with many logistic attributes, such
as storage & transportation time, surrounding temperature, relative humidity and the
gas content in containers or packing receptacle. In the process of logistics, many
factors can cause random variations of these logistics attributes, e.g. packaging
damage, distribution centers capacity, transport conditions, failures of facilities &
equipment, operational errors, and others.

In the cold chain logistics system, the risk factors that affect the safety of
fresh food mainly include poor environment, technical factors, human error and
organizational factors. These factors are the common performance influencing
factors at every link in the fresh food cold chain logistics system.

1. Environmental factors: Poor working conditions (improper temperature, im-
proper humidity and improper working space), natural disasters, etc.
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Fig. 19.2 A three-levels hierarchy for fresh food safety risks from the cold chain logistics system

2. Technical factors: Failures of temperature control & test equipment, quality
testing equipment, transportation equipment, operation technology; inadequacy
of man machine interface and operational support.

3. Human error: Inadequacy of training and experience, deficient crew collabora-
tion quality, operational errors.

4. Organization factors: Deficient or inefficient organization, inappropriate proce-
dures/plans.

In this respect, the Analytic Hierarchy Process (AHP) (Saaty 1980) is here
employed to structure the hierarchy of the fresh food safety risks from the cold
chain system. Figure 19.2 shows a three-level hierarchy for fresh food safety risks
from the cold chain system.

19.4 Assessment of Fresh Food Safety Risks from the Cold
Chain Logistics System

19.4.1 Overview of the Risk Priority Number

A FMECA can be used to identify the potential failure modes for a product or
process. The Risk Priority Number (RPN), which is a well-known methodology
used to rank the order of priority of alternatives, is used to analyze the risk
associated with potential problems identified during a Failure Mode Effect and
Criticality Analysis (FMECA) and to prioritize problems for corrective action.
There is a large amount of variation among FMECA practitioners in the case of the
specific analysis procedure and some analyses may include alternative calculation
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methods (Gionata 2009; Cai et al. 2011). The parameters of the traditional RPN are
defined as:

* Severity (S): Represents the seriousness of the effects of a failure which affect
the consumer or system that uses the product or component.

* Occurrence (O): Represents the probability that the failure occur.

* Detection (D): Represents the likehood that the failure mode can be identified.

The RPN is the product of these three parameters:
RPN =S x O x D, (19.1)

with the higher number indicating the higher risk or hazard. An analysis team
is usually required to use past experience and engineering judgment for rating
each potential problem base on these three rating scales (Severity, Occurrence and
Detection) of the RPN methodology. Rating scales usually range from 1 to 5 or from
1 to 10, the higher number indicates the higher risk or seriousness.

19.4.2 Revised RPN for the Assessment of the Risks
Jrom the Cold Chain Logistics System

Fresh food production is a dynamic activity. The quality of fresh food may
change owing to seasonal effects. The composition of product may vary due to
different consumer demand. Also, processing conditions will change continuously.
In addition, processing procedures may be different from plant to plant. Thus, there
is the time-varying characteristic of the risks for fresh food safety from cold chain
logistics system.

For the above reasons, the three parameters of the RPN are redefined, i.e. Sl.ll‘. (t)
represents the severity rank of the event j of the category i at the link k in a given

time interval ¢, 0{‘. (¢) represents the occurrence probability of the event j of the

iy
category i at the link k in a given time interval 7, Df; () represents the detection

difficulty rank of the event j of the category i at the link k in a given time interval ¢.
Therefore, we can easily obtain the following results:
For the RPN of the event j of the category i at the link k in a given time interval
t, the calculation formula is

RPN/ (1) = Sf(t) x O} (t) x D (1). (19.2)
For the RPN of the category i at the link k£ in a given time interval ¢, the

calculation formula is

RPN'(1) =)~ S5(t) x Of (1) x Dj(0). (19.3)
j=1
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Table 19.1 Severity levels for the risk factors

Severity

level Severity description

1 None or very low

2 Minor: a failure that may be overcome with an

3 unscheduled measure and/or little economic impact
4 Medium: a failure that may cause infection, the state or
5 quality of being incredulous and/or some economic
6 losses

7 Critical: a failure that may cause severe food-borne

8 diseases and/or great economic losses

9 Catastrophic: a failure that may cause casualty and/or
10 huge economic losses

For the RPN of the link & in a given time interval z, the calculation formula is

Ng Mg

RPNE(1) = " SE(t) x Of (1) x DE(1). (19.4)
—~

1

For the RPN of the cold chain logistics system in a given time interval ¢, the
calculation formula is

N Mii

RPN(t) = Z DY sk) x 0f (1) x D). (19.5)

k=1i=1j=1

Where, my; represents the number of the event j of the category i at the link k, ny
represents the number of the category i at the link k, N represents the number of
the links in the cold chain logistics system.

19.4.3 Example

Here is a cold chain logistics system for vegetables and four main links are
considered. The four main links of cold chain logistics are cold processing &
packing, cold storage, refrigerated transport and selling in the right temperature.
Where, Table 19.1 describes the rating scale of the Severity with a ten point for
vegetables safety risks, Table 19.2 describes the Occurrence scale with a ten point.
Table 19.3 describes the RPNs and indexes of risk factors.

To simplify the problem, let Df; )y =1.

As shown in Table 19.3, the severities are the average value of a set of similar
events in a given time interval ¢, the first number in parentheses represents the RPN
in the given time interval # = 1, while the second number represents the RPN in the
given time interval f = 2.
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Table 19.2 Occurrence levels for the risk factors

Occurrence Probability for
level reference (Pr) Description

1 Pr <0.00001 Extremely rare: a failure whose probability of occurrence
is near to zero

2 0.00001 <Pr<0.0001 Rare: an unlikely probability of occurrence

3 0.0001 <Pr <0.005 Occasional: an infrequency probability of occurrence

4 0.005 <Pr<0.01 Reasonably common: a moderate probability of occurrence
5 0.01 <Pr<0.10

6 0.10<Pr<0.20

7 0.20<Pr<0.30 Frequent: a high probability of occurrence

8 0.30 <Pr<0.40

9 0.40 <Pr<0.50 Very frequent: a very high probability of occurrence

10 Pr>0.50

According to Table 19.3, the RPN of the cold chain logistics system is 1,077
when ¢ = 1, and 969 when ¢t = 2. Therefore, the vegetables safety risk from
the cold chain logistics system is higher in the given time interval ¢+ = 1 than the
risk in the given time interval ¢ = 2. Apparently, the highest risk is from cold
storage, followed by market, refrigerated transport and picking house. Environmen-
tal factors contribute higher risk to packing house and cold storage, whilst risk at
the links of refrigerated transport and market is mainly from the organizational
factors.

19.5 Conclusion

The RPN methodology is an available technique for analyzing the food safety risk
from the cold chain logistics system. It can not only find out the key risk factors
and the weakest link in the fresh food cold chain logistics system so as to improve
the performance of the cold chain system, but also choose the optimal one from
different cold chain systems.

Because the RPN is the product of three ratings, various sets of Severity,
Detection and Occurrence values may produce a same value of RPN, however, the
risk meaning may be totally different. Thus, basing decisions solely on the RPN may
result in inefficiency and/or increased risk. To close this gap, a method to assign a set
of weights to the RPN is available. For example, issues with higher severity and/or
higher occurrence ratings may be considered as a higher risk than issues with higher
detection ratings. Usually, the rank ordering of risk may be determined by Severity,
Occurrence or Detection.
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Chapter 20
Literate Review on Firm Network Capability:
A Process Perspective

Yi-bo Lv, Qing-yang Mao, and Yu-wen Ding

Abstract Networking growth based on outsourcing has become an important
organizational mode of firm growth, firm network capability concentrates on
reflecting elemental basis and managerial efficiency of outsourcing. This paper
reviews relative literature of firm network capability at home and abroad, based on
“process perspective” of network activities, it proposes a “process perspective” basic
framework of firm network capability by refining content and feature, identifying
constituent elements and dividing dimensions, combing influential factors and
mechanism of action.

Keywords Constituent elements * Firm network capability ¢ Influential factors e
Process perspective

20.1 Introduction

With the development of global value chain driven by network economy, net-
working growth based on outsourcing has become an important organizational
mode; firm network capability reflects elemental basis and managerial efficiency
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of outsourcing. Since Hakansson (1987) proposed the concept of firm network
capability firstly, network capability has gradually become an important theme of
firm growth and innovation. Many scholars have done a large number of theoretical
constructions and empirical researches.

Early studies focused on the definition and characteristics of network capability.
From the view of organizational competitive advantage, Ritter (1999) identified
and analyzed organizational elements of firm network capability, measuring the
constituent elements of firm network capability from two dimensions of task
execution and qualifications (Ritter et al. 2002) which become basic dimensions
of follow-up studies of network capability. Zhu Xiumei et al. (2010) defined the
structure of firm network capability from three dimensions of network orientation,
network building and network managing. Ren Shenggang et al. (2011) further
developed a measurement scale of firm network capability from four levels in-
cluding network vision, network building, relationship management and portfolio
management. Recently more and more studies have begun to pay attention to the
practical significance of network capability. Ritter and Gemiinden (2003) confirmed
that network capability positively affected business innovation success in follow-
up studies. Walter et al. (2006) found that the network capability had a positive
regulatory role between entrepreneurial orientation and organizational performance.
The important role that network capability plays in firm innovation and performance
improvement has been widely confirmed by different researches.

Originality, composition and influential factors of network capability have been
the cornerstone of studies. In the context of firm network capability, there is
always integration of skill and action view. Based on “process perspective” of
network activities, it proposes a basic framework of network capability by combing
connotation features, constituent elements and influential factors.

20.2 Connotation and Characteristic of Firm
Network Capability

From different definitions of firm network capability, the process of network ac-
tivities is common concerns. Therefore, based on “process perspective” of network
activities, firm network capability is defined as a dynamic capability that firms can
take the initiative to implement a series of network planning, building, and managing
activities to get scarce network resources and competitive advantages based on
internal resources and resources leverage. From definitions of existing researches,
network capability has three typical features including process-oriented, resource-
dependent and dynamic evolution:

1. Process-oriented: Firm network activities consist of activities of planning,
building, and managing network, so process-oriented is the basic feature of
firm network capability. Dyer and Singh (1998) from the process perspective,
regarded network capability as collections of a series of capabilities by creating,
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developing, managing and using relationships. Zhao Shuang and Xiao Hongjun
(2010) from overall network planning process, proposed network capability
was to obtain scarce network resources by identifying strategic opportunities,
dealing with network relations, and managing network locations. So firm network
capability is obviously process-oriented.

2. Resource-dependent: Firm network capability belongs to scope of resource-
based view in the connotation. Amit and Schoemaker (1993) pointed out that
resources played a basic role in firm ability. Wang Xiayang and Chen Honghui
(2002) showed that resources were starting point, incentives and conditions of
firm network construction activities. Therefore, resources are the basic element
of networking activities, cultivating and developing firm network capability show
obvious resource-dependent.

3. Dynamic evolution: As an external oriented capability, firm network capability
makes changes and adjustments with changing external environment. Gulati
(1999) pointed out that firm network capability changed constantly with external
environment. Xing Xiaoqiang and Tong Yunhuan (2006) stressed self-renewing
characteristics which reflected dynamic properties of network capability. There-
fore, firm network capability is dynamic with external environment.

20.3 Constituent Elements of Firm Network Capability
Under “Process Perspective”

Based on process prospective of network activities, firm network capability is
divided into: network planning capability, network building capability, and network
managing capability.

20.3.1 Network Planning Capability

From existing researches on network planning capability, this paper considers
that network planning capability is the ability that enterprises plan and design
network from strategic perspective based on current situation and trend of external
environment. And it belongs to strategic level capability. This article deems network
planning capability consists of five abilities:

1. Network requirements analysis capability
Network requirements analysis capability is an ability that enterprises confirm
their network status and requirements by analyzing own resources and network
environment (Ritter 1999; Zhu Xiu-mei et al. 2010). Including: internal analysis,
environmental analysis, and match degree analysis.

2. Network vision shaping capability
Network vision shaping ability is the ability that enterprises make network vision
and goal combined with their development strategies based on understanding
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network trends. Xing Xiaoqiang and Tong Yunhuan (2006) proposed that
enterprises should adjust and reduce specific network locking effect to achieve
best benefits; Zhao Shuang and Xiao Hongjun (2010) put forward the ability to
ensure network activity goal, including cognizing network activities objective
and designing network activities mode.

3. Network strategy formulation capability
Network strategy formulation capability refers to a capability to make network
strategy for shaping network vision and achieving competitive strategy. Von
Friedrichs Gringsjo and Gummesson (2006) pointed out an ability to make
specific network action plan, including choosing partners, developing relations,
using interactive methods. Zhao Shuang and Xiao Hongjun (2010) proposed an
ability to make network action strategy, including selecting appropriate mode to
ally with partners and searching partners.

4. Network opportunity recognition capability
Network opportunity recognition capability refers to a capability to find and
identify potential opportunities in network environment. Moller and Halinen
(1999) pointed out that key challenges of network opportunity recognition
capability were how to identify network and find opportunities effectively; Fang
Gang (2011) proposed the ability to choose the best networking opportunity
to make enterprises exploit and use strategic opportunities in network, this
capability was an important dimension of network planning capability.

5. Network evolution prediction capability
Network evolution prediction capability is the ability to forecast network trend
and evolution based on understanding, network environment. Moller and Halinen
(1999) proposed that predicting network evolution trend was key of network
vision capability. Xing Xiaoqiang and Tong Yunhuan (2006) considered that
forecasting network structure and changes in magnitude and direction could
reduce locking effect of specific network and get the best benefits.

20.3.2 Network Building Capability

From existing views on network building capability, this article thinks network
building capability is a capability to seek and identify potential network partners,
and build effective network contacts. And it belongs to executive level capability.
This paper believes that network building capability comprises five areas:

1. Network information gathering capability

Network information gathering capability refers to a capability that enterprises
collect valuable information of potential partners through various channels. Ritter
et al. (2002) pointed out that collecting information of potential partners by
various channels was an important part to build network relations; Fang Gang
(2011) proposed that discovery activities of network partners were to search and
attract companies that can provide valuable information and make them become
partners.
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2. Network resources evaluation capability
Network resources evaluation capability is a capability that enterprises assess
values of potential partners’ resources. Burt (1992) deemed that enterprises might
avoid continuing to maintain redundant links which only provided less valuable
resources and information; Moller and Halinen (1999) pointed out that assessing
future values of relations was key challenge of single relation management.

3. Network partners choice capability
Network partners’ choice capability is a capability that enterprises select poten-
tial partners who are beneficial to network development and value maximization.
Hagedoorn et al. (2006) indicated selecting valuable partners could improve effi-
ciency of overall network; Ma Hongjia et al. (2010) pointed out that enterprises
with strong ability of choosing partners might promote their network positions,
and have an important effect on development of self-centric network.

4. Network relations launched capability
Network relations launched capability is the ability that enterprises approach
potential partners, exchange information, assess possibilities of establishing
network relations. Zhu Xiumei et al. (2010) considered that enterprises launched
network relations including visiting, getting to know potential partners and
disclosing related information; Ren Shenggang et al. (2011) considered that
enterprises took the initiative to launch cooperation with external actors.

5. Network relations building capability
Network relations building capability refers to a capability that enterprises
establish relations with potential partners using different strategies and roles.
Zhu Xiumei et al. (2010) proposed that strengthening contact and building
relationships with potential partners by using different strategies were important
parts of network building activities. Ayviri and Jyrimi (2007) pointed out
abilities in establishing network relationships included communication skills,
ways of cooperation and so on.

20.3.3 Network Managing Capability

From existing concepts on network managing capability, the study considers that
network managing capability refers to the ability enterprises coordinate single
network relationship and deal with multiple network relations. Network managing
capability in this article consists of the following six components:

1. Internal resources allocation capability
Internal resources allocation capability is the ability that enterprises configured
resources and put them into different contacts by assessing future values of net-
work relations. Network as a resource, it need managerial and financial resources
(Xu Jin-fa et al. 2001). Network managing activities included confirming the
contribution of each network relation, specifying responsible persons, assigning
public relations fees, holding meetings regularly (Zhu Xiu-mei et al. 2010).
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2. External resources acquisition capability
External resources acquisition capability is a capability that enterprises acquire
resources from external organizations by network. Enterprises used other organi-
zations’ resources and capabilities to obtain scarce network resources through
network management tasks of initiation, exchange, coordination and control
(Xing Xiao-qiang and Tong Yun-huan 2006). Song Tiebo and Kong Lingcai
(2008) considered that this capability was to get related resources from other
network subjects based on trust.

3. External resources integration capability
External resources integration capability is the ability that enterprises integrate
network resources from different channels and internal resources to achieve
strategic goals. Firms needed to integrate information, knowledge and other
resources in the network, transforming them into enterprise’s unique knowledge
and abilities (Xing Xiao-qiang and Tong Yun-huan 2006); while the enterprise
also needed to regroup various resources in the network to produce a synergistic
effect (Ren Sheng-gang et al. 2011).

4. Network relationship optimization capability
Network relationship optimization capability is a capability that enterprises form
the optimal combination of multiple relationships by recognizing, developing and
adjusting specific relationship based on strategic goals, environment changes
and integration of network resources. Enterprises needed to continue to improve
and develop network relations to achieve ideal combination between inputs and
outputs (Ren Sheng-gang et al. 2011); the key challenge of enterprises in
relationship portfolio management was how to optimize the relationship portfolio
(Modller and Halinen 1999).

5. Network relationship coordination capability
Network relationship coordination capability refers to the ability that enterprises
coordinate effectively various network relationships, deal with problems in
specific relationships and conflicts in multiple relationships to conduct network
activities. On the one hand, organizations needed to coordinate specific network
relationships, handle relationships with partners, solve problems and conflicts in
cooperation and monitor implementation of commitments (Zhu Xiu-mei et al.
2010); On the other hand, enterprises needed to resolve conflicts in cooperation
between different network relationships (Lumpkin and Dess 1996).

6. Network relationship control capability
Network relationship control capability refers to a capability that enterprises
implement control activities of strengthening, weakening or terminating relations
by comparing and evaluating costs, contributions and future values of different
relationships. Ritter (1999) indicated control activities of multiple relations
including results of network cooperation, network personnel performance, con-
tributions of partners; Ren Shenggang et al. (2011) proposed the concept of
relationship reconstruction, describing enterprises adjusted multiple cooperation
relations to create, manage and terminate partnerships by evaluating future value
of different network relations.
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Fig. 20.1 Constituent dimension of firm network capability under “process perspective”

20.3.4 Constituent Dimension of Firm Network Capability
Under “Process Perspective” (Fig. 20.1)

20.4 Literature Review of Influential Factors on Firm
Network Capability

Summarizing existing researches, this paper divides influential factors of firm
network capability into indemnificatory factors and promotion factors; they affect
the formation and improvement of network capability jointly.

20.4.1 Indemnificatory Factors

Indemnificatory factors are prerequisites and foundational elements of improving
network capability, including entrepreneurial orientation, internal resources and
corporate culture.

Entrepreneurial orientation affected network capability from three dimensions
of risk, innovativeness and initiative (SongTie-bo and Kong Ling-cai 2008). Firstly,
risk tendency can promote enterprises to construct network for acquiring external re-
sources and upgrade network capability purposefully; secondly, innovation-oriented
enterprises could plan their network behaviors and improve their network capabil-
ities by identifying potential needs and opportunities in the market, strengthening
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linkages with research institutions. Enterprises with strategic initiative orientation
need use strategic foresight to anticipate future needs and seize market opportunities
(Renzulli et al. 2000), and strategic vision comes from understanding and perception
of the external environment, it can stimulate enterprises to extend network relations
and strengthen cooperation and exchange.

Adequate internal resources would attract potential partners, they were beneficial
to carry out network activities and enhance network capability (Wang Xia-yang
and Chen Hong-hui 2002). Specifically, adequacy of financial resources and other
material resources can ensure that enterprises invest necessary physical resources
to network activities; the number and quality of personnel who implemented
network cooperation task could also affect intensity of network capability (Xu Jin-fa
et al. 2001). Timely, rich and high-quality information resources made enterprises
better understand customer needs and more quickly identify network opportunities;
therefore, information resources for firm network capability are also important.

The openness of corporate culture was also fundamental factor of network
capability development (Ritter 1999). Flexible, spontaneous and encouraging in-
dividuality open corporate culture encouraged employees to take responsibility and
stimulated their enthusiasm and innovative spirit to seek and create new external
relations and opportunities (Xu Jin-fa et al. 2001). Open corporate culture also
could motivate staff to coordinate and balance various relations and maintain benign
development of contacts (Li Zhen and Ti-Qin Zhang 2010).

20.4.2 Promotion Factors

Promotion factors emphasize specific methods and means of improving network ca-
pability, including communication structure, network orientation of human resource
management and organizational learning.

Integration of communication structure focuses on reflecting internal exchange
efficiency within the enterprise. Efficient integration of communication structure
made network staff obtains sufficient information to establish and optimize network
relations; smooth information exchange of cross-sector could raise interdepartmen-
tal collaboration to promote formation of common vision (Calantone et al. 2002).
Open communication can ensure roles of departments, adjust expectations and avoid
misunderstandings, it affects construction and operation of business relations.

Enterprise network personnel need to have certain qualifications, such as skills,
knowledge, communication, cooperation, conflict management and so on. Network
orientation of personnel selection regarded capabilities and experience in network
activities as key indicators of job description and personnel selection (Li Zhen and
Ti-Qin Zhang 2010), it could help to deploy suitable personnel on network relations.
Network orientation of personnel training is to improve qualifications and skills of
staff by training their job skills, to ensure cooperation smoothly. Network orientation
of personnel assessment is to intensify evaluation standards of network executive
effect in individual performance.
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Network capability, as an organizational ability, organizational learning structure
was key element (Moller and Halinen 1999). Organizational learning structure
consisted of team orientation, learning orientation, system orientation and memory
orientation (Hult and Ferrell 1997). Team-oriented features affected establishment
and development of individual knowledge network; they play a role in collaboration
and improve the efficiency of relationships. Important significance of learning
orientation lay in stimulating employees’ learning enthusiasm and motivation by
commitment, open mind and shared vision (Calantone et al. 2002), enhancing un-
derstanding of organization environment, network status and requirement to launch
and establish new relations. System orientation from overall perspective enhances
network capability by identifying existing problems, adjusting network strategic
goals and optimizing network portfolio. Memory orientation could accelerate
accumulation and routinization of experiences which was beneficial to accumulation
and diffusion of knowledge and experience within the firm, learning effect caused
by experience accumulation can enhance network managing capability.

20.5 Conclusion

Based on “process perspective” of network activities, the paper proposes a “process
perspective” basic framework of firm network capability. The main conclusions are
drawn as follows:

1. From “process perspective” of network activities, firm network capability is
defined as a dynamic capability that firms can take the initiative to implement
a series of network planning, building, and managing activities to obtain scarce
network resources and competitive advantages based on internal resources and
resources leverage. It has three typical features including process-oriented,
resource-dependent and dynamic evolution.

2. Based on process prospective of network activities, firm network capability is di-
vided into: network planning capability, network building capability, and network
managing capability. Network planning capability is the ability that enterprises
plan and design network from strategic perspective based on understanding
entire external network, including five abilities of requirements analysis, vision
shaping, strategy formulation, opportunity recognition and evolution prediction;
network building capability is the ability to seek and identify potential network
partners, and build effective network contacts, including five areas of information
gathering, resources evaluation, partners choice, relations launched and relations
building; Network managing capability refers to the ability that enterprises
coordinate single network relationship and deal with multiple network rela-
tions, including six components of resources allocation, resources acquisition,
resources integration, relationship optimization, relationship coordination and
relationship control.
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3. From “process perspective”, the paper proposes influential factors’ analysis
framework of firm network capability. Indemnificatory factors are prerequisites
and foundational elements, including entrepreneurial orientation, internal re-
sources and corporate culture; promotion factors emphasize specific methods
and means of improving network capability, including communication structure,
network orientation of human resource management and organizational learning.
They affect the formation and improvement of network capability jointly.
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Chapter 21
The Shortest Path Algorithm Based on Petri Net

Yu-jie Zheng, Kai-hu Hou, Wei-zhen Liao, and Lin Yang

Abstract The Dijkstra algorithm is the classic algorithm to solve the shortest path
problem, but the solving process is relatively complicated. As the visual graphics
ability and good computer skills of Petri Net, it is used to solve the shortest
path problem, and according to the thought of directed Petri Net and transition
enabled rules, Petri Net algorithm of solving the shortest path problem is designed.
Compared to the Dijkstra algorithm, this algorithm which omits the P, T tabs and
X, S functions of the Dijkstra algorithm, can make the solution of the shortest path
simpler and more convenient, improve the solution efficiency, and at the same time
provide convenience for achieving algorithm objectively using computer.

Keywords Dijkstra algorithm e Petri Net algorithm e Petri Net of directed
network * The shortest path problem

21.1 Introduction

The shortest path problem is one of the most important optimization problems. It
can be directly applied to solve many of the problems in the actual production,
such as pipe laying, circuit arrangement, factory layout, equipment updating, and it
is often as one of the basic tools, used to solve the problems of the optimization
of the others (Sun Zhixin et al. 2007). Theoretically, the question has many
algorithms, the classic Dijkstra algorithm is put forward in 1959, namely Dijkstra
method. This algorithm is a kind of excellent shortest path algorithm, which has
a wide range of applications in the network calculation and optimization (Noshita
1985). But there are heavy steps and complicated calculation, its availability is not
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satisfactory. In recent years, some scholars have put forward many new methods
to solve this problem. In the first literature, an adjacency list storage model with
heuristic information was proposed, the process of initial population with heuristic
information and chromosome coding, and the strategy of dynamic adjustment of the
fitness function were presented (Li Xiongfei et al. 2011). In the second literature,
a path nodes-driven idea was introduced, which derived from the destination does-
drive idea. Using the idea, an algorithm called least-cost shortest path tree (LCAPT)
was designed (Zhou Ling and Wang Jianxin 2011). In the third literature, Dijkstra
algorithm was revised, and all shortest paths can be given according to the number of
edges by applying Yen algorithm (Wang Zhijian et al. 2010). In the fourth literature,
the solving random network of the shortest circuit simulation method based on
STPN was proposed, the shortest circuit of distribution function from starting to
finishing the random network was presented (Hu Xiongying et al. 2010). In the
fifth literature, the traffic network weighted S-figure of nets model was put forward,
and the weighted S-figure of the shortest path algorithm was proposed (Li Shuju
etal. 2011).

Petri Net was firstly suggested by Germany’s CA. Dr Petri in 1962, it is a kind
of system modeling and analysis tool, suitable for describing parallel, a synchro-
nization, distribution, uncertainty and randomness of information processing system
(Jong et al. 1999). Petri Net takes graphical modeling method, which makes model
intuition and more easy to understand. It has a profound connotation of mathematics
and foundation, and the good formalism description method. Because of the need to
depict system, some experts define and research all the factors of Petri Net to make
the application field of Petri Nets further expanded (Ding Yijie and Li Xiaozhong
2011; Yao Yulin 1994).

In view of Petri Net’s simple, intuitive and accurate graphical modeling ability
and logical ability, the paper imitates the shortest path problem with Petri Net.
On the base of this model, the shortest path problem is solved, and the shortest
path problem of Petri Nets algorithm is put forward, which makes the shortest path
algorithm more convenient.

21.2 The Petri Net of Directed Network Presentation

21.2.1 Definition of the Fundamental Petri Net

The fundamental Petri Net is a triple N = {P, T, F'}, among:

1. P ={p1, p2,--., pa} is place set, n is place number;
2. T ={t1,tp,...,ty} is transition set, m is transition number;
3. PUT £ 0

4. PNT =40
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Fig. 21.1 The directed
network G = (V, A, W)

10

5. F € (P xT)U(T x P), the single direction of the contact, which from place to
transition, and from transition to place is set up. And similar provisions between
elements can’t directly connected (Song Yubo et al. 2011; Wang Guangqiu and
Zhang Bin 2009).

21.2.2 The Petri Net’s of Directed Network Definition

In order that the weight in G can be signified by PN, the Petri Net of directed
network is defined. The Petri Net of directed network is a septet, PN =
{P,T,F,D,I,W, My}, among:

1. {P, T, F} is fundamental Petri Net;

2. D is the least time which tokens take from place p; to place p;;

3. 1 is that the former place of p, is p;, in the shortest cut from place p; to p,;
4. M, is the initial mark.

Given the directed network G = (V, A, W), among V = {vi,v,,...,v,} is
vertex set, A = {aj,az,...,a,; is directed arc set, a is a random edge in A and
strictly ordered elements in V' = (v,-, v j). W is nonnegative function set, w;; is the
weigh from v; to v; (Dijkstra 1999; Noshita et al. 1978).

The vertex v; in Fig. 21.1 (Gan Ying’ai 2005) is signified by place p;, the
transition which from place p; to p; is signified by #;, also the directed arc a;;,
the time that transition is trigged need to take is signified by the value of #;;, then
the structure and logical relationship of the directed network G are well signified by
Petri Net, as Fig. 21.2.

21.3 The Shortest Algorithm Based on Petri Net

The algorithm of Petri Net marks the trigger of transition and the time of tokens
reach to the place, looking for the shortest path from the origin to terminal point.
L(p;)and L (tij) are the marks of place and transition. L (p;) = 0,L (p;) = 1
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Fig. 21.2 Petri Net

mean that there is no tokens in place p; and tokens reached to the place p;
respectively, L (p;) = 2 is a token which takes the least time to reach to the
place p;. L (tij) = 0and L (tij) = 1 are the transition trigged or not. Initially
L(p1))=1,L(p;) =0,amongi # 1,D (p;) =0.

1. The algorithm is finished when L (p;) # 1, by now, there is D (p;) = d (pi1, pi)
to every p;.
2. Choosing min {D ( pF )} from all L (p;) =1, transition ti’; related to the place

is superior to be trigged, then L (p}*) =2, D (p;) =D (pj) +15, L (tij) =2,
L(p;) =1
Attention D (pl*) = min {D (plk) ,D (sz)} ,m and k are iterations.

21.4 Application Example of the Shortest Path Algorithm

The directed network is shown in Fig. 21.1, vertex v; is the initial, vertex vy is
terminal point. The digital w;; next to arc is the weight, please to solve the shortest
path of the network.

According to the algorithm in this paper, firstly the directed network of Petri Net
is modeled. The place is marked as shown in Fig. 21.2. Iterative processes are as
follows:

1. As L (p1) = 1, it means that there is a token in place p;, D (p;) = 0, so
L (p1) = 2, transition 15, t3 and #4 are trigged.

D(p)=D(p)+t2=0+6=6
L(tp)=1,L(p2) =1
D(p3)=D(p)+13=0+3=3
L(n3)=1,L(ps) =1
D(py)=D(p1)+t1u=0+1=1
L(ns) =1,L(ps) =1
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2. AsL(p2) = 1,L(p3) = 1,L(psg) = 1, the least one p, among p,, p3 and pq4
is chosen, the transition #4¢ related to p4 is prior to be triggered.

L(ps) =2
D (ps) =D (ps) + 146 =1+10=11
L (ts6) = 1
L(ps) =1

3. As L(p2) = 1,L(p3) = 1,L(ps) = 1, the least one p3 among p,, p3 and pe
is chosen, the transition #3, related to ps is prior to be triggered.

L(p3) =2

D(p))=D(p3) +t2=3+2=5

According to
D (pf) = min {D (pf). D (p")}
D (p2) = min{D (p). D (p2)} =5

4. As L (p2) = 1,L(ps) = 1, the least one p, among p, and ps is chosen, the
transition fp5 related to p, is prior to be triggered.

L(py) =2
D(ps) =D (p) +ts=5+1=6
L(t3) =1
L(ps)=1

5. As L(ps) = 1,L (ps) = 1, the least one ps among ps and pg is chosen, the
transition fs¢, 57, tsg are prior to be triggered.

L(ps) =2
D(p6)=D(p5)+l5(,=6+4=10

According to

D (pf) = min{D (pf). D (p}")}.

D (ps) = min{D (p3). D (pg)} = 10
L(tse) = 1

L(ps) =1

D(p7)=D(p5)+t57=6+3=9
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L(ts7) =1
L(py)=1
D (ps) =D (ps) +1ss=6+6=12
L(ts3) = 1
L(ps)=1

6. As L(ps) = 1,L(p7) = 1, L (ps) = 1, the least one p; among pe, p7 and pg
is chosen, the transition #73 related to p; is prior to be triggered.

L(p) =2
D (ps) =D (p7) +t3=9+4=13

According to

D (pf) = min{D (pf). D (p")}
D (ps) = min{D (p3). D (p5)} = 12

L (t73) = 1, L (pg) = 1 are also achieved.

7. As L(ps) = 1,L(pg) = 1 the least one ps among ps and pg is chosen,
L (ps) = 2,but L (ps) = 2,L (p7) = 2, so the transition f¢5 and fg5 are not
triggered.

8. Just because L (pg) = 1, so L (ps) = 2, and no transition can be triggered. So
D (ps) = 12.

By now, only place py remains no token, the algorithm is finished.

There are the shortest path fori = 2,3,4,5,6,7, 8 and no path from p; to ps.
According to the reversed track of the triggered transition sequence, the shortest
path from p; to py can be gainedi = 2,3,4,5,6,7,8.

21.5 The Procedure of the Shortest Path Algorithm
Based on Petri Net

#include <stdio.h>

#include “Conio.h”

#define I 9999

#define N 9

int cost[N][N] = {
{0,6,3,1,LLLLI},
{L,0,I,I,1,L,L,L,I},
{1,2,0,2,LLLL,I},
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{LLL,0,I,10,LLI},
{I,1,1,6,0,4,3,6,1},
{LLLLL,10,0,2,L1},
{LLLLLL0,4,1},
{LLLLLLLO,I},
{LLLL2,,1,3,0}
b
int dist[N];
int vO = ‘A’ - 65;
int main()
{
int P[N],i,v,w,min,k;
printf(“‘\n EEFNERZ AN FERZWNT \n\n");
for(k=0;k<N;k++)
{for (v=0;v <N;v++)
{
{P[v]=0;
dist[v] = cost[vO][V];
}
)
P[v0] =2;
fori=0;i<N-1;i++)
{min =1;
for(w=0; w <N; w++4)
{if (P[w]=1 && dist[w] < min)
{min = dist[w];
vV=w,
)

}
P[v] = 2;
for(w =0; w < N; w++)
{if (P[w]=1 && dist[v] + cost[v][w] < dist[w])

dist[w] = dist[v] + cost[v][wW];

}

)

for(i=0;i<N;it++)

{ printf(“%c->%c: %2d\t”, vO + 65,1 + 65, dist[i]);
}

printf(*\n”);
vO++;

}

return O;

}

The result of procedure is showed in Fig. 21.3.
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Fig. 21.3 The result of procedure

21.6 Conclusion

Petri Net has been proved to be an effective tool for system modeling. Petri Net has
a great value in system static and dynamic characteristics by using network graphics
to describe objects of the relationship between input and output (Yu Ping et al.
2011). In this paper, Petri Net method is applied to solve the shortest path problem,
according to the thought of directed Petri Net and transition enabled rules, the Petri
Net algorithm of the shortest path problem is designed. The algorithm simplifies the
Dijkstra method, uses the reversed trace of transition instead of the marks of P and
T, omits the functions of A and S, improves the solution efficiency, at the same time
provides convenience for the computer to achieve objectively algorithm.
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Chapter 22

Measuring Satisfaction of Two Level Employees
in a Representative Chinese Steel Plant:

A Structure Equation Modeling Approach

Guo-wen Huang and Hong-wei Liu

Abstract Although employee satisfaction has been well explored in academic
literature, there exists little research on this subject with respect to steel plants,
especially to different level employees in China. In this paper, the latent variables
including employee relationships, salary, career development, organization provi-
sion, and employee satisfaction are constructed based on previous literatures. The
objective of this paper is to explore the different relations and effects of these
latent variables between production workers and managers in C steel plant which
is a representative Chinese steel plant. Data obtained from the questionnaires was
analyzed by structure equation modeling by AMOS 17.0. The analytical results
show that: production workers are more care about their salary while managers
pay more attention to organization provision and relationships; for both production
workers and managers, the covariance between salary and achievements is negative,
which indicates that employees feel their salaries are not enough to fit their efforts.

Keywords AMOS < Employee satisfaction ¢ Structure equation modeling ¢ Steel
plant management

22.1 Introduction

Employee satisfaction is defined as the satisfaction of employees with their jobs or
the degree to which employees like their jobs. Employee satisfaction can reduce
staff turnover, enhance creativity and commitment, and improve productivity and
quality (Halkos and Bousinakis 2010). The employee satisfaction has been well
explored in academic literature in last several decades. Hartline and Ferrell (1996)
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have argued that service quality is influenced by job satisfaction of employees.
They found evidence that employee satisfaction is associated with service quality.
Dubrovski (2001) pointed out that improving customer satisfaction not only raises
company profits, but also facilitates company development. Oshagbemi (1997)
indicated that employee satisfaction had been found to be as important as customer
satisfaction. Nebeker et al. (2001) pointed out that employees are the greatest
assets of a company, and that customer satisfaction is based on satisfying employee
requirements. In a word, employees, who are the internal customers of the business,
their satisfaction can influence organizational performance as much as customer
satisfaction. They are willing to cooperate with the business to accomplish business
goals when they satisfy the current working environment.

Employee satisfaction is a subject that has appeared many times over the past
decade in academic research and various employee satisfaction-related elements
exist. Antoncic and Antoncic (2011) mentioned that job satisfaction factors can be
classified accordingly to the well-known Herzberg’s (1964) two-factor theory into
hygienes (supervision, working conditions, co-workers, pay, policies/procedures
and job security), which lead to dissatisfaction, and motivators (achievement,
recognition, the work itself, responsibility, advancement and growth), which lead
to satisfaction. In order to discusses the relationship between staff satisfaction and
loyalty to the employing organization, Becker and Kaerkes (2006) presented a table
of employee satisfaction factors and lists parameters affecting satisfaction, including
co-operation with colleagues, actual work content, environment, working time,
management attitudes, in-company information, payment, personal development
and further education opportunities. Xuejun (2011) put forward 20 variable factors
which affect employee satisfaction achieved by analyzing employee satisfaction
of Changjiang hotel and five factors are extracted by factor analysis based on
SPSS, including work environment, incentives, work intensity, career planning, job
stress. According to previous literatures, important elements that affect employee
satisfaction include:

Work conditions (Turkyilmaz et al. 2011; Androniceanu et al. 2010; Roelen
et al. 2008; Togia et al. 2004), working time (Becker and Kaerkes 2006; Jelacic et al.
2007; Pierce and Newstrom 1980), reputation of the company (Jelacic et al. 2007),
Employee relationships (Becker and Kaerkes 2006; Jelacic et al. 2007; Bowen et al.
2008; Westover and Taylor 2010; Yee et al. 2008), salary (Becker and Kaerkes 2006;
Togia et al. 2004; Bowen et al. 2008; Yee et al. 2008; Hanneman and Schwab 1985),
promotion (Androniceanu et al. 2010; Togia et al. 2004; Bowen et al. 2008), further
education (Becker and Kaerkes 2006; Schmidt 2010), career development (Becker
and Kaerkes 2006; Androniceanu et al. 2010), incentives (Westover and Taylor
2010), working intensity (Roelen et al. 2008), environment (Becker and Kaerkes
2006; Jelacic et al. 2007), work content (Becker and Kaerkes 2006), employment
assurance (Jelacic et al. 2007), benefits (Williams 1995).

Basing on the analysis of the previous literatures, in this paper, we assume that
employee satisfaction is affected by four factors including employee relationships,
salary, career development, and organization provision (Fig. 22.1). We classify the
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Fig. 22.1 Employee
satisfaction model

Employee
satisfaction

Employee
relationship

Organization
provision

employees into two levels: production workers and managers. Our objective is to
examine a structural model of the relationships of both two level employees between
employee satisfaction and its affected factors in a representative Chinese steel plant.
And then show the differences of satisfaction relationships between production
workers and managers.

22.2 Methodology

22.2.1 Questionnaire Design and Structure

The purpose of this study is to explore the differences of employee satisfaction
between production workers and managers in steel plants. To achieve the objectives
of the present study, a questionnaire is designed (Table 22.1). Respondents were
asked to rate on each item on a seven-point Likert-type scale anchored at 1 = “totally
disagree” and 7 = “totally agree”.

22.2.2 Data Collection and Analysis

Data for this study were gathered using a questionnaire that were distributed to 3,500
employees (including 2,500 production workers and 1,000 managers) of C steel
plant which is a representative steel plant in China. Herein, we want to explain a little
more why C steel plant is a representative steel plant in China. In total, the response
rate was 73 and 87 % for production workers and managers, respectively. Next, we
made a pre-dispose of the return questionnaires that eliminated the blank ones and
identical ones. Two questionnaires were identical if they were answered with the
same handwritings. Finally, there were 2,426 useable questionnaires (1,674 from
production workers and 752 from managers), which forms a satisfactory dataset for
subsequent analysis.
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Table 22.1 Employee satisfaction questionnaire

Scales Items
Employee You are committed to the organization
satisfaction You are proud to tell others that you are part of the
organization

For you, this is the best of all possible organizations for
which to work
You feel a great sense of personal satisfaction when you
do the job well
You feel the respect of your position inside the company
Relationship Your fellow workers are the kind you would like to have
around
You get along well with your coworkers
You are happy with the relationship with your fellow
workers
Salary You are satisfied with the pay you receive for your job
Your salary is higher while comparing to the same
position in other organizations
Organization Employees are relatively well-rewarded financially for
provision their work
You are satisfied with the fairness of promotion system
in the company
You are satisfied with your working conditions
Career You feel satisfied with your career development
development  You feel satisfied with potential promotion opportunities

Table 22.2 Cronbach’s alpha-value of latent variables

Cronbach’s alpha Cronbach’s alpha
Scale (production workers) (managers)
Employee satisfaction 0.90 0.88
Relationship 0.89 0.81
Salary 0.78 0.78
Career development 0.70 0.79
Organization provision 0.82 0.93

22.2.3 Analysis of Reliability and Validity

Before evaluating the conceptual relationships of the proposed model, an assessment
of internal consistency and reliability of the measurement scale were conducted.
Cronbach’s alpha is a coefficient of consistency that measures how well a set of
variables or items measures a single, unidirectional latent construct. In this study,
Cronbach’s alpha was applied to evaluate the internal consistency of the five latent
factors. Ma et al. (2010) pointed out that a Cronbach’s alpha of 0.7 or more
indicates acceptable reliability. As shown in Table 22.2, the reliability of the scales
is generally acceptable which implies that the survey approach is valid.
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22.3 Methodology

22.3.1 The Employee Satisfaction Model

The research model was tested using the maximum likelihood methods of AMOS
version 17.0, a structural equation modeling software. Relationships between the
different factors and their impact on employee satisfaction were explored. The
standardized path coefficients for production workers and managers models are
reported in Figs. 22.2 and 22.3, respectively. All the standardized factor loadings
were greater than 0.50 with statistically significant (all t-values are greater than 2.0).
Therefore, convergent validity is achieved. In order to assess discriminant validity, a
constrained CFA (Confirmatory Factor Analysis) model was used for each possible
pair of constructs in which the correlations among this pair of constructs were fixed
to 1. This model was subsequently compared to the original unconstrained model,
in which the correlations among constructs are freely estimated. A significant
difference of the two statistics between the fixed and unconstrained models indicates
high discriminant validity. In our study, all the differences of two between the fixed
and unconstrained model were significant at the 0.05 level. Therefore, discriminant
validity is ensured. To estimate the accuracy of the SEM, five evaluation indexes
are calculated and compared with ideal values. As demonstrated in Table 22.3, the
comparison result shows that the models fit well with the ideal values. Based on the
above results, the postulated models were considered tenable.
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Table 22.3 Model fitting degree testing

Index calculation Index calculation
Evaluation index (production workers)  (managers) Ideal value
x?/degree of freedom 5.562 6.273 Range with
sample scale

Goodness of fit index (GFI) 0.952 0.948 >0.9

Adjusted Goodness of fit 0.926 0.911 >0.9

index (AGFI)
Root mean residual (RMR) 0.027 0.042 <0.05
Root mean square error of 0.058 0.063 <0.08

approximation (RMSEA)

22.3.2 Discussion

The primary objective of this study is to explore the differences of employee
satisfaction between production workers and managers in a representative Chinese
steel plant. From the structural equation modeling results (see Figs. 22.2 and 22.3),
it is apparent that employee satisfaction is highly related to employee relationship,
salary, career development and organization provision for both production workers
and managers. Furthermore, several important findings are generalized while taking
a deep insight to the details of the path coefficients for the two models:

1. All of the four factors (employee relationship, salary, and career development
and organization provision) have positive relationship to employee satisfaction
for both production workers and managers.
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2. Production workers pay more attention to salary while managers care more about
their career development and employee relationship.

3. For production workers and managers, organization provision affects employee
satisfaction in the same degree.

22.4 Conclusion

Finally, this paper takes the employees of C steel plant as the studying object, which
company is a large-scale state-owned enterprise by the steel and iron production as
the primarily business, and it is a representative example of Chinese steel plants.
By reviewing the predecessors’ researches, defining the frame of reference, and
reviewing the theories about employee satisfaction, then developing a questionnaire
to test the employee satisfaction of two-level employees (production workers and
managers) of this company and studying the influence by the different factors on
the employee satisfaction, finally, we get some findings about the differences of
employee satisfaction between production workers and managers. The result shows:
(1) All of the four factors (employee relationship, salary, career development and
organization provision) have positive relationship to employee satisfaction for both
production workers and managers; (2) Production workers pay more attention to
salary while managers care more about their career development and employee
relationship; (3) For production workers and managers, organization provision
affects employee satisfaction in the same degree.
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Chapter 23
Performance Evaluation of CRM in Securities

Investment Consulting Business Based
on Fuzzy-AHP

Qing-guo Zhao and Song-tao Jiang

Abstract Performance evaluation plays an important role in the customer relation-
ship management (CRM) process. This paper is to evaluate CRM performance of
investment consulting business of securities companies based on analytic hierarchy
process and fuzzy comprehensive algorithm through the establishment of evaluation
indicators. At the end of the paper, a securities company is taken as an example
to analyze the performance of securities investment consulting business customer
relationship management and come to the corresponding conclusion.

Keywords Analytic hierarchy process ¢ Balance score card e Customer
relationship management ¢ Fuzzy comprehensive algorithm

23.1 Introduction

With the development of China’s securities industry, customer relationship
management system has been given extensive attention and widely used in the
securities investment consulting business. The role of CRM system is to help
investment consultant data mining and customer segmentation, which is conducive
to investment consultant to provide customers with one-on-one personalized
service to increase customer satisfaction and loyalty, and ultimately securities
companies to maximize profits (Zhao 2011).

Performance evaluation of CRM is an extremely important work. It is necessary
for the enterprise to evaluate the performance of CRM scientifically and objectively
to improve it when the enterprise carries out the CRM (Zhou et al. 2008). Many
scholars have conducted studies on it. Curry and Kkolou (2004) studied the CRM
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evaluation to contribute to TQM improvement through a cross-case comparison.
Antonio et al. (2007) researched the evaluation of CRM practices among agribusi-
ness firms. Zhou et al. (2008) used fuzzy comprehensive algorithm in order to
do a scientific evaluation on CRM performance. Kong et al. (2005) evaluated the
effectiveness of CRM based on the BP algorithm. Wang (2008) evaluated the CRM
performance of the third-party logistics from money value, image and fame three
dimensions. Hu (2010) evaluates the performance of enterprise CRM system based
on the grey-fuzzy comprehensive evaluation method. Chang et al. (2009) used
analytic hierarchy process evaluating collaborative CRM System. Ullah and Al-
Mudimigh (2009) proposed a CRM Scorecard based on Balanced Scorecard for
the evaluation and enhancement of CRM systems of the Saudi Arabian Banks to
improve the customer satisfactions and loyalty. Hong and Kim (2007) researched
the selection of CRM systems in financial institutes through the analytic hierarchy.
Tang and Liang (2009) studied the performance evaluation of CRM under supply
chain integration through the fuzzy comprehensive evaluation method.

However, most of their researches are based on the corporate level, and few
are focused on the business of a company. In this paper, we selected appropriate
performance evaluation indicators to build CRM performance evaluation system
based on the securities investment consulting business which is also the innovation
of this paper. Finally, we hope that our research can provide some valuable advice
for securities companies to carry out securities investment consulting business
(SICB).

23.2 Performance Evaluation Index System for Securities
Investment Consulting Business CRM

23.2.1 The Process of Securities Investment Consulting
Business CRM

Investment consultant is the core of securities investment consulting business
customer relationship management process. First of all, as a knowledge-intensive
profession, learning and development is very important for investment consultant,
it is the foundation for investment consultant to continue to enhance the consulting
capacity. Secondly, customer data mining and management is the core of CRM,
which is the prerequisite for securities investment consulting business. Through
data mining and analysis of customer information,financial consultant take customer
segmented and provide customers with targeted, personalized service and assist
in the marketing department to do targeted marketing, ultimately to achieve the
purpose of improving financial indicators and enhancing customer satisfaction.
Meanwhile, the indicators such as financial and customer satisfaction feedback the
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performance of CRM to investment consultant, show gaps and deficiencies of CRM
and investment consultant take measures to improve CRM. Finally, a constantly
upward of CRM cycle process is created. The specific process is shown in Fig. 23.1.

23.2.2 Build Performance Evaluation Index System
of Securities Investment Consulting Business CRM
Based on Balanced Scorecard

Currently, the scholars mostly choose Balanced Scorecard theory as a method to
select evaluation indicators when they study the performance evaluation of CRM.
Balanced Scorecard links the organization’s strategic objectives and implementation
process, the current performance and future profitability, which breaks the tradi-
tional evaluation system that takes the finance as the core (Meng et al. 2006). The
Balanced Scorecard clears the customer-oriented design principle of performance
evaluation system and this coincides with the concept of “customer-centric” of the
CRM. The amazing consistency of this value orientation has laid a solid theoretical
foundation for the Balanced Scorecard in the performance evaluation of the CRM
(Lu 2011). As mentioned above,we choose Balanced Scorecard as the method to
build customer relationship management performance evaluation indicator system.

Combining with the characteristics of the securities investment consulting
business and customer relationship management process system, the paper divides
securities investment consulting business CRM performance evaluation system
into financial, customer service, marketing support, learning and development four
dimensions, as the first-level indicators, then identifies the four first-level indicators
of their main influencing factors by consulting industry experts, as the second-
level indicators. After the above division we get the performance evaluation system
table as the following Table 23.1 show which is consisted of 4 first-level indicators
and 18 second-level indicators, and constitute the basis of CRM performance
evaluation.
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Table 23.1 The performance evaluation system of SICB

First-level

indicators (B;) Second-level indicators (Cj;)
The performance of investment  Financial B, Commission growth rate Cy;
securities consulting Trading volume C,,
business CRM A Financial product sales Cj3

Average cost of service Cy4
Profit margin C;5
Customer service B, Customer asset growth rate Cy;
Customer profit proportion Cy,
Customer satisfaction Cp3
Service coverage Cyy
Loss of customers C»s
Marketing support B; ~ Customer segmentation Cs;
Marketing success rate Cs,
Customer signing rate Cs;
Number of new customers Csy
Learning and Comprehensive service
development By capabilities Cyq;
Staff training rate C4p
Staff satisfaction Cy3
Staff maintains rate Cyq

23.3 Performance Evaluation of Securities Investment
Consulting Business CRM Based on a Securities
Company

The authors employ the method of combining the analytic hierarchy process
(AHP) and fuzzy comprehensive evaluation in this paper to evaluate the securities
investment consulting business CRM, and get the conclusion of the evaluation
results. The process is as follows:

23.3.1 Construct Pair Wise Comparative Judgment Matrix

We invited a number of experts who are familiar with securities investment
consulting business CRM and have some theoretical or practical experience on it, to
build an expert team to seek expert opinion on the relative importance of the same
level indicators. Structure comparison matrix Y, by “scaling by 1-97. Y = (a;), ajj
represents the hierarchy of importance compared to the indicator i and indicator j.
Table 23.2 lists the nine hierarchy of importance and their assignment.

According to the above principles, construct the judgment matrix of the first-level
indicators A through expert consultation method.
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Table 23.2 The importance hierarchy and their assignment scale of the
indicators when pair wise comparisons

Assignment scale

Importance hierarchy

1
3

2,4,6,8
Reciprocal

Two indicators compared with the same importance

Two indicators compare, the former is slightly more
important than the latter

Two indicators compare, the former is obvious more
important than the latter

Two indicators compare, the former is intense more
important than the latter

Two indicators compare, the former is extremely
more important than the latter

Hierarchy of importance between the above

If the importance ratio of indicators i and j is ajj, the

importance ratio of indicators j and i is a;; = dl
1

1 1/33 2
A_| 3 153

1/3 1/5 1 1/2

12 1/3 2 1
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Similarly, construct the judgment matrix of second-level indicators B;,

(i=1,2,3,4)

B, =

1
1
1/5
1/3
| 1/5

1
1/3
1/3

L 1/5

535 11/5 1/2 1/4 1/2
535 51 2 1 2
11/21 |By=|21/2 1 1/3 1
2 1 2 41 3 1 2
11/2 1 21/2 1 1/2 1
35 1 2 35

1 3 12 1 2 3

By =
1 3 1/31/2 1 2
1/3 1 1/5 1/3 1/2 1

23.3.2 Calculate the Indicators Weight

According to the principle of hierarchy analysis method, use matlab7.0 software to
derive the largest eigenvalues Apx of above five matrixes and their corresponding
eigenvectors w. Finally, the normalized eigenvector value is the indicator on upper
indicator weights. The result is as shown in Table 23.3.
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Table 23.3 Indicators weight of the performance evaluation system

First-level Weight Weights
indicators B; w; Second-level indicators Cj; jj
The performance of Financial B; 0.2398 Commission growth rate Cy; 0.3643
securities investment Trading volume C); 0.3643
consulting business Financial product sales Cy3 0.0703
CRM A Average cost of service Cy4 0.1308
Profit margin C;5 0.0703
Customer 0.5232 Customer asset growth rate C; 0.0717
service By Customer profit proportion Cy, 0.3134
Customer satisfaction Cp3 0.1387
Service coverage Cyy 0.3267
Loss of customers C,s 0.1496
Marketing 0.0851 Customer segmentation Cs; 0.5222
support B3 Marketing success rate Cs, 0.1998
Customer signing rate Cs;3 0.1998
Number of new customers C3; 0.0781
Learning and 0.1519 Comprehensive service 0.4829
development By capabilities Cyq;
Staff training rate C4; 0.2720
Staff satisfaction Cy3 0.1570
Staff maintains rate Cy4 0.0882

23.3.3 Consistency Test

The consistency index (CI) and consistency ratio (CR) are used to verify the
consistency of the comparison matrix. CI and CR are defined as follows:

Cl = )\max_n
n—1
CI
CR = —
RI

The RI represents the average consistency index over numerous random entries
of same order reciprocal matrices. If the CR <0.1, the estimate is accepted;
otherwise, a new comparison matrix is solicited until CR < 0.1 (Chang et al. 2009).
After the computation, all levels of indicators have the satisfactory consistency.

23.3.4 Fuzzy Comprehensive Evaluation

1. Establish indicators set and evaluation set, the set of indicators W = (financial
indicators, customer service, marketing support, learning and development), the
evaluation set R = {excellent, good, medium, poor}.
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2. Determine the set of evaluation indicators weights. For convenience, the
first-level indicators weights set is denoted as W1 ={w;, w;, w3, w4}, the
second-level indicators weights set is denoted as Wj = {wi, wp, ... , wj}
(1,j=12,3,4)

3. Establish the evaluation matrix R. Invite a number of experts to evaluate the
various indicators and to determine the degree of membership of each indicator.
The single factor fuzzy evaluation matrix is as follows:

04 03 02 0.1 0 050302 0 0
050302 0 0
0604 0 0 0
Rpr=1060301 0 0 \Res=1| " 250710
070201 0 0 203 0 0

(0703 0 0 0 0703 0 0 0
0.2 02 03 0.2 0.1
0.3 0.2 0.1 0.3 0.1
Repx=|050302 0 0 |Rps=
0703 0 0 0
070201 0 0

0.5 03 0.1 010
04 0302010
0703 0 0 O
0802 0 0 O

4. Single-factor evaluation based on formula
P = WeR

Pgi =Wy *Rp; =(0.5108 0.2869 0.1658 0.0364 0)
Pgy = W) *Rp, =(0.5111 0.2466 0.0955 0.1084 0.0385)
Pg3 = W3 *Rp3 = (0.5156 0.3200 0.1444 0.0200 0)
Pps = W4 *Rps = (0.5307 0.2912 0.1027 0.0755 0)

5. Conduct comprehensive evaluation based on single-factor evaluation

Py = Wi Ry
= (0.2398 0.5352 0.0851 0.1519) «

0.5108 0.2869 0.1658 0.0364 0
0.5111 0.2466 0.0955 0.1084 0.0385
0.5156 0.3200 0.1444 0.0200 0
0.5307 0.2912 0.1027 0.0755 0

= (0.52050.2722 0.1188 0.0799 0.0206)
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23.4 Results

According to the principle of maximum membership degree, compare with the
evaluation standard, the performance evaluation result of securities investment
consulting business CRM is “excellent”. But through the single-factor evaluation
results we can found that several second-level indicators get low score, such as
customer asset growth rate and customer profit proportion, comprehensive service
capabilities and staff training rate, which means that the quality of customer
service and the service capacity of financial consultants need to be improved to
improve the performance of the overall customer relationship management.

23.5 Conclusion

Results of the performance evaluation of securities consulting business customer
relationship management by analytic hierarchy process (AHP) and fuzzy compre-
hensive evaluation show that the evaluation indicators can be quantified effectively.
It should be noted that the effectiveness of the method and application depends
primarily on the performance evaluation indicators selection and design of securities
consulting business CRM.
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Chapter 24

A Study on the Model of Selecting the Loyalty
Card Issuance Method Based on Fuzzy

Set Pair Analysis

Yu Su and Jin Song

Abstract With the aggravation of market competition, more and more enterprises
are using loyalty card targeted promotion as an important means to cultivate a
stable group of consumers and build competitive advantages. In this paper, we
mainly discuss the popular ways of issuing loyalty card such as “purchase”, “buy
gifts”, “buy + 10” and “complimentary”. What’s more, we use membership base,
the number of repurchase, the issuing income as the evaluation indexes to establish
the model of selecting loyalty card issuance method based on fuzzy set pair analysis.
The model can provide method to issue loyalty card for enterprises.

Keywords Evaluation index ¢ Fuzzy set pair analysis ¢ Issuance method e
Loyalty card

With the aggravation of market competition, the promotion means that enter-
prises adopted are continuously renovated and the enterprises’ promotion costs
are growing rapidly. Especially since the 1990s, with the increasingly intense of
market competition and the increasing of consumer differences, the importance
and advantages of targeted promotion become increasingly prominent. Loyalty card
targeted promotion is one of means the enterprises use in targeted promotion and
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in recent years is adopted by more and more enterprises as an important means to
cultivate a stable group of consumers and build competitive advantages.'

24.1 Literature Review

The current research is focusing on the effectiveness of loyalty card, implementation
of loyalty card and factors that impact the effect of implementation of loyalty card.
The research of loyalty card’s effectiveness was around consumer loyalty: Wright
and Sparks (1999) pointed out that the retail loyalty development programs had
become the most significant feature of retail marketing in the 1990s. Some retailers
had begun to question the limit of loyalty and consumers were starting to become
more vigilance and more selectivity for loyalty card and loyalty programs (Wright
and Sparks 1999); Mauri (2003) studied whether the card holder was loyalty (Mauri
2003); Bellizzi and Bristol (2004) studied whether the loyalty card issuance was
really associated with consumer loyalty by surveying a big city in the western
United States (Bellizzi and Bristol 2004); Van Heerde and Bijmolt (2005) studied
the differences and reasons of the spending by members and non-members, the
partly reasons about the differences was loyalty consumers choose to participate
in loyalty programs (Van Heerde and Bijmolt 2005); Demoulin and Zidda (2008)
studied on the differences about loyalty for store and price sensitivity between the
satisfied and dissatisfied consumers on loyalty card return (Demoulin and Zidda
2008). In addition, Meyer-Waarden (2007) proposed that loyalty program had a
positive role in the consumer life cycle and consumer wallet share (Meyer-Waarden
2007); Cortin et al. (2008) and other scholars proposed database generated by
consumer loyalty program can help enterprises make decisions on pricing policies,
promotions, inventory and category management (Cortin et al. 2008). The studies
on how to implement loyalty card include: Worthington (1998) through qualitative
and quantitative analysis studied the development of loyalty card in town’s center
district, proposed the standard that loyalty card must consider in other towns’ central
area and discussed the options can be used for members’ card upgrade in accordance
with the development of technology (Worthington 1998); Rowley (2000) described
a new applications of loyalty card based on the self-service equipment. This new
applications can enhance the effectiveness of loyalty card (Rowley 2000); Leenheer
et al. (2007) and other scholars established a model that can determine membership,
measure loyalty behavior and the share of wallet through a study of loyalty
programs’ impact on consumer loyalty (Leenheer et al. 2007). The studies on factors
that impact the effect of implementation of loyalty card include: Demoulin and
Zidda (2009) studied a new loyalty card adoption process in grocery retailing and
found that attitude, behavior and socio-demographic variables had varying degrees
impact on the likelihood and using times (Demoulin and Zidda 2009); Smith et al.

ITianjin Colleges and Universities Humanities.
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(2003) and other scholars pointed out that the effects of loyalty card are related with
many consumers factors associated with loyalty programs, including the subordinate
degree to retailers, the operation of the plan in practice and the attitude of consumers
without cards (Smith et al. 2003); Keh and Lee (2006) studied the return time
of loyalty card (now vs. delay) and return type (direct vs. indirect) under the two
service states (Satisfactory or unsatisfactory) that can produce different effects (Keh
and Lee 2006). Yu Su (2010a, b) studied the factors that influence the value and
risk of loyalty card targeted promotion (Yu Su 2010a) and studied the effect of
enterprises’ mass promotion (Yu Su 2010b) and competitors’ promotion (Yu Su and
Yi Zong 2010) on loyalty card targeted promotion using empirical methods.

From the above, there are not scholars to study on how enterprises to choose
loyalty card issuance method. In this paper, we use fuzzy set pair analysis to
establish a model of loyalty card issuance method, in order to provide the best
method to choose loyalty card issuance method.

24.2 Benefits and Costs of the Loyalty Card Issuance Method

There are mainly four ways to issue loyalty card that are “purchase”, “buy gifts”,
“buy 4 10” and “complimentary”. The method of “purchasing” can get a certain
income through the issuance of loyalty card, no matter the consumer will repurchase
or not. But consumers are generally reluctant to get loyalty card through this way,
so the membership base is smaller than other ways. As members who use the way to
get loyalty card must pay money, therefore members absorbed by this method often
favorite the enterprise’s products and are more likely to repurchase; the method
of “buy gifts” can provide a certain incentives to consumers for the first time,
but there is no income of issuing cards. Members absorbed by this way are less
likely to repurchase than members absorbed by the method of “purchasing”; the
method of “Buy 4 10” also provides a certain income for enterprises to issue cards.
As the cost of “¥10”, it has smaller member base than “buy gifts”. But members
repurchase probability is high compared with “buy gifts”; “Complimentary” attracts
more consumers to apply for loyalty card. Consumers do not have the cost of getting
cards and members absorbed by this method have small probability to repurchase.
The enterprise only has cost and does not have immediate revenue by issuing cards.

For the four loyalty card issuance methods, the main cost comes from the cost of
fabrication, except for a small amount of management cost.

24.3 The Model of Loyalty Card Issuance Method Based
on Fuzzy Set Pair Analysis

When we select the issuance method of loyalty card, we should not only consider
its benefits, but also take into account its costs. We can use fuzzy set pair analysis
to evaluate the different methods in order to choose a better one.
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24.3.1 Select Evaluation Index of the Loyalty Card

Issuance Method

There are four loyalty card issuance methods that are A; (purchase), A, (buy gifts),
Aj (buy + 10), A4 (complimentary); three evaluation indexes are P; (membership
base), P, (the number of repurchase), P (the issuance income of loyalty card) and
the cost of every method are Cy, C,, C3, Cy.

24.3.2 Calculate the Relatively Value r; of Each Loyalty Card

Issuance Method Based on the Evaluation Method
of Fuzzy Set Pair Analysis Closeness Degree

There are four issuance schemes of loyalty card A;, A,, A3, A4 and each scheme has
three indexes P;, P>, Pz, the dimension of each index can be the same or different
and each index has a value recorded as f;; > 0(i = 1,2,3,4,j = 1,2,3) that
represents the value of the index j in the loyalty card issuance method i. The three
indexes are efficiency indexes, that is to say it is excellent to take a large value of
the index. The steps of evaluation method based on fuzzy set pair analysis closeness
degree are as following:

1.

Make the best scheme Ay and the worst scheme A; according to the four
schemes. The value of each index in the best scheme A should be the best value
of each index in the four schemes, namely efficiency index is the maximum one.
Joj is the value of index j in the best scheme Ay. If f;; is the efficiency index,
Joj = max{ fi;}; the value of each index in the worst scheme A, should be the

worst value of each index in the four schemes, namely efficiency index is the
minimum one. f;; is the value of index j in the worst scheme A;. If f;; is the
efficiency index, f;; = min{ f;; }.

1

. Calculate the same membership degree a;o; and opposite membership degree

cioj of the index pair {f;;, fo;} of set pair (A;, Ag) consisted by the loyalty
card issuance method A4; and the best scheme Ay. If f;; is efficiency index, the
compare interval of the index is [ fi;, fo;]. Then

fij
0 = i 24.1
i Joj + 1) 24D
Joi Jsj (24.2)

G + ) f

. The closeness degree of index f;; and the correspond index fy; in the best

scheme is

a;oj
rigj = —————— (24.3)
T a0y + iy
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Establish the matrix of closeness degree that evaluates loyalty card issuance
indexes and the ideal loyalty card issuance indexes:

r101 7102 7103 7104
7201 202 7203 T
H = 201 7202 7203 1204
7301 1302 7303 7304
T401 7402 7403 7404

4. Determine the weights of each index, then using matrix of indexes’ weights @ =
[@1, Wy, w3, w4] to calculate connection matrix of loyalty card issuance scheme
A; and the best scheme Aj.

R=H*»" (24.4)

The element r; in R is the same membership degree of the evaluate scheme
A; and the best scheme Aj.
5. Regard r; as the relatively value of loyalty card issuance method A;.

24.3.3 Determine the Loyalty Card Issuance Method

Compare method i and method j. The selection method is as follows:

1. Whenr; > r;, C; < C;, the scheme j is eliminated,;
2. Whenr; <r;,C; < Cj, definite the effect better degree of loyalty card issuance
method j than loyalty card issuance method i.

Al‘ji
R;; = (24.5)
Ti
Arj; = r; —r; is the relatively increment of loyalty card issuance method j

compared with loyalty card issuance method i.
The cost better degree of loyalty card issuance method i than loyalty card
issuance method j:

AC;y;
cij cij (24.6)
AC;; = C; — C; is the cost increment of loyalty card issuance method j

compared with loyalty card issuance method i.
When R;j; > ¢;;, the scheme i is eliminated; when R;; < c¢;;, the scheme j
is eliminated.
3. Using (24.1) and (24.2) gradually eliminate some of the inferior schemes and
select the best scheme.
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Table 24.1 The evaluate

Y. Su and J. Song

; Loyalty card
table of membership base, issuance methods P, P, P C
re-purchase number issuing -
income and issuing costs Ay 20 18 400 20
Ay 30 15 1,500 30
As 25 18 250 25
Ay 100 20 0 100

24.4 Example

A Company issued loyalty card. The data of the number of members absorbed by
each type of loyalty card, of repurchasing members, of issuing income and of issuing
costs is shown in the Table 24.1 (UNITE 1000).

We can get w = [0.3,0.5,0.2].

118 4 (13, (5 18 1 54 ]
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R =(0.75, 0.5, 0.96, 0.54)
The best loyalty card issuance method is “buy + 10”.

24.5 Conclusion

This paper establishes the model of selecting the loyalty card issuance method based
on fuzzy set pair analysis, the methods of issuing loyalty card are “purchase”, “buy
gifts”, “buy 4+ 10” and “complimentary”. What’s more, the evaluation indexes are
membership base, the number of repurchase, the issuing income. Using this model
companies can choose their own loyalty card issuance method according to its own
actual situation.
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Chapter 25
Complex Network Community Detection
Algorithm Based on Genetic Algorithm

Yun Li, Gang Liu, and Song-yang Lao

Abstract For the problem of complex network community detection, propose a
new algorithm based on genetic algorithm to solve it. This algorithm sets network
modularity function as target function and fitness function, uses matrix encoding
to describe individuals, and generates initial population using nodes similarity. The
crossover operation is based on the quality of individuals’ genes, in this process, all
nodes that weren’t partitioned into any communities make up a new one together,
and the nodes that were partitioned into more than one community are placed into
the community to which most of their neighbors belong. The mutation operation is
non-uniform, which splits the mutation gene into two new genes or fuses it into the
others randomly. The experiment proved that this algorithm could effectively detect
communities in complex networks.

Keywords Complex network » Community detection * Genetic algorithm

25.1 Introduction

In 2002, Newman and Girvan opened up a new field of complex network research —
complex network community detection (Girvan and Newman 2002). It uses the
information contained in network topology to get the community structure of
complex network, which has some connotations. The research of this problem,
which is of great significance, helps to study the whole network’s module, function
and its evolution in a divide and conquer way so that to understand complex net-
work’s organization principle, topology and dynamics characteristic more correctly
(Luo et al. 2011).
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In 2004, they proposed network modularity (Newman and Girvan 2004) to
quantitatively evaluate the result’s quality of complex network community detec-
tion, and its function is as follows:

1 kik;
0= %Z[au‘ —z—mj}s(c’ivcj) 25.1)

ij

Where a;; represents an element of network adjacency matrix A = (a,-j)nxn,
if nodes i and j are connected by an edge, then a;; = 1, or a;; = 0; ¢; and ¢;
respectively stand for the communities that nodes i and j belongs to; if ¢; = ¢,

8 (c,-, cj) =1,0oré (c,-, cj) = 0; k; and k; respectively represent the degrees of
n n

nodesiandj, k; = ) a;;,k; = Y aij,i,j =1,2,...,n;mand nare respectively
j=1 i=1

the amount of network’s edges and that of nodes. | Q| < 1, the greater it is, the better
the result of complex network community detection is.

25.2 Methodology

To assume each node in complex network G(V, E) belongs to only one community,
that’s to say, communities are not intersected or overlapped, and:

V={li=12,....n}, E={eli =1,2,...,m}

Where V and E respectively represent the node set and edge set; # is the amount
of nodes, and m edges.

Then complex network community detection is to partition n nodes into ¢
communities that are not intersected, so get ¢y, ¢z, ..., ¢; as a partition of complex
network, 1 < ¢t < n, which means:

t
Ci#Q;CiCV;UCiZV;

i=1

Vi jeNe, =@,0,j =1,2,- .1

Thus, complex network community detection is a typical NP combinatorial
optimization problem, and genetic algorithm can effectively solve such problem.
Therefore, by setting network modularity function as target function and fitness
function, we propose a new Complex Network Community Detection algorithm
based on Genetic algorithm (CNCDG).
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25.2.1 Individual Encoding

In the field of complex network community detection, string encoding (Jin et al.
2011;Lietal. 2010; Liu et al. 2007; Gog et al. 2007; He et al. 2010) and graph-based
encoding (Pizzuti 2008a, b, 2009; Shi et al. 2010) are being widely used at present,
and they all have shortcomings, the former fails traditional crossover operator, while
the latter requires additional decoding, which are specifically explained in Jin et al.
(2011) and He et al. (2010). To avoid above shortcomings, we adopt binary matrix to
encode individuals, which means, however complex network is partitioned, it could
be always represented by a binary matrix M:

mip mipy e My

may Mpy -+ My
M =

My My - My

M isan xt matrix, t (1 < ¢t < n) is the amount of communities after partitioning
complex network. Row i (1 < i < n) of M corresponds to the partition result of v;,
and column j (1 < j < 1) corresponds to community c;. If v; belongs to c¢;, then
m;; = 1; otherwise, m;; = 0.

Since each node in complex network must and can be only partitioned into one
community, encoding matrix M must follow the constraints of (25.2) and (25.3):

t
Y my =1 (25.2)
j=1
> my >0 (25.3)

i=1

Different partitions of complex network brings different amounts of communi-
ties, thus the amount of columns of encoding matrix M is variable. And regardless
of columns’ order, it represents the same partition of complex network unless any
column’s value changes.

25.2.2 Population Initialization

By referring to the quantitative description regarding nodes similarity of complex
network in the reference Leicht et al. (2006), we propose a new population
initialization method based on traditional clustering method.
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Leicht et al. (2006) with other scholars took into account the similar relation
between nodes in both long and short paths and derived a formula from that, as
(25.4), to calculate the nodes similarity of complex network by using network
topology.

DxSxD= XAX(DxSxD)+1 25.4)

max

Where A represents network adjacency matrix; Am,y is the maximum eigenvalue
of A; D is the n order diagonal square matrix which takes degrees of nodes
n

as diagonal elements, its diagonal element d;; = Y aij, i,j = 1,2,....n;
j=1

I represents identity matrix; S is the nodes similarity matrix. Another notable
parameter o (0 < o < 1) controls the relative weight of long and short paths; a
smaller o value makes the calculation focus more on short paths, whereas a bigger
one takes long and short paths into consideration at the same time. Generally, it’s
optimal to set « as 0.97 (Leicht et al. 2006).

Then steps of population initialization are as follows:

Step 1: Iterate (25.4) until the result is convergent to get S, the nodes similarity
matrix.

Repeat steps 2 and 3 based on population scale P,,:

Step 2: Randomly select several nodes vy, vs, . .., v; as centers of communities, 1 <
t <n.

Step 3: By following the max-similarity principle which means a node has greater
similarity with one community center than with the others, use nodes similarity
matrix S to partition non-community-center nodes into each community.

Time complexity of step 1 is O (Zn3), [ is the iteration times. Each imple-
mentation of step 2 and 3 obtains a community partition of complex network. In
step 2, the community centers chosen each time are different, which makes initial
individuals have strong diversity, and its time complexity could be ignored. Step 3
greatly reduces the possibility that nodes with low similarity or no link between each
other are divided into the same community, this provides initial individuals with a
certain accuracy, lessens algorithm’s search space and speeds up the convergence;
its time complexity is O (P, (n — ) 1), f is the average number of communities
after each partition. Therefore, the time complexity of population initialization is
On® + (n —0)i).

25.2.3 Crossover Operator

To adopt traditional single-point crossover operator to cross individuals, before
that, first, we quantitatively describe the quality of individuals’ genes. According
to Individual Encoding, a column of encoding matrix M corresponds to one gene of
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an individual, which also represents a complex network community. And generally,
the larger the average nodes similarity of a community is, the better the community
structure is. Then crossover operation based on the quality of individuals® genes is
as follows:

Step 1: Use network modularity function to calculate all individuals’ fitness, and
arrange them in descending order according to the fitness. Then select the top
P, x P, individuals which have optimal fitness and pair the head and the tail ones
to cross. P. is a fixed constant, 0 < P. < 1, and (P, x P.) mod 2 = 0. For
example, select the top six individuals Iy, I, I3, 14, I5, Is, which have optimal
fitness that are arranged in descending order, and pair the head and the tail ones
to cross; then 7, and I, I, and I5, I3 and 14 crosses with each other respectively.

Step 2: Measure the quality of crossover individuals’ genes. Suppose in an

individual encoding matrix M, column M; is expressed as (my;, my;, .. ., m,,,-)_l,
and there are r nonzero elements, m,,;, My, ..., My, in M;, 1 < u, < n,
1 < p <r,1 <r < n, then use nodes similarity matrix S and (25.5) to calculate
the average similarity §; among nodes v,,, Vy,, . . . , v, , Which also indicates the
quality of gene i of the individual. In (25.5), s, ity is the similarity between nodes
Vu,, and Vi, -
r r
Z Z s“p”q
p=1p<q

Arrange each crossover individual’s genes in descending order according to s;,
whose value is 0 when a community has only one node.

Step 3: Implement traditional single-point crossover. Exchange two crossover
individuals’ best genes which correspond to the first columns of their encoding
matrixes, then two new individuals are generated.

It’s worth noting that the new individuals generated by step 3 may be illegal,
which means some new individuals’ encoding matrixes don’t satisfy (25.2) and
(25.3). In this case, some nodes may belong to either none of communities or more
than one community, which contradicts the presupposition. Therefore, it needs to
revise these invalid solutions, the method are as follows:

1. Form a new community made up of nodes that belong to none of communities.
It means that if individual encoding matrix has some rows with only 0 which are
called O-rows for short, then add a new column with only O to the matrix, and set
the elements in both the new column and the O-rows as 1;

2. Partition those nodes that belong to more than one community into the communi-
ties that their most neighbors belong to, which is called neighbor-most principle
(He etal. 2010). It means that if individual encoding matrix has a row with several
1 s which is called 1 s-row for short, then find out the column which has most
neighbors of the node that the 1 s-row corresponds to, and set all of elements in
the 1 s-row as 0, except the one also in that column as 1.
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In the above crossover operation, all arrangements using bubble sort. Suppose
the average numbers of nodes in each community and those which are partitioned
into more than one community after each partition, are respectively an and fn,
0 <o < 1,0 < B < 1. Then all above steps’ time complexities are respectively

0(n?+ P2, 0 ((Pn x P.) ((om)zt_—f- 1‘2)) O (P, x P.) Bni), thus the time

complexity of crossover operation is O (nzt_ + t_z).

25.2.4 Mutation Operator

For matrix encoding, we use non-uniform mutation on the basis of individuals’
genes arranged in descending order to change the mutation gene through split or
fusion operation. In an individual encoding matrix, split operation means randomly
split the last column whose elements’ sum is greater than 1, into two columns
to replace the original one; whereas fusion operation is moving those none-zero
elements of the last column to other ones according to the neighbor-most principle
and delete the last one. Below are the detailed steps:

Step 1: Select the last P, x P, individuals which have minimum fitness, then
measure and arrange their genes according to the method mentioned in the 2nd
step of crossover operation. P, is a fixed constant, 0 < P,, < I, and P, x P, is
an integer.

Step 2: In an individual encoding matrix, if the amount of columns is 2, implement
the split operation; if it’s greater than 2, implement split or fusion operation
randomly. In fusion operation, if one node’s most neighbors are in the community
corresponding to the last column, partition it into the community which has the
second most neighbors of it.

Suppose the average number of nodes which involve in fusion operation after
each partition, is yn, 0 < y < 1. Then above two steps’ time complexities are

respectively O ( (P, x P,,) O{n)zt_+ %)) and O ((P, x P,) ynt), thus the time
Y y 14

complexity of mutation operation is O (n*f + 7%).

25.2.5 Selection Operator and Description of CNCDG

We use i + A strategy (He et al. 2010) to select the top P, individuals which have
optimal fitness as the progeny generation from the parent generation and the new
population generated by crossover and mutation. Then description of CNCDG is as
follows:
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Table 25.1 Parameters of CNCDG

Parameter Parameter

name value Parameter description

o 0.97 Control parameter used to calculate nodes similarity

P, 100 Population scale

P, 0.8 Ratio of the crossover individuals to all individuals of population
P, 0.2 Ratio of the mutation individuals to all individuals of population
Nyax 100 Algorithm’s maximum iteration times

Algorithm Input: The adjacency matrix A of complex network and the parameters
of CNCDG shown in Table 25.1;

Algorithm Output: Encoding matrix M that represents the community partition of
complex network;

Terminal Condition to End Iteration: Algorithm’s iteration times achieve Npx;

Algorithm Pseudo-code:

1.
2.
3.

10.

Generate initial population Population, iginai;

fori =1: Ny

Calculate all individuals’ fitness using (25.1), and arrange them in descend-
ing order according to their fitness;

/IGenerate P, x (P. + P,) new individuals through//crossover and mutation
to form new population// Population,,,,

Select the top P, x P, individuals which have optimal fitness to cross,
and calculate their genes’ quality using (25.5), then arrange each crossover
individual’s genes in descending order according to their quality;

Pair the head and the tail crossover individuals and exchange their best
genes;

Revise invalid individuals generated by the crossover operation;

Select the last P, x P,, individuals which have minimum fitness to mutate,
and calculate their genes’ quality using (25.5), then arrange each mutation
individual’s genes in descending order according to their quality;

Make mutation individuals mutate non-uniformly;

/[Finish step 4-8, then get a new population// Populationye,,

. Using (25.1) to calculate all individuals’ fitness in Population,,,,, integrate

Populationy,,, and Population,iginai, and select the top P, individuals which
have optimal fitness as the progeny generation;

end

Select the individual with maximum fitness as the result of complex network
community detection.

Refer to above, and 7 is usually far less than n, thus the time complexity of
CNCDG is O (n3)
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25.3 Results

We choose two real networks, Zachary’s karate club network (Zachary 1977) and
Dolphin social network (Lusseau et al. 2003), which are widely used, to verify the
effectiveness of CNCDG.

25.3.1 Zachary’s Karate Cub Network

Zachary’s karate club, as a karate club in an American university, is a social network
which has 34 nodes and 78 edges. Each node represents a club member, and each
edge means that there’s social interaction between two club members. This club
splits into two independent clubs due to internal divergence, which are respectively
led by the original coach and director. Figure 25.1 shows a result of CNCDG
randomly running on this network once. In the figure, the black and white nodes
respectively represent two independent communities after the split, while the four
shapes of nodes respectively represent four small communities with different sizes,
and nodes 1 and 34 respectively represent the coach and director. It shows that
CNCDG not only accurately discovers the real community structure of Zachary’s
karate club network, but also small communities contained in those two real ones.
The average network modularity of CNCDG running on this network 50 times is
0.4198, which is greater than 0.3715 corresponding to the real community structure
of this network.

25.3.2 Dolphin Social Network

Dolphin social network, containing two communities of male and female dolphins,
is a dolphin contact network which has 62 nodes and 159 edges. Each node

Fig. 25.1 Community
detection result of Zachary’s
karate club network using
CNCDG
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Fig. 25.2 Community detection result of dolphin social network using CNCDG

represents a dolphin, and each edge means that two dolphins contact frequently.
CNCDG randomly runs on this network once and the result is shown in Fig. 25.2,
in which square nodes represent female dolphins, and different colored square
nodes represent the small communities in female dolphins, while triangular nodes
represent male dolphins. It shows that CNCDG not only accurately discovers the
real community structure of Dolphin social network, but also smaller communities
in female dolphins. The average network modularity of CNCDG running on this
network 50 times is 0.5272, which is greater than 0.3722 corresponding to the real
community structure of this network.

25.4 Discussion

Hereto, we described CNCDG in detail and tested its effectiveness, but we think
there are still some works needed to be further improved.

First, the analysis of the time complexity of CNCDG shows that its time
complexity suffers from the calculation of nodes similarity. Because of the method
to calculate nodes similarity, in Leicht et al. (2006), involves matrix multiplication,
it increases the time complexity of CNCDG to O (n3). Therefore, it needs to find
a new method to calculate nodes similarity which has smaller time complexity, to
decrease the time complexity of CNCDG.
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Second, algorithms, proposed in Jin et al. (2011) and He et al. (2010), have many
optimizing measures which complicate the algorithms’ steps in a certain extent, but
they really improve the algorithms’ accuracy. In view of this, it is useful to import
other simple but efficient optimizing measures to further improve the accuracy of
CNCDG.

Third, to completely test the performance of CNCDG, it still needs to test
the initial individuals’ accuracy and diversity, and its own convergence, by using
artificial random networks and other real networks. And it’s necessary to compare
its accuracy with that of some classical algorithms in the field of complex network
community detection.

25.5 Conclusion

By setting network modularity function as target function and fitness function, we
propose a new complex network community detection algorithm based on genetic
algorithm. It uses matrix encoding to describe individuals, which is concise; and
generates initial population using nodes similarity, which has both randomness and
selectivity, and makes initial individuals have a certain accuracy and strong diversity.
Revising invalid solutions in crossover operation insures new individuals are valid;
and the split operation and fusion operation in mutation operation makes new
individuals have stronger diversity. The results of experimental test using two real
networks show that this algorithm could effectively solve the problem of complex
network community detection.
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Chapter 26
Complexity Analysis of Software Based
on Function-Call Graph

Yang Guo, Zheng-xu Zhao, and Wei Wang

Abstract The scientific study of networks, such as social networks, biological
networks and computer networks, is an emerging filed. A large number of recent
works have been devoted to the study of community structure and topology in
networks. In this paper, we use a function-call graph reconstruction algorithm
and present a complex network approach to the study of software engineering.
We have examined a function-call graph of software system, and found it to
reveal small-world, scale-free features which are similar to those identified in other
technological, biological, and sociological systems. The result can contribute to the
maintaining of software systems.

Keywords Connected component e Function-call graph < Power-law
distributions ¢ Scale-free network ¢ Small world effect

26.1 Introduction

Complex network is being considered as an important interdisciplinary approach to
representing complex systems these years. Small-world phenomenon and power-
law distributions have been found in many instances of natural and man-made
systems. As the basis for understanding the behavior of many large complex
systems, networks have become a promising research area in different fields of
sociology and biology, such as the World Wide Web, the Internet, the proteins
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and genes, and also the power grid of US. These networks are considered to show
small-world and scale-free behavior. Small-world here means that characteristic
path length is very short in a network, regardless of the clustering property. Scale-
free behavior implies that the network lacks a ‘“characteristic length scale”. The
distribution of their network graphs, where the vertices represent the instances of
system, and the edges represent the relationships between them, follows a power-
law. Power-law distribution means that small values are greatly common, and greater
values are extremely rare (Newman 2003; Clauset et al. 2009; Guo et al. 2011; Zhao
and Lee 2008). Community structure is another common feature of networks. It
implies the trend of dividing vertices into groups, where dense links are shown in
groups and infrequent links between them (Newman 2004, 2006a).

Recently, researchers have paid close attention to software systems, expecting for
finding some features similar to the findings of complex systems. Treating software
systems as networks is an emerging field. The exploration of them may contribute
to solving the problems found in software engineering, for example, managing the
complexity of software growth, or maintaining codes for software engineers.

The remainder of this article is structured as follows. Section 26.2 expresses
related works of other researchers. Section 26.3 gives the definition of function-call
graph and introduces small-world effect and power-law distributions. We present
our experimental results and relevant analysis in Sect. 26.4. Finally, the conclusion
is given in Sect. 26.5.

26.2 Related Work

Over recent years, there have been substantial works for discussing power-law
distributions or community structure in natural phenomena and the web. Only
recently researchers have turned attentions to studying the scale-free behavior in
Java or C4-4 software programs.

Valverde et al. (2002) used the method of complex network first to analyze the
topological structure of the Java Development Framework. They had come to a
conclusion that the software architecture graphs, where nodes represented classes
and edges means relationship between them, revealed small-world and scale-free
behavior.

Myers (2003) had analyzed software collaboration graphs of some software
systems written in C/C4-4-, and found the same properties. He had also proposed
some measures of network topological structure to discuss the relationship to
software engineering practices.

Potanin et al. (2005) had examined numerous different systems written in C++-,
Java, and Smalltalk languages. They studied the graphs where objects as nodes and
references as edges. Finally they had drawn a conclusion that the graphs obeyed a
power-law distribution.



26 Complexity Analysis of Software Based on Function-Call Graph 271

Concas et al. (2007) had presented a study which used an implementation of an
object-oriented system in order to search for scaling laws. They studied about ten
system properties, such as the distributions of method or variable names, method
and class sizes and inheritance hierarchies. They had also made it clear that why
the out-degree distribution showed log-normal or power-low behavior in class
graphs.

Louridas et al. (2008) provided evidences to discuss that in software systems the
distribution with long, fat tails appearing at different levels of abstraction in diverse
languages or systems were much more common than that known before.

Girvan and Newman (Girvan and Newman 2002; Newman and Girvan 2004,
Newman 2006b) had proposed an algorithm which used the method of iterative
removing edges with high “betweenness” scores and appeared to identify this
structure with high sensitivity.

Similar statistical features by other authors have also been identified in networks
where nodes represent code files and edges mean relationships between them, for
example in C or C4-+ programs one source file may include other header files. They
had also found power-law distributions in networks.

26.3 Networks

We can use various levels of organization, which are ranging from small and simple
functions to large and complex modules, to analyze the structure of software sys-
tems. The function-call graph, which describes the functions’ calling relationships,
is a useful representation of programs for software engineers to understand codes
for maintaining them effectively.

26.3.1 Function-Call Graph

A function-call graph is a directed graph that represents calling relationships
between functions (or methods in object-oriented language) in software systems.
Specifically, every node stands for a function and each edge (f, f>) indicates that
function f] calls function f>. Thus, a cycle in the graph indicates recursive function
calls.

Function-call graphs describe a significant information space of object-oriented
software systems. A prerequisite for software maintenance and evolution is that
engineers understand the functions performed in systems. As a basic program
analytical result, function-call graphs can be used for human understanding of
programs, or as a basis for further analyses, such as an analysis that tracks the flow
of values between functions, finding functions that are never called, etc.
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26.3.2 Small World Effect

One of the most widely discussed of network phenomena is the small world effect,
which means the typical network distances between vertices are surprisingly small.
This finding may data back to the 1960s, from the Stanley Milgram’s letter-passing
experiment. In mathematical terms, small world effect is a hypothesis that the mean
distance is small, in a sense that will be defined shortly.

Watts and Strogatz have studied lots of real networks, finding the average path
length shorter and clustering coefficient higher. The network with these features
is called a small-world network. Clustering coefficient is inversely proportional to
the size of network, which is significantly larger in a small-world network than
that for the random network. The average path length in a small-world network is
approximate with that of the random network, where the average path length in
random networks is proportional to the logarithm of their size (Newman 2010).

26.3.3 Power Laws

Researchers have paid particular attentions to the mathematical properties of power
laws over these years. As the degree distribution of a network obeys the form
of power laws, we can consider that the network has a scale-free phenomenon.
Mathematically, a quantity x obeys power laws if it is described from a statistical
distribution

p(x) xx™ (26.1)

Where « is a constant parameter of the distribution known as the exponent or
scaling parameter. However, there’re not many empirical phenomena which obey
power laws with all values of x. The power-law distribution usually applies only for
values larger than some minimum xp;, and in such case it can conclude that the tail
of distribution follows a power law.

Power laws can be also defined as a complementary cumulative definition under
some circumstances, where the probability that a random variable takes at least a
value is proportional to a negative power of that value, that is:

P(X > x) xex ¥ (26.2)

Scale-free networks appear everywhere and may be able to describe all sorts of
different phenomena, so researchers analyze the ubiquity of power laws for a rea-
sonable explanation and have proposed some models, for example, the preferential
attachment model. In this paper, we studied the existence of scale-free networks at
the function level, expecting of optimization models for code design.
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26.3.4 Experiment Database

Celestia is a typical application of interactive and real-time visualization for space.
It contains over 10,000 galaxies and more than 100,000 stars of the solar system in
detail. Not only that, this program provides an extensibility mechanism for users to
add more objects. Users can run Celestia which is based on the Hipparcos Catalogue
for travelling through extensive universe at any direction or speed, especially at any
time in history. The application also offers a unique perspective with objects ranging
from single spacecraft to entire galaxies in scale, which other ground-based display
can’t achieve.

26.4 Statistical Analysis

26.4.1 Topology and Modularity

We have elaborated a reconstruction algorithm based on Windows systems for
obtaining the function-call graph from software systems. Figure 26.1 shows the
topology of function-call graph for Celestia. This network with 2,990 functions and
22,435 calls can be divided into 59 modules. There is a clear modular organization
and nodes naturally cluster in different modules which are distinguished by node
size. The clustering coefficient C of this network is about 0.079, much larger than

LL ]

Ll

Fig. 26.1 Directed
function-call graph for the
Celestia
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Fig. 26.2 Largest strong
connected component for
Celestia

that of random network. The average path length 3.862 is also proportional to the
logarithm of network size. That is to say the clustering coefficient in function-call
graphs is well above expectations of random graphs while the average path length
is so small.

26.4.2 Connected Component

Directed graphs have weakly and strongly connected components (SCC). A strongly
connected component is a maximal subset of vertices in a network such that each can
reach and is reachable from all of the others along a directed path. There is typically
one large strongly connected component in a directed network and a selection of
small ones.

Figure 26.2 shows the strongly connected component for Celestia, comprising a
large fraction of total nodes in the system (more than 50 %). This strong membership
in SCC is in accordance with that found in other directed complex networks.

26.4.3 Degree Distributions

It is often illuminating to make a plot of the degree distribution of a large network.
Figure 26.3 shows an example for Celestia system at function level. From it we
can see that most of the vertices in the network have low degree, however, there is
a significant “tail” to the distribution, corresponding to vertices with substantially
higher degree.



26 Complexity Analysis of Software Based on Function-Call Graph 275

Degree Distribution

450

Value

Fig. 26.3 The degree distributions of Celestia

For the particular data set of Celestia, a total of 2,990 vertices in the network,
the highest degree vertex in the network has degree 392. The average degree of
this network is about 7.503 and the network diameter is about 14. It means that the
most highly connected vertex is connected to about 13 % of all other vertices in the
network. We often call such a well-connected vertex a hub. In fact, it turns out that
almost all real-world networks have degree distributions with a tail of high-degree
hubs like this.

We have studied the distribution and plotted the cumulative degree distributions
in log-log scale. Figure 26.4 shows the cumulative degree distributions for Celestia.
Longitudinal coordinate indicates the number of nodes in the function-call graph of
Celestia with degree greater than or equal to k and the dotted line expresses power-
law fits on log-log scales. As the figure shows, when viewed in this way, the degree
distribution follows a straight line.

26.5 Conclusion

According to recent studies in the research of complex networks, we have analyzed
the function-call graph contained within Celestia systems. Small-world effect could
have substantial implications for networked systems. We have paid attentions to
static analyses of source code at function level by using a one open-source visual
simulation platforms, and concluded that the Celestia system analyzed here have
displayed the small-world and power-law behavior. The average distance between
any pair of functions is very small and the structure of them is characterized by
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Fig. 26.4 Cumulative degree 100
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a degree distribution following a power-law with similar exponents. The largest
strongly connected component of the network fills about a half of network. The
implication of this study will contribute to predict the dimensions of future systems
and evaluate the complexity of maintaining and developing those systems.
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Chapter 27
Fault Diagnosis of Wet Flue Gas
Desulphurization System Based on KPCA

Yu-ping Zheng and Li-ping Zhang

Abstract Fault detection and diagnosis for sensor are necessary, which affect
the performance of the thermal power plant of wet flue gas desulphurization
system seriously. A fault diagnosis method using kernel principal component
analysis (KPCA) is proposed to affectively capture the nonlinear relationship of
the process variables, which computes principal component in high dimensional
feature space by means of integral operators and nonlinear kernel functions. The
faults are detected by calculating the statistics of the square prediction error (SPE)
and identified by calculating the change diagram of contribution percentage of
Hostelling 7. At last, employing the actual data from wet flue gas desulphurization
system of Huaneng Fuzhou power plant, it’s proved effectively to detect and identify
four kinds of faults, which is the complete invalidation fault, fixed bias fault, drift
bias fault and precision degradation fault. The result shows the KPCA method has a
good performance in fault detection and diagnosis.

Keywords Fault detect and diagnosis * Gas desulphurization « KPCA « Wet flue
Sensors

27.1 Introduction

In recently the focus of controlling the SO, emissions at home is still dropped
on the reduction of the SO, emissions in the thermal power plant. The thermal
generator mainly through the way of desulphurization of coal fired boiler flue gas
to reduce the SO, emissions. Compared all kinds of gas desulphurization, wet
flue gas desulphurization has became the main gas desulphurization technology
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as for the advantages of the process maturity and high effect desulphurization
at home and abroad. It is a must to monitor closely the process parameter and
the states of some important machinery equipment to guarantee the wet flue gas
desulphurization operation normally. The accuracy of the gain monitoring data rely
on the reliability of all kinds of sensors, which will influence the desulphurization
system operated normally and not effectively gas desulphurization as to discharge
SO, to the atmosphere if the sensors occur the faults (Zhou Zhixiang et al. 2006;
Zhong et al. 2008). So it is necessary to diagnosis and research the question on
desulphurization system sensors faults.

Wet flue gas desulphurization technology (FGD) does not use the accurate
mathematical model to diagnosis the faults, due to huge project, system complexity,
process mechanism complexity, numerous of variables, and difficultly relying on
accurate mathematical model. Principal Component Analysis (PCA) is a way of data
driven for process monitoring widely, but it is only a way of linear transformation
and can’t use to nonlinear process. Kernel Principal Component Analysis (KPCA)
can handle the nonlinear data very good, not only has the simplicity of PCA, but
also possess the practical value (Scholkopf et al. 1988; Lee and Yoo 2003).

Therefore the paper proposes a way of fault diagnosis of wet flue gas desul-
phurization system based on KPCA, namely use KPCA to built the sensor fault
diagnosis model, and use SPE statistic to diagnosis the sensor faults. At last, the data
acquainted from wet flue gas desulphurization system of Huaneng Fuzhou power
plant proves that the way can effectively monitor sensor faults.

27.2 KPCA

27.2.1 KPCA Algorithm

The key idea of KPCA is through the nonlinear transform ®(-) to map the sample
data from the input space to high dimensional space F, and carry PCA analysis and
extraction of characteristic variables out in the feature space (Mika et al. 1999; Cho
et al. 2005; Maestri and Cassanello 2009).

Given original sample x; € RN (k=1,2,---,M),if they meet the zero mean
condition, the covariance matrix can be expressed in the feature space:

M
1 T
C=+; ;@(x,-)@(xi) (27.1)
The covariance matrix characteristic equation
Av=Cv (27.2)

Where the eigenvalue of matrix C is A, v is the eigenvector of matrix C.
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Eigenvector v can be expressed:

M
v=Y a;®(x;) (27.3)

j=1
There is a mapping vector ® (xi), thus
A@xr)-v)=(@(xx)-Cv),k=1,2,---, M (27.4)
Let’s define a M x M matrix K:
Kij =k (xi,x;) = (© (x:) @ (x;))
Combining Eqs. (27.3) and (27.4), we can obtain
Mla = Ko (27.5)

M A is the eigenvalue of K, coefficient vector « = (o1, ,- -+ ,on)T is the
eigenvalue M A.

Normalizing the vector v:

We can obtain PCs, where k = 1,2,--- , M.

=W dx)) = ZakK(x xi) (27.6)

i=1

27.2.2 Choose Kernel Function

The requirement on the kernel function is that it satisfies Mercer’s theorem. In
general, kernel functions are as follows:

1. Polynomial kernel

k(x,y) =< x,y>9,

2. Sigmoid kernel

k(x,y) =tanh(By < x,y > +81),
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3. Radial basis kernel

2
X —
k(x,y) =exp (—u> ,
c
Up to the present there is not a united theory to guide the choice of kernel function
and fewer papers refer to the choice of KPCA parameter. So we usually use it by
experience. This paper chooses the sigmoid kernel function.

27.2.3 Fault Detect

Fault detect based on KPCA is realized through monitoring the transform between
statistic Hostelling T2 and SPE which is similar to PCA. T? changes in the PCs
and is standard square of PCs vector, which is on behalf of change trend and degree
of deviation in amplitude each sample, expresses a kind of prediction in internal
model. SPE statistic changes in the residual space, is another important statistic
indexes for fault detect, which expresses every change trend and error of building
statistic model and a measurement outside the model. Both variables are as follows
(Choi et al. 2005; Niu Zhen 2006; Rongyu 2007; Zhang et al. 2012; Cui et al. 2008):

T? =[tita, - e At tay -+, ti]" (27.7)

Where 7 is obtained by Eq. (27.6), A is diagonal matrix formed by eigenvalue,
and confidence limit of 7% is get by F distribute.

SPE = ||®(x) — ()| = f:rf - Zb:r,? (27.8)
i=1 i=1
The confidence limit of SPE can calculate approximately:
SPE, ~ gx}
Where g and h are weight parameters and degree of freedom of SPE, if a and c are

evaluating mean and variance of SPE, g can be expressed as g = ¢/2a,h = 2a?/c,
b is the number of PCs.

27.2.4 Fault Diagnosis

The faults are detected, it need to find the reason of fault emerge and fault variables
in time. Because fault variables have a linear relation to detected variables, using
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PCA can easily calculate variable contribution and draw contribution diagram. As
the nonlinear transform process has not use explicit nonlinear transform function,
adding that kernel function doesn’t provide the relation between measures variables
and monitor variables, now many papers consider the way of contribution diagram
using in PCA can’t fit in KPCA (Xiaogang and Xuemin 2005).

This paper employs a way of contribution diagram to solve original measure
variables relate to faults, and compares by the change percentage of the contribution
before and after faults happened to separate fault variables (Nguyen and Golinval
2010; Shao et al. 2009).

The number j original measure variable has a contribution to 72 statistic:

b

cntrjy = Z |tkaj//\k| (27.9)
i=k

The percentage of contribution is as follows:

Cntr; i
cPery ., = < Acper; = cper,, ; = cpery, ; (27.10)

> cntrjg
i=1

Where b is number of PCs, #; is number k nonlinear PCs, x; is number j measure
variable, f; and f, are the time of sensor fault accursed before and after, and n is
number of sensor.

27.3 Fault Diagnosis Simulation Experience

Wet flue gas desulphurization system use low-priced limestone as desulphurization
absorbent and the absorption liquid injected into absorber by nozzle atomization
disperse tiny drops to cover all absorber cross section. These drops counter-current
contact with gas in tower, occur mass transfer and absorb reaction.

For example, using the sensor operation data of wet flue gas desulphurization
to built KPCA model by Fuzhou Huaneng power plant third unit. The sample
times is per minute and choose fourteen variables 500 groups of data operated
normally to built sensor fault detect model in steady working condition, such
as boiled load, FGD entry signal, FGD entry flow, FGD entry gas temperature,
clean gas exit pressure, clean gas entry pressure, boiled chimney entry signal,
boiled chimney entry humidity, boiled chimney entry temperature, booster fan exit
pressure, clean chimney signal, booster fan power, mist eliminator entry pressure
and mist eliminator exit pressure.

Choose another 500 groups of data operated normally to sensor fault diagnosis
and analysis, and start from 150 min to join zero mean complete failure fault, 3 °C
bias fault, 0.05 drift fault and precision degradation fault of one variance into faults.
The figures are as follows:
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Fig. 27.1 SPE of complete failure fault

In Fig. 27.1, as the SPE statistic in fault is too large to exceed the control limit,
leading the control limit and SPE statistic curve close together. In Fig. 27.2, the
SPE statistic exceeds the control limit from 151 min. In Fig. 27.3, the SPE statistic
grows rapidly, because the fault and the SPE are small at the beginning. After the
time grows, the fault deviates from actual value which corresponding to SPE grows
more. In Fig. 27.4, the SPE fluctuates up and down the control limit but the most are
up the control limit after sensor occur precision degradation fault. The above figures
see KPCA can detect four normal faults, and KPCA is better than linear PCA in
precision degradation fault.

‘When the faults detected, it needs to confirm which sensor is the fault sensor, and
estimates by the percentage of contribution. As the ninth variable’s contribution is
the maximum, it’s found that the fault occur in the ninth sensor (Figs. 27.5 and 27.6,
here it only gives two kinds of faults such as complete failure fault and drift fault):

27.4 Conclusion

In this paper, aiming at the question of wet flue gas desulphurization sensor fault to
influence all the system normal operation, diagnosis and research faults may occur
based on KPCA is proposed. An experience is simulated by Matlab, the result proves
KPCA can diagnosis wet flue gas desulphurization system fault, and affectively
detect whether the system occurs fault or not. It has practical significance.
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Fig. 27.2 SPE of bias fault

Fig. 27.3 SPE of drift fault
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Fig. 27.5 Change diagram of contribution percentage of complete failure fault
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Chapter 28

The Research on Negative Perfectionism
Personality of Engineering Students
from the Perspective of Game Theory

Ying Sun, Ying-ying Yang, Chen-xu Feng, and Hui Zhang

Abstract With the development of industrial engineering, it is the bounden
responsibility of colleges to develop engineers which can meet the needs of the
society. Mental health level of engineering talents has a profound impact on
engineering talent structure. Many of “perfectionism” personality traits of the
individual resulted in many serious physical and psychological problems that are
eroding physical and mental health of people which has become a serious social
problem. In this paper, the perfectionism personality of individual acts are shown
on the principal-agent theory, namely through the establishment of a two-stage
dynamic game model to explain the behavioral choice between “ideal self” and
the “actual self” and other possible incentive problems caused by repeated games
(“ratchet effect”). The key point is tried to be found which cause individual strange
thinking model. The internal mechanism is further analyzed through the model in
order to promote engineering talents’ growth and development.

Keywords Negative perfectionist ¢ Ratchet effect » Ideal self ¢ Actual self o
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Human resources are the strategic resources of modern enterprise. Human beings,
in the core position, are the most critical factor of the development of the enter-
prise in the enterprise’s personnel, financial and material resources elements and
production-supply-marketing links. So that is to say, some competitions of modern
enterprise in the final analysis are the competitions for talent. With the development
of industrial engineering, it is the bounden responsibility of colleges to develop
engineers which can meet the needs of the industrial areas, the world and the future.
Currently, the concepts of training talents in the industrial engineering are constantly
updated; meanwhile, many colleges have praised the training mode of paying atten-
tion to the practice ability, innovation ability and leadership. However, in the society
many people with “negative perfectionist” personality have appeared especially in
the excellent elite group. As a result, it has become a very serious social problem
(Zhang et al. 2010). People with “negative perfectionist” personality always feel that
their behaviors do not reach their requirements, although they usually do better than
around, they cannot feel happy (Fang et al. 2007). Currently, negative perfectionism
is a common psychological p