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Abstract. Summary evaluation has been a distinct domain of research
for several years. Human summary evaluation appears to be a high-level
cognitive process and, thus, difficult to reproduce. Even though several
automatic evaluation methods correlate well to human evaluations over
systems, we fail to get equivalent results when judging individual sum-
maries. In this work, we propose the NPowER evaluation method based
on machine learning and a set of methods from the family of “n-gram
graph”-based summary evaluation methods. First, we show that the com-
bined, optimized use of the evaluation methods outperforms the individ-
ual ones. Second, we compare the proposed method to a combination
of ROUGE metrics. Third, we study and discuss what can make future
evaluation measures better, based on the results of feature selection. We
show that we can easily provide per summary evaluations that are far
superior to existing performance of evaluation systems and face different
measures under a unified view.

1 Introduction

Summarization research becomes a necessity in the overwhelming amount of
information of our age. The effort to achieve good summaries through automated
Natural Language Processing (NLP) can be significantly boosted if one can
automatically determine whether a generated summary is good or not. Based
on this need, summarization system evaluation research has progressed as a new
domain of focus for researchers.

For several years the evaluation community has relied on evaluation measures
born in or derived from related NLP tasks (e.g., ROUGE [1] and the related
BLUE measures [2]). However, several studies, as well as the experience on new
summarization tasks, have shown the need for better evaluation measures [3, 4,
5]. This requirement for new measures is related to a variety of needs, ranging
from better discrimination between acceptable and good (human-performance)
systems [6] to multi-lingual summarization evaluation [7]. Furthermore, even
though existing methods of automatic evaluation do well when judging whole
systems, they perform average when judging individual summaries [8].

In this work, we try to “stand upon the shoulders” of existing metrics, which
have been proposed over the years. We study whether it makes sense to combine
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existing, language-agnostic evaluation measures into a single, combined evalu-
ation via optimization. If such a combination is effective, we examine if there
exists a subset of features that are adequate for the task at hand. We also
perform experiments trying to emulate different aspects of summary evaluation
(responsiveness, Pyramid score) under the same, unified perspective.

The paper is structured as follows. We present an overview of summary eval-
uation literature (Section 2). We desribe the NPowER evaluation method (Sec-
tion 3) and perform various analyses to determine good strategies for evaluation
methods combinations (Section 4). We then conclude, summarizing the findings
of this work (Section 5).

2 Summary Evaluation Overview

Summary evaluation allows us to identify errors and reiterate or reformulate cer-
tain aspects of the process to optimality. While this is common ground, the no-
tion of automatic evaluation is not. For some time now, the domain of automatic
evaluation of summaries was only superficially addressed, because many of the
required summary qualities could not be automatically measured. Therefore, hu-
man judges have been widely used to evaluate or cross-check the summarization
processes [9, 10, 3]. Below, we overview different evaluation types and methods.

An evaluation process can be either intrinsic or extrinsic (e.g., [9, 11]). In-
trinsic evaluation operates on the characteristics of the summary itself, trying
for example to capture how many of the ideas expressed in the original sources
appear in the output. On the other hand, extrinsic evaluation decides upon the
quality of a summary depending of the effectiveness of using the summary in a
specific task. An extrinsic evaluation case is when we use summaries, instead of
source texts, to answer a query. The evaluation is then based on whether the
answer is equivalent to the answer derived from source texts. On the contrary,
using a gold standard summary, i.e., a human-generated summary viewed as
the perfect output, and estimating the similarity of the summary to the gold
standard, is an intrinsic evaluation case (e.g., [12]).

Sparck-Jones argues [13] that the classification of evaluation methods as in-
trinsic and extrinsic is not enough and proposes an alternative schema of evalu-
ation methods’ classification. This schema is based on the degree to which the
evaluation method measures performance, according to the intended purpose of
the summary. Therefore, defining new classes that elaborate on the definitions
of extrinsic and intrinsic, Sparck Jones classifies evaluation methodologies as:
semi-purpose, e.g., inspection of proper English; quasi-purpose, based on com-
parison with models, e.g., n-gram or information nuggets; pseudo-purpose, based
on the simulation of task contexts, e.g., action scenarios; full-purpose, based on
summary operation in actual context, e.g., report writing.

In [14] we find a comment (part 3.4) referring to intrinsic evaluation, where
the authors suggest that ‘only humans can reliably assess the readability and
coherence of texts’. This statement indicates the difficulty of that kind of eval-
uation. But do humans perform perfect in the evaluation of summaries? And
what does perfect account for?
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Humans tend to be able to identify good texts, in a qualitative manner. There
is an issue of how to make human assessors grade the quality of a text in uniform
and objective ways (see for instance [11, 12] for indications of the problem). At
this point numerous efforts have pointed out the inter-judge agreement prob-
lem [15, 16, 17, 18]. People tend to have similar, but surely not too similar
opinions. This led to looking for subjective measures correlated to human sub-
jectivity. In other words, if our measures behave similarly to human evaluation,
we will have reached an adequate level of acceptance for our (automatic) quality
measures. In [12] partial inter-judge agreement is illustrated among humans, but
it is also supported that, despite the above, human judgements generally tend
to bring similar results. Thus, perfection is subjective in the summarization do-
main: we can only identify good enough summaries for a significant percentage
of human assessors.

Pyramid evaluation [15] uses humans to evaluate summaries in a controlled
process. The humans are called to identify the segments of the original text, from
which pieces of the judged summary are semantically derived. In other words,
the method makes use of a supposed (and argued) mapping between summary
sentences and source documents, where summarization content units (SCUs) are
identified. SCUs are minimal units of informative ability that also appear in the
summary output. According to the number of human judges agreeing on the ori-
gin of an SCU (i.e., the text span that corresponds to the SCU), the SCUs are
assigned weights, corresponding to pyramid layers. Thus, the SCUs higher in the
pyramid are supposed to be the most salient pieces of information in the original
sources. A summary is then evaluated by locating the SCUs present in the sum-
mary output and using a summing function to account for the weights. Doing
so, two measures are defined: the pyramid score, which corresponds to precision,
and the modified pyramid score, which corresponds to recall. Nenkova argues
that the above evaluation process can suppress human disagreement and render
useful results. Pyramid evaluation was also applied in DUC and TAC, and the
use of a new set of directives for evaluators in DUC 2006 provided better results
than DUC 2005 [19], though not reaching the effectiveness of automatic meth-
ods. This indicates that manual evaluation methods can be highly dependent on
the instructions given to the evaluators.

A number of different intermediate representations of summaries’ information
have been introduced in existing summarization evaluation literature, ranging from
automatically extracted s nippets to human-decided sub-sentential portions of
text. These representations form the basis for the comparison between summaries.
More specifically, the “family” of BE/ROUGE1 [21, 1] evaluation frameworks,
uses statistical measures of similarity, based on n-grams (of words), although it
supports different kinds of analysis, ranging from n-gram to semantic [21]. The
intuition behind the BE/ROUGE family is that, in order two texts to have simi-
lar meaning, they must also share similar words or phrases. One can take into ac-
count simple unigrams (single words) in the similarity comparison, or may require
larger sets of words to be shared between compared texts.Basic Elements (BE) are

1 See also [20] for the BLEU method on machine translation.
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considered to be ‘the head of a major syntactic constituent’ and its relation to a
single dependent. BEs are decided upon in many ways, including syntactic parsing
and the use of cutting rules [21]. BEs can be matched by simple string matching,
or by semantic generalization and matching, according to the proposed frame-
work [3, 22]. A more recent work [23] uses variations on dependecies and external
information (e.g., WordNet) to overcome the problems that arise from different
formulations of model summaries.

An alternative to the aforementioned representations is that of the n-gram
graphs [24], where mostly n-grams of characters are used to represent docu-
ments. Given a set of “gold standard” texts and their n-gram graphs, the sim-
ilarity (Value Similarity [24]) between the graph of a judged summary (“peer”
summary) and the “gold standard” graphs is used as a grade. This approach has
offered two main variations:

– the AutoSummENG [24] original approach. This approach calculates the
average of the similarities between the peer summary graph and the gold
standard graphs. This average is the grade assigned as a score to the peer
summary.

– the MeMoG (Merged Model Graph) variation [25]. In this case, the gold
standard graphs are merged into a representative graph. Then, the score
assigned to the peer is the similarity between the peer summary graph and
the representative graph.

Other variations, based on the notion of the n-gram graph, are the Hierarchical
Proximity Graphs (HPG) [25] (using a hierarchy of recursive n-gram graphs)
and context chains [26] (n-gram graphs based on co-reference chains).

The most recently faced problems of automatic evaluation relate to:

– the ability of evaluation measures to take into account redundancy over
subsequent summaries on the same topic. This task (“update” task in TAC)
gave birth to measures like Nouveau-ROUGE [27], that take into account
previous summaries to measure redundancy.

– the power of evaluation measures to distinguish consistently between “good”
summarizers (usually human) and “bad” or “mediocre” summarizers (usu-
ally automatic methods), even across corpora [28]. Rankel et al. [6] use a
variety of statistical features from the texts to create a regression-based pre-
diction model that can assign a grade to a given summarization system.

– the lack of completely unsupervised methods (without gold standard sum-
maries) for the evaluation of peer summaries. These methods solving this
problem [29, 30] rely on statistical analysis of the content of summaries (term
distribution), as well as the source documents to determine the quality of a
summary.

– the lack of complementary evaluation measures, that can provide information
about different aspects of summary quality (e.g., see [8, 31]).

For an overview of recent summarization evaluation efforts, please also consult
[32, Section 5].
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In this work, given the numerous efforts on summary evaluation, we study
and provide an answer to the following questions:

– Can the combination of existing evaluation measures allow the creation of
improved ones, with minor changes? Previous work has shown that some
improvement can be achieved by adding liguistic quality information [5] or
redundancy checking [27]. Can we achieve a good combination with simply
surface-based measures (i.e., minimal preprocessing and no linguistic fea-
tures)?

– If so, how should we combine these measures?
– Can we use different combinations of methods to grade different aspects of

summaries?

In order to answer these questions we combine the well-established n-gram graph
methods, under a machine learning perspective. In doing so, we use the individual
evaluations as features that describe a single summary and apply regression to
model how n-gram graph evaluations can be combined to form the final grade of
a summary. We, thus, create a second-level grade estimator (in contrast e.g., to
[33]) built as a regression problem, estimating a target grade (e.g., responsiveness
or Pyramid score) based on the primary evaluation scores of different methods.
We specifically focus on the n-gram graph based approaches (AutoSummENG
and MeMoG) due to their purely statistical and language agnostic nature.

3 NPowER: N-Gram Graph Powered Evaluation via
Regression

Our method is based on the following simple idea: if there exist a number of
rather good grading systems for summaries and these grading systems are not
always in agreement, it makes sense to supply an independent judge that can
combine the graders’ individual estimates to provide a better estimate on the
final grade (see also [5]).

In our case we want to determine whether only using surface methods, based
on n-gram graphs, we can estimate well-enough (i.e., with a strong correlation
to humans) the grades of individual summaries. This is essentially a stronger
requirement than that of correlating over whole systems. This is due to the
fact that we judge a system based on the average of all its summaries. In fact,
we can judge a system well even by taking turns in underestimating it and
overestimating it in different summaries, due to the averaging effect. In the case
where we judge single summaries this cannot happen.

To answer the questions posed in the previous section we build upon the
notion of regression from the domain of statistics and machine learning.

Given a vector of descriptive (independent) features x ∈ X and a target
(dependent) numeric feature y ∈ R, y = f(x), with f unknown, we want to
estimate a (combination) function

f̃ : X → R :
∑

(f̃(x)− f(x))2 → 0, ∀x ∈ X
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of the descriptive features to best estimate the target feature. In the machine
learning literature we find a variety of methods for regression ranging from sim-
ple linear regression, to logistic regression (see e.g., [34]) to Support Vector Re-
gression (e.g., [35]). We use a linear regression, where features included in the
regression model are selected based on the Akaike Informaion Criterion (AIC)
[36], which selects features that best help the estimation without adding too
much complexity. The implementation of the linear regression was provided as
“Linear Regression” in the WEKA machine learning package [37, Version 3.7].

In the summary evaluation case we consider that the automatic evaluation
methods of summaries consist good, descriptive features x. The target feature y
is the manual, human assigned grade. Since in summarization evaluation there
exists a variety of human assigned grades, such as responsiveness or Pyramid
score, we will need different applications of regression per case.

We examine three different approaches to see whether it makes sense to
combine lots of evaluation methods or few, carefully selected ones:

– All: In this case a big set of automatic evaluations (submitted in the AESOP
task of Text Analysis Conference) are used as x features.

– Only baselines: Only baseline systems are used as x features. We consider
baselines systems which have been widely used for summary evaluation (i.e.,
ROUGE-based and BE evaluation).

– Only n-gram graph based: Only the proposed combination of methods is
used, namely AutoSummENG and MeMoG, keeping the language-neutral
approach of analysis.

We name the application of (linear) regression on the output scores of n-gram
graphs methods the NPowER method: N-gram graph Powered Evaluation via
Regression. We show in following sections that it constitutes a robust, high
performing method for summary evaluation, even at the summary level.

Furthermore, we study which x features are the most informative, using fea-
ture selection, by viewing the evaluation problem as a classification problem. In
the following section we report on the experiments and corresponding findings.

4 Experimental Setting and Results

In this section, we describe the data used for the evaluation of the NPowER
method and we study how different features contribute to the performance of
the system.

4.1 Data

We use the data generated within the AESOP task of the Text Analysis Con-
ferences of 2009 and 2010 (TAC 2009 and TAC 20102). The summaries in the
AESOP test data of TAC 2009 consist of all the model summaries and “peer”

2 See http://www.nist.gov/tac (Last visit: Dec 20, 2012) for more information.

http://www.nist.gov/tac
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(automated, non-model) summaries produced within the TAC 2009 Update Sum-
marization task. 8 human summarizers produced a total of 352 model summaries,
and 55 automated summarizers produced a total of 4840 peer summaries. The
set of systems included three baseline summarizers. The summaries are split into
Initial Summaries (Set A) and Update Summaries (Set B). Update summaries
are supposed to take into account the corresponding initial summary and not
repeat information on a given topic. In 2009 a total of 12 participants submitted
35 different AESOP metrics, in addition to 2 baselines.

In the 2010 Guided Summarization task, 8 human summarizers produced a
total of 368 model summaries, and 43 automatic summarizers produced a total
of 3956 automatic summaries. The summaries are split into Main (or Initial)
Summaries (Set A) and Update Summaries (Set B), according to the part of
the Guided Summarization Task they fall into3. Two baseline summarizers were
included in the set of automatic summarizers. In 2010 a total of 9 participants
submitted 27 different AESOP metrics, in addition to 3 baselines.

The AESOP task is “to create an automatic scoring metric for summaries, that
would correlate highly with two manual methods of evaluating summaries, as
applied in the TAC 2010 Guided Summarization task” (see TAC 2010 task de-
scription), namely the Pyramidmethod (modified pyramid score) [19] and Overall
Responsiveness (see [4]). The scoring metrics (better “measures”) are to evaluate
summaries including both model (i.e., human generated) and peer (non-model)
summaries, produced within the TAC 2010Guided Summarization task. We note
that there were some differences between the 2009 and 2010 datasets:

– In 2009 only ROUGE-SU4 and BE were used as baselines, while ROUGE-2
was added in 2010. In order to provide comparable results across datasets we
omitted the ROUGE-2 metric when judging the performance of combined
baselines. However, we did not remove it in the cases where all systems
were combined (“All” case in the tables of the following section). Thus, we
considered it another competing system for the purposes of the experiments.

– The responsiveness grade in 2009 was from 1 to 5, while in 2010 from 1 to 10.

In our experiments we used the TAC provided data for the AESOP task (files:
“aesop allpeers [A—B]”, “manual allpeers [A—B]”)4. We combined the per
summary data, by aligning manual grades to their corresponding automatic data
lines. In our resulting data, each line contained the following fields:

– Pyramid and Responsiveness scores.

– AESOP SystemID and Topic.

– Evaluation results from each AESOP system.

Below we elaborate on the measures we used, in accordance to current literature,
to determine the performance of the evaluation systems we propose.

3 See http://www.nist.gov/tac (Last visit: Dec 20, 2012) for more info on the Guided
Summarization Task of TAC 2010.

4 The data are provided by NIST on request.

http://www.nist.gov/tac
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4.2 Measuring Correlation – Evaluation Method Performance

In the automatic evaluation of summarization systems we require automatic
grades to correlate to human grades. The measurement of correlation between
two variables provides an indication of whether two variables are independent
or not. Highly correlated variables are dependent on each other, often through
a linear relationship. There are various types of correlation measures, called
correlation coefficients , depending on the context they can be applied. Three
types of correlation will be briefly presented here, as they are related to the task
at hand:

– The Pearson’s product moment correlation coefficient reflects the degree of
linear relationship between two variables5. The value of Pearson’s product
moment correlation coefficient ranges from -1 to 1, where 1 indicates per-
fect positive correlation and -1 perfect negative correlation. Perfect positive
correlation indicates that there is a linear relationship between the two vari-
ables and that when one of the variables increases, so does the other in a
proportional manner. In the case of negative correlation, when one of the two
variables increases, the other decreases. A value of zero in Pearson’s product
moment correlation coefficient indicates that there is no obvious correlation
between the values of two variables.

– The Spearman’s rank correlation coefficient [38] performs a correlation mea-
surement over the ranks of values that have been ranked before the measure-
ment. In other words, it calculates the Pearson’s product moment correlation
of the ranking of the values of two variables. If two rankings are identical,
then the Spearman’s rank correlation coefficient will amount to 1. If they
are reverse to each other, then the correlation coefficient will be -1. A value
of zero in Spearman’s rank correlation coefficient indicates that there is no
obvious correlation between the rankings of values of two variables. It is
important to note that this coefficient type does not assume linear relation
between the values, as it uses rankings.

– The Kendall’s tau correlation coefficient [39] relaxes one more limitation of
the previous methods: it does not expect subsequent ranks to indicate equal
distance between the corresponding values of the measured variable.

The above correlation coefficients have all been used as indicators of performance
for summary systems evaluation (see, e.g., [1, 15]). To clarify how this happens,
consider the case where an automatic evaluation method is applied on a set of
summarization systems, providing a quantitative estimation of their performance
by means of a grade. Let us say that we have assigned a number of humans to
the task of grading the performance of the same systems as well. If the grades
appointed by the method correlate strongly to the grades appointed by humans,
then we consider the evaluation method good.

5 The linear relationship of two correlated variables can be found using methods like
linear regression.
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4.3 Results — Correlation to Manual Measures

In this first experiment we try the three different sets of x features, to deter-
mine how well each individual set can perform. We stress that the evaluation
we perform is per summary. We do this to go more in depth and see whether
we can predict the quality of a single summary. If so, we will be able to use the
resulting measure as an optimization factor when generating summaries (which
is not possible when you have a per system evaluation).

To combine measures we used the WEKA software, as indicated in Section
3. We removed the fields of SystemID and Topic and performed 10-fold cross-
validation, using as target variable the corresponding human assigned grade. We
used the output file provided by the software as input to the R software [40] and
applied correlation tests (cor.test command) between the estimated and true
values of the grades.

In Table 1 we show the results of combination, and also provide the per-
formance of the individual baselines (no combination) for reference. We judge
performance by all measures of correlation to the human Responsiveness grading.
We note that, in all the tables below, the statistical significance p-value of the
correlation tests is much lower than 0.001. In the tables below the combination
of n-gram graph methods is described as NPowER.

In Table 2 we judge performance by all measures of correlation to the human
Pyramid grading.

The results of the experiments show the following:

– By combining measures one can significantly improve the estimation of a
summary grade, regardless of the underlying measure (responsiveness or
Pyramid in our case).

– It appears that using all the measures of AESOP as features, we get the best
results in all the cases. However, it might prove impossible to combine all
evaluations in a timely manner, since each evaluation represents a completely
different system run.

Table 1. Per summary correlation of evaluation measures to Responsiveness

Setting Set A Set B
Year x features Pearson Spearman Kendall Pearson Spearman Kendall

2009

Baseline: ROUGE-SU4 0.33 0.30 0.22 0.39 0.40 0.29
Baseline: BE 0.26 0.27 0.20 0.33 0.37 0.27
Baseline comb. 0.34 0.29 0.21 0.39 0.39 0.29
NPowER 0.60 0.42 0.32 0.61 0.50 0.38

All 0.83 0.80 0.65 0.67 0.57 0.43

2010

Baseline: ROUGE-SU4 0.61 0.61 0.47 0.48 0.48 0.38
Baseline: BE 0.48 0.50 0.38 0.45 0.47 0.36
Baseline comb. 0.61 0.60 0.47 0.50 0.50 0.39
NPowER 0.72 0.68 0.54 0.73 0.59 0.47

All 0.75 0.72 0.58 0.74 0.62 0.50
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Table 2. Per summary correlation of evaluation measures to Pyramid score

Setting Set A Set B
Year x features Pearson Spearman Kendall Pearson Spearman Kendall

2009

Baseline: ROUGE-SU4 0.64 0.65 0.47 0.62 0.60 0.43
Baseline: BE 0.55 0.58 0.41 0.57 0.59 0.42
Baseline comb. 0.64 0.65 0.47 0.62 0.62 0.45
NPowER 0.80 0.73 0.55 0.77 0.69 0.51

All 0.84 0.79 0.61 0.81 0.76 0.58

2010

Baseline: ROUGE-SU4 0.70 0.72 0.53 0.60 0.62 0.44
Baseline: BE 0.61 0.64 0.46 0.55 0.58 0.42
Baseline comb. 0.71 0.73 0.54 0.61 0.64 0.47
NPowER 0.83 0.80 0.61 0.79 0.72 0.54

All 0.85 0.83 0.64 0.81 0.75 0.56

– By only using baseline combination we do better than by using individual
baselines; but not much better in most cases.

– By only using n-gram graph based methods combined (AutoSummENG and
MeMoG in our case) we can significantly outperform the combination of
baselines and even approach the performance of using all the systems (in
most cases). In other words, 2 measures combined are performing close to
more than 20 measures combined.

Using only the n-gram graph systems we performed another experiment to see
how transferable the learnt regression models are across summary groups or
different data (years):

– In the first experiment we train the regression model with all the 2009 data
(from both sets) and test the model on the 2010 data (both sets). Then, we
switch training and test sets and repeat the experiment. We describe this
experiment as the “across years” experiment.

– In the second experiment we train the regression model with all the Set A
data (from both 2009 and 2010) and test the model on all the Set B data
(from both 2009 and 2010). Then, we switch training and test sets and repeat
the experiment. We describe this experiment as the “across sets” experiment.

We illustrate the results of both experiments on Table 3. The experiment across
years for Responsiveness offers good results, since the correlation scores remain
high in both cases. We remind the reader that the correlation is judged on a per
summary basis, which means that the per system performance is expected to
be higher. The experiment across sets is equally interesting and promising. We
see that the results are still high and the performance is almost identical (when
rounding to the second deciman) in the two different settings. Of course, to be
able to judge the robustness of the method with certainty, more experiments
must be run (starting possibly from sampling the existing datasets). However,
these first results are indications of acceptable stability on the examined tasks.
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Table 3. Correlations between NPowER grades and Responsiveness (left), Pyramid
(right) across years (top half) and sets (bottom half)

Setting Target: Responsiveness Target: Pyramid score
Train Year Test Year Pearson Spearman Kendall Pearson Spearman Kendall

2009 2010 0.72 0.65 0.52 0.72 0.74 0.55
2010 2009 0.61 0.47 0.35 0.78 0.72 0.74

Setting Target: Responsiveness Target: Pyramid score
Train Set Test Set Pearson Spearman Kendall Pearson Spearman Kendall

A B 0.64 0.55 0.42 0.75 0.69 0.51
B A 0.63 0.55 0.42 0.76 0.71 0.53

The results while optimizing for Pyramid scores were even better, as we illus-
trate on the right-hand side of Table 3. Overall, the method appears to be very
effective across sets and years, forming a very interesting and useful estimator
of summary quality.

On the other hand, deeper analysis shows that NPowER is not a perfect
measure. This is clearly shown from the Kendall’s tau value: an ideal measure
that would indicate which summary of a pair is better, like a human, would have
a value very close to 1.0. Thus, there is still much space for improvement. But,
how can we improve? Can we determine which features are important and which
are missing? To start addressing these questions we perform a feature study in
the following section.

4.4 Results — Feature Selection

In this section, we examine which features are most informative for the estima-
tion of a responsiveness grade of a system. In order to be able to apply informa-
tion theory methods, such as Information Gain on the x features, we consider
the grading problem as a classification problem. In the case of responsiveness we
have 10 different possible classes, one per assignable grade (from 1 to 10).

The Information Gain (IG) measure is a measure of how “predictive” of a
class a single feature is: IG(Class,Attribute) = H(Class)−H(Class|Attribute),
where H(x) is the entropy of the x values, and H(x|y) is the entropy of x given
y.

We use the 2009 and 2010 datasets Set A. We only focus on set A, because
for set B (update task) information from set A should be used and we are
trying to avoid inter-set dependecies at this point. The features with the top 10
information gain (IG) values are as follows:

The drawback of the IG measure is that it judges one feature at a time and
does not offer combination information. Furthermore, by converting the regres-
sion problem to a classification problem we apply the same penalty to grades
estimations that are not on-target, regardless of how different the grade was
from the target value. However, it provides a hint at which features are more
likely to help when determining the right grade: the n-gram graph features are
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Table 4. Top 10 Information Gain features on TAC 2009 Responsiveness score classi-
fication problem

Set A
2009 2010

IG System IG System

0.3852 MeMoG 0.5446 MeMoG
0.3814 AutoSummENG 0.5388 S7
0.3131 S17 0.4644 S9
0.3129 S22 0.453 S21
0.2989 S12 0.4497 AutoSummENG
0.2984 S20 0.4357 S17
0.2562 S19 0.4155 S18
0.2561 S14 0.4094 S10
0.2485 S16 0.4052 ROUGESU4
0.2425 S18 0.3472 S12

consistently highly graded. It is also noticeable that ROUGESU4 is within the
table for the case of 2010, illustrating that baselines are important.

In order to see why combining methods offers additional information we stud-
ied the correlation between the baselines and the n-gram graph methods within
NPowER. The results showed that the features were not too strongly correlated
(0.70 Pearson correlation). We believe that the fact that each of the methods is
correlated to the target features (e.g., responsiveness), but they are not highly
correlated to each other makes their combination useful. It would make sense
to determine, ideally orthogonal, evaluation measures to maximize the combi-
nation effect. Equivalently, it would make sense to analyze human answers to
orthogonal axes, which would in turn be estimated by automatic measures.

5 Conclusion

In this paper we proposed a novel summary evaluation method, based on the
linear combination of surface (n-gram graph) methods. The method is termed
NPowER. We showed that combining several measures improves the estimation
of summary quality. We then showed that NPowER is highly competitive when
aiming to estimate two different, human evaluation measures (responsiveness
and Pyramid score) on the summary level. We briefly studied the improtance of
evaluation measures in term of information theory, by viewing the grading of a
summary as a classification problem.

Our study showed that combining measures can prove effective, but there is
significant space for improvement if we want to be able to confidently judge a
summary automatically. Our future aims are to see whether combining state-
of-the-art methods covering a variety of qualitative aspects (such as linguistic
quality and coherence). We aim to examine whether these aspects are indeed
uncorrelated enough to provide complementary information towards the best
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evaluation possible. We furthermore will try to examine, by viewing the evalu-
ation process as a classification process, how one can improve the performance
by viewing each grade as a different class.
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