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Foreword

The IX Conference of the Italian chapter of AIS was held in Roma at the Università
Cattolica del Sacro Cuore on 28–29 September 2012. The conference presented a
number of interesting research works around the conference topic, Organization
change and Information Systems: Working and living together in new ways. This
book contains a selection of the best papers presented at the conference.

While in other countries scholars often refer to their research area as ‘‘man-
agement of information systems’’, in Italy we tend to use the phrase ‘‘organization
of information systems.’’ It is a clear recognition of how studies of ICT in orga-
nizations are a core part of the organizational studies discipline in our country. In
fact, such phenomenon remarks the originality of the Italian experience in terms of
integration between two communities that abroad are, quite often, separate. In this
respect, therefore, Italy is in a sense ‘‘ahead’’ if compared to other countries, and
shows a significant strength and a distinctive feature of our joint endeavor.

If we go back to the mid-1990s, the Italian way to the study of information
systems started to be closely related to the organizational studies domain. In fact,
with the entry of leading figures such as Marco De Marco, Alessandro D’Atri,
Gianni Jacucci, and Claudio Ciborra the community of organizational scholars has
recognized studies on information systems as part of the core content of the
organizational discipline. Alessandro and Claudio are no longer among us and our
thoughts go to their memory as leading and passionate academics.

In the past 15 years, a number of changes affected both the academia and the
practitioners arenas. The advent of Internet and ERP technologies, the continuous
innovation in ICT (Wi-Fi, RFID, social networks), the availability of wide amount
of data of corporate interest, new organizational forms driven by technology
(virtual enterprises, network organizations,…) are only a few drivers that have
been greatly affecting the business landscape and the way of working in organi-
zations. New teaching opportunities and training courses have therefore been
developed to meet such changes. New professional figures were needed to create
interfaces between technology vendors and organizational designers. University
courses were established in order to respond to such an increasing demand.

All of these novelties gave rise to new research approaches capable of shedding
light on the variety and richness of the phenomena taking place in the business
world. For too many years technology-oriented scholars had underestimated the
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importance of the organizational consequences of technology, leading to imple-
mentation failures and to poor business results. In fact, on the research side, the
rapidity of technological progress was a powerful driver of change and a matter of
concern for organizational scholars. It has been an important element that kept
organizational studies updated and aligned with the evolution of the business
world.

A number of theories and research paradigms have therefore been launched to
interpret this evolving reality. Organizational versus technological imperative,
transaction cost economics applied to information systems, knowledge-based
theories of organization, social constructivism, critical management studies, are
only a few of the research approaches of the past two decades.

The Italian community has greatly contributed to the scientific debate by
hosting a number of international conferences, such as ECIS 2003 in Napoli, ECIS
2009 in Verona, the annual ItAIS meetings (the first ItAIS was held at University
of Napoli Federico II in 2004), ALPIS, MCIS 2007, and the forthcoming ICIS
2013 in Milano. On these occasions significant advancements have been brought
about in the scientific debate and have explored established research practices and
institutional arrangements in new and often radical ways.

Many Workshops of the Italian scholars of Organizational studies (WOA) have
included in their programs sections and tracks on information systems, and a
growing number of Italian scholars have participated in outstanding committees
and scientific committees of international conferences, journal special issues, and
edited book collections.

I firmly believe that the ItAIS community represents a stimulating environment
where to debate controversial topics within organizational studies. I am very glad
that we have managed to establish a sound and fertile relationship among orga-
nizational and information systems scholars, two cultures that draw on an ultimate
common goal: letting organizations of the twenty-first century work in a better
way.

R. Mercurio
Università di Napoli Federico II
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Introduction

Paolo Spagnoletti

The 2012 ItAIS1 ninth conference, from which this book is titled, attracted con-
tributions far beyond the Italian IS community. In fact, the 202 authors—whose 86
papers were selected for presentation at the conference by means of a double-blind
review process—include researchers from Italy and from more than 16 countries
of 5 continents (i.e. Australia, France, South Africa, Sri Lanka, etc.). Moreover,
the 17 tracks of the conference addressed many aspects of the relationship between
‘‘Organizational Change and Information Systems’’ and the contributions included
in this book are signed by researchers working in different disciplines: organiza-
tion, management, accounting, human-computer interaction, knowledge manage-
ment, IS design, IS development, and IT governance studies. Authors have
considered ItAIS as a suitable and stimulating arena for sharing and enriching their
research endeavors within, and often beyond, their primary areas of interest. The
outcome of the conference was consistent with its subtitle: ‘‘working and living
together in new ways’’ since different backgrounds and perspectives shed light on
the multi-faceted relationship between organizations and information systems.

Almost two decades after the establishment of the majority of IS basket jour-
nals2 and one decade after the establishment of ItAIS, the IX edition of the Italian
conference has been an opportunity to comment on the achievements of the
community and to discuss the challenges ahead within the international debate.
The closing plenary session was devoted to consider the main trends emerging

P. Spagnoletti (&)
Center for Research on Information Systems (CeRSI), Luiss Guido Carli University,
Rome, Italy
e-mail: pspagnoletti@luiss.it

1 ItAIS is the Italian Chapter of the Association for Information Systems, www.aisnet.org.
2 AIS has identified a ‘‘basket’’ of 8 journals that are recognized as top journals in the field.
These are listed below in chronological order starting from to the oldest (in parenthesis the
starting year): MIS Quarterly (1977), Journal of MIS (1984), Journal of Information Technology
(1986), Information Systems Journal and Information Systems Research (1990), European
Journal of Information Systems and Journal of Strategic Information Systems (1991), Journal of
AIS (2000).
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from the analysis of the papers that have been presented at ItAIS in the last three
years. First, there is an increasing presence of contributions from the managerial
disciplines as opposed to the engineering and computer science papers. Second, in
most of the contributions there is a strong focus on organizational aspects. Third,
change in the track list shows the evolutionary character of the conference: for
example, the track on ‘‘e-Business, Communities, and Social Networks’’ replaced
‘‘e-Service’’, a track that was introduced in 2010.

Other interesting comments can be made if the papers are positioned on the map
of ‘theories-in-use’ by IS researchers described in a recent essay [1] published in
the 25th anniversary special issue of the Journal of Information Technology.
Allen Lee3 makes a retrospective and prospective examination of five foundational
concepts: ‘information’, ‘systems’, ‘theory’, ‘organization’, and ‘relevance’. The
result of this exercise is designing the contour of a discipline where ‘information’
includes syntax, representation, and adaptation besides the traditional data view.
A ‘systems’ discipline that focuses on ties and interfaces instead of single orga-
nizational or technical subsystems. A research area where the notion of ‘relevance’
is not only referred to scientific knowledge (epistêmê) but takes also into account
the technê and pronêsis of IS professionals, managers, executives, and consultants.
A field whose theories go beyond the explaining and predicting goals by including
also design and action as final objectives. Finally, a discipline in which the term
‘organizational’ is not used interchangeably with ‘social’, ‘group’, ‘behavioral’,
and ‘human’ and monolithically referred to any and all people-related issues but
that recognizes the importance of a meso-level of analysis.

Although a thorough examination of theories-in-use by ItAIS authors is beyond
the scope of this introduction, the results of a preliminary analysis, is depicted in
Fig. 1 and is built on the abstracts of the five tracks that attracted more papers in
the last three years. Among the five foundational concepts mentioned above, the
meso-level and design orientation have been adopted as dimensions for evaluating
the theories-in-use with respect to ‘organization’ and ‘theory’ respectively.
Abstracts of papers selected in these tracks have been attributed a score between
-5 and +5 according to the extent to which they correspond to the ideal typical
theories-in-use in the Lee’s classification. Results are shown in the two-dimen-
sional map in the figure.

Contributions from the human-computer interaction and from the more orga-
nizational4 tracks are intuitively positioned in the right/lower corner and in the left/
upper corner respectively. This result reflects both the explanatory and predictive
nature of organization studies and the design orientation of human-computer
interaction studies in which the individual lens prevails over the collective one. On
the contrary, both management and accounting contributions show a better balance

3 Allen S. Lee is former Editor-in-Chief of MIS Quarterly and founding Editor of MIS Quarterly
Executive.
4 Tracks titled ‘‘Organizational change and impact of ICT’’ and ‘‘New ways to work and interact
via the internet’’ attract most of the traditional organizational works.
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of theories-in-use and therefore their position is closer to the center of the map.
Since none of the tracks is positioned in the left/lower corner, the community
shows a behavior similar to the one envisaged by Allen Lee.

This achievement is coherent with the research path that was outlined by
Professor Alessandro (Sandro) D’Atri when he co-founded ItAIS.5 Prof D’Atri has
always promoted a design orientation of IS research and stressed the importance of
addressing multiple and interconnected levels within a systemic approach. His
contribution to organization and IS studies [2] has been recently commemorated in
a book edited by Richard Baskerville, Marco De Marco, and myself that started the
new Springer series Lecture Notes in Information Systems and Organisations
(LNISO). From now on the best papers presented at the ItAIS conferences will be
further revised and then collected in the issues of the LNISO series with the intent
of advancing towards the research goals that Sandro was pursuing.

This book collects 45 chapters that are based on a selection of the best con-
tributions submitted at the conference in Roma. Chapters are grouped in 8 parts
that are briefly introduced in the following sections. They contain the topics that
where conceived by the Track Chairs.

This volume is the outcome of the joint effort of a community of people that
have offered their valuable contribution to collate, review, and organize the
chapters. I am grateful to all the members of the Editorial Board and of course to
all the authors. I am also grateful to Marco De Marco, the VP and co-founder of
ItAIS, to Cecilia Rossignoli and Americo Cicchetti, the ItAIS 2012 Conference
Chairs, and to Daniele Mascia and Lapo Mola who shared with me the respon-
sibility of chairing the Programme Committee. Finally, a particular thanks must go
to the members of CeRSI ‘‘Alessandro D’Atri’’, the Research Centre on
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5 Prof. D’Atri passed away in 2011.

Introduction 3



Information Systems at LUISS Guido Carli University, for their unique contri-
bution in organizing the conference.

1 Part I: Organizational Change and Impact of ICT
in Public and Private Sector

ICTs are part of corporate transformations in today competitive environments. The
vast majority of change projects imply redesign and adaptation of ICT solutions,
and in many cases they are entirely centered around these technologies. Organi-
zations expect to use the new ICT to run new processes, innovate products and
services, gain higher responsiveness, and implement new corporate environments
aimed at transforming their internal structures into better achieving organizations.
To date, both practice and literature have widely shown that the effective imple-
mentation of new ICT is one of the most challenging tasks faced by managers,
since it requires people to understand, absorb and adapt to the new requirements.
The capacity to absorb and to fully implement the adoption of new ICTs is a key
factor to gain extra competitive abilities, because the ultimate impact of ICT is
mediated by a number of factors many of which require an in-depth understanding
of the organizational context and human behavior. Despite the many change
strategies and tactics applied so far and the fact that many research findings have
associated successful tactics with organizational contexts, it is proving difficult to
develop a comprehensive theory of change management and change implemen-
tation. Empirical investigation must be conducted hand-in-hand with theory
building if we want to better interpret today’s corporate environments.

2 Part II: New Ways to Work and Interact Via Internet

Internet has created new ways of working and interacting, reduced the geographic,
temporal, and organizational distance between individuals. Internet facilitates
dispersed interaction across time and/or space, allowing at individuals, groups or
organizations, to communicate and collaborate sharing knowledge and informa-
tion. In particular, new Internet applications, such as Web 2.0 applications, allow a
strong level of interaction among users and provide new work arrangements
supporting both work activities and social relationships such as: remote work,
telecommuting, telework, telecommunity, global and virtual teams, mobile offices,
web community, social network, microblogging, etc. Recently, social networks
have been growing significantly in the private and leisure sphere of people, while a
similar diffusion has not been achieved in the business world. However, there is a
great expectation that this will happen in the near future. The expected benefits
will be very relevant, starting from the improved cooperation opportunity to the
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possibility of unleashing new forms of collective intelligence and open innovation.
In this direction, there is the emerging idea of Enterprise 2.0, where new forms of
collaboration and knowledge sharing will be achieved. In general, scholars have
mainly focused on the role of technology in supporting communication and
coordination processes among employees, investigating some constructs such as
autonomy, job performance, motivation, worklife balance, conflict, socialization
processes, quality communication, etc.

The chapters presented in this part contribute to the ongoing debate on the role
of Internet facilitating new ways to work and interact and its social and behavioral
consequences on individual employees.

3 Part III: E-Business, Communities and Social Networks

Since the introduction of pioneering strategic information systems at the end of the
1970s, a dual perspective has emerged within the discipline of information sys-
tems: the business strategy perspective focused on the role of the organization
itself, whereas the industrial economic perspective privileged the role of the
competitive environment. Chapters presented in this part aim to overcome this
dualism as a sustainable competitive advantage requires considering what actually
takes place both within the walls of an organization and in the market. Information
technology gives chance to reconfigure entire businesses due to the possibility to,
first, unbundle sets of economic activities and, second, reallocate them in an
innovative way. Production, finance, marketing, research and development, dis-
tribution channels all are subject to ongoing revaluation and improvement via new
solutions. Solutions that take shape as businesses consider customers, providers,
and competitors as potential partners for co-designing and co-producing. External
actors and new competences are mobilized, old business borders are overcome and
actors roles are reshuffled. If this reconfiguration involves not only products or
services but a whole business system, an ecogenesis occurs. The rules of the game
transform, leading to a new infrastructure and new business ideas that influence
strategies, actions and networks of other actors within the system. Nevertheless,
the spread of the internet has affected not only the business world but also the
society at large. The proliferation of virtual communities is a recent but relevant
event. All over the world individuals exchange information and share knowledge.
Distance, time, culture, and organizational membership are no more an obstacle to
collaboration and interaction. A new environment for free discussion about dif-
ferent topics is at hand and the literature agrees that virtual communities exist and
play a key role in fostering the socialization process as well as learning. Phe-
nomena such as peer production, user-generated content and crowdsourcing can be
seen as the combination of the spread of ICT and the internet in the business world
and in society. For instance, virtual communities do not only represent a virtual
place to socialize and interact, but also an opportunity for marketing strategies.
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4 Part IV: Information Systems, Innovation Transfer,
and New Business Models

Chapters presented in this part examine how new ICT tools may support firms
rejuvenating activities by providing support on reorganization, and promote new
business models by rethinking firms R&D strategies. Consistent with open inno-
vation approach, firms can profit of their R&D activity by transferring the results
of their innovation processes to external organizations aiming at further adopting
and applying that knowledge. In ICT fields, a great opportunity is given by co-
operative projects focused on research and development technologies and inno-
vation transfer, provided that technology-based innovation processes be adapted to
deep changes in organisational contexts. Advanced ICT tools offer a set of new
possibilities to facilitate the use of open cooperative and decentralised models
where different entities asynchronously cooperate by adapting transfer/diffusion
processes and roles to specific cases, situations, countries and cultures. This part of
the volume provides insights on how information systems enable and facilitate the
leverage of technological knowledge supporting (open) innovation by handling
ICT based innovation. Moreover it addresses new theories and tools and best
practices in cooperative and network-based ICT transfer and diffusion.

5 Part V: Information Systems Management: A Critical
Perspective

Approaching the research on information systems adopting a critical view seems to
be challenging, since it remains poorly adopted, mainly in the Mediterranean area.
The aim of this stream is to stem from this marginalization of the critical approach
within the IS and IT research. This part of the book is dedicated to understanding of
the concept of value for business. Theoretical reflections on the concept of value are
deemed central to any understanding of market exchange and the recent financial
crisis has contributed to engage in a rethinking of market exchange relations pulling
towards a re-conceptualization of the idea of value, including the perspective of
ethical economy. The widespread diffusion of internet-platform related based upon
forms of social production has represented the field for a new analysis of the concept
of ethical value, stimulating new insights on the emancipator potential of new social
media and any future infrastructure. Chapters in this part give the audience critical
insights on the current challenges and new perspectives for the future of critical IS
research, taking into account the implications on the concept of value.
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6 Part VI: Professional Skills, Certification of Curricula,
On-line Education

The research stream on IS professional skills includes issues pertaining to edu-
cation and training as well as with and through information technologies. The
education and development of Information Systems professionals in the emerging
technological and economic world of the 21st century will require innovative
methods and approaches. Both formal education programmes and assessment/
certification frameworks are affected by continuous developments in digital
technologies whilst the new possibilities and challenges of IS and IT have
implications for both IT specialists and non-specialists within organizations. The
cognitive ICT chain could use the independent standards of process and gover-
nance (like ITIL, COBIT, etc.) and the competence and profile standards like
EUCIP and e-CF as habilitation technologies to enhance the value of learning
outcomes. Furthermore, IT has led to the enhancement of the educational expe-
rience across disciplines and to the proliferation of online groups and communities
both within and across organizations. Many, originally off-line activities (such as
quality circles, task forces, and communities of practice) now take place online
whilst IT enables knowledge creation and diffusion, co-production, mentoring,
networking, and learning processes within organizational contexts. These groups,
communities and activities can be highly heterogeneous in their structural con-
figurations and span temporal and spatial boundaries; something which requires a
diverse range of technological and organizational support systems and solutions.
However, the necessary management competencies and support structures are
often lacking whilst conflict and negative dynamics may also surface and under-
mine group outcomes. Furthermore, there is limited understanding of how group
success is achieved in different work practices and industry contexts. Companies
also find it challenging to design business models to leverage the potential of these
communities.

This part of the book aims to contribute to the current debate on professional
skills, certification of curricula, on-line education and communities.

7 Part VII: Human-Computer Interaction

Human-computer interaction (HCI) is an interdisciplinary research and practice
field that deals with the design, evaluation, and use of interactive technologies. The
field has gained increasing attention in the last decades due to the pervasiveness of
Information Technology in our lives. Traditional HCI topics, such as user-centred
system design, usability engineering, accessibility, and information visualization
are important to Management Information Systems (MIS) as they influence
technology usage in business, managerial, organizational, and cultural contexts. As
the user base of business interactive systems is expanding from IT experts to
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consumers of different types, including elderly, young and special needs people,
who access services and information via Web, new and exciting HCI research
topics have emerged dealing with broader aspects of the interaction, such as
designing for improving the overall user experience, favouring social connections
and supporting collaboration. Moreover, the introduction of advanced interactive
devices and technology is dragging researchers attention towards innovative
methods and processes for interaction design, modeling and evaluation, which take
fully into account the potential of modern multimodal user interfaces.

Chapters in this part of the book discuss theories, practices, methodologies,
techniques and applications about the interaction among humans, information and
technology.

8 Part VIII: Information and Knowledge Management

In the recent years, with the emergence of multiple Webs, like Web 2.0, the Social
Web, and the Semantic Web, the variety of available web resources has been
growing significantly, from unstructured messages or posts to structured data and
ontology specifications. In this scenario, modern organizations require new
advanced methods and tools to support effective and pervasive information and
knowledge sharing, on and across the different Webs. Integrated exploitation of
available web resources can allow people in organizations to achieve a number of
aims: to improve business processes; to extend business knowledge; to collaborate
with potential partners; and to develop, share and access huge quantities of
available resources from different sources. This part of the book presents research
contributions on information and knowledge management and collaboration in
modern organizations. Such contributions provide insights on the ways in which
new technologies and systemic tools and techniques may contribute to ‘‘extract’’,
represent, and organize ‘‘knowledge’’ and provide effective support for collabo-
ration, communication and sharing of information and knowledge.
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Does ICT Influence Organizational
Behaviour? An Investigation of Digital
Natives Leadership Potential

Alessio Maria Braccini

Abstract It was stated that intense use of ICTs since birth stimulated the
development of new skills in a cohort of persons called digital natives. Such skills
shall allow them to more easily interact with ICTs compared to the digital
immigrants, the cohort of persons that entered in contact with the technologies
later in their life. Taking this point of view this paper represents an exploratory
study in the investigation of the potential influence of the use of ICTs by digital
natives on their organizational behavior. On the basis of a dataset of interest for
such purpose, this paper investigates the potential cause/effect relationship
between the fact of being digital native and the emotional intelligence, a necessary
prerequisite to wield good leadership.

Keywords Emotional intelligence � Digital natives � Leadership � Fs/QCA

1 Introduction

It was stated that intense interaction with ICTs since the early phases of a persons’
life makes him a savvy with respect to technology use [1, 2]. A cohort of persons
called digital natives [2, 3], or net generation [1], or millennials [4] was then
identified. Such cohort is characterized by the fact that its members entered
massively in contact with ICTs during the early ages of their lives and, as a
consequence, they had probably developed peculiar multi-tasking, networking, and
interacting skills with the technology, that differ from the skills possessed by
individuals who started to use ICTs later during their lives, the digital immigrants.

A. M. Braccini (&)
Dipartimento di Economia e Impresa, Università degli Studi della Tuscia, Viterbo, Italy
e-mail: abraccini@unitus.it

P. Spagnoletti (ed.), Organizational Change and Information Systems, Lecture Notes
in Information Systems and Organisation 2, DOI: 10.1007/978-3-642-37228-5_2,
� Springer-Verlag Berlin Heidelberg 2013

11



Several studies support the claim that digital natives show peculiar physical and
behavioral capabilities in the use of ICTs. For example, a study using magnetic
resonance imaging on a group of Facebook users indicated that people with a
denser network of friends possess more gray matter in their brain [5]. Moreover a
study on college students’ behavior showed that they are more accustomed to PCs
instead of textbooks, and that they developed a sort of ICT usage addiction [6].
The phenomenon of digital natives and ICT was thence particularly studied in the
context of education [7].

This paper proposes to investigate the phenomenon under an organizational
behavior perspective. Assumed that digital natives share a common chronological
trait (they are born in a world with ICTs), and significant life events (they inter-
acted heavily with ICTs from their birth), they form a generation following Ku-
pperschmidt [8], or a cohort following Rhodes [9]. This paper then investigates
whether there are cause/effect relationships between digital nativity and emotional
intelligence [10], being emotional intelligence a prerequisite to wield a good
leadership [11].

The paper unfolds as follows. In Sect. 2, literature on digital natives and
emotional intelligence is discussed. In Sect. 3 the research question and the
methodology followed to answer to it will be described. Section 4 will present and
discuss the result of data analysis. Some final considerations on the findings, the
limitation of the work, and the directions for future research efforts will be drawn
in Sect. 5.

2 Theoretical Framework

This section describes the relevant literature for the problem investigated in this
paper. This section is divided into two sub-sections. In the first one the charac-
teristics of digital natives will be described. In the second one the relevance of
these characteristics in terms of organizational behavior, and specifically in terms
of emotional intelligence, will be discussed.

2.1 Digital Natives and Digital Immigrants

According to Tapscot [1], people born after the year 1980 are characterized by the
fact of being born in a world already permeated by ICTs. They had then the
opportunity to access digital and networked technologies since the early years in
their lives. As a consequence they developed specific skills on how to use ICTs in
their personal and professional lives. Tapscot names this group of persons the net
generation [1].

Prensky extends the concept of net generation distinguishing between two
different cohorts called respectively digital natives and digital immigrants [2, 3].
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Digital natives are those for which ICTs were part of their lives since their birth. In
line with Tapscot, Prensky states that digital natives grew up in an already digital
world, and developed a deep familiarity with ICTs, living surrounded by any kind
of digital toys [2, 3]. Digital immigrants on the other side are people who started to
use ICTs later in their adult age. According to Prensky not only the usage patterns
of ICTs differ between digital natives and digital immigrants, but also the former
acquire, think, and process information in a deeply different manner. According to
Palfrey and Gassser [12] and Palfrey et al. [13] digital natives are a subset of the
millennial generation that grew up in an intense networked world, with access to
ubiquitous digital technologies, who develop deep abilities to use them in a fluent
and sophisticated way.

Even though the names used for this generation vary, the traits used by different
authors to describe it, show high degree of coherence. This generation is described
as: constantly immersed in ICTs; depending on Internet based technologies; using
them to access and process information, and to interact with others; adopting an
experiential approach which leaded to the acquisition of peculiar skills in ICTs
use, including multi-tasking skills [1–3, 14, 15]. For digital natives the digital
world has always been a part of their daily lives and, besides these skills, they also
developed a sort of dependence on ICTs on using them to carry out personal,
social, and professional activities [16]. Regarding the experience of digital natives
with technology, Valkenburg and Peter [17] reports that, by the age of 20, they will
have spent 20,000 hours online using different transaction and decision support
systems, for information retrieval, entertainment, and collaboration, both for
personal and professional purposes.

Summarizing the salient digital natives traits are:

• Digitally literate, highly connected, experiential, social, and in need of imme-
diate gratification [18];

• More comfortable with extensive peer to peer collaboration, and less reluctant to
disclose personal data [19];

• Optimistic, team-oriented achievers, talented with technology [4, 20].

2.2 Organizational Behavior and Emotional Intelligence

The previous section highlights that a generation called digital native shows
specific characteristics regarding the perception and the use of technology, and that
these characteristics affect the behaviors of its members under many perspectives
(information processing, learning, collaboration, gratification). As mentioned in
the introduction what this paper investigates is if these characteristics affect their
organizational behavior at the workplace. This is particularly relevant as digital
natives entered the job market, and are also part of different organization, and
managers have to deal with generational differences that appear to exist among
workers [21].
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The presence of similarities in terms of shared experiences and values is rec-
ognized to influence a person’s feelings, attitudes, interests, and beliefs towards an
organization [9]. In literature there is a high attention towards generational dif-
ferences, attitudes, and behaviors in the workplace [8, 21–23], and many organi-
zational related phenomena were proven to be generations dependent [24].

The specific behavioral characteristic investigated in this paper is emotional
intelligence. Goleman [10, 11] describes emotional intelligence as the ‘‘sine qua
non of leadership’’, and as the more effective characteristic for a potential leader.
Emotional intelligence is the ability to manage emotions of oneself, of others, and
of groups. According to Goleman [11], emotional intelligence covers five
dimensions. These dimensions along with their description and the main traits
associated to each one are listed in Table 1.

3 Research Design

This paper investigates digital nativity in relation with emotional intelligence. The
research question to be answered is: are there cause/effect relationships between
digital nativity and emotional intelligence? To answer this research question a
dataset of interest for this analysis, formed by a sample with observations from 20
graduated students with a (sometimes ongoing) professional experience in an
organization, was used. The data were collected with a face-to-face administered
survey on a different research project, but are also of relevance for this research
paper.

Table 1 The five components of emotional intelligence [11]

Dimension Definition Traits

Self-awareness Ability to recognize and understand
own moods, emotions, and drivers,
as well as their effects on others

Self-confidence, realistic self-
assessment, self-deprecating
sense of humor

Self-regulation Ability to control or redirect disruptive
impulses and moods, propensity to
suspend judgment and to think
before acting

Trustworthiness and integrity,
comfort with ambiguity,
openness to change

Motivation Passion to work for reasons that go
beyond money or status, propensity
to pursue goals with energy and
persistence

Strong drive to achieve, optimism,
even in the face of failure,
organizational commitment

Empathy Ability to understand the emotional
makeup of other people, skill in
treating people according to their
emotional reactions

Expertise in building and retaining
talent, cross-cultural sensitivity,
service to clients and customers

Social skill Proficiency in managing relationships
and building networks, ability to
find common ground and build
rapport

Effectiveness in leading change,
persuasiveness, expertise in
building and leading teams
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Given the exploratory nature of this study, and the small dimension of the
sample, the fuzzy set Qualitative Comparative Analysis (fs/QCA) technique was
used to analyze data [25, 26]. The fs/QCA is an extension of a Boolean data
analysis technique called Qualitative Comparative Analysis (QCA). QCA allows a
systematical analysis of small samples, ensuring quantitative rigor. QCA is based
on the assumption that multiple combinations of certain characteristics of a phe-
nomenon affect an outcome of the same phenomenon [25], but only allows
researchers to focus on the presence or absence of these characteristics and out-
comes. The fs/QCA overpasses these limitations introducing the use of fuzzy sets,
allowing the researcher to focus on different degrees of presence/absence of the
phenomenon. Since these kinds of techniques are designed to identify, within a
phenomenon, the combinations of elements that are necessary and sufficient for
obtaining a specific outcome [27, 28], it was reputed a suitable methodology given
the aim of this paper to identify cause/effect relationships between digital nativity
and emotional intelligence.

3.1 Variables and Analysis

The sample used for the analysis covers the dimensions described in Table 2. For
each of them a fuzzy score was identified in a scale as follows: 0.05 (absent),
0.25 (almost absent), 0.75 (almost present), 0.95 (present). The column type
indicates whether the factors are used in the analysis as causal conditions (C) or as
outcomes (O).

To answer the research question, analysis were made to investigate the cause/
effect relationship between digital natives traits and potential leadership, and
between digital natives traits and each dimension of emotional intelligence.

The research model investigated is represented by the following set of
equations:

Table 2 Description of investigated variables

Causal factors Type Description

TECH_USE C Intense technology user
NET_TIME C Intense internet user (in terms of hour used browsing the internet)
SOCIAL_NET C Intense social network user
MULTITASK C User of multiple ICTs/Media at the same time
SECURE O Self secure individual
MOTIV_FUTURE O Individual seeking delayed motivation
MEDIATOR O Individual capable of mediation in work groups
INFLUENCER O Individual capable of influencing others’ decisions
EMPATHIC O Empathic individual
POT_LEADER O Potential leader
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POT LEADER ¼ f TECH USE; NET TIME; SOCIAL NET; MULTITASKð Þ ð1Þ

SECURE ¼ f TECH USE; NET TIME; SOCIAL NET ; MULTITASKð Þ ð2Þ

MOTIV FUTURE ¼ f TECH USE; NET TIME; SOCIAL NET ; MULTITASKð Þ ð3Þ

MEDIATOR ¼ f TECH USE; NET TIME; SOCIAL NET ; MULTITASKð Þ ð4Þ

INFLUENCER ¼ f TECH USE; NET TIME; SOCIAL NET ; MULTITASKð Þ ð5Þ

EMPATHIC ¼ f TECH USE; NET TIME; SOCIAL NET ; MULTITASKð Þ ð6Þ

Given the small dimension of the investigated sample, frequency and consis-
tency cutoffs were fixed, respectively, at 1 and 0.85 for all fs/QCA analysis.

4 Data Analysis and Discussion

The results of the analysis are shown in Table 3. All the results were produced
through the Quine-McClusky algorithm with the parameters to produce the most
parsimonious solution. The table contains the results of only 5 analyses, which
refer to Eqs. (1)–(5). It was not possible to investigate equation number (6) since
none of the configurations of the observed phenomena satisfied the consistency
threshold used for this study.

Table 3 Results of the analysis of data

Equation Solutions Raw coverage Unique coverage Consistency

(1) *Multitask 0.267123 0.036986 0.951219
*Social_net 0.356164 0.075343 1.000000
*Tech_use 0.291781 0.082192 1.000000
Solution coverage: 0.500000–Solution consistency: 0.973333

(2) *Social_net 0.361111 0.361111 1.000000
Solution coverage: 0.361111–Solution consistency: 1.000000

(3) *Tech_use 0.304286 0.304286 1.000000
Solution coverage: 0.304286–Solution consistency: 1.000000

(4) *Multitask 0.264516 0.047742 1.000000
*Social_net 0.335484 0.070968 1.000000
*Tech_use 0.274839 0.077419 1.000000
Solution coverage: 0.483871–Solution consistency: 1.000000

(5) *Multitask 0.290780 0.151773 1.000000
*Tech_use*social_net 0.252482 0.113475 0.946809
Solution coverage: 0.404255–Solution consistency: 0.966102

* OR
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The solution identified by the analysis to Eq. (1) tells us that to be a potential
leader a digital native has not to be: an intense technology user, or an intense social
networks user, or an individual which makes use of several media at the same
time. Further considerations can be formulated looking at the solutions generated
by the analysis for the other dimensions of emotional intelligence.

The solution for Eq. (2) suggests that the characteristics of a self-secure indi-
vidual are compatible with the absence of intense usage of social networks. The
absence of intense technology usage is coherent with the presence of an individual
that seeks delayed rather then immediate motivation according to the solution for
Eq. (3). Moreover, the solution for Eq. (4) shows that the absence of intense usage
of technology, or the absence of intense usage of social networks, or the lack of
multitasking (intended as the usage of multiple media at the same time) are
compatible with an individual with deep mediating skills. A more complex
solution, similar to the one for Eq. (1), was instead found for the presence of an
individual capable of influencing others’ decisions. In this case, following the
solution found for Eq. (5), a digital native has to: either not use several media at
the same time, or not to be an intense technology user and be an intense user of
social networks together.

To formulate general conclusions regarding these results, it can be noticed that
almost all the causal conditions included in the solutions identified by the analysis
are negated. It is therefore not the presence of the causal conditions that is linked
with a cause/effect relationship to the outcomes, but rather it is the absence that
influences it. In general it can be noticed that not having the habits to use several
media at the same time (multitask), not being an intense user of social networks,
and not being an intense user of technology are indicated as causes of several
dimensions of emotional intelligence, with a reflection on potential leadership. The
only causal condition whose presence counts is the intense usage of social net-
works in relationship with the capability of influencing others’ decisions, but it is
combined with the absence of intense technology usage. Since the intense usage of
social networks was measured considering the size of the social network of
individuals in Facebook, it can be argued that to be an influencer a digital native
shall have a large social network but potentially managing the relations with it via
traditional (i.e. face to face) contacts.

Finally, a general consideration concerning the data analyzed has to be for-
mulated. At first it must be stated that all the 20 individuals observed are digital
natives. A consequence is that several, when not all, individuals in the sample
possessed the characteristics of digital natives. Secondly, the examination of the
truth tables during the analysis, not reported here due to lack of space, showed that
large part of the observation felt below the consistency threshold. In general, out of
20 observations, only 2–5 observations satisfied the consistency threshold for the
analysis.
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5 Conclusion

The analysis of the data suggests that no specific characteristic of digital natives is
linked with a cause/effect relationship with emotional intelligence. The analysis
showed that the absence of three characteristics of digital natives, multitasking,
intense technology usage, and intense social network usage, is linked with the
traits of potential leader, and with some of the emotional intelligence dimensions.
Given that many digital natives, and the sample used here confirm such statement,
possess these characteristics, it can be argued that, since none of the characteristics
of digital natives is beneficial for possessing the traits of potential leadership, but
the absence of some of them is, digital natives could probably not possess intrinsic
leadership potential.

The current study is an exploratory analysis, which aimed at investigating the
phenomenon of digital natives under an organizational behavior perspective. This
work possesses several limitations that shall be discussed. First of all the analysis
is based on a sample of data that is of relevance for the research question of this
paper, but that was collected for a different research project. The analysis has
therefore to be repeated on data collected specifically for the need of the research
question, possibly directly using fuzzy scales to measure both digital nativity and
emotional intelligence. Moreover, given that many observations felt below the
consistency threshold, it could be necessary to increase both sample size and
diversity in future analysis. It would probably be beneficial also to include in the
sample digital immigrants for a comparison. Finally given that many scales for
measuring emotional intelligence are available in literature future research could
use SEM or PLS to test a theoretical model which relates digital nativity to
emotional intelligence. In this case the development of specific scales to measure
digital nativity is necessary.
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In the Face of Customers’ Changing
Behaviour, Should Italian Banks’
Approach to Online Trading Remain
the Same?

Franca Cantoni and Cecilia Rossignoli

Abstract What drives the behaviors of banks and their customers in times of
profound changes? The modern crisis affecting economic and social systems has
significantly diminished customers’ willingness to invest, and this trend, together
with improved information about financial services, has made them more price
sensitive, more rational in their decision making, and thus more challenging for
banks to attract. Therefore, banks have invested in projects to improve their
internal processes and online services, in particular by deploying web 2.0–based
mobile banking and payment opportunities. In the Italian banking sector, 12 years
after the publication of ‘‘New Distribution Models for Financial Services: The
Italian Banks’ Approach to the On Line Trading Development,’’ this article con-
siders how general and structural changes in customer behavior and the banking
sector have affected the strategy banks use to provide online trading services,
including the use of outsourcing and new managerial practices.

Keywords On line trading � Banks � Outsourcing � Web 2.0 technology � Social
trading

1 Introduction

This article consists of four main sections. The first briefly reviews business
models adopted by Italian banks to meet customers’ evolving needs, with a par-
ticular focus on the novelties that have arisen since 2000, the year that Cantoni and
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Rossignoli published ‘‘New Distribution Models for Financial Services: The
Italian Banks’ Approach to the On Line Trading Development.’’ Then we describe
customers’ demands for financial services, as well as how they have changed and
the peculiarities of new, integrated services offered by web 2.0–based technology.

In the third section, we argue that to overcome their lack of specific compe-
tencies and technology, banks do not need to outsource anymore but instead can
turn to smart sourcing. Banks should focus their precious resources on what they
do best and innovate on their core competencies, but they also need partners that
can innovate in non-core processes. Smart sourcing entails the use of partners that
can help the bank do so, as well as balance risk and opportunity, lower costs,
increase innovation across all processes, and put in place attitudes to optimize
these factors, both socially and politically. Outsourcing and offshoring (which
were common when e-banking was still trying to enter the market) are essential
components only if they pave the way for banks to free up resources to focus on
their core competencies and generate greater innovations. Finally, this article
concludes by summarizing the main differences in the online trading scenario
between 2000 (the year the foundational article for this research was published)
and today.

2 The Italian Banking System: Is the Search for New
Business Models Still in Progress?

The deregulation process adopted by the Banca d’Italia aimed to ensure the Italian
banking system met EU market demands, as well as match evolution of customer
demands and diversified needs and deal with the consolidation in the market,
which produced aggressive competition in offers of new financial products. These
signals paralleled the massive restructuring of the Italian banking system, in which
more than a decade ago, Italian banks started to adopt new business models and
redesign their strategies [1]. Their competition was no longer based on the product
or price but rather on customer loyalty and indirectly customer satisfaction [2]. In
this setting, to gain a stable competitive advantage, banks also must improve their
customer lifetime value. To do so, banks might focus on:

• A multichannel strategy that integrates innovative, electronic banking services
with traditional ones and supports interactive management of relationships with
customers across all channels.

• Guarantees of transparency and reduced information asymmetry between banks
and customers, together with constantly upgraded online training and interactive
opportunities.

• Offers of a vast amount of consumer choices to compose and manage their
portfolios.
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2.1 Multichannel Strategy

With a multichannel strategy, every customer can use the devices he or she prefers
(telephone, e-mail, web), and the bank can adopt different policies according to
channel choices, thus maximizing the benefits of every contact with the customer
with higher added value services. On the basis of two main features—accessibility
and level of coordination—we define four multichannel strategy models, as we
show in Table 1, that reflect their intersection [3].

Model A is a basic multichannel strategy: The newly introduced channel
appears side-by-side with the old one, with no integration between them. The
customer simply chooses one; the bank thus avoids integration, cannibalism, and
reward and pricing problems. Model A is most appropriate for banks that can
create neat distinctions among customers on the basis of their channel preferences.
As the new channel gets consolidated into the system, Model A evolves into
Model B, a parallel multichannel strategy. For example, the manager of the new
channel might ask for more decision control, in which case that channel starts to
compete with the existing channel, instead of working in parallel. Some brokers
even rely on e-banking services managed by a parallel company or another brand.
Model A instead morphs into Model D if the bank offers the customer the option
of simultaneously using different channels. In this case, the bank likely is inter-
ested in achieving global profitability. Finally, Model C is difficult to implement,
because it requires coordination across channels and shared information, which is
not possible if there is any competition across channels.

The most common models are B and D; Model B in particular arises from the
constitution of an autonomous division. However, it is not always possible to
identify the most convenient strategy or a perfect model to apply in each economic
situation or by every specific bank. Each bank, according to its market, the profile of
its customers, and its surrounding context, must determine the most suitable model.

Compared with 2000, the multichannel model is no longer a novelty; instead, it
has become the norm in financial services [4]. It also features a greater focus on the
customer, with the goal of optimizing the integration across different distribution
channels and the range of products offered, which means a substantial change to
the traditional market approach. Furthermore, banks today can exploit collabora-
tive tools through web 2.0, not only to reach customers but also to invest in their
loyalty. This approach transforms the Internet into a unique platform that provides
services shared by various customers, generates value through the creative use of
distributed and collectively integrated technologies, and allows for the distribution
of new services and the improvement of those already in place [5].

Table 1 Multichannel strategy models [3]

Competitive channels Complementary channels

Multi-accessibility Model C: cross-eyed Model D: integrated
Mono-accessibility Model B: parallel Model A: base
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2.2 Transparency and Information Flow

Transparency implies less asymmetric information and the provision of the best
available information about the market and services. To improve transparency,
Italian banks have formed the ‘‘Patti Chiari’’ consortium, with information
available both on site and online. People consulting the Patti Chiari website find
offers from different banking institutes and collect all the information needed to
make a transaction. This improved information availability for customers has
encouraged their mobility across banking institutes; the bank receiving the new
customer even closes the old bank account and initiates the transfer process. Thus
customers’ average duration with any one bank is only eight or nine years.

The consortium also offers online training, meetings, forums, and seminars,
including debates and discussions with traders and professionals, technical anal-
ysis conferences, descriptions of the use of platforms, and tips on investment
techniques. Unencumbered access to information has premium importance in
financial trading, such that the free exchange of information is of interest to small-
scale and individual investors. The facilities provided on the platform help cus-
tomers reach the best conditions for making their choice.

2.3 Diversified Portfolio

Banks offer modern customers a vast amount of investment portfolio choices. In
contrast, in the 1990s, the limited availability of information and investment
products, together with the advantage granted to an intermediary that sold one
specific product instead of another, meant proposals were limited. Today cus-
tomers can take advantage of unlimited proposals, ranging from those composed
of intermediary products (e.g., funds managed by an SGR) to direct purchases of
actions and obligations on the market. An intermediary might propose existing
products available on the market or specialize by itself in a specific field. More-
over, traders can work together in trading teams, which can pool funds, divide
research responsibilities, or share information.

Therefore the survival of any bank depends critically on its ability to maintain
its faithful customers. In recognizing the importance of existing customers, the
identity of banks has shifted, from the ‘‘agency that produces a service’’ to an
‘‘agency whose final scope is to understand and satisfy customers’ needs’’ [5]. In
turn, these faithful customers lead to higher profit margins for the firm.
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3 Is this the Social Trading Era?

From the user’s point of view, the Internet offers a steady distribution channel for a
multitude of banking products and financial trade services. Prior to the emergence
of the Internet, financial trading centered on the relationship between customers
and brokers, requiring physical locations such as exchanges. As the Internet
gathered momentum, electronic trading grew into a major focus for trades of
financial assets among individual investors. The emergence of the web 2.0, as well
as social networking functions through Facebook and Twitter, affected the finan-
cial trading industry significantly. Financial traders were among the earliest
adopters of knowledge-sharing capacities. They perceived these services as new
sources of information, whether financial, economical, or technical in their
essence. Online financial trading companies have exploited the popularity of social
networking channels; fully fledged social trading networks even have emerged,
using online social networks as their model. The assimilation of web 2.0 properties
into almost every trading platform has pushed financial traders to pursue infor-
mation through these services, which is more social than financial. This infor-
mation extraction is either explicit (intentionally following trading activities by
one or more selected traders, manually or automatically) or implicit, such as when
one person’s trading decisions are unintentionally influenced by the trading
activities of others.

Web 2.0 technology also offers banks a chance to obtain advantages over their
competitors in terms of improved operative efficiency, competitive cost structures,
and scale economies and flexibility [6]. Thus web 2.0 technology assumes a
fundamental role in the new competitive scenario, where financial brokers act
aggressively and represent innovative, dynamic resources for banks, as well as
catalysts of new techniques and new and customized services.

3.1 Social Trading

The pervasiveness of web 2.0 technology and tools is so evident that it has
prompted a named trend: ‘‘social trading.’’ This label refers to the process in which
financial investors rely heavily on user-generated financial content gathered from
various web 2.0 applications, such that it becomes the major information source in
their trading decisions. Social trading also suggests a new way to analyze financial
data. Until recently, investors and traders relied on fundamental technical analyses
to form investment decisions. Now the investment decision process integrates
social indicators, fuelled by transparent, real-time trading data that is available to
all users of the social trading network. This trend suggests a new term, ‘‘social
financial analysis.’’
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3.2 Questions of Image and Gist

Web 2.0 technology can support strategies based on the differentiation and
expansion of services offered; it aims to give banks a precise image, recognized by
the sector more widely [7]. Integrated technology reflects the accuracy and rapidity
of processes and communication forms in the market, which supports wider
adaptability of the services offered to specific customers’ needs. It also promotes
integrated offers of the wide range of services, such that it can contribute to
sustainable advantages over competitors. Such technology offers a real strategic
lever, able to manage changes by redefining banks’ distributive model. In par-
ticular, through online technologies, banks can meet their customers’ individual
needs and induce significant changes in the nature of their competition. Customer
satisfaction demands more than prompt, courteous service; it also requires
designing products and services to meet individual customer needs [6]. Thus, the
exploitation of web 2.0 technologies represents a critical success factor.

In such a scenario, a set of question naturally arises, not necessarily confined to
the Italian experience: How should banks react to technological changes? Should
they regard this potential new role as Internet brokers as a strategic opportunity or
an unnecessary burden that distracts them from their core business? How can the
Italian banks leverage the positive aspects to gain a competitive advantage and
improve their competitive position in the financial sector? We address these
questions and offer some related insights in the following section.

4 Smart Sourcing

The continuous growth of new products and services whose diffusion takes place
through the Internet provides Italian banks with an opportunity to reassess which
activities should remain in house and which should be sourced externally, whether
through purchase or cooperative agreements [8, 9]. Quinn and Hilmer [10] suggest
that banks should concentrate their resources on a set of ‘‘core competencies’’ that
grant them definable pre-eminence and provide unique value to customers [11] but
strategically outsource other activities [12]. If we apply the recommendation to a
typical Italian bank that offers online services, it appears immediately clear that
such trading is becoming a core service. Although it represents a critical strategic
need, the bank does not always have the capabilities needed to offer this kind of
service, nor is it necessarily in a position of technology leadership.

The bank’s decision to outsource its online service stems from multiple drivers,
both tactical (e.g., cost reductions, unavailability of internal resources) and stra-
tegic (e.g., improved bank focus, acceleration of reengineering benefits, access to
world-class capabilities, risk monitoring) [13]. Swamidass [14] proposes a three-
stage evolutionary process of sourcing decisions: cost minimization, competitive
advantage, and strategic asset. With customer satisfaction as a lever of business
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tactics, competitive advantages of Italian banks stem from their ability to create
value for customer in terms of quality, service, and product innovation. We argue
that all three stages combine, because a bank that brings its trading online services
in-house can simultaneously minimize costs, gain and sustain competitive
advantages, and exploit its strategic assets by reverting to smart sourcing instead of
outsourcing.

4.1 Reconciling the Seemingly Contradictory Mandates
of Cost Cutting and Innovation

As a business decision, smart sourcing leverages the competencies of service
providers (internal and external) to achieve significant increases in total innovative
capacity. It requires the bank to be able to combine in-house solutions with out-
sourcing and thereby achieve greater synchronization and coordination of pro-
cesses that may reside across multiple internal and external partners. Furthermore,
they must recognize that driving down costs is not an episodic phenomenon.
Instead, continuing and accelerating pressures to drive costs down will persist. The
answer to this ever-rising challenge of attaining productivity with lower costs lies
in a new approach that features:

• A global view of managing work and its movements through tightly orchestrated
business processes.

• A new smart sourcing model for partnering with service providers that creates
high accountability, innovation, and trust.

• A sustained focus on shedding non-core activities to invest profitability in core
competencies.

Our analysis shows that smart sourcing—using partners so that the bank can
focus on its core capabilities—balances risk and opportunity, lowers costs,
increases innovation across processes, and establishes appropriate attitudes to
optimize these factors. Outsourcing and offshoring are essential components of this
solution, though only if they help organizations free up resources so they can focus
on core competencies that lead to greater innovation.

For example, ABILab, observing IT banking architectures in 2010, found that
27.7 % of banks use in-sourcing, whereas 51.7 % outsource. Small and medium-
sized banks (fewer than 500 branches in the national territory) tend to use total
outsourcing as a managerial practice. Cedacri [15] also shows that global out-
sourcing allows them to access more specific competencies and more flexibility in
the operational area. The outsourcing decision thus ultimately depends on the
bank’s size. The three largest groups—Intesa Sanpaolo, Unicredit, and Monte
Paschi Siena—all prefer in-house solutions (in-sourcing) and create specific
intergroup societies or define specific internal functions. Medium-sized banks
(e.g., Banco Popolare, UBI Bank, BPER, BNL, BNP Paribas, BPM, Credem,
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Pop. VI Bank, Veneto Banca) use mixed systems, such that they retain most
application solutions in-house and externalize other functions, such as facility
management. According to Cedacri [15] some small- to medium-sized banks
instead adopt full outsourcing of applications and infrastructure which is much
more frequent than outsourcing of processes. Currently 95 % of operators entrust,
totally or partially, their informative system to an outside source.

To estimate the convenience of outsourcing, banks must consider their positions
and whether they belong to a larger group. It may be appropriate to outsource
when ICT costs are substantial as a proportion of total assets. From this point of
view, banks in groups likely perceive a weaker relationship between costs and
assets, compared with other, non-group banks, and thus may gain an advantage
from outsourcing [16].

4.2 The Outsourcers

In an uncertain, competitive environment, banks seek economic efficiency and
prefer to share business and technology risks [17]. Table 2 contains a list of the
main outsourcers operating in Italy and their descriptions, in an attempt to reveal
how banks behave when they create ad hoc companies.

In Italy, ‘‘co-sourcing’’ relationships (see Fig. 1) describe many-to-one alli-
ances in which several clients contract with a single IT vendor for services, and
these are the most diffused structures.

Table 2 List of outsourcers (authors’ elaboration)

Outsourcer Typology Members/stockholders/main banks

SIA SSB Consortium Intesa San Paolo, Unicredit, Monte dei Paschi di Siena,
Banca Nazionale del Lavoro, Telecom Italia, UBI
Banca, ICBPI, Deutsche Bank, Banco Popolare, Banca
Popolare di Milano

CEDACRI Consortium Banca Mediolanum, Gruppo Credem, Banco Desio,
Gruppo UGF, Barclays, Banca Etruria, IW Bank

CSE Consortium ING Direct, Unibanca
UBI SISTEMI

E SERVIZI
Consortium –

SGS BP – Company belonging to the Banco Popolare group; it
provides the technological infrastructure, information
services, and application software to the group

SEC Consortium Provides Banca Popolare di Vicenza, Veneto Banca, Che
Banca, and Allianz bank, which are also partners.

ISIDE Consortium
(cooperative
banks)

Born to provide services to cooperative banks ICCREA,
but also includes non-cooperative members

BASSILICHI
SPA

– Participated by Monte Paschi Siena and Banca Popolare
dell’Emilia Romagna
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For example, Monte Paschi Siena and many other large banks participate in the
stock capital of more than one outsourcer. These large Italian banks appear par-
ticularly committed to developing their own ‘‘insourcers,’’ dedicated companies
internal to the group. Other banks, mostly smaller ones, rely on consortia that they
create so that they may share the costs of information systems or combine their
efforts to create a dedicated insourcer company. Yet another choice evident in a
few banks is to turn to a multinational with extensive experience, as when Fineco
Bank, Banca Popolare del’Emilia Romagna, and BancoPosta rely on, respectively,
Sistemi Informativi Spa (Gruppo I.B.M.), Oracle Italia, and SAP Italia.

5 Conclusions

Twelve years after the publication of ‘‘New Distribution Models for Financial
Services: The Italian Banks’ Approach to the On Line Trading Development,’’
[18] we argue that the Italian market is now assisting in the explosion of online
trading and bank branches are not unique or preferred channels for customers to
perform transactions. Italian banks are well aware of these trends and recognizing
the enormity of the changes, which is increasing the urgency with which they
develop new and adequate strategies. Furthermore, research into new business
models has expanded in the past 12 years: the idea that there is no one universal
model, but rather situational and contingent preferences that fit each unique sit-
uation, has emerged and become consolidated. The ‘‘social trading era’’ also is
affecting these situational models, and web 2.0 technology is assuming a funda-
mental role in the new competitive scenario [19–21]. In this sense, the develop-
ment of adequate information systems to support changing customers’ needs
constitutes a truly important opportunity for retaining customers and developing
their loyalty.

Smart sourcing might help banks combine in—and outsourcing solutions,
decrease costs, and substantially enhance business process excellence and inno-
vation through collaborative partnerships. Such co-sourcing as a business practice

Fig. 1 Taxonomy of four
classes of outsourcing
relationships [16]
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allows a service to be performed by staff within the organization, as well as by an
external service provider. For banks engaged in offering online trading services,
co-sourcing provides an advantage over total outsourcing, in that it minimises
sourcing risks, enhances transparency and clarity, and offers better control over
processes.

Research limitations/implications. In this initial attempt to address the focal
research question, the focus is on a literature review and in-depth investigation of
banks’ websites, along with documentation from Italian economic and financial
journals and data gathered from ABI. Some subjectivity is involved in interpreting
the results, as is the case for any study that adopts a real-life approach.
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From IT Governance to IT Service
Delivery. Implementing a Comprehensive
Framework at Ansaldo STS

Renata Paola Dameri

Abstract IT governance is crucial for information systems, as it defines guide-
lines and policies to be applied to manage and control IT in business. IT gover-
nance promotes, encourages, discourages or bans different management behaviors
regarding IT, aiming to achieve business goals and requirements and to manage IT
risks. However, IT is more and more a service activity. Users, process owners and
the business itself demand efficient and effective IT services. Therefore, it is
necessary to design and implement a comprehensive IT governance and service
framework, able to link the two aspects: both to define ‘‘decision rights and ac-
countabilities to encourage desirable behaviors in the use of IT’’ (Weill, MIS Q
Executive 3:1–17, 2004) and to deliver the required IT services. In this chapter, an
IT governance and service comprehensive framework is defined, supported by the
empirical implementation of this theoretical model in a large industrial company.

Keywords IT governance � IT service � Flexibility � Service management

1 Introduction

IT governance is one of the more important topics relating information systems
[1–5]. It has been becoming more and more interesting, because of two reasons:
the need to manage complex information systems in large and global corporations,
aiming to reach the best results; and the concurrent obligation to assure the
security and affordability of information systems and the integrity of databases.
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2 The Business Case: Ansaldo STS and its Own IT
Governance Model

Ansaldo STS is a large, global industrial company producing transportation
solutions. During the latest ten years, Ansaldo had a fast growth, especially pur-
sued by M&A both in Italy and in foreign countries. In 2008 Ansaldo started a
large reorganisation, for facing global increasing competition, for integrating its
several subsidiaries and for responding to requirements for IPO at Milano Stock
Exchange. Main strategic goals of this reorganisation have been: to uniform the
enterprise organisation, by formalising business processes and standardising the
product offer; to improve the strategic positioning, by focusing on core business
and becoming a pure player in transportation solutions; and strengthening of
financial capabilities pursuing financial leverage and synergies across the
corporation.

Also information system has been involved in this reengineering of the com-
pany, by the so called Transformation Program. The aim of this program was
initially to define the Functional Operative Model (FOM), which standardises the
processes in the main subsidiaries and departments of the Group, to efficiently
support company’s global growth. The FOM defined a comprehensive model
supporting both common business processes and the definition of specific business
needs in terms of IT support. The global FOM deriving from the Transformation
Program has been the basis for the implementation of the corporate ERP [6, 7].

To support the rapid globalisation and growth of the company and the strong
focusing on its core business, Ansaldo STS defined some common IT strategic goals
and consequent IT management instruments. The password in this phase were
‘‘centralisation’’ and the following IT organisational structures have been settle [8].

• a central IT Department, to support the IT requirements of the Group and
manage the shared IT platform;

• local IT structures to support the IT requirements of the single business units;
• the standardization/homogenization of common IT tools (SAP, Hyperion, Pri-

mavera, etc.) to support business improvement activities within the different
subsidiaries of the Group, also through cross-companies projects, and to
improve the efficiency and effectiveness of IT operations.

In the same period, Ansaldo STS started its IPO program, to become listed at
the Milano Stock Exchange. This required to write down and to communicate the
IT Governance model within the Corporate Governance of the Group [9]. Ansaldo
STS Management decided to started an IT Governance project in order to extend
the Corporate Governance concepts to IT operations.

According with its strategic goals, Ansaldo defined a transformation roadmap
for its information system, aligning business and IT as explained in the following
(Table 1) [10].

To achieve all the complex strategic goals regarding both corporate strategies
and information system redesign, Ansaldo STS drove its action towards
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formalisation. All the efforts have been spent in standardisation of processes,
control of operations, accountability and governance by the holding [11]. A strong
focus regarded information system affordability; indeed, the Ansaldo STS gov-
ernance model is based on COBIT, but two additional dimensions are included:
Business continuity and Information security.

At the end of the transformation roadmap, Ansaldo STS reached the goals
stated at the beginning. However, the obtained results have not been completely
satisfactory. The main reasons are: too much rigidity of the IT governance model,
that prevents information system evolution; too much standardisation, applied to
different cultures and IT maturity in different subsidiaries and geographical areas;
too much process orientation, instead of IT service orientation, that reduces the
effectiveness and fit between IT and business.

For these reasons, Ansaldo STS decided to start a new phase, conceived for
building on IT governance continual improvement. The new model should
maintain the results obtained from the first phase, especially integration of
subsidiaries, savings in information system thanks to standardisation, and com-
pliance with law. But the focus of the new project has been to define IT like
service delivery, underlining that business requires results, that is, value added IT
services, and not mere IT processes, or controls, or governance guidelines [12].

To address the new IT governance model, several aspects have bee taken into
main consideration:

• to continue working on IT Governance, defining a flexible framework, to sup-
port company changes and IT maturity improves;

• continual improvement, without rigid processes difficult to modify;
• quality of IT services, based on best practices and performance indicators,

aiming to measure not only the quality of the process itself but the adequacy of
IT services delivered to the business.

3 The IT Governance and Service Model: Basic Principles

To drive the second phase of IT governance redesign at Ansaldo STS, aiming to
realise a service management framework to support value delivery from IT to the
business, the Board decided for the first to set some general principles and values.
In the second phase, the password has been ‘‘flexibility’’, to grant to the company
the required agility to face an ever changing, global economic landscape [13].

Table 1 Business strategy and IT strategy

Business strategy IT strategy

Global increasing competition Centralisation and new organisational structures
Integration Functional operative model (FOM)
Listing IT governance and compliance model
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To orient the IT governance and service model, flexibility has been defined
along to three dimensions: horizontal, vertical and time flexibility (Fig. 1).

Horizontal flexibility in IT governance should take into consideration the cul-
tural, geographical and economic differences between subsidiaries. In the first
phase, Ansaldo STS especially aimed to standardisation and integration. At that
time, it was necessary, because Ansaldo STS Corporation was the result of a series
of mergers, acquisitions and settlements of different companies and subsidiaries.
Moreover, a strong formalisation of IT processes was required by the compliance
to the listing rules. However, different subsidiaries show different IT cultures,
different IT organisations (for example, different IT support to engineering in
certain countries) and different economic scenarios: rapid growth in Asia Pacific,
positioning consolidation and further industrialisation in USA and Europe. It
requires a different way in defining priorities for IT investments and in designing
IT services for business. It implies also different IT budget and spending. Too
much rigidity in applying IT procedures could create difficulties to observe these
rules, and IT governance becomes an obstacle instead of helping IT to produce
desired results. However, too much freedom means difficulties in managing the
integrity of information systems and the risk to be not compliant to governance
rules for security and affordability of IT, and finally a concrete risk to loose the
control of the information system [14].

Ansaldo STS answered to this need defining three different levels of governance
and control instruments:

• IT guidelines, flexible and aiming to align IT and business: they are the same all
over the corporation, but give the freedom to maintain the general values
applying them in accordance with the specificity of each subsidiary and its own
specific economic and IT landscape;

Fig. 1 IT flexibility and its dimensions
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• IT global procedures: formal rules and processes to be applied all over the world
to assure the integrity, affordability and control of information system at the
holding level;

• IT local procedures: formal rules defined by the subsidiaries, respecting the
common guidelines and the perimeter of the IT global procedures, but setting
specific IT management processes for local needs.

The solution adopted, Guidelines ? Global and Local Procedures, allowed for
a strong customizing of the content for local needs, while remaining synchronized
with the high-level directives.

Time flexibility addresses the need to consider IT governance and service
delivery not the goal, but the path [15]. It means that there is not a definitive way
to define optimal IT governance or completely satisfactory service delivery,
because the correct way to see IT service management is the continuous alignment
with the changing economic landscape and company strategic goals. It required by
Ansaldo STS to redefine its programs regarding IT, for the first conceiving them
not like a unique work-to-do, but like a step-by-step process. This is the only way
to support the company changes over time and pursue an ever increasing IT
maturity level.

Vertical flexibility regards the need to define the quality of IT governance and
service delivery activities [16]. Whereas Time flexibility links the evolution of IT
with the changes over time, Vertical flexibility addresses the improvement of IT by
the continuous increasing of value delivered by high quality, well addressed IT
services. It requires the use of IT service performance indicators standardised at
worldwide level, even if aligned with the specific goals of each subsidiary. The
right basis to apply the same measurement instruments, is an homogeneous and
standardised IT content, as defined by FOM in the first phase of information
system reengineering. IT performance measurements have been defined especially
based on people and services: internal team efficiency measurement, business
process owner satisfaction, user satisfaction, best practices.

Basic IT principles based on flexibility and IT service delivery are summarised
in Table 2.

4 Lessons Learned

The business case here studied is very useful to analyse some lessons learned after
several years of IT governance implementations in large companies all over the
world. This could be the first step to address a new wave in IT governance best
practices, more suitable respect to a changing economic landscape and an ever
more complex IT environment.

1. IT governance models are generally too rigid. Born to respond to control
requirements, these models—especially standards like COBIT—forced com-
panies to adapt their IT management process to rigid schemas, thought for
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abstract firms not easy to find in the real world. This criticism is similar to the
one presented by Davenport in his famous paper ‘‘Putting Enterprise into the
Enterprise Systems’’; in that case, the ERP were the source of constraints for
companies, nowadays IT governance processes are the constraint. Moreover, IT
governance frameworks are too much process oriented; they give higher pri-
ority to the correctness of the process, instead of to the business quality of the
IT services. However, the economic landscape requires more flexibility and
more appropriateness of IT respect to specific business needs, also to obtain
better returns from IT spending [17].

2. The traditional IT governance frameworks try to involve top managers, but
don’t involve users in the IT governance definition. But IT users are the real
stakeholders of IT services; they are also the personable to know in details what
really each business process needs. They don’t ask for IT for itself, but for IT
services adequate to their activities. It means to involve them in the process
mapping and in the service catalog definition. It requires not to use IT gover-
nance standards, but to define firm-specific IT governance frameworks, based
on IT services. (IT governance and IT service management standards remain
the starting point for IT governance and service frameworks design) The
involvement of users is able to realise a high responsibility respect to the
adequacy and alignment between IT and business and to achieve the ‘‘desirable
behaviors in the use of IT’’ [18].

3. The quality of IT especially depends on the quality of IT service management.
IT governance standards generally measure the success of information systems
in terms of correctness and formal effectiveness of their activities. However,
correctness, security and efficiency are the ‘‘must have’’ of an information
system [19, 20]. The real added value derives from the alignment between IT
services and business requirements. The IT infrastructure is more and more
only a facility; the more it is transparent for he users, the better it is. In
traditional IT governance and management models, KPI are focused on IT

Table 2 IT flexibility dimensions

Dimension Goals Instruments

Horizontal
flexibility

Flexibility across countries, IT cultures,
IT support to specific business, IT
maturity, IT spending and budget

Common IT guidelines and
procedures ? Local IT procedures.
Customising for local IT service
need

Time
flexibility

Flexibility across time to accomplish
with the evolution of business and
economic landscape

Step by step programs, different
maturity models

Vertical
flexibility

Flexibility across quality: continuos
improvement of IT services

Standardised performance indicators,
based on service levels and
stakeholder satisfaction
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processes; therefore they are not able to measure the IT actual role for the
business. Also the evaluation framework should be rethought and designed on
IT service levels; it should take in high consideration flexibility, user satis-
faction and IT service appropriateness for the business.
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Public Innovative ICT Based Employment
Services Success Factors

Test Cases in Lombardy and Catalonia

Mariagrazia Fugini, Piercarlo Maggiolini
and Ramon Salvador Vallès

Abstract This chapter discusses two systems in the employment services in
Lombardy and in Catalonia aimed at providing a relevant eGovernment function to
citizens and companies. The cases are the Borsa Lavoro Lombardia (BLL) Portal
and the Catalan Services to Employment (SOC) Portal. By analyzing their features
we show the differences in the use of ICT (Information and Communication
Technologies) and in the employment policies. Although ICT in its innovative
forms (service technologies, communications means, etc.) can provide enhanced
functions, these are far from being a true improvement of government activities in
both Countries. Our experience in National and in EU Projects allows us to outline
a comparison between the Italian and the Catalan systems, which operate on very
similar economic and social areas.

Keywords e-Employment � Job marketplaces � Web portals � Federative
collaboration � Social impacts � eGovernment

1 Introduction

As countries develop increasingly sophisticated eGovernment infrastructures,
there is growing concern about how to ensure the success of these projects.
Research underway try to identify factors affecting adoption for the different
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maturity levels and relates these to the skills of the user and the digital divide.
Categories of factors considered are technical, political, organizational, legal and
financial capabilities [1–4]. Suggestions from different bodies and authors
regarding the evaluation or benchmarking of eGovernment projects exist. Different
levels such as political/strategic, economic, technical/operational and social are
included within the evaluation, involving maturity levels, stakeholders and
assessment levels [5–7]. Successful information system models for eCommerce
are verified for eGovernment [8, 9]. However, there is still a need to better
understand how to develop eGovernment in specific areas.

The objective of this chapter is to illustrate two cases, namely the BLL and the
SOC, which help to understand some aspects of eGovernment. The proposed cases
are eGovernment applications and identify the main commonalities and diversities
of ICT-based systems supporting employment, as a paradigmatic example of
eGovernment functions. The two systems operate in Lombardy and Catalonia,
which are very similar Regions from a social/cultural and economic viewpoint.
The chapter discusses the approach and features of each system and outlines the
main difficulties in developing true systems of eGovernment in both Regions.

The results of our research will help to highlight the importance of factors
related to the socio-cultural environment. In particular, the conditions of use of the
innovative services and the cultural factors are analysed with a bearing on skills
for using public employment services based on ICT. These factors seem to
markedly affect the success of eGovernment projects for the labour market and
match those identified in recent studies of other applications [3, 4].

The crucial point, in our opinion, is that the job market, in order to work
properly and to be well governed, needs a federation of adequately supported and
coordinated initiatives. As a consequence, their support information systems
should be based on federations of information systems (cooperative information
systems), such that local autonomies are preserved while a loosely-coupled
cooperation is created to support knowledge sharing. The adopted technological
solutions can provide only the enabling features; these need to be coupled to
suitable organizational, political, and cultural measures. In order to achieve actual
performing and fruitful solutions, all these measures have to be harmonized. To
this purpose, the chapter tries a comparison between the Employment Systems in
Lombardy and in Catalonia and draws some conclusions.

2 Employment Services as a Paradigmatic Example

2.1 eGovernment and the Job Marketplace

In the variety of organizational forms in Europe, models and experiences cannot be
easily compared and address different ideas of welfare but, straight for this reason,
are relevant. At the macro level, the most interesting cases regard the Danish,
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English, Irish, and Dutch systems. These Countries are considered, as ‘‘top of the
form’’ and, even with great differences in their strategies, have successfully leaded
renovation policies of their information systems, of flexibility of the job market, of
support of investments, of competitiveness development, and of reductions of
fiscal charges on employment. Denmark and the United Kingdom, although in
different measures, have tried to activate the job market by limiting the passive
policies and by making people in search of an employment more responsible.
Ireland has intensively counted upon the continuous economical support and upon
the re-balancing of the internal differences. The Netherlands have targeted the
increase of job flexibility.

This short presentation shows that if traditionally the job market has been a
prerogative of specialized organizations (private/public employment agencies,
head-hunting and job search companies), its social implications and enormous
impact on the political/strategic decisions of governments have seen an increasing
implication of National and Local Public Administrations, with the goal of using
ICT to improve the effectiveness and efficiency of the relationship of government
with citizens, private companies and employment agencies.

2.2 Relevance of Services to Employment

Currently the job market is changing significantly and rapidly in short-term issues
but also in structure; public employment services try to assimilate these dramatic
changes, mainly in southern Europe, and react properly. One of the most worrying
effects of the economic slowdown is the great increase in the number of unem-
ployed, especially among young people entering the labor market.

Among the causes of changes in the labor market we have the market unpre-
dictable trends and the high variability of demand, which have mined the firm’s
stability in recent years. Firms in turn have reorganized their activities to improve
competitive capabilities by focusing on innovation and flexibility. Such phe-
nomena had a strong impact on the job market place and on the occupational
dynamics, originating high job mobility dynamics, unforeseeable in the past years
[10]. The request for labour and work is becoming more frequent, due to less
stability in the employment relationship, dynamic changes in traditional and new
sectors, diversification of career development and labour mobility. In reaction to
the market need to receive help in recruitment, the employment mediation industry
has experienced fast expansion. It is in fact one of the fastest growing sectors. On
the European scene, the further pressure for data sharing and exchanges across
system and organisational boundaries arises from labour mobility, regional hori-
zontal collaboration in the wake of decentralisation in labour market regulations,
and eGovernment programs (such as IDABC). On the other hand, due to the poor
visibility of labor supply and demand, the problem of unsatisfied demands is
highly felt. The root cause of these problems is the de-fragmentation of the
employment market.
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3 Methodological Approach

The regional level is considered appropriate for the provision of public employ-
ment services and implementation of policies, and therefore for the development
of systems to provide these services. The methodological approach adopted in this
chapter, based on the comparison between the two systems, takes this fact into
consideration. Lombardy (Italy) and Catalonia (Spain) are analyzed and if they
were similar from the standpoint of social and economic, they would enable the
identification of critical success factors (CSF) for the performance of ICT-based
services. The basic conceptual scheme guiding our proposal to identify the success
factors for the social-economic level, by determining the skills, and also for the
technological level considers questions raised regarding eGovernment evaluation
[5–9].

Thus, the basic research question deriving from this approach is that various
different sets of ICT-based services in similar contexts would have to produce
significantly different results for these services. Otherwise, why not? Would it be
because the influence of the ICTs is irrelevant? Or would it be because the
innovative services require conditions of use that are not available in those con-
texts? What are these conditions? Are cultural factors, perhaps, more important
than technological ones?

4 The Lombard and the Catalan Cases

4.1 Employment Services in Lombardy

The BLL supports both the intermediaries of the job market place (e.g. provincial
public offices as well as temporary work agencies, or job placement agencies) and
the end users, namely the job seekers and the employers (people and companies
looking for people to hire). Although in this chapter we focus on the job-related
services, BLL is not only a job market place creator or a service/web system for
unemployed people, but rather addresses several aspects of human capital growth
as well (e.g. vocational training, information provision, continuous education). The
laws require all the actors playing an intermediation role in the job market place
(e.g. temporary work agencies, job placement agencies, head hunters …) to share
some digest information about the curriculums vitae (CVs) and the Job Offers
(JOs) they collect. Not all the CVs and JOs are shared, as well as not all the content
of a single CV or JO, since the information to be shared was designed to foster
coopetition (cooperation and collaboration on different activities). Out of infor-
mation represented by the set of shared CVs and JOs digests, some services are
built, e.g. an actor can query for available CVs and JOs matching specific criteria
(skill, residence, spoken language, etc.) or can ask to be notified when a suitable
CV or JO gets available.
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BLL is a web portal that can be used by the job intermediaries, by the job
seekers, and by the employers to match job request and offer through a job
matching engine. Job seekers and employers can submit CVs and JOs directly with
no intermediation. Public and private job intermediaries benefit from information
sharing, especially when local unmatched job offers or requests find a match
somewhere else (local with respect to the single intermediary boundaries). How-
ever, private intermediaries make business from data and they don’t like to share
their source of business. In this scenario, a coopetitive model is used in the BLL to
address the conflict among the usefulness of data sharing (for matching local
unmatched requests) and the business protection. The solution comes out by
observing that, given a CV or a JO, the information subset used for business is
different from the information subset used to match CVs and JOs. The matching
operations are performed over skills descriptions, while business is performed on
trading the ‘‘contact information’’. The public profile is shared among the actors. It
contains no personal or contact information but its content is enough to perform an
initial CVs/JOs match. The private profile can be identified as the whole infor-
mation content of a CV (or of a Job Offer description). Private profiles are shared
according to some business rules: the employer has to pay a fee to the involved
intermediaries in case the proposed job seeker is hired. Private profiles sharing has
to be acknowledged by the data owner (the job seekers), in order to prevent
privacy-relevant situations.

4.1.1 Performance and Success Factors

BLL is on line since 2004. Its performance can be considered as medium or low.
The average of the percentage of persons who seek employment through the BLL
above unemployed population seeking employment ranges from 10 to 11 % [11].
It has been observed that the low use of the BLL can be related to several factors
such as: (a) the poor habit of end users to interact with a (web) system and to a
scarce habit of the employment offices (both public and private) in advertising the
potentialities of an interconnected system; (b) people might distrust the informa-
tion sharing features provided by BLL since a potential threat to privacy is felt;
(c) the not exciting performances of BLL can be a further reason of scarce use; and
(d) the BLL user interface towards the final users can be ameliorated in terms of
usability (customer interfaces), content organization, and simplification of the used
vocabulary (for professions, skills, and so on).

4.2 Employment Services in Catalonia

In the case of the Catalan system, named SOC, ICT is used both to provide public
services and to inform the Spanish government a list of the unemployed to
compute the unemployment contributions. In this sense, the SOC has been used for
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long as the management and control tool of unemployment within the Catalan
Autonomous Community. In any case, the SOC has evolved since 2007 onwards
and has undergone a deep renewal. Currently, the SOC, which is attached to the
Catalan Department of Labour, integrates and manages active employment poli-
cies. It provides services for job seekers and recruiting companies to improve the
labour market’s efficiency and to increase employment level and quality. The SOC
has a network of 73 public employment offices and uses technological channels
such as the Internet, a call centre (number 012), a network of self-service inter-
active units (providing access to some Internet services) and a telephone line to
each office.

The SOC website (http://www.oficinadetreball.cat) provides services for job
seekers, employers and the general public. Citizens—job seekers mainly—are
provided with information on the labour market such as the skills required for
particular jobs, training courses, professional help, counselling, grants, etc.
Selected information on job offers—including a description of the post, the skills
required and the deadline for submitting an application—is provided through a link
to a portal called Feina Activa (https://www.feinaactiva.gencat.cat), where job
seekers can apply for job offers. Nonetheless, job seekers must personally visit the
company, public institution or private agency and to the employment office to
carry out any employment-related procedures. A limited number of online pro-
cedures such as controls regarding benefits, checking the CV saved with the SOC
and obtaining official certificates are offered to those who have registered at a
public agency in advance.

The SOC website also features services for companies, private agencies and
training organizations, providing information on training programmes in compa-
nies, guidance regarding employment contracts and information on finance and
employment promotion activities. The website allows firms, public institutions and
private agencies to upload publish and manage job offers and to furnish the SOC
with data on employment contracts, provided the firms have already registered at a
public agency. It offers information on regulations and registration to private
agencies and training centres and provides services to citizens such as information
about the SOC, news and events, links to other labour market websites and a
suggestions box.

4.2.1 Performance and Success Factors

Similar to that of the BLL system, the performance of the SOC system can be
considered as medium or low, nevertheless improvements are made successively
introducing ICTs in some processes. For example, in 2010–2011 70 % of the
renewal of labor demand, were conducted over the Internet (website and self-
service points), with great staff savings. On the opposite side we would have little
effect on the placement. The rate of registered job seekers on the total unemployed
population varies between 20 and 25 %, including mandatory enrollees to perceive
the unemployment benefits [12].
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Analysing different factors that could be involved in the performance of
the system, we have: (a) many of the procedures are not available on the web;
(b) the low level of collaboration and integration of information systems among
the various interested parties because of the fragmentation of the labour market
and legal regulations; (c) the web site doesn’t provide complete information about
job positions (influences the quality of information); (d) the web site is seen as a
complementary channel to the network of SOC offices; (e) the web site is not well
known to wider public, people are not accustomed to using it, and employment
office staff have skills built up over the years, and now it is proving difficult to
change their mindset in order to encourage them to use the web; and (f) users have
the perception that the public system offers only administrative benefits rather than
providing real job opportunities.

5 A Comparison

Lombardy and Catalonia are very similar from both the economic and the cultural
viewpoint, and within their respective countries. It has been observed that the
structures of the labor market, the employment rates by sex and age, and
employment by full-time/part-time and sex are similar [13]. The margin is narrow
enough to be perceived to support this point. Thus, it is considered that the skills to
use innovative services and cultural-social factors are similar too.

The analysis of the two service systems is showing that both largely exploit
advanced ICT models and infrastructures to achieve their goals. However, the
service provisioning models are quite different. In both Regions, outstanding and
expensive efforts have been made to develop and implement new information
systems in a complex area such as public service supply (eGovernment). BLL
connects public and private operators on a federation providing services to job
seekers and employers. BLL leverages web technologies through which final users
can post job offers and demands with no need for physical a presence in front of
operators or mediators (agencies). On the other hand, the SOC Catalan system is
based on a network of public offices which do not yet fully collaborate with private
agencies of recruitment for instance via a fully fledged database sharing. ICT is
used in such a context to provide some services and is also useful to communicate
to the central Spanish Government the lists of unemployed to trigger unemploy-
ment contributions.

Both the Lombard and Catalan system do not show exciting performances
about the user exploitation. Both websites are scarcely popular among citizens and
the users’ perception is that the public systems offer only administrative advan-
tages rather than increasing the number of contracts. BLL and SOC present
apparently the same level of popularity in their regional areas, as testified by
statistics reported [14].
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6 Discussion

Coming to the features of Lombardy and Catalonia, we can affirm that the two
Regions have various similarities from the demographic, economic, and cultural
point of view. In such similar contexts, the comparison of the two quite different
service provisioning systems stimulates some interesting considerations about the
impact of the ICT based employment services on the local employment market and
in general about the employment context. First, there exist significant differences
in providing public innovative ICT-based services to the employment between the
two Regions, and in the technical infrastructure, organization, and management.
Nevertheless the systems performance is similar, and because of that it would it
appear that the ICT ‘‘influence’’ is irrelevant. Second, according to the above
reasons, the irrelevance is perceived of the institutional system—in terms of
infrastructure, organization and management of ICT—against the predominant
weight of socio-economic factors. The potential of personal networks, combined
with social networks (LinkedIn, Facebook, etc.) as ways to expand personal net-
works contribute to sharpen this situation. Third, the CSFs found in both Regions
show that office staff, citizen groups and business organizations are not used to
web systems in the employment area and distrust using the Internet; they also have
the perception that the system does not provide real benefits and job opportunities.
It seems that innovative services require conditions of use for the ICT-based public
employment services that are not yet realized in the context of the employment
marketplace. These conditions, together with cultural factors are quite similar in
the two Regions and have a bearing on skills in using ICT. The limited success
obtained by both systems lies, in our opinion, in a cultural deficit, both from the
citizens’ side and the companies’ side in the two Regions, which negatively
influences the user’s trust in public ICT systems, irrespective of whether they are
service-based, accessible via web or technologically advanced. The fact that
people still prefer to use personal social networks to find a job could be a reason
and time and efforts are needed to unhinge such mind-set.

7 Conclusions

It seems that the main factors influencing the performance of public employment
systems are those related to the socio-cultural environment. For this reason the
development and use of ICT-based public employment systems at the regional
level should consider the identified success factors in order to reduce the risk of
not achieving the desired results. While this is not a conclusive result, and other
systems and Regions should be analysed, it highlights the influence of the user
environment and mentality over systems design. Stakeholders will use the means
at their disposal to meet their objectives in the most efficient and effective way. For
this reason they will choose, from among the options available to them at any time,
those most advantageous for them, public or not.
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The Pursuit of Happiness: The Virtuous
Circle of an IT Tool for its Users
and Beneficiaries

Antonio Sebastiano, Andrea Carugati and Antonio Giangreco

Abstract This study analyzes the modernization process of an Italian nursing
home driven by the development and usage of software developed in-house. To
clarify contradictory results regarding information technology performance in
healthcare settings, this study points at the benefits gained by both the users of the
software and the guests of the nursing home. This is done collecting both quali-
tative and descriptive quantitative data regarding the quality of life of the guests
and the way operators are affected as result of the new tool adopted. Our study
shows that bottom-up participatory design with autonomy, user friendliness and
job simplification, and orientation toward guests, were the elements that concur-
rently generated a virtuous circle for the guests, the users and therefore the
organization as a whole.

Keywords IT-driven modernization � Health care � Extended benefits � Nursing
home

1 Introduction

High-quality information management represents a focal priority in healthcare.
Despite significant investments in information technology (IT) in the healthcare
sector, the industry continues to struggle with poor outcomes [7]. Most research on

A. Sebastiano
Università Carlo Cattaneo, LIUC, Castellanza, Italy
e-mail: asebastiano@liuc.it

A. Carugati
Aarhus University, Business and Social Sciences, Aarhus, Denmark
e-mail: andreac@asb.dk

A. Giangreco (&)
IESEG School of Management (LEM–CNRS), Lille, France
e-mail: a.giangreco@ieseg.fr

P. Spagnoletti (ed.), Organizational Change and Information Systems, Lecture Notes
in Information Systems and Organisation 2, DOI: 10.1007/978-3-642-37228-5_6,
� Springer-Verlag Berlin Heidelberg 2013

51



IT-driven modernization focuses on sources of unsuccessful experiences [13], such
as limited uses of technology or low perceived value [3] from the IT investment. In
many cases though, information and data simply get mismanaged, neglected, or
underused. This highly problematic scenario highlights the gap between what
should happen in theory—as exemplified by studies that predict positive outcomes
of Healthcare IT (HIT) [1] and what happens in practice.

Our study features the analysis of an experience at Fondazione Santa Clelia
(FSC), an Italian nursing home that over the past decade has designed and
implemented ABC, an IT tool to aid the provision and management of long-term
care. The experience generated positive outcomes not only for the operators (see
also Carugati et al. [5]), but also for the guests of FSC to the extent that this
experience became the pilot study of a larger IT diffusion study with 100+ nursing
homes using that subsequently adopted ABC. In the present study, we aim at
presenting the software, its development process, and its usage in FSC. This
analysis is critical to understand the elements that contribute in practice to the
successful use of IT in healthcare settings.

2 Research Context and Methods

2.1 Research Context: Fondazione Santa Clelia

Fondazione Santa Clelia1 (FSC) is a non-profit, Catholic, publicly accredited resi-
dential structure for the aged founded in 1982 and located in Vidiciatico, a small
town near Bologna (Italy). A total of 85 guests benefit of FSC services, while 62 of
them live at FSC (2009). The resident care philosophy that FSC adopts focuses more
on animation and social activities, rather than on heavy use of pharmaceutical
treatments. This choice is based on the belief that through social integration, guests
can attain better standards of living [14]. The focus requires a high staff-to-guest
ratio, which in FSC is 1 operator to 1.5 guests (ratio = 0.68). Labor costs account for
78 % of FSC’s operating expenses and making FSC among the most personnel-
intensive residences for the aged of the Region Emilia-Romagna.

2.2 ABC Software

In 1999, following the input of a new general manager (GM) the first version of
ABC was developed over the course of one year by a volunteer retired software
engineer. Over time, the software engineer developed new functions in ABS
following the emergent requests of the nursing personnel according to a modular

1 Acknowledgments: we thank the personnel and guests of FSC for their support.

52 A. Sebastiano et al.



logic. ABC’s modular structure supports daily care and offers a means to record
and share behavioral and health information about the guests among all users:
nurses, physiotherapists, clerks, doctors, and social animators. The system com-
putes well-being indexes for each guest on daily basis with the aim of monitoring
the quality and continuity of services and goals improvement. The data and
information collected by the care personnel contain the following areas for each
guest: (1) the personal data including the health and the life history; (2) the history
of rehabilitation, socialization and animation; (3) the level of autonomy; (4) the
information and data regarding the everyday life at FSC (meals, sleeps, falls, etc.).
(5) the area of current wellbeing and health conditions; and (6) a synthesis of the
objectives, measures and expected results of the different types of interventions,
including the current individual plan of assistance (IPA). These areas are collected
independently—not to interfere with daily work—but can be analyzed cross
checking data (e.g., food with falls; gymnastic with sleep etc.)

2.3 Intervention Description

Before the introduction of ABC, the information existed in paper documents but it
was almost impossible to analyze and use. Only administrative staff had access to
computers. This is the reason why staff involvement was considered pivotal during
the entire development phase. Moreover, the programmer was asked by the GM
not to be pro-active, rather he was invited to rely on the input of the most
available, enthusiastic or interested operators of FSC. The first prototype was
developed with a group of nurses. The development approach was to computerize
existing paper documents so that users could feel comfortable with the new
electronic form. The second step was that of either eliminating useless informa-
tion, or adding additional information, or both. As the software evolved, it became
evident that the main advantage of ABC was the ability to provide access to all the
information when it occurred. This continuous development approach was used in
the course of the last 13 years to develop modules to support all the remaining
protocols, processes and procedures with the involvement of all the professional
profiles working in FSC. The system is still (in 2012) under development, albeit at
a slower pace, and the users still play the main role in the development. Personnel,
managers, and guests interviewed in multiple occasions declare the implementa-
tion to be a success with 100 % rate of adoption at FSC.

2.4 Data Collection

The qualitative data were collected during two field trips, in October 2008 and
September 2009 for the purpose of involving all stakeholders multiple times in our
data collection [2]. During the first round of data collection, we conducted semi-
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structured interviews with five people: the general manager, the software devel-
oper, an administrative assistant, and two nurses. These interviews lasted
60–150 min and helped us understand how the new IT tool had been developed.

The focus of the second visit was the usage of the tool. We interviewed ten
employees (approximately 60 min each) about their daily use of ABC, including a
nurse coordinator, five nurses, two social animators, a physiotherapist, and the
administrative clerk responsible for the interface between users and the developer.
Furthermore, we interviewed two guests who had moved to FSC before the
development of ABC. Moreover, we undertook a field observation of the entire
working day of a nurse. Finally we carried out two interviews with the GM and the
software developer.

We collected the descriptive quantitative data regarding the operators and the
guests for 1999 and 2009 (Table 1). To measure changes in guests’ mobility and
autonomy, we used three internationally recognized parameters (Table 2). The
Barthel index measures people’s ability to perform normal daily activities, such as
eating or walking on a flat floor from 0 (severe, no self-sufficiency) to 100
(complete self-sufficiency) [12]. The Global Evaluation Functional index similarly
attempts to define self-sufficiency, partial dependency, and total dependency. Its
score varies from 0 (self-sufficiency) to 1,000 (maximum dependency) [8]. Finally,
the Mini Mental State Examination measures disturbances to intellectual efficiency
and the potential presence of deterioration [10] with a score between 0 (max
impairment) and 30 (no impairment).

2.5 Data Analysis

The data analysis involved the comparison and cross checking, over time, of
qualitative and descriptive quantitative data. All interviews were tape recorded,
transcribed and translated from Italian into English by a person different from the
authors of this manuscript. Interview protocols are available from the authors upon
request and all interviewees provided verbal consent to use their data. The content
of the interviews and field notes was analyzed using Nvivo software to aid the
qualitative analysis [11]. To ensure that the system development activities and the

Table 1 Organizational and guest parameters at FSC (1999–2009)

Parameters 1999 2009

Number of beds 60 62
Number of employees 38 42
Guest average age 80.5 83.1
Number of deaths per year 24 15
Employee turnover (%) 7.90 4.76
Average number of sick days 10.6 8.9
Costs/revenues (%) 82.84 94.70
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development of the organization were grounded in the data, we coded for inter-
connected evidence of positive and negative experiences with ABC, acceptance or
resistance of the system, and evidences of organizational impacts (either positive
or negative) [9] with special focus on guests related activities and performances
about well being and quality of life. The qualitative data reported by interviewees
were then triangulated with the quantitative data extracted from the ABC system.
The data analysis involved three cycles of coding according to Charmaz’s method
[6]. Finally, we cross-checked our coding among authors to control for internal
reliability of the analysis. Disagreements among coders were handled by double-
checking with the interviewees, procedure that also helped with the external
validity of subsets of the analysis, along with cross checking our results with the
GM of FSC and through his agreement on the content of this paper.

3 Results: The benefits for Operators and Guests

3.1 Evidences from the Qualitative Analysis

Our qualitative investigation of the development (data collection—phase 1) and
use (data collection—phase 2) of the ABC software reveals two main outcomes:
(1) The software gradually responded to all the informational and operational
needs of the organization, and (2) its use had tangible results for guests’ percep-
tions of their quality of life, managerial decision-making processes, and external
perceptions of the quality of care. In brief, the software is widely used, and our
interviewees perceive that this use leads to positive results. According to the GM,
‘‘through the use of ABC we were able to retain our employees longer, to have
more money for social interventions rather than pharmacological treatments, and
above all we have prolonged and improved the lives our guests.’’

The employees of FSC were reticent to try a new technology, but through
incremental development, they managed to gain considerable IT skills and now
consider it an integral part of their work, rather than a mandated burden: ‘‘If I think
how scared I was at the beginning … and now I could not live without it [ABC
software]’’ (physiotherapist).This seemingly abnormal but positive use of HIT by
the health professionals reflects the contribution of three factors that emerged from
our analysis, which led to continuous, pervasive, value-adding use of ABC:
(1) bottom-up design with autonomy, (2) user friendliness and job simplification,
and (3) orientation toward guests.

Table 2 Multidimensional evaluation of guests (2003–2009)

Evaluation scale 2003 2009

Barthel index 49 63
Global evaluation functional index 281 245
Mini mental state examination 14 19
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3.2 Bottom–Up Design with Autonomy

The idea of having a software tool integrated into FSC’s daily activities came from
the GM. However, the interviews confirm that the software was developed by the
volunteer programmer by never including anything in the program that had not
been demanded by staff. Furthermore, the GM enforced a positive cycle that
always provided sufficient slack resources to include enough personnel in the
development process: Take the physiotherapists for example… never before
existed the concept of knowing over years how much bike a guest does, who does
more often or in which days it is done. I wouldn’t know what is important so all
these requests and the input tables came from the operators. Then of course we
had to standardize to make data entry similar for all modules. This was my
suggestion to their request to make the software simple to use (software
developer).

In this respect, neither the GM, nor the software developer forced any top-down
solution onto users. Users in turn took full advantage of the chance to define their
own work tool with respect to their duties, processes, and organizational structure.
The ‘‘showcase’’ module in ABC provides a good example, as summarized in the
following comment: The doctors entered the system from home and wrote the
prescriptions without looking at the guests diaries. So we asked the programmer to
create a rule that the doctors have to pass through the diary of a guest before
accessing the prescription page (head nurse). Over time, the bottom-up approach
grew to feel so natural for the organization that initiatives to change or add new
modules came only from users. Twelve years after the first test, ABC is an integral
part of the activities engaged in by anyone who works at FSC; even training is
done internally, such that ‘‘everybody is good at using the software perhaps
because they come here and the group helps them. We do the training ourselves,
on the job’’ (head nurse).

3.3 User Friendliness and Job Simplification

A key characteristic of ABC is that its complexity grew together with the IT skills
and capabilities of the healthcare operators. Many operators (e.g., nurses, health
assistants) had been IT illiterate before the introduction of ABC. However since
the tool grew with them, they quickly realized its accessibility. The initiative
achieved such a warm welcome that the operators even tried to enhance their
capability on their own. As the GM recounted, ‘‘some of them at the beginning
asked help from their sons and daughters; others went to the local computer store
for help. Today training is no longer necessary but we sponsor it if they ask. I even
had a cook taking an Access course.’’ Furthermore, ABC simplifies and accelerates
certain functions by fully reflecting the job of healthcare operators, which require
both standard outcomes and immediate local responses. That is, it supports very
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complex analyses but also provides quick overviews and includes tools to help
users react quickly to known problems: If a guest has an urgent problem which
requires going to the hospital, it is necessary to print an accompanying module.
This is a complex document … people normally panic … especially at night. Here
you see … it is sufficient to click here to print the complete document with all the
information (software developer).

3.4 Orientation Toward Patients/Guests

Finally, largely as a consequence of the previous factors, the data collected in ABC
generates a positive cycle of additional value and use for analysis and planning.
For example, before ABC, even the individual assistance plans were based mostly
on hunches. The ABC software instead provides visual warnings related to daily
issues for each guest (e.g., diet, evacuation, mobility, sleep). These warnings are
organized temporally, which enables operators and managers to take proper
actions according to the current situation or trends. Consider an example of how
the warnings in ABC were used in a specific, actual situation to solve one of the
major problems for elderly people worldwide, namely, falls [4]: For example, who
falls more than others? Mr. White has fallen 28 times this year [2009]. With ABC I
can see falls per year, let’s s22 2008: 82 falls in 2008… I am interested in place:
19 falls have taken place in his room. The falls happening in rooms are due to get
up phase … he will never accept bedrails. Here you see it: Slipped off bed, found
near the bed…. So you see, by crossing data on falls over time and personal data
we are able to reflect … being more accurate with our response, grants him, and
his family, a better life. Result: we put a gym mat near his bed just in case, to
soften the falls: it is non-intrusive, he is happy, and it costs nothing (general
manager).

The perception of care is confirmed by the two guests whom we interviewed
about their experiences with regard to the effects of ABC. For example, one guest
noted: ‘‘At first I did not understand how the nurse from the day shift could know
that I had a difficult night. They care a lot about me’’ (guest).

3.5 Evidences from the Descriptive Quantitative Data

During the first 10 years of usage, the average age of FSC guests increased from
80.5 to 83.1 years. A 3 year increase in average age entails greater complexity and
costs for care and clinical services. However, even as the FSC guests grew older,
mortality rates decreased significantly, from 24 deaths in 1999 to 15 in 2009, a
reduction of 37.5 %. This trend emerged even though FSC moderately increased
its bed capacity (+2, an increase of 3.3 %) (Table 1).
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As the scores in Table 2 reveal, on all three parameters, the guests have attained
improved quality of life since the ABC implementation. In this sense, FSC
demonstrates its strong orientation toward rehabilitating guests’ residual physical
and mental autonomy. It is important to clarify that these positive differences do
not refer to the same population of guests given the turnover of guests over
10 years. The ABC software played a significant role in improving FSC capability
of personalizing the services through a strong orientation for recovering or
maintaining the residual levels of autonomy. This resulted in a higher attractive-
ness for a population of guests with higher cognitive and functional autonomies.
This means that FSC, also thanks to the use of the ABC software, is now more
capable of attracting guests who although need to be treated for different typical
illness of the aged prefer to live in a nursing home where the residual levels of
cognitive and physical autonomy are stimulated.

From a HRM perspective, the adoption of ABC generated better outcomes in
terms of personnel loyalty, tenure, and participation. As in many Western
healthcare organizations, staff tenure has been a serious problem at FSC. In the
past decade though, the extent of this problem was nearly halved, with notable
positive effects for the quality and continuity of health services provided. Fur-
thermore, average sick days taken by staff members decreased by 16 % (Table 1).

4 Discussion

FSC developed a system that fit its needs as they emerged. More advanced needs,
such as cross-analyses of trends, medication lists, and hospital documentation,
entered the system only later and in stepwise fashion. Each function was devel-
oped only on when users asked for them. Furthermore the development reflected
the evolving needs of the guests. As the types of guests changed (i.e., older,
requiring more complex treatment), the software evolved to fit these needs. The
quantitative data, whose trends became visible thanks to the software, also played
a pivotal role in establishing and maintaining a virtuous cycle both for guests and
operators. In particular, they provided tangible, objective proof that the work was
benefiting guests. These positive trends fed users’ enthusiasm and thus constituted
key factors for these projects: The constant decrease of the use of drugs replaced
by stronger rehabilitation and social measures, the improvement of the mobility
conditions of guests, [and] the fall in the number of deaths from 24 to 15 with (in
the last year) 8 people who were over 95 could not happen without the IT mod-
ernization process of the organization driven by the new software (general man-
ager). While not all improvements are strictly due to ABC, the organizational
practices in use today are supported largely by the tool (we could not leave without
it!) making ABC an important contributor to the organizational performances.
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5 Study Limitations and Future Research

This is a promising exploratory study for a wider investigation involving part of
(or all) the more than 100 other organizations that have adopted the same tool.
However, we need to take into account few limitations. The first limitation refers
to the absence of a control group. No solution could be provided because the
presence of an internal control group subjected to a lower quality level of long-
term care, due to the absence of the software use, would be unequal and dis-
criminant and potentially cause legal problems. Second, we are aware of the fact
that rather than providing the evolution of those parameters for the same popu-
lation, we presented only the comparison (but also the amelioration) of two fixed
situations in different times and with almost totally different populations. To
overcome these limitations, future research should focus on the comparison of two
or more nursing homes having similar type of population, with some using ABC
while others used as external control groups.

6 Conclusions

We have presented an IT-driven modernization process for a nursing home that,
through careful management and patience, managed to design an HIT system
based completely on the needs of users and guests. Proper implementation and
productive utilization of a new IT tool appears more likely if the system provides
tangible results, obtained from (1) a design focused on the needs of patients,
(2) a system that it is easy to learn and use, and (3) a bottom-up approach that
considers tips and warnings provided by users. The results provide internal validity
that helps maintain motivation, and external validity that supports the organization
in its market. Such outcomes require more thinking and energy than money, in
contrast with a complex, top-down, universal, cost-cutting IT tools traditionally
implemented in health-care organization. These greater efforts realized through the
three main results of our research have activated a continuous virtuous circle that
brought benefits for guests and operators.
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Legal Issues and Requirements for Cloud
Computing in e-Science
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Abstract Cloud technologies have increasingly gained momentum in recent
years, primarily due to their promise of enhanced performance, such as elasticity,
scalability, risk reduction and the easy deployment of end-user services. Despite
the great interest and success achieved by the Cloud model, there are still some
legal issues raised both in the scientific sector and the information society as a
whole. The objective of this paper is to provide the needed starting points for a
reflection aimed at the creation of a new governance and legislative model on data
protection, privacy and security to develop an efficient strategy on Cloud Com-
puting, notably for government and e-Science, promoting innovation and inter-
operability in Europe.
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1 Analysis of Potential Legal Issues

On 26 August 2010 the European Parliament Commission on Industry, Energy and
Research published The Digital Agenda 2020 [4], a new plan which aims to
deliver sustainable economic and social benefits from a digital single market based
on ultra-fast internet and interoperable applications and to eliminate the legal
fragmentation of contract laws related to the ICT. Europe should build its inno-
vative advantage through reinforced e-Infrastructures, in order to develop an EU-
wide strategy on Cloud Computing for government and science, which should
necessarily consider several and relevant new legal aspects related to Cloud
infrastructures.

1.1 Data Protection Law in the Cloud: Personal
and Sensitive Data

In the Cloud, customers and often providers do not have the power or the ability to
check the real use and location of their data, which is not fixed in the infra-
structure. This problem raises data protection issues related to the swift transfer of
data from one data centre to another. The Directive 95/46/EC [7] protects sensitive
and personal data, and imposes obligations to the actors of the transfer process.
Article 6 and 8 of the Directive [7] clearly state that the collecting and processing
of personal data for historical, statistic and scientific purposes is allowed, if
Member States provide an adequate high level of safeguards. In the scientific
Cloud setting, it is important to clearly distinguish between personal data collected
in research and research data in general. The DPA applies only to personal data.
Sensitive and confidential information can be shared ethically if researchers apply
one or more of the following strategies to managing their data: obtain informed
consent to share data, as well as for the participation to the research, obtain consent
for the publication of results in which their data is included, protect the identity of
the participants and decide if restrictions on data access applies to the information
as a whole, researchers have also to inform participants that their data will be
transmitted and processed by other researchers in the Cloud infrastructure.

The role of data controller and data processor. Within the context of per-
sonal and sensitive data protection in the Cloud, a key role is played by the data
Controller. Article 17 of the Directive [7] claims that Member States have to
ensure the Controller implements technical and organisational measures to protect
personal data against loss and alteration, unauthorised disclosure or access. The
Member States must also notify that the Controller, who has the responsibility of
the processes, chooses a Processor providing guarantees to his customers. Instead,
the data Processor draws personal data for the Controller, but do not exercise
responsibilities or control over personal data. According to the DPA [7], data
Controller is responsible for the actions of the data Processor when carrying out
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duties on behalf of the data Controller. As also claimed by Peter Hunstix [9], in a
Cloud environment it is not simple to identify the real role of the Controller and
the Processor, despite carrying out core functions for data protection. Which role is
played by Cloud providers has to be determined case by case, with respect to the
specific nature of the Cloud services.

1.2 Risks of Changes In Jurisdiction

Within the Cloud, customers’ data may be held in multiple jurisdictions. Often the
main problem is the inability to identify where data resides. This situation is more
complex in the case of scientific Cloud communities that exchange data more
frequently across different countries. It is important to determine whether EU law
applies in every specific case. The problem is also amplified in case of interna-
tional data transfers that may affect privacy. Data transfer to countries outside the
EU is regulated by the 25th Article of the Directive [7] preventing the transfer to
countries unable to provide an adequate level of data security. This limitation
applies also to the possibility to outsource service providers outside Europe. The
European Commission has the responsibility to check which specific country
provides this adequate level of data and to obtain a contractual promise from the
provider to keep information in that country.

Information Security Issues. Often, in a Cloud the customer may not analyse
the data security. Furthermore, when the provider inspects the system of one
customer, this process also involves those of other clients which are allocated in
the same installation. Another relevant information security issue is related to the
location of data. The decision adopted by the European Commission (EC) to
develop standard clauses for the transfer of personal data outside the European
Economic Area (EEA), does not consider the exchanging of combined data in the
Cloud, as in the case of scientific communities. However, the Binding Corporate
Rules can provide an effective solution to this issue, by developing custom-tailored
solutions and eliminating the data transferring problems also between different
large scientific Cloud communities. Researchers have to ensure research partici-
pants that the Cloud provider complies with these standards.

1.3 Data Security

Security in the Cloud depends on the service delivery model (SPI) and on the
Service Level Agreement (SLA). All network level security challenges related to
the Cloud are exacerbated by its infrastructure. Often the data stored in private and
in public Clouds are not encrypted, because they are allocated only for the storage,
which makes them unsafe. Service providers are subject to external audits and
security certifications. Where encryption is possible, the provider should prove that
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their schemes have been designed and tested by experienced specialists. Encryp-
tion accidents can make data unusable. It is urgent the need to consider also server
and network security, data segregation and back-up/replication policies. A Cloud
provider has to ensure also business continuity, security monitoring, application
and code security, incident, antivirus and patch management. A useful tool to
ensure data security in the scientific Cloud environment, is the Due Diligence, the
process of evaluating a prospective business decision by getting information about
the financial, legal and other material state of the other party, before entering into
an agreement or a transaction with another party. In the Cloud, the customer
choosing between different offers should be directed against suppliers who have
the effective ability to satisfy the requirements of the context. For the overall
internal audit assessment, it is important to negotiate the terms of the relationship
with the possibility to build a framework contract to ensure compliance with
mutual obligations throughout the life cycle. Due Diligence requires the explica-
tion of controls intended to identify potential problems and risks that may arise
during the relationship and evaluate the compliance of the performance.

US Safe Harbor. The US has a set of coherent privacy and data protection laws
(i.e. USA Patrioct Act, Electronic Communications Privacy Act, U.S. Federal
Information Security Management Act, GLBA, HIPAA, Hitech Act) in place with
a number of differences compared with EU laws. This approach joins different
legislation at State and Federal level. The Federal Rules of Civil Procedure [18]
states that parties involved in a civil lawsuit must disclose information to support
its defence, including also electronically stored information (ESI), this procedure
create several issues in the Cloud context at international level. Indeed, EU leg-
islation prevent from the disclosure of personal and sensitive data without the
consent of the subject to which that data refer. This problem can be partially
solved by the The Safe Harbor [19], US entities which signed up to this scheme
also have to respect EU data protection principles. A US cloud provider must self-
certify to the US Federal Trade Commission that it adheres to the Safe Harbor
principles through a public declaration once a year. Firms must give individuals
the chance to choose whether their personal data will be disclosed to third parties,
ensure data integrity, access to its personal information by individuals and the
possibility to change or delete personal data. For countries in which the EU
Directives and the Safe Harbor may not apply, the European Commission can
approve standard contracts [19], between the data exporter in the EU and the data
importer outside the EU to ensure safeguards for the personal data transferred.
Within the American context, the data security is protected also by the U.S.
Federal Information Security Management Act [15] that obliges the U.S Federal
agencies to develop, document and implement an agency information security
program.
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1.4 Privacy Laws

The Cloud model has significant implications for the confidentiality of business,
governmental and personal information. According to Mather [12], the key privacy
concerns in the Cloud are related to: access, compliance, storage, retention,
destruction of data, audit and monitoring, privacy breaches. First, to protect the
confidentiality of data it is needed to encrypt them. However, this is not enough to
also ensure the integrity of personal information as integrity requires the use of
message authentication codes (MACs). Privacy and confidentiality risks may vary
depending on the terms of service and privacy policy established by the Cloud
provider. Furthermore, confidentiality and privacy rights may be modified when a
user discloses information to a Cloud provider. In a scientific Cloud that needs to
protect the privacy and the confidentiality of data exchanged between different
research communities, barriers should prevent the transferring to third parties. To
protect their data, users, must ask the provider to include in the contract privacy
and confidentiality clauses identifying the liability of the parties. The Directive [7]
states that unauthorised listening, tapping, storage or other kinds of interception or
surveillance of communications is illegal. If a third country does not ensure an
adequate level of protection, the Directive requires the blocking of specific
transfers. At International level, the Privacy and Confidentiality of Information is
protected by the OECD [17] and the APEC [2] establishing guidelines and best
practices for organizations, governments, business, industry and the civil society
operating in the International Economic Area and processing personal data. These
guidelines enable providers and organization to effectively move to cloud solutions
complying with the legislation and ensuring an adequate level of security of
personal and sensitive data.

Confidentiality in the Cloud. The National Research Council [16] assessed the
disclosure of biological and social data risks online. They discovered that the
degree of potential damage to shared scientific information is higher in the case of
combined data. It is a problem if the data stolen cover social topics. The literature
on data sharing describes two broad approaches to protect the confidentiality of
individuals whose records appear in data collections: restricting access and
restricting data. According to [16] the restricted access strategies are four:

1. licensing: to remove direct identifiers, researchers must sign a licensing
agreement not to use the data for malicious purposes

2. remote execution systems: confidential data are stored in a computer system
owned by the data disseminator. Researchers who want to use these data,
submit a query to the system, which discloses only the information that is not
confidential

3. data enclaves: an investigator works in a room dedicated to accessing the data.
Researchers cannot take individual-level data from the enclave

4. virtual data enclaves: he data is housed in a system owned by the data dis-
seminator. Licensed secondary researchers access the data remotely.
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Instead, through the restricted data approach, many data sets containing
biological or social data are shared after the identification or sensitive values of
data have been altered. Scientists may protect confidentiality by obscuring rela-
tively high-order features. The strategy has to be chosen during the process of
planning for the study, to insert the consent form with the details.

1.5 Identity and Access Management Guidelines

In a Cloud environment, there is the need to plan basic user management functions
[10]: account provisioning, credential and attribute management, entitlement
management, compliance management, identity federation management, central-
isation of authentication and authorisation, access management and log manage-
ment. However, within a Cloud infrastructure it may be a loss of control and the
network, systems and application can be extended into the service provider
domain. IAM may help the migration of IT applications into a Cloud service
model, accelerate the adoption of new Cloud services, improve operational effi-
ciency by automating user on-boarding, control access and ensure the respect of
data protection and privacy rights.

1.6 Intellectual Property Rights

According to the Green Paper [5], we have to determine who will own these rights
in the Cloud and the use of this information by third-parties, especially in the case
of scientific Cloud communities. With reference to collective works owned by
citizens of Member States, the economic rights shall be owned by the person
holding the copyright. For a database created by a group of natural persons jointly,
the exclusive rights shall be owned jointly. The 2001/29/EC [8], in Chapter II, in
Article 2 and 3 protects only the authors of the work. Any unauthorised com-
munication to the public of the works is prohibited. In recent years, the EU efforts
on IPR laws are increasing, particularly in the knowledge economy. The European
Commission has adopted a Communication on this kind of copyright [6] aiming to
provide mass-scale digitization and dissemination of books, creating new ways for
researchers to access to knowledge.

According to the American legislation, Intellectual Property includes copy-
rights, trademarks, patents, industrial design rights and trade secrets. Intellectual
Property is addressed by the U.S. Copyright Act [20] and a WTO Agreements [21]
including International conventions and treaties regulating also the disclosure of
data protected by IPR laws in electronic format, providing an high level of
protection to American and foreign countries.
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1.7 Service Level Agreements

A Service Level Agreement is a part of a Master Agreement between the service
provider and its customers in reference to the availability, performance, downtime
and service suspension, security, support and description of services, modification
of the agreement, licenses. In a scientific Cloud if there is no individual who
requires access to the Cloud, contracts must be differentiated, according to the
specific services accessed by the different research communities. An SLA should
contain also the indication of services delivered, the metrics to allow users to
verify if the provider is complying with terms and conditions, auditing of the
service, responsibilities of each party and a forecast of the changes that will occur
over time. In an SLA are not included only the duties of providers, but also those
of the users, such as their responsibilities, restriction on the kind of data shared.

2 Legal Requirements for e-Science

Dealing with sensitive data collection, processing and storage, scientific research
on Cloud may involve serious personal and sensitive data issues. For instance, in
the case of human genome research, if the data are disseminated through the Cloud
outside the specific research group, unauthorised individuals may intercept these
data and cross them with other information coming from other subjects, creating
serious issues. Assuming the situation where a researcher is studying the ‘‘Mus-
cular Dystrophy’’ and an intruder accesses to the researcher’s database, the
intruder, combining the sensitive data with publicly available information, may
determine that John Smith is potentially affected by this hereditary rare disease.
The Cloud provider is financially and legally liable for this data protection loss. As
a preliminary condition, the Cloud provider must ensure to scientific Clouds that
their data will be treated in accordance with the International legislation and that
the third party also complies with the legislation. To avoid the legal issues related
to the risks of changes in jurisdiction and personal and sensitive data, the Cloud
provider should have signed a Service Level Agreement (SLA) or a Non-Dis-
closure Agreement (NDA). Related to data security issues, one evident problem
can be represented when, for instance, an architectural research community
decides to use Cloud Computing services and suddenly the infrastructure is struck
by damages or interruption from earthquakes. The Cloud provider has to offer
tailored disaster recovery services and ensure the compliance with the European
and International regulatory framework and the security standard controls ISO/IEC
series [13] and SAS70 [1]. The provider should also trigger a Due Diligence
process to protect the physical server, network, encryption, back-up or replication
security. A trust relationship based on transparency between members is relevant
for the effective functioning of the Cloud community. If the researchers use data
protected by privacy laws, he has to ensure integrity, confidentiality and
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availability for the data safety. For instance, assuming the case of doctors assessing
somatic mutations in tumours and evaluating individual’s germ line mutations
using the Cloud, the related data collected and managed are protected by privacy
and confidentiality laws. In this situation, researchers have to identify what kind of
confidentiality risk is involved: with the identity disclosure risk the intruder is able
to determine that record number 7 belongs to patient X, instead with the attribute
disclosure risk an intruder learns something new about the patient in the database
without knowing which specific record belongs to that patient. If patients from a
specific area in the research database had a certain test result, an intruder does not
need to know which record belongs to patient number X, to obtain this sensitive
information about the subject. The Cloud provider and the researchers both have to
ensure the privacy and confidentiality of the patients. Also the scientists using
confidential data have to trigger the strategies of the National Research Council
[16].

With reference to the Intellectual Property, the Cloud provider is the only
subject who has the duty to ensure the protection to its customers, however in
some particular cases, legal issues related to this topic may occur. For instance,
let’s assume the case of a pharmaceutical researcher working in the Cloud on an
innovative life-saving medicine which is still under development. The researcher
could receive relevant scientific awards for this discovery. But, if other subjects in
the Cloud access the data and steal the information collected by the pharmaceutical
researcher, the former subject could reuse the data and publish them in a scientific
paper. In this case, the pharmaceutical researcher has no possibility to prove the
paternity of the data and of the discovery. The confidentiality issues can occur if
the Cloud provider is not compliant with Directive 2001/29/EC [8] and he has also
to conform to International Copyright principles. In the scientific Cloud context,
only the provider is obliged to ensure the centralisation of authentication and
authorisation to large communities that can develop lacks of data protection. The
Cloud provider should ensure the security of credentials, the interoperability and
scalability of authentication systems and the speed of deployment and imple-
mentation of identity procedures. Each researcher should have a password and a
username to access his or her community on the Cloud. The provider has also to
plan and provide user management functions. However, in the Cloud, it might be
possible to violate the identity credentials. Indeed, assuming the case where sev-
eral aerospace engineers, residing in foreign countries, use the Cloud services in
order to work together for the development of an innovative spacecraft. However
if other subjects steal the identity of an aerospace engineer and access this
information through the Cloud, they can use the data before the effective imple-
mentation of the spacecraft. If these subjects sell the prototype to other companies
its project funding could be revoked and the high profits resulting from this dis-
covery would be given to the other subjects. The Cloud provider must also enable
auditing processes. However, also the local authorities have to consider the
availability of each cloud community’s node and its interoperability. All research
projects should have in place also an easily accessible Data Management Policy
(DMP) which contains high level statements about how data generated or
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compiled in the research project is to be made available for access and use. As
stated in the European Union in the Opinion 05/2012 [3], there is the urgent need
for an International Cloud risk management model, including the prior identifi-
cation of operational risks and evaluating the potential international legal risks to
to constitute an effective and secure winning strategy for the renewal of private
and public companies through Clouds Computing infrastructure. This statement is
in line with the US Federal Cloud Computing Strategy [11] to ensure a trustworthy
environment and mitigate the legal threats in accordance with the NIST technical
security guidance [15] and the US Risk Management Framework [14].

3 Conclusions

The previous legal analysis highlights a number of key considerations about Cloud
Computing in scientific settings. The only predictable solution is to study a global
approach to Cloud legal issues, in which international organisations design a
unique regulatory framework and an open and flexible market to effectively
improve the economic potential of Cloud technologies.
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Acts of Organizing and Knowledge
Sharing: Key Factors Towards
a Non-positivist Development
of E-Service Studies

Paolo Depaoli

Abstract The purpose of this conceptual chapter is to show, within a service
science approach, that the improvement of e-services (and not just of services) is
based not only on further development of ICTs (e.g., band width and computing
power) but on the effective exchange of knowledge (including tacit knowledge)
between providers and consumers enabled by the interplay of technology and
people through specific acts of organizing. To this end, e-government has been
chosen as an area of investigation and exploration because of the number of
heterogeneous actors involved (individuals and public and private organizations),
of the extensive use of technology, and of the issues that are being debated.
Furthermore, the field has been an object of study for several years so that the
available literature to draw upon is rich. Results show that the basic tenets of
service science developed so far are an appropriate lens to understand current
concerns in e-government and, conversely, the results of research on this subject
can help address some key questions in e-service studies.

Keywords Service science � e-government � Acts of organizing � Knowledge
sharing

1 Introduction

In his brief note on the Harvard Business Review, when describing the reasons
why the new discipline of ‘services science’ seemed to be a promising area of
research, Chesbrough [1] stressed the role of intangibility as the specific trait of
services with two main consequences: (1) the lack of a tangible artifact to test
consumers needs that makes innovation a different endeavor from other sectors;
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(2) productivity is harder to measure since both inputs and outputs are intangibles.
He considers these two areas of research not satisfactorily explored by other
disciplines. The same occurs to the question of the transfer of tacit knowledge
which Chesbrough finds particularly relevant since services promote encounters
among people that have to learn from each other for an effective service to occur.
The accent on tacit knowledge was kept at center stage in the article that
Chesbrough co-authored with Spohrer the following year [2]. A successive article
by Spohrer and other members of the Almaden IBM Research center [3] points to
explicit knowledge (‘‘information’’ in their wording) as the key issue. Further-
more, given the importance of information technology in services, they highlighted
the need to both differentiate and find connections between computational systems
and service systems since the components can be modeled and simulated in the
former whereas in the latter the presence of human beings complicates matters
substantially. They suggest: ‘‘perhaps, if we model people as components with
stochastic behavior’’ existing theories of computational systems can be applied to
service systems ([3] p. 76, italics added). The word ‘perhaps’ used by the authors
shows that caution is necessary when proposing computational models to be
applied to human behavior. The theoretical objections to the computational model
of the mind have been put forth for example by Dreyfus[4]; here such objections
are mentioned because they underline the role of tacit knowledge in understanding
human learning, both in individuals and organizations. Furthermore, other litera-
ture on service science defines service as ‘‘the application of competences
(knowledge and skills) by one entity for the benefit of another’’ [5, p. 145] so that
knowledge is once again at center stage in the discussion concerning the devel-
opment of a theoretical framework for service science. This definition of service is
particularly useful since it creates the basis for a non deterministic view of tech-
nology. Information and communication technologies (ICTs) are certainly a basic
part of the picture but they must be kept in a non dominant role when undertaking
the design of a service, lest they take the preeminence and obscure other and as
important factors. In the work of Vargo and Lusch, the ten ‘Foundational Premises
of Service-Dominant Logic’ is another contribution that should be highlighted in
the service science literature because of its relevance for a non positivist approach
to e-service studies. Specifically the tenth one: ‘‘Value is always uniquely and
phenomenologically determined by the beneficiary’’ since ‘‘Value is idiosyncratic,
experiential, contextual, and meaning laden’’ [6, p. 9].

Drawing on service science literature, the purpose of this conceptual chapter is
to show, within a service science approach, that the improvement of e-services
(and not just of services) is based not only on further development of ICTs
(e.g., band width and computing power) but on the effective exchange of
knowledge (including tacit knowledge) between providers and consumers enabled
by the interplay of technology and people through specific acts of organizing. To
this end, e-government has been chosen as an area of investigation and exploration
because of the number of heterogeneous actors involved (individuals and public
and private organizations) and of the extensive use of technology. Furthermore, the
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field has been an object of study for several years so that the available literature to
draw upon is rich.

The theoretical underpinnings draw on service science literature, mainly the
work by Chesbrough, Spohrer, Vargo, and their co-authors [2, 3, 5, 6]. Further-
more, a non deterministic approach to technology is supported by Dreyfus [4] and
Orlikowski [7] [8].

The chapter is structured in the following way. In the first section experiences
and theories concerning evaluation in e-government initiatives are examined and
commented on. The second paragraph explores the question of ‘value proposi-
tions’ in e-government. The third one considers the present characteristics of co-
production in e-government and in the fourth section the paradox of policy claims
concerning citizen participation are confronted with the scant participation of
citizens in design activities. Concluding comments present the results obtained
through the previous analyses.

2 Evaluating in a Non-positivist ‘Service Science’
Perspective

According to the framework proposed by Spohrer and his co-authors [3] internal
and external services are considered to be key components of service systems. In
the relevant literature on e-government, internal services (the vast area of ‘back
office’, for example) are deemed to be just as important as updating front office
service delivery channels [9]. A key service that can be either internal or external
is managing change within public agencies since changes in ICTs have to be
accompanied by organizational changes [9]. The way technology is conceived
orientates priorities and the early phases of e-government projects have suffered
from technologic determinism [10] so that appropriate design techniques constitute
a core service to be offered in projects. In advanced countries’ reform agendas,
customer focus has been gained in projects whereby the needs of citizens and
businesses prevail [9].

One crucial service within the e-government arena concerns how to evaluate
initiatives from the ex ante phase to the monitoring of their implementation,
searching for both positive outcomes and weaknesses so that experience can be
gained for successive endeavors. The issue is complex but has interesting impli-
cations for the aim of this chapter. Evaluation becomes ever more critical since
researchers who are investigating e-government in order to orientate initiatives in
developing countries have stressed the enormous amount of resources invested in
industrialized societies on government information technology: over 1 % of gross
domestic product according to some estimates [11]. It is not surprising then that
the evaluation approaches more commonly used are centred on return on invest-
ment, cost/benefit, payback period, and present worth which, however, have been
criticized, for example, for their inability to go beyond the targeting of direct
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tangible costs and benefits in information systems (IS) in general and specifically
in e-government [12]. When considering the issues of information systems eval-
uation, some authors [13] find in the dominant overarching positivist conception
(basically functional or rationalistic) the origin of the inadequacy of evaluation
approaches that consider IS independent of organizational components: techno-
logical and accounting aspects overweigh the social ones so that the organizational
context and the process of development of IS are not properly considered. Thus the
evaluation process offers incomplete indications. When, instead, technical change
is considered to be interwoven with organizational change, the evaluation process
cannot be considered any longer an objective and external judgment and becomes
itself ‘‘a socially embedded process in which formal procedures entwine with the
informal assessments by which actors make sense of their situation’’[13, p. 94]
Since situations evolve, sensemaking is a process by which actors give meaning to
their experience and orientate their choices and actions so that the evaluation
process is open-ended -whereby, from IS design onwards, outcomes are interpreted
and used to guide successive action toward improved performances. As Weick and
his co-authors point out [14], besides being retrospective (built on experience) and
onward looking (aimed at identifying successive actions), sensemaking is also
social (actors are interdependent) and it entails communication so that interactive
talk and exchange of interpretations allow organizing and decision making in the
different circumstances at hand. In sum, the IS evaluation cycle deals with orga-
nizational change and is a complex matter that has to do with numerous aspects
besides the (however crucial) technical and accounting ones. Specifically, the
mentioned research results show that important tacit knowledge is created by the
interaction of people in the sensemaking process and this fact should be considered
when both evaluating and designing e-services.

As in the case of several e-government initiatives, when IS dimensions are
significant, the issues in organizing change (and sensemaking) to pursue a certain
accomplishment become ever more crucial because of the time required for
development of the specific system and of the large number of heterogeneous
actors involved. An example of the complex network of interests implied and of
the analyses that have to be carried out in order to evaluate such large projects is
the assessment conducted by the London School of Economics [15] on the Identity
Cards Project that was to be launched in 2006 by the British government to combat
terrorism and reduce crime. The report concluded that the 10 year roll-out,
10.6 billion pound (minimum) cost project for ‘‘the establishment of a secure
national identity system has the potential to create significant, though limited,
benefits for society. However, the proposals currently being considered by Par-
liament are neither safe nor appropriate.’’ (p. 5) The project was then revised,
partially implemented and finally dropped at the beginning of 2011. For the aim of
this chapter, the most interesting comments of that report concern the key per-
spective to be adopted for a successful program: ‘‘Depending on the model used,
identity systems may create a range of new and unforeseen problems… The
success of a national identity system depends on a sensitive, cautious and coop-
erative approach involving all key stakeholder groups including an independent
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and rolling risk assessment and a regular review of management practices.’’ (ibid.,
emphasis added).

This concluding remark is particularly meaningful because it stresses that not
only services are co-produced by providers and consumers (in this case the value
to be co-produced was ‘security’), but that also in e-services co-production is vital
in order to prevent ineffectiveness and even failure. The ‘new and unforeseen
problems’ can only be tackled by sharing information (explicit knowledge) and
experience (tacit knowledge) gained among service providers in a process of
‘sensemaking’.

3 ‘Value Propositions’, Strategies and Models
in e-Government Initiatives

The comments just made show that in e-government both the perspective of
service-dominant logic and the concept of co-creation of value-in-use seem to be
particularly useful, as the service science literature has pointed out [5, 6]. As
mentioned above, the basic change undergone during the years in e-government
approaches is the shift from techno-centric standpoints, where ICT was expected
in itself to spur efficiency and effective services, to enabling views, where the
accent is not on technology but on how public administration should change
supported by technology [10]. Given the aim of this chapter, one question concerns
whether or not (among policy makers and scholars) there is agreement on the core
values that are leading this change since they should inform strategies and guide
agents in the structures undergoing change (to generate better e-services) in the
duality of organization and technology [16]. Interestingly, a recent research [10]
shows that in the e-government practice the two sets of values that have been
competing in the theoretical arena (‘Weberian Bureaucracy’ versus ‘New Public
Management-NPM’) concerning public administration change are actually blen-
ded: elements of both approaches emerge. In fact, traditional weberian values
(e.g.,: rule of law, objectivity, impartiality, high specialization, transparency) have
been pursued and held together with NPM values (e.g.,: customer/citizen orien-
tation, mission and goal orientation, cost efficiency). The following is a concluding
comment expressed by the researchers in their case analysis: ‘‘[in] the project there
existed value conflicts between NPM advocates of customer centricity and case-
handling officers who relied on more traditional weberian values’’ (p. 55). This
instance shows that different values and interests have been composed not because
a superior entity in charge of e-government design decided that a new set of
(blended) values had to be implemented. Rather, agents found a way to promote
and safeguard their choices.

Those agents can be considered to be internal service providers that are making
different (and competing) value propositions and who found a way to compose
their different proposals in an integrated value proposition to internal customers
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(the IS designers). This process can be considered itself a service (internal of
course) because a new set of values (a blend of Weberian and NPM values) was
co-produced through the interaction of people with different views who shared
their knowledge.

The cited study does not explain how the synthesis between the two opposing
strategies came about, that is what acts of organizing and leading where enacted by
relevant actors. Nor such issues seem to have been included in the other high level
models present in the literature [17]. Yet, there are several unsolved problems that
concern citizen-government interaction and therefore the development of an
effective value propositions to citizens by public administrations. The next session
considers this interaction.

4 The Quest for Increased Citizen-Government
Interaction: A Way Towards Co-production?

In 2001, the Organisation for Economic Co-operation and Development (OECD)
published a report that identified key issues in strengthening government-citizen
relations and ongoing interactions [18].The form of citizen involvement deemed
desirable is ‘active participation’: the direct engagement of citizens in decision-
making and policymaking. However, the analysis of the impacts of ICTs (the ‘new
frontier’ of government-citizen relations) conducted in the report confirmed that
online active participation was even more limited than offline participation.

What became clear in successive studies is that the engagement of citizens and the
contextualization of e-government projects require not only the bridging of the ‘digital
divide’ but also the promotion of ‘intermediate entities’ to act as a go-between in
connecting citizens with services [9]. The important role of ‘intermediaries’ becomes
apparent because the attitude of people towards ICT-intensive services has not been
encouraging: surveys conducted in the years 2000 in the United States showed that
half of the adult population had never visited the websites of federal agencies (two
thirds had never accessed state or local government websites) [19] and the users of
health information technology have been few [20]. Thus, any strategy concerning the
delivery of public services must leverage other resources in order to integrate digital
with in-presence public services. An example of such a strategy is the ‘transforma-
tional government’ policy launched by the UK government in 2005 [21], whereby
government is transformed through technology but is also ‘transformational’ because
it retains the ability to innovate by using technology effectively as technology itself
develops. In this approach, the appropriate channel strategy is determined for each
customer group, including relevant parts of government, ‘‘use of intermediaries,…,
local providers and the voluntary and community sector’’ [21, p. 11].

In sum, in e-government programs a service-dominant logic is being built and a
number of intermediate service providers (‘intermediaries’) are developing their
value propositions in a sort of supply chain, where different techniques are
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employed (both digital and in-presence). The reason for the flourishing of services
within services is realizing that value is basically idiosyncratic and contextual, as
was mentioned in the introduction to this chapter. Implanting a service-dominant
logic in e-government, however, has to overcome a paradox.

5 The Paradox: Pursuing Citizen Participation
but in e-Government Projects

At the policymaking level (at least in the OECD countries), there is: (1) a will-
ingness to ensure higher interaction between citizens and governments; and (2) the
belief that ICTs can be effective drivers and enablers of such augmented inter-
action. In addition, there is an awareness that the electronic channels pose prob-
lems of accessibility and usability that curtail their diffusion and use [22]. Despite
such a widespread perception of the issues at stake, most existing studies on user
engagement are not sensitized to the context of e-government [23]. The knowledge
of how citizens are engaged in the development or selection of appropriate ‘tools’
(a growing phenomenon) is still inadequate since the literature on this topic is
scant [24]. Clearly, the specific issue of ‘citizen’ engagement needs further study
since ‘user’ participation instead has been extensively researched in information
theory and practice (and its usefulness often acknowledged): as, for example, in
the June 1993 issue of Communications of the ACM. Further, theoretical frame-
works have been available for a long time: the socio-technical approach to IS of
Enid Mumford dates back to 1983 [25].

Therefore, it is in some ways paradoxical that while e-government applications
pursue interaction (and possibly active participation), the understanding of user
(citizen) participation in designing e-government systems is still limited. In other
words, users have little opportunity to be involved in technology design or to
exercise ‘ownership’ over the solution provided. ‘‘There is also an inadequate
appreciation of the culture of service providers and users and the context of service
delivery and use’’ [26, p.863]. Yet, since the use of e-government services is still
unsatisfactory, the engagement of citizens in the development of e-government
systems and services would appear to be an essential factor, ‘‘the missing link’’ in
generating e-government projects [27, p. 500]. Though based on the current lim-
ited evidence of citizen engagement in such projects (as the authors themselves
highlight), the conclusions of the last cited study stress the importance of ‘capacity
building’ in IS development, of leveraging the experience matured in offline cit-
izen consultation and participation, and of circulating the emerging e-government
participatory practices.

One significant problem, then, is that the actors involved in the design and
implementation of e-government programs have an insufficient culture of co-
production so that value-in-exchange is still dominant with respect to value-in-use:
focus is more on products to be delivered (IS applications) rather than on a
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thorough organizing of knowledge sharing along the process that is meant to
perform the e-government service.

6 Conclusions

The examination of the e-government literature, that has been considered vis-à-vis
the basic principles of ‘service science’, has shown:

• the evaluation of programs and projects is conducted mainly on economic
measures which are not capable of capturing both propulsive and limiting fac-
tors in the process of organizing and sensemaking of such initiatives (quite
important especially in large and long lasting projects); this bears negative
consequences on the availability and sharing of thorough experiences and in the
construction of holistic theoretical approaches (i.e., not technocentric nor
economicscentric);

• internal services are engaged in making value propositions which often compete
with one another, particularly when overarching frameworks are at stake (e.g.
NPM versus ‘Weberian’); competition among different approaches is part of an
effective knowledge sharing process which sustains the value-in-use principle in
a service dominant logic;

• ‘active involvement’, which can be considered as a proxy of co-production, is
still in its infancy and it encounters obstacles both in the ‘digital divide’ and in
the territorial dispersion of end-users;

• especially at the policy level a service-dominant logic is being built which
underlines the role of ‘intermediaries’ to respond to different needs with artic-
ulated mixes of techniques; policymakers and practitioners, supported by the
findings of researchers, are realizing that also in e-services value is basically
idiosyncratic and contextual.

It is therefore reasonable to conclude that e-government initiatives have much
to gain from service science principles.

On the other hand, service science, especially when e-services are considered,
can gain from the findings of research on e-government a higher sensitivity when
considering the role of ICTs -that is when considering the interplay of technology
and the acts of organizing. Following Hosking [28], the use of the word ‘orga-
nizing’ is better suited than the term ‘organization’ to illustrate the fact that service
is a process rather than a condition. Furthermore, knowledge sharing and sense-
making are both processes that are helpful in improving and innovating e-services,
harnessed as they appear to be by active agency.

The limits of this chapter concern mainly the fact that it stops at the surface of
management theory applicable both to e-government and e-services in general.
In fact theories concerning leadership and organizational learning should be
examined in depth. They represent successive research activities that will complete
the work done so far.
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Measuring the Success of E-Justice.
A Validation of the DeLone and McLean
Model

Rocco Agrifoglio, Luigi Lepore and Concetta Metallo

Abstract The aim of this chapter is to develop a research model to assess the
success of e-justice applications in the Judicial System. Judicial System has been
characterized by considerable investments in ICTs in order to improve court’s
efficiency and effectiveness. Despite these investments, court performances did not
increase and little research has been conducted to understand the reasons. Our
research model adapts the DeLone and McLean’s IS success model and provides
an useful contribute to understanding e-justice success.

Keywords E-justice success � IS success � Judicial System

1 Introduction

During the last two decades, there was a considerable growth of e-justice projects
aimed at using information and communication technologies (ICT) to improve
efficiency and effectiveness of Judicial Systems (JS).

Several computer applications are being introduced in judicial organizations to
support administrative activities, evaluation of court performances and case-flows
management. ICTs are considered to be important tools to implement the mana-
gerial philosophy in the JSs [1], planning and control instruments, new budgeting
methods, accounting systems, performance indicators, measurement of workload,
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etc. In many experiences, these investments in e-justice solutions have not given
the expected results. In particular, Italy has been one of the European Countries
that has spent the most in ICTs, but despite the modernization process and the
considerable investments, to date the results achieved have been very few [2, 3]. In
this context, evaluation of the success or effectiveness of the ICT investments
could be useful for court administrators and presiding judges, in order to monitor
the court activities, the achievement of goals and, thus, to improve court efficiency
and effectiveness.

The overall goal of this study is to develop a research model to assess the success
or effectiveness of Information System (IS) in JS. Among different e-justice appli-
cations used by court employers, we focus on ISs mainly used to automate the
administrative tasks, such as Case Management Systems (CMS) and Case-tracking
System (CtS). We analyze these applications mainly for two reasons. First, because
these tools represent the field in which there has been the greatest development of
e-justice. Second, because administrative activities often generate critical problems
for the efficiency of JS and the use of ICTs for conducting out these activities could
contribute to improve the overall performance of the JS.

This research adapts the DeLone and McLean’s IS success model to assess the
effectiveness of e-justice applications. Despite the increased research interest on
e-justice, the field currently is poor of theoretical frameworks that can be useful for
addressing important issues concerning the implementation success of e-justice
solutions, such as the factors influencing the usage behavior of e-justice applica-
tions. It would seem very important to understand what factors influence the usage
behavior of e-justice solutions, so that policy makers may improve the likelihood
of success when introducing or refining the use of these tools in JS.

In this phase, we propose a model to assess the success of e-justice applications.
In the next phase, we will test the research model and hypotheses. To date, data
collection phase was finished but the data analysis is yet not complete.

The structure of this chapter is as follows. First, we deepen e-justice applications
and then we introduce the theoretical background. Second, we present research
model and hypotheses. Finally, we describe the research methodology and future
perspectives.

2 E-Justice Applications

The introduction of ICTs in the JS is part of the wider modernization process that
has involved at first the executive branch of the government all over the world. In
Europe, only recently this process has also affected in a systematic way the judicial
institutions. In fact, at beginning, use of ICTs in JSs has represented an isolated
response to specific problems. Referring to this, the term ‘‘e-justice’’ was coined
specifically to indicate these projects aimed at enhancing the use of computer
applications in the field of justice, in order to improve the quality of judicial
services, making them more accessible, faster and less expensive [4, 5].
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We can categorize e-justice applications into two categories: Justice-to-Justice
(J2J) and Justice-to-Citizen (J2C). The first category includes all those applications
that automate the internal activities of the JS and that digitalize the communication
and interaction between different actors of JS (e.g., courts, courts and ministry of
justice, courts and superior council of magistracy, judge and lawyer, etc.). The
second, instead, includes all the applications used to electronically deliver services
to citizens (e.g., web sites/portals, on-line services, etc.). In other words, the first
category includes the back office applications, while the second includes appli-
cations that support the front office activities.

E-justice applications developed to support court activities could also be
classified into two main categories. The first category includes technologies for
automation of administrative tasks, while the second includes the technologies to
support typical activities of judges and prosecutors. However, the boundaries of
the two categories are not clear, so it is possible that an application automates
mainly administrative activities, but also supports some judge’s activities and vice
versa. The matrix of e-justice applications is showed in Fig. 1.

One of the first applications developed for the courts activities is CtS that
automate court dockets and other court registers. To better support the activities of
the administrative personnel, different CMSs were developed in European Coun-
tries in the last decades. These applications are principally devoted to support and
automate the back-office and court staff’s administrative work, the case tracking,
the case planning, document management, scheduling of hearings and in this way
they also support judicial activities. With the objective to improve these appli-
cations, more recently different European JSs are trying to open the CMS database
to external users, such as lawyers and parties.

Some other recent applications were aimed to automate judges’ activities to
support document management, such as writing judgments, sentences and court
orders, or overall to support decision-making process. For example, forums and
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Fig. 1 E-justice applications
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virtual communities were developed by judges in order to share knowledge and
experiences [6], making the research activities faster and less expensive.

Furthermore, other applications were developed to support electronic commu-
nications and interactions in legal proceedings. For instance, the project ‘‘Processo
Civile Telematico’’ (PCT), through use of ICTs in the courts’ activities, aims to
allow full on-line transaction between ministry of justice, courts, lawyers, and
other actors of the JS. The implementation of these types of resources profoundly
changes the ways of working and interacting of everyone involved in the JS.

As Torres and colleagues [7] highlighted in the last decade various institutions
and academics have tried to evaluate the performance and characteristics of
e-government initiatives. E-government initiatives have become a developing field
of empirical studies. However, there are not specific studies intended to evaluate
the IS success in the JSs. This consideration makes our study interesting for
institutions of JSs and for academics whose studies refer to justice.

3 E-Justice Success

‘‘IS success or effectiveness is critical to our understanding of the value and
efficacy of IS management actions and IS investments’’ [8, p. 10]. Many scholars
recognize the need to evaluate IS success (or effectiveness) and a large number of
systems success measures exist [e.g., 9, 10].

DeLone and McLean [10] classified the dimensions of IS success into six
categories: (1) system quality, the measurements of IS itself; (2) information quality,
the measures of the IS output; (3) information use, recipient consumption of IS
output; (4) user satisfaction, recipient response to the use of IS output; (5) individual
impact, the effect of information on the behavior of the recipient; and (6) organi-
zational impact, the effect of information on organizational performance. Particu-
larly, system quality concerns the consistency of the user interface, the quality of
documentation, and whether there are bugs in the system. Information quality
concerns the relevance, timeliness and accuracy of information generated through
the system. IS use concerns the use of the system by the user. User satisfaction,
instead, is the sum of an individual’s reactions to a set of factors affecting infor-
mation system success [9]. Finally, individual and organizational impacts are the
outcomes attributed to IS use [11] and user satisfaction [10].

DeLone and McLean’s model is based on three levels: technical, the accuracy
and efficiency of the communication system that produces information; semantic,
the success of the information in conveying the intended meaning; effectiveness,
the effect of the information on the receiver. Therefore, the systems quality
dimension measures technical success; information quality dimension measures
semantic success; and effectiveness success is measured from several dimensions
such as use, user satisfaction, individual and organizational impacts. Since 1992,
DeLone and McLean’s IS success model has served as a basis for numerous
studies and empirical investigations.
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E-government systems diffusion has encouraged the proliferation of research on
this issue. However, Wang and Liao [12] highlighted that little research has been
conducted to assess the success of e-government systems.

Our study focuses on e-justice because there are not specific studies intended to
evaluate the IS success in the JSs. The traditional research in this area concerned
mainly descriptive analysis of the phenomenon, investigating the evolution of
software applications for JS, the amounts of money invested by public sector,
experience of use of ICT, and different e-justice strategies by European Union
members e.g., [3, 13–15]. These studies have showed that considerable invest-
ments have been done to project, develop and implement new ICTs in the JS, with
a whole body of practical experience in the courts. However, functionality and
performance of technologies to support judicial administrations vary significantly
across different Countries [3]. In many experiences, these investments in e-justice
solutions have not given the expected results. In particular, in Italy, the results
achieved have been very few, despite the considerable investments in ICT [2, 3].
This situation highlights that to understand the conditions that lead users to adopt a
new application as well as the determinants of technology implementation success
represents a high-priority research issue.

4 Research Model and Hypotheses

We investigate the IS success in the J2J context from the perspective of court
administrative staff who uses CtS and CMS applications for their work.

Based on original DeLone and McLean’s IS success model, we consider system
quality, information quality, IS use, user satisfaction, and individual impact, as key
variables to assess the technical, semantic, and effectiveness J2J applications. The
e-justice success model is reported in Fig. 2.

As suggested by DeLone and McLean [10], system quality and information
quality are two direct antecedents of user satisfaction and IS use that, in turn,
determinate the individual performance.

The literature agrees that systems perceived as reliable, precise, and timely
positively affect the user’s usage behavior e.g. [9, 10, 16]. Within JS, J2J appli-
cations have encouraged the digitalization of documents and the streamlining of
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the organizational processes. These systems have allowed to integrate existing
databases and to explore the possible uses of ICT to improve the exchange of
information in JS [5]. In particular, the CtS automate court docket and other court
register activities, while CMS applications have granted and integrated many
courts’ activities, procedures and practices, improving the work effectiveness of
court administrative officers and judges [5, 15]. Thus, court personnel who per-
ceive J2J applications as more reliable and timely will be more available to use
them.

• H1. E-justice system quality will be positively related to Use in the J2J context.
• H2. E-justice information quality will be positively related to Use in the J2J

context.

Furthermore, IS literature also agrees that system quality and information
quality are two determinants of user satisfaction. Thus, users who perceive the
system as reliable, precise, and timely will be more enjoyed and satisfied to use it.
J2J applications, such as CtS and CMS, automate administrative and judges’
activities. Using these applications, both administrative officers and judges could
explore legal information timely and without time and spatial limits, improving the
main institutional functions of judicial system such as disputes resolution and law
enforcement. Moreover, the adoption of these systems has leaded to a detailed
description of organization workflows, reading the codes of procedures and other
relevant regulations, reinforcing the standardized application of rules by each
judicial office [5]. Thus, court employers who perceive the quality of e-justice
applications as well as the quality of output provided will be more satisfied with
these systems.

• H3. E-justice system quality will be positively related to user satisfaction in the
J2J context.

• H4. E-justice information quality will be positively related to user satisfaction in
the J2J context.

DeLone and McLean [10] posited a reciprocal dependence between user sat-
isfaction and IS use. However, to test this reciprocal dependence is very difficult
because research should follow use and user satisfaction over time. Based on
human behavioral approach, much research excluded the reciprocal interdepen-
dence between user satisfaction and IS use, assuming that user satisfaction is an
attitude, while actual use is a behavior [8, 17]. As suggested by these studies, user
satisfaction leads to system use rather than vice versa. Thus, the more satisfied
users are with the system, the more they will use it. With refer to JS, we also
believe that court administrative officers satisfied with e-justice applications will
be more available to their usage.

• H5. E-justice user satisfaction will be positively related to use in the J2J context.

Finally, prior studies have also investigated the relationships between semantic
variables, such as IS use and user satisfaction, and effectiveness variable, such as
individual impact [8, 10, 16]. In particular, some empirical research shown that IS
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use is positively associated with individual impact. Of course, whether a system is
not used at all, it will not have any impact on individual performance, while a
system that is used more will have higher impact on users’ performance. More-
over, other research shown that user satisfaction is positively related to user per-
formance [8]. In particular, whether user satisfaction is individual’s belief in the
correspondence or fit between job requirements and IS functionality, a positive
relationship between user satisfaction and individual impact is quite understand-
able. Within court, using J2J applications judges and court administrative officers
can timely get information, decreasing the resolution time of legal cases and
improving the individual and court performances. Moreover, their best estimate of
the match between requirements and the J2J application’s capabilities should be
positively associated with individual performance.

• H6. E-justice use will be positively related to user performance in the J2J
context.

• H7. E-justice user satisfaction will be positively related to its performance in the
J2J context.

5 Research Methodology

Data that we will use to test research model were gathered from administrative
users of two Italian Courts, such as the Court of Bari and the Court of Naples,
during the period from the 20th of October 2009 to the 15th of January 2010. In
particular, in data were gathered from court users of various J2J applications such
as ‘‘sistema informativo della cognizione penale’’ (SICP), ‘‘sistema informativo
della cognizione civile’’ (SICC), and ‘‘sistema informativo dell’area amministra-
tiva’’ (SIAMM).

A structured questionnaire was developed to measure e-justice success model
variables and to capture the user profile as well as the e-justice applications they
used. In particular, we conducted a pre and pilot testing to verify and validate the
measures used and obtained feedback by both court e-justice application users and
some IS scholars in the first instance. Findings of the pre-test have highlighted the
reliability and consistency of the scales used.

Then, we administered the questionnaire to users of two Italian Courts with
permission of presiding judges. Of 620 court employers, of which 212 from Court
of Bari and 408 from Court of Naples, we received a total of 321 complete
questionnaires (59 from court of Bari and 262 from court of Naples). To minimize
data entry errors, all the collected data were checked for consistency. As a result,
314 valid responses were collected. The variables used were adapted from existing
IS literature. In particular, information quality was measured using Rai and
colleagues’ [16] seven-item scale. Two items were used to measure system quality
by adapting Doll and Torkzadeh’s [18] ease of use scale to e-justice system. IS use
was measured with a single item based on Goodhue and Thompson [19]
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dependence measure. Twelve items were used to measure user satisfaction based
on Doll and Torkzadeh’s [18] end-user computing satisfaction scale. Finally,
individual impact was measured using Etezadi-Amoli and Farhoomand’s [20] user
performance four-item scale. Moreover, other questions were used to capture the
profile of survey respondents (e.g., age, gender, educational level, IT experience)
and kinds of e-justice applications.

6 Conclusion and Future Perspectives

IS plays an important role in the ‘‘modernizing’’ process of the JS by encouraging
the adoption of mechanisms of accountability compatible with principle of inde-
pendence and by satisfying the needs of court employers and stakeholders.
Through considerable investment in ICT, the European legislators sought to pro-
vide an ‘‘e-government approach’’ to the JS, named e-justice, forcing the courts to
adopt ad-hoc applications to automate internal (J2J) and external (J2C) court
activities. In particular, Italy has been one of the European Countries that has spent
the most in ICTs in order to improve the efficiency and effectiveness of its JS.
Despite the large amount of money invested, the court performances, in term of
disposition time and case turnover ratio, are not increased overtime and little
research has been conducted to understanding the reasons.

The aim of this research has been to develop a research model to measure and
to evaluate the success of J2J applications. Despite data collection phase was
finished, the next phase of data analysis is yet not complete to date.

This research is in response to the call for continuous challenge and validation
of IS success model in different contexts [8, 12, 16]. Considering the considerable
investment in ICTs and the growth of e-justice projects, the JS is a very interesting
context of analysis for IS research. Our research goes along this direction and
contributes to understand the relationships between e-justice applications, usage
behaviors and individual performance.
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The Impact of Corporate Governance
on Internet Financial Reporting
in Concentrated Ownership Companies
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Abstract In the context of agency theory this study investigates the effect of
corporate governance (CG) on Internet Financial Reporting (IFR) disclosure in a
concentrated ownership environment, such as Italy. We hypothesize that IFR may
be explained in term of increasing transparency in order to defend minority
shareholder interest, so we predict, and find, a positive association between the
extent of a firm’s IFR and its CG and a negative association between IFR and
ownership structure. CG is measured by ownership structure, using as a proxy the
share held by the first three major shareholders and by managerial ownership, and
by board composition, captured through the incidence of independent director
(IND) and of a Non-Executive Chair (NEC). IFR is measured taking into con-
sideration the content and format of information present in Investor Relations
sections.
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1 Introduction

Usually stakeholders require companies’ information to evaluate the real and
potential chance to invest in them. This is, generally, financial information nor-
mally synthesized in a hard document named financial/annual report. Many
companies, today, in addition to this also issue an electronic version of the report
and make it available on their websites. This means that once the document is
available on the internet, it is easily accessible to all stakeholders, wherever they
are [1–3]. The information, at relatively low costs [4, 5] with respect to the
traditional channel, can be continuously updated in real time, thus influencing the
investors’ decisional process [6]. The practice through which companies give
available financial information on the Internet is known as Internet Financial
Reporting (IFR). The main motivation which pushes companies to disclose a
larger quantity of information, according to the agency theory, is connected to the
necessity to reduce the information asymmetry between management and own-
ership [7, 8]. The latter is found in companies in which ownership is separated
from control, whereby, in detail, the owner (principal) delegates management
(agent) to manage the company but the manager and owner could have conflicting
interests (principal-agent agency problem). Managers, in fact, thanks to more
information available than the principal (information asymmetry), may act in our
interests rather than in that of the ownership [9]. The presence of these information
asymmetries determines the rise in costs (agency costs) in order to develop and
implement control systems aimed at controlling opportunistic behavior and, as a
consequence, to aligning the interests of shareholders and managers. Two related
mechanisms, a transparent corporate disclosure (also IFR) and an adequate internal
corporate governance system (or board of directors), can mitigate the agency
problem and then reduce the agency cost. The studies that analyze the relationship
between IFR and internal corporate governance show, in general, that a well-
governed company tends to engage in IFR [10–13]. These researches, however, are
conducted using US or UK sample firms and their results cannot be inferred in
different realities that do not face the same expected agency problem. Italian listed
firms, for example, are mainly family owned, with a high ownership concentration.
Large controlling shareholders dominate boards or are involved directly in the
management activity (managerial ownership) or, using their power, influence the
nomination process of the board by appointing directors who are aligned with their
own interest [14]. Under these circumstances, the agency problems may be found
to be less severe between owner and manager (principal-agent problem) [15, 16]
but a different agency conflict arises between majority and minority investor
(principal–principal problem) [17, 18] where controlling shareholders may seek
private benefits at the expense of minority shareholders [19]. As in the principal-
agent problem, also in the principal–principal problem, the literature suggests that
the board of directors and disclosure are the two complementary mechanisms able
to reduce the agency problem, even if, in this case, between majority and minority
shareholders [20–22]. To the best of our knowledge, there is no research that tests
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the impact of corporate governance mechanisms on IFR focusing on a context of
high ownership concentration. On this basis, we choose to analyze this relationship
with regard to the 182 Italian companies listed at 31/12/2011. Our main hypothesis
is that the IFR disclosure may be explained in term of increasing transparency in
order to defend minority shareholder interest [16–18]; consequently the expected
role for the board of directors is the protection of minority shareholders’ interest,
increasing transparency through voluntary disclosure information. The extent of
IFR disclosure is measured by a disclosure index that considers the content and
format of information. Italian listed companies have, as in other countries, few
regulatory references [19], we remind the reader of the general principle intro-
duced by IOSCO’s (submit all information on the web that is generally provided in
hard form) and the recommendations introduced in the European Commission
Directive 2003/6/EC (dissemination of inside information to the public, as soon as
possible on the website). The governance variables taken as a reference are the
percentage of independent directors (IND) within the board and the presence of a
Chairman of the Board with non-executive functions (NEC). To take into con-
sideration the ownership structure, we consider the percentage of managerial
ownership and the share held by the leading three shareholders. Then, through a
linear regression analysis were analyzed the relationship between governance
mechanisms, ownership structure and IFR disclosure. We hypothesize that vol-
untary disclosure increases in the presence of independent directors, representing
minority shareholders and free-floating capital, and of NEC, representing the
impartial viewpoint all the constituent elements in the company. Therefore, we
expect to find a lower level of information in those businesses with a greater
concentration of ownership and high presence of shareholders on the board, with
few independent directors and situation of CEO-duality. Our results highlight that
IFR disclosure is positively influenced by the presence of NEC and of a high
percentage of IND on the board. At the same time, we found a negative rela-
tionship between IFR and ownership concentration and managerial ownership.
This finding suggests that IND and NEC representing the interest of minority and
free-floating capital enhance the importance of reducing information asymmetries
with alternative ways of communicating with the shareholder. Therefore, IFR
disclosure can be explained in terms of increasing transparency in order to defend
minority shareholder interest.

The chapter differs from existing research, because it examines the impact of
corporate governance IFR mechanisms with reference to a context of high own-
ership concentration, such as in Italy, which has not yet been investigated.
Therefore, this study helps to develop the existing literature on the relationship
between voluntary disclosure, governance and ownership structure and gives
evidence about the different business practices in terms of IFR. The remainder of
this chapter is organized as follows: Sect. 2 reviewers the literature; Sect. 3 pre-
sents our hypotheses; Sect. 4 describes the research design and methods; Sect. 5
describes the empirical analysis and presents the results and their interpretation;
finally, we summarize and conclude in Sect. 6.
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2 Previous Research on IFR and Governance

Studies on IFR disclosure are mainly linked to the research on the choice of dis-
closure by companies [23]. Focusing attention only on studies interesting for our
contribution, we find many researches that, in the agency theory framework, link
the voluntary disclosure to internal governance [1, 10, 11, 24–28], as a mechanism
to mitigate the agency problem [9]. The problem arises because modern companies,
especially if listed, are characterized by the separation between ownership and
control. This separation determines an agency problem, or a potential conflict of
interest between those directly involved in corporate governance (manager or
agent) and individuals who hold interests in the process of creation of the value
(principal). This principal-agent problem, as the literature suggests, can be miti-
gated introducing appropriate governance mechanisms to monitor the managers’
behavior [20, 29–31] and enhance voluntary disclosure, both as a mechanism to
monitor the performance of managers and reduce information asymmetries. With
the Internet, as a tool for company disclosure, the mitigation of the agency problem
becomes even more possible as well as the reduction of information asymmetries
owing to the larger space available, the breadth of information and the capability of
real-time access [32]. The level of corporate information is, all the same, condi-
tioned by the complex choices of internal governance mechanisms, adopted by each
firm and thus firm-specific. The main internal governance mechanism is the board
of directors (board) or, in detail, the board composition. The existing literature
suggests that well-governed firms are more transparent and so, reducing the agency
problem, potentially perform better [33–35]. Board composition, even so, may be
affected by the ownership structures. In an owner concentrated firm, in fact, large
owners may use their power to appoint directors or managers who are aligned with
their own interests and this may lead to wealth expropriation from minority
shareholder [14]. Therefore, in owner concentrated firm, board composition is a key
control mechanism in order to defend minority shareholders.

There are a limited number of studies that analyze IFR and the relationships
between variables of governance and IFR disclosure. Abdelsalam et al. [12],
analyzing a sample of Irish listed companies, found that IFR completeness is
associated with CEO duality as well as the presence of independent directors.
Kelton and Yang [13] show, with reference to a sample of U.S. companies, that
firms with less shareholder protection, a low percentage of block holder owner-
ship, a high percentage of independent directors and directors with a greater
presence of experience in financial audit committee are more likely to develop
practical IFR. Pervan [36], with reference to 85 Croatian and Slovene listed
companies, found a significant relationship with size and number of shareholders.
Overall, the literature show a positive relationship between good internal mech-
anisms of corporate governance and level of corporate information. A good system
of governance, in fact, strengthens the system of internal control of companies and
makes it less likely for managers to use information for their own personal interest,
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leading to an improvement in the completeness of the disclosure and the quality of
financial statements.

3 Hypotheses

Based on the agency theory framework, we examine the association between
corporate governance and IFR disclosure, where corporate governance is analyzed
with reference to ownership concentration and board composition.

Ownership structure. Ownership structure can be diffused or concentrated. In
a diffused structure a separation arises between ownership and control, this
increases costs associated with the agency relationship that requires greater
information to improve transparency [15]. In a concentrated structure, instead,
free-floating capital is in a lower proportion and owners have the access to relevant
information making for a reduced need for disclosure. In other words, ownership
concentration, aligning the interest of manager and control, reduces the agency
cost and therefore lowers the need to enhance voluntary disclosure [28, 37]. Since
Italian listed companies have a mainly concentrated structure, we mean to test the
hypothesis that follows:

H1: There is a negative association between ownership concentration and IFR
disclosure

The impact of ownership structure within the board is considered by managerial
ownership, or the presence on the board of a large shareholder as a manager. The
managerial ownership reconciles the agency conflict between managers and
shareholders and reduces agency costs [9] but may lead to wealth expropriation
from minority shareholders. In firms with a high ownership, managerial agency
costs are low because the managers and also shareholders do not have incentives to
pursue a personal interest, which implies a low level of monitoring. Therefore,
managerial ownership decreases voluntary disclosure [11]. With reference to
Italian listed companies we mean to test the hypothesis that follows:

H2: There is a negative association between managerial ownership and IFR
disclosure

Board composition. Internal corporate governance mechanisms are principally
linked to board composition. Board composition may be affected by the ownership
structures. A large owner, in fact, may use his power to appoint independent
directors to control managerial decisions and reduce the agency problem between
the owner and managers. Therefore, board composition becomes a key control
mechanism for minority shareholders. Specifically, there are two internal mech-
anisms that play an important role: the degree of independence of the board and
the presence of NEC. The existent literature states that the percentage of inde-
pendent directors on the board is positively related to the ability to influence the
decision of the board of disclosure [38] and for example to the comprehensiveness
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of corporate disclosure [10]. A high proportion of independent directors on the
board should lead to a higher level of disclosure by firms [30, 13]. In addition, the
few studies focused on IFR disclosure, suggest that IFR is positively associated
with the percentage of independent directors. On this basis, we test the following
hypothesis:

H3: There is a positive association between the degree of board independence and
IFR disclosure.

The agency theory and, in general, the existing literature, as well as generally
all codes of conduct, require a separation between the roles of chairman and
executive directors. When the two roles are joint the effectiveness of the board in
performing its functions may be impaired, limited by the control that the Chair/
CEO [39]. Cheung et al. [40] argue that firms in which the two roles are separated
tend to have higher voluntary disclosure. The Preda Code also declares a sepa-
ration between Chair and CEO but also notes that the two roles can be covered by
a single subject to respond to valuable organizational needs. Many Italian com-
panies, in reality, have a joint leadership structure and when the two roles are
separated, the Chair is, generally, an executive director. This reduces the need to
provide more information. In our view, the level of disclosure increases when the
role of CEO and Chair are separated and, more specifically, when the Chair is a
non-executive director. NEC, specifically, can play a critical role in representing
the different constituent elements in the company with an impartial viewpoint. On
this basis, we want test the following hypothesis:

H4: There is a positive association between Non-Executive Chair and IFR
disclosure

4 Research Design and Methods

4.1 Sample Selection and Regression Model

The sample was selected from Italian listed companies. From the original sample
were removed, to have uniform data, the companies that: operating in financial
sector (72 companies); listed in the AIM-MAC market (24 companies); foreign or
suspended (6 companies); with different year date closing from December 31
(9 companies); with missing data (10 companies) and with a different model from
the traditional (3). The final sample is made up of 182 valid observation compa-
nies. A list of sample companies is available from the authors. To test the
hypothesis we use a research model specified in the following equation:

IFR ¼ b0þ b1DCEXþ b2INDþ b3 MGMTR þ b4OWNCþ b5NOSH
þ b6BIG4þ e
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where IFR is the dependent variable while DCEX (that identified the presence of
an NEC); IND (which identified the proportion of independent directors on the
board); MGMTR (to capture the influence of ownership structure) and OWNC
(which represented the ownership concentration) are the independent variables;
NOSH and BIG4 are the control variables. In the next paragraph, we identify
dependent, independent and control variables.

4.2 The Dependent Variable: Internet Financial Reporting
Score

Consistently to existing studies in the field, we measure the level of information on
the web building an IFR non-weighted disclosure index taking into account the 37
more used items selected from the 60 most common items identified in the existing
literature [41–43], [30, 44, 13, 45]. In accordance with previous studies, IFR is
measured in terms of form (FORMAT) and content (CONTENT) of the infor-
mation [30, 1, 7, 13], see Table 1. IFR disclosure is build assigned for each item of
disclosure of the value of 1 if the item is present or 0 if not present [13]. Section
FORMAT examines, through 12 items, the form of IFR disclosure and options
provided on the company website that are not available in the traditional form,
including the presence of different file formats, the ability to download data,
hyperlinks, audio and video and e-mail alerts. Section CONTENT examines,
through 25 items, the content of IFR including the presence of financial reports
including previous years, the performance overview, prices and current and his-
torical dividends, the list of financial analysts and their evaluations and informa-
tion on board of director. The sum of the value assigned to an indentified item of
CONTENT and FORMAT measuring the overall level of disclosure (TOTAL) of
firms. Information to build IFR disclosure was collected, from each company in
the sample, examining their website and more specifically the Investor Relations
section. This link, generally, makes available all information of possible interest
to the shareholders [46]. The company’s website evolves continuously, so data
collection was done in the shortest time possible, from March to April 2012.

4.3 Dependent Variables

The explanatory variables of the IFR, identified with reference to ownership
concentration and internal mechanism of corporate governance, are: (1) ownership
structure; (2) managerial ownership; (3) Non-Executive Chair and (4) degree of
independence of the board.

Ownership structure (OWNC) is measured in term of the share of the three main
shareholders, while managerial ownership, or the impact of ownership structure on a
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board, is equal to the ratio between the number of shareholders-directors and the size
of the board (MGMTR). The explanatory variable related to the presence of an NEC
is a dichotomous variable that takes the value 1 when the Chair is a Non-Executive
director and zero otherwise (DCEX). The effect of the degree of independence at the

Table 1 IFR items on format and content and descriptive statistics for each item

FORMAT Media Standard
deviation

Firm number %

1 Annual report in multiple formats 0.2033 0.4036 37 20
2 Financial data in processable format 0.2473 0.4326 45 25
3 Hyperlinked table of contents 0.9890 0.1045 180 99
4 Drop-down navigational menu 0.4396 0.4977 80 44
5 Hyperlinks inside the annual report 0.1483 0.3564 27 15
6 Hyperlink to data a tirth party of web 0.1429 0.3509 26 14
7 Audio/video files 0.2198 0.4152 40 22
8 Investor e-mail alert 0.3681 0.4836 67 37
9 Automatic IR info request form 0.1593 0.3670 29 16

10 Dynamic graphic images 0.4615 0.4998 84 46
11 Internal search engines 0.5275 0.5006 96 53
12 Multiple language of website 0.8791 0.3269 160 88

CONTENT
13 Current year’s annual report (year 201 1) 0.9341 0.2488 170 93
14 Last year’s annual report (year 2010) 0.9890 0.1043 180 99
15 Recent quarterly report 0.9780 0.1470 178 98
16 Carter for the audit committee 0.5055 0.5013 92 51
17 Charters for other board committee 0.4945 0.5013 90 49
18 Code of conduct and ethics 0.8626 0.3541 157 86
19 Recent monthly financial data 0.0219 0.1470 4 2
20 Performance overview (highlights,

factsheet, Faq)
0.5604 0.4977 102 56

21 Earnings estimates 0.0604 0.2389 11 6
22 Calendar of events of interest to investor 0.9231 0.2672 168 92
23 Recent financial news release 0.9508 0.2174 173 95
24 Listing of analysts following the firms 0.5220 0.5008 95 52
25 Analyst rating 0.2692 0.4447 49 27
26 Text of speeches and presentation 0.7912 0.4076 144 79
27 Same day stock price 0.4231 0.4954 77 42
28 Historical stock price 0.4396 0.4954 80 44
29 Dividend reinvestment plan 0.0824 0.2758 15 8
30 Dividend history 0.2308 0.4224 42 23
31 Corporate governance guidelines 0.9505 0.2174 173 95
32 Members of board 0.9066 0.2918 165 91
33 Quotation 0.6813 0.4672 124 68
34 Shareholder 0.6264 0.4851 1 14 63
35 Summary data 0.4560 0.4994 83 46
36 Alerts 0.9945 0.0741 181 99
37 Strategy 0.3352 0.4733 61 34

Total item 25 182
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board level (IND) is measured by the proportion of independent directors within the
board [47, 28]. IND is obtained by dividing the number of independent directors by
the board size. The directors are considered independent if they meet the require-
ments of the Preda Code (2011), or if they are not enforceable and do not have family
ties with the non-executive director. The control variables are the number of com-
mons shareholders (NOSH) and auditors (BIG4). Firms with a larger number of
shareholders, in fact, are more likely to meet the needs of different stakeholders
should provide more information [36, 48, 49]. The control variable audit firm is
connected to the fact that the disclosure should be greater for those companies in
which the auditor is one of the four large audit firms (BIG4) [30, 50, 51]. The quality
of the audit is better in those entities subject to the review of a large corporation
because there is less incentive to issue an opinion not appropriate to keeping the
customer, because this could result in loss of reputation [52]. The BIG4 variable is
measured using a dichotomous variable equal to 1 if the audit firm is one of the big 4
(KPMG, PricewaterhouseCoopers, Deloitte, Ernst & Young) and zero otherwise.
This information was taken from the yearly report.

The data on ownership concentration are available on the Consob website
(www.consob.it) while information on directors is taken from the annual report on
the ownership structure and governance. The MGMT information and on auditors
is available on the Italian Stock Exchange website in the Company Profile Cor-
porate Governance section, while numbers of shareholders were retrieved from the
DATASTREAM database.

5 Results

5.1 Descriptive Statistics and Correlation Analysis

All surveyed companies have their own website and generally is possible to find an
area identified as Investor Relations or equivalent names (such as Investor or
Financial Information). Table 1 presents descriptive statistical analysis for each
item investigated to assess the level of IFR. With regard to the format, the most
popular item is the presence of hyperlinks within the website (99 %) followed by
the opportunity to view/download the documents in different languages (88 %)
and keyword search in the site (53 %). In an intermediate position, we find the
presence of a navigation menu drop-down (44 %), of dynamic graphs (46 %) and
the opportunity to subscribe to the investor e-mail alerts (37 %).

Instead, the connection from the data to other parts of the web is less common
(14 %), the presence of hyperlinks within the Annual Report (15 %) and the form
request for information Investor Relator (16 %). Few companies, then, have dif-
ferent formats of annual reports (pdf, or others) (20 %) and with the ability to
download data into usable format for analysis (xls) (25 %). These deficiencies
make the information, in fact, less useful [68]. The most popular item with regard
the contents are the presence of the previous years’ annual reports (99 %), recent
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financial information (95 %), last year’s report (93 %) and quarterly reports
(93 %). There are very few companies that provide information on the financial
data of last month (2 %) and the estimate of earnings (6 %). These data are
consistent with those found by Ettredge et al. [1] and Kelton and Yang [13], and
suggest the presence of a great uniformity in the information about the company
provided voluntarily. Table 2 provides descriptive statistics of the whole sample.
The mean score is 20 of which 16 with respect to content and 4 to format. The
overall level of IFR disclosure (TOTAL) varies from 8 to 35. The presence of
directors at the same time shareholders is on average equal to 28 % (median 25 %)
of members of the board, while the incidence of independent directors of about
39 % (median 36 %). The ownership concentration for the firm sample is over
61 %. The 88 % of companies surveyed have one of Big4 audit firm, suggesting a
limited variation in the variable Big4.

A correlation analysis was conducted to understand the magnitude of the linear
relationship between the variables. The following table presents the correlation
matrix between the independent variable and control variables. The level of IFR
(TOTAL) has a high correlation with the percentage of independent directors on
the board (IND) and with the percentage of directors at the same time shareholders
(MGMTR). The level of information via the web also appears linked to the
leadership structure, in particular the IFR increases when the Chair is not at
the same time managing director and does not play an executive role within the
company (DCEX) (Table 3).

Table 2 Descriptive statistics

Variable Mean Standard deviation Minimum Median Maximum

TOTAL 19.77 6.11 8 19 35
FORMAT 4.79 2.44 1 4 11
CONTENT 14.99 4.22 6 15 24
IND 0.3890 0.1643 0 0.3636 0.8889
MGMTR 0.2831 0.2421 0 0.25 0.8889
DCEX 0.2253 0.4189 0 0 1
OWNC 61.11 16.57 11.276 63.569 94.668
NOSH 1335355 5402734 122 138283 520e+08
BIG4 0.8791 0.3269 0 1 1

Possible maximum value for Total is 37, for Format 12 and for Content 25

Table 3 Correlation analysis, star (5)

TOTAL NOSH BIG4 DCEX IND MGMTR OWNC

TOTAL 1.0000
NOSH 0.3538* 1.0000
BIG4 0.2158* 0.0883 1.0000
DCEX 0.2206* 0.1052 0.1193 1.0000
IND 0.3071* 0.2231* 0.1410 0.2310* 1.0000
MGMT -0.2500* -0.1383 -0.2034* -0.1462* -0.2398* 1.0000
OWNC -0.1654* -0.2280* 0.0554 -0.0159 0.0045 -0.0624 1.000
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5.2 Regression Analysis and Sensitivity Test

Using the items identified we created an IFR disclosure index capable of syn-
thesizing the level of information provided on the Internet (TOTAL) ranging from
0 to 37. On the basis of this indicator we examined the association between the IFR
disclosure and governance, taking into account the control variables. The results,
presented in Table 4, show that IFR disclosure is negatively correlated with
ownership structure, the coefficient of variable OWNC is, in fact, negative and
statistically significant. Therefore the result, supporting hypothesis 1, suggests that
with high ownership concentration the IFR disclosure level decreases and the
attention to format and to accessibility of document decreases. Consequently, the
websites of companies with highly concentrated ownership are less accurate. In
non-tabulated results, we test the regression between IFR and OWNC and we find
a significant and negative relationship. This test was conducted because OWNC
could be interpreted also as a control variable. We find evidence also in hypothesis
2 that predicted the existence of a negative relationship between the level of IFR
and the presence of director shareholders within the Board. The coefficient of the
MGMTR variable is actually negative and statistically significant. This result, in
line with the literature, suggests that managerial ownership aligned interest
between the principal and manager and, therefore, reduced the agency problem
between owner and principal giving the lowest need for IFR disclosure. This effect
can be mitigated by a good internal governance structure. A first internal mech-
anism is identified in the presence of an NEC. We believe that the level of dis-
closure increases when the role of CEO and Chair are separated and, more
specifically, when the Chair is a non-executive director because he can play a
critical role in representing the different constituent elements in the company with
an impartial viewpoint. Table 4 shows a positive coefficient for the variable
DCEX, which is also statistically significant. This result suggests that firms in
which the Chair does not play the role of CEO and holds executive positions tend
to provide more information on the Web than those which do not possess these
characteristics. Another internal mechanism able to mitigate the agency problem is
an adequate degree of board independence. The literature suggested that the IFR
level was related to the percentage of independent directors on the board and this
hypotheses is supported by the results of the analysis. That is, by the presence of a
positive coefficient for the statistically significant IND variable. In other word IFR
increases when the board has a higher incidence of independent directors. Over all,
the analysis highlights that a good internal governance, in terms of the presence of
independent directors and of an NEC, mitigated the agency problem that arises in a
context where the firm has a highly concentrated ownership structure or, in other
words, between majority and minority stakeholder. Therefore, IFR disclosure can
be explained in terms of increasing transparency in order to defend minority
shareholder interest. The control variables have the expected sign and are statis-
tically significant. The model was tested for heteroscedasticity and the presence of
collinearity among the independent variables using the Variance Inflation Factors
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(VIF) (see Table 4 column 1 bis) suggesting the absence of inter-correlations
among the explanatory variables and then co-linearity problems.

To test the robustness of the results we studied four other models in which, one
at a time, we have eliminated one of the governance variables (IND, MGMTR,
DCEX and OWNC); the results are summarized in the following table in columns
2, 3, 4 and 5. In all models OWNC and MGMTR have a negative sign as well as
the sign being maintained, and the significance, of the other three variables of
governance. Since OWNC, MGMTR, IND and DCEX variables measure different
aspects of the governance structure, they should theoretically be present in the
model. When the four variables (IND, MGMTR, DCEX and OWNC) are used as
explanatory variables the model becomes more significant. In fact, the R-squared,
and so the adjusted R2, improves when all the four variables are included in the
model. The lack of correlation between the variables of governance can support
the validity of our results.

6 Conclusion

The study examines whether ownership structure and internal corporate gover-
nance mechanisms affect the behavior of Italian listed companies in terms of IFR
disclosure. The sample is composed, generally, of firms with a high level of
ownership concentration and with the presence of a dominant shareholder, so the
agency problem and information asymmetries can arise mainly between majority
and minority shareholder. We hypothesize that a firm with a high ownership
concentration has a weak behavior in terms of IFR but that, at the same time,
internal governance mechanisms, such as the presence of independent directors
and of an NEC, enhance voluntary disclosure and information transparency,
reducing the agency problem between majority and minority shareholders. The
presence of ownership concentration, aligning the interest of principal and man-
ager, reduces the need for disclosures. Minority shareholders have a low level of
information and it generates a high level of information asymmetries. We assume
that the agency problem between majority and minority shareholder can be miti-
gated by an adequate presence of independent directors and of an NEC who
represents the different constituent elements in the company with an impartial
viewpoint. The results of analysis show that firms with a higher incidence of
independent directors are more likely to choose to start practical IFR; the presence
of shareholders in the board tends to reduce the level of disclosure while the
presence of a Chair who holds a non-executive role tends to its increase. Overall,
the results provide support for our hypothesis and show that corporate governance
structure is a significant control mechanism able to affect the level of IFR dis-
closure, so reducing information asymmetries through greater transparency in
order to defend minority shareholder interest.

The study helps to build upon the existing literature on voluntary disclosure,
specifically on the web (IFR) and on corporate governance. First, because, to the
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best of our knowledge, there are no previous studies that with regard to Italian
listed companies test the impact of corporate governance mechanisms on IFR or
that specifically examine disclosure on the Internet. The study extends previous
literature on ownership concentration and IFR disclosure in a single country and
explains IFR disclosure in terms of increasing transparency in order to defend
minority shareholders interest. At the same time, analysis can provide evidence
about the different business practices in terms of IFR.

The mainly limitations of this study are the restriction of the analysis to a single
year and the exclusion of financial sector companies. Moreover, we have not
analyzed the full access to all information and functionality of the web pages and
what information and how users might want it [53]. Future work will seek to
extend the analysis to all the listed Italian companies, including the financial
sector, and to develop a larger sample of the same year and refine the items used to
assess the IFR by entering others. Further study, finally, could devote attention to
other control mechanisms (such as executive compensation) employed by listed
companies to reduce the agency problem.
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Antecedents of Willingness to Share
Information on Enterprise Social
Networks

Paul Leroy, Capucine Defert, Amaury Hocquet, Frank Goethals
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Abstract This chapter identifies four significant antecedents of an employee’s
willingness to share information on an online Enterprise Social Network in a
knowledge intensive organization. Employees with more tenure show a higher
willingness to share information. For management it is important to be aware of
the importance of recognizing employees’ contributions on the network and to
recognize that being present on the network takes time. Finally, the fact that people
who feel less involved in the company show a lower willingness to share infor-
mation reveals a limitation for the success of the project.
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1 Introduction

More than 200,000 companies are currently using the Yammer platform, a popular
online Enterprise Social Network platform (ESN), similar to Facebook but for
professional use. Amongst them 85 % of the Fortune 500 companies. Recently
Microsoft announced its intent to take over Yammer for 1 billion dollars. ESNs
allow employees to develop a profile and connect with other users for the purpose of
information dissemination, communication, collaboration and innovation, knowl-
edge management, training and learning, and other management activities [1]. Other
examples of such networks are SocialCast and Salesforce.com’s Chatter. Compa-
nies’ worldwide annual IT spending is $2.7 trillion with social computing being a
major force driving future spending [2]. ESNs are clearly gaining momentum in
companies but they have hardly been studied in academic research.

ESNs are assumed to be valuable. Yammer for example has been said to
cultivate a sense of community (e.g. at Deloitte), to lead to better teamwork (e.g. at
Ford), to improve informal knowledge flows (e.g. at Suncorp), etc. Global financial
services provider Wells Fargo implemented a large-scale social networking plat-
form for over 200,000 of its employees and reported significant productivity
enhancements [1]. Companies especially seem to deploy enterprise social network
platforms with the goal to improve collaboration among employees within
departments and across departments [3]. ESNs can enhance business value as a
result of providing quick access to information, enabling new forms of commu-
nication and collaboration, improving social relationships (existing and new social
ties), and facilitating knowledge sharing and collaboration [4, 5].

When it comes to the adoption of ESNs, it has been observed that ESNs often
attract much attention in the beginning but after some time see less and less
participation. Anecdotal evidence suggests that the reality of work pushes ESN use
to the side so that people pull away from ESN activities and return to their original
communication pattern [3]. The conclusion is that, because the value of an ESN
depends upon the correct use in the entire enterprise (because of network effects),
usage is problematic. The goal of our research project is to identify antecedents of
the willingness to share information on an ESN.

Given the space limitations we immediately move to the development of
hypotheses in the next section. After that, we shortly explain our research method.
Next the research results are presented and we discuss the findings.

2 Literature Review and Research Model

Knowledge on individual employees’ abilities and motivation to contribute to
knowledge networks is very limited [6]. In this paper we intend to get more insight
into the antecedents of the willingness to share information. We will consider the
recognition given for sharing on the ESN, the involvement in the company, having
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enough time to use the system and the happiness at work. The level of analysis is
the individual employee.

Social exchange theory states that individuals interact with others because they
assume that such interaction will give them social rewards such as status and respect
[7]. Related to this, the expectancy theories of motivation suggest that people are
motivated to act in some way because of the recognition through external rewards
satisfying personal needs [8]. McLure Wasko and Faraj [9] investigated antecedents
of the number of posts of employees on an online discussion forum. They found that
the individuals would contribute more responses if they perceived their participation
would enhance their reputation. Similarly, back in 1999 Donath [10] found that
building reputation was a strong motivator for active participation in an organiza-
tional electronic network. Hence, we put forward the following hypothesis:

H1: If an employee is convinced that sharing information on the ESN will be
recognized, his/her willingness to share will be higher.

Expressing yourself on social networks puts an employee under public scrutiny.
In general, self-disclosure is perceived to be risky [11]. Enterprise social networks
are supposed to create more transparency, taking away asymmetrical information,
what can change power relations in the company. Also, sometimes people may not
follow advices that were given by someone else. The credibility of the latter may
be lowered and there are chances they will get defensive [12], as this is touching
their identity. These negative effects, however, can be countered through dedi-
cation at work, or employee involvement. Past research has linked involvement
positively to autonomous work motivation, a factor which recently has been shown
to stimulate knowledge sharing in networks [8, 13]. Moreover, employees’
involvement in the organization also increases their efforts to share knowledge as it
improves their perceptions of the organizational context [14] and thus lowers the
perceived risk of information sharing. Knowing this, we hypothesize:

H2: If an employees’ involvement in the company is higher, his/her willingness to
share information will be higher.

Sharing information on an ESN takes time. ESNs have been touted as harmful
because they can create information overload [5] and selecting the information that is
relevant to some employee takes time. Anecdotal evidence suggests employees often
stop using an ESN after some time because they feel they should spend their time on
their primary task [3]. Consequently, we put forward the following hypothesis:

H3: If an employee has the impression that time constraints do not allow him/her
to take part in the ESN, his/her willingness to share will be lower.

Finally, happiness or well-being at work has been said to increase participation
from employees, which concerns therefore also the rise of communication [15]. In
our model, well-being at work can also be seen as a proxy for support from
colleagues as this support positively affects employee attitudes at work. Such
support has been found earlier to stimulate knowledge sharing [14]. Therefore, we
hypothesize:
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H4: If an employee is happier to be working at the company, his/her willingness to
share will be higher.

The four hypotheses are shown in Fig. 1.
As shown in Fig. 1, we include two control variables in the model. A first

control variable is the average number of other knowledge workers in the orga-
nization that a person has contact with per week. This variable may play a role, as
it may indicate how open a person is to exchange information with others. On the
one hand, a person who is exchanging information with more colleagues in the
physical world is probably less closed as a person and more likely to be open to
exchanging information with a broader set of colleagues online as well. On the
other hand, a person who is sharing information with more people offline probably
has a lower necessity to exchange information online. Secondly, the number of
years one has been working at the firm may play a role. More specifically,
employees with less tenure may feel like they are not the right person to post
information and that it is up to employees with more seniority (and presumably
more knowledge) to communicate. In fact, prior research in a related field showed
that employees with longer tenure contributed more responses on an online dis-
cussion forum [9].

3 Research Setup

The research model was tested in a knowledge intensive organization with 65
knowledge workers. All knowledge workers received an e-mail to fill out an online
survey concerning their willingness to participate in an ESN. Employees got one
week to reply to the survey. Thirty-one employees did so. 58 % of the respondents
were male; 42 % female. Given the small sample size, data was analysed using
SmartPLS. SmartPLS is software for path modeling that uses Partial Least
Squares.

The items that were used to measure constructs were adapted from prior
research including those constructs. For each of the four independent variables and
the dependent variable, several items were used. For the control variables, the

Fig. 1 Antecedents of
willingness to share on an
ESN
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number of years worked at the company and the average number of people con-
tacted per week, a single item was used. The cross loadings shown in Table 1 do
not reveal problems.

Table 2 shows the cross-correlations between the different constructs (with the
square root of the AVE on the diagonal). While the correlations between
involvement and happiness and between willingness to share and recognition are
relatively high, the cross correlations are always lower than the square root of the
AVE. Moreover, regressing involvement and happiness against another variable
gives a VIF of 2.309, and regressing recognition and willingness to share against
another variable gives a VIF of 2.429. This allows us to assume there is no
problem of multicollinearity. All in all, there is no reason to expect issues with
discriminant validity and multicollinearity.

The square roots of the AVEs shown in Table 2 are clearly above 0.7, and all
Cronbach’s alphas were 0.7 or above (not shown in the table), showing that there is
no reason to assume problems in terms of convergent validity either.

4 Research Results

The test results are shown in Fig. 2. The R2 of the model is high (0.749).
Hypothesis 1 is supported, showing that employees who believe they would be

recognized for sharing information on the ESN would have a higher willingness to
share information. Hypothesis 2 is supported as well. Employees who feel more
involved in the company show thus a higher willingness to share information on
the ESN. The belief that one has enough time to actually use the ESN also has a
very positive relation with the willingness to share information, supporting
Hypothesis 3. Happiness at work could not be shown to be statistically signifi-
cantly related with the willingness to post information. The t-statistic for the
relation between happiness and the willingness to share was 1.1. The insignifi-
cance of the relation may be due to the small sample and this result should be
interpreted with caution.

In terms of control variables, the number of years an employee has been
working at the company indeed has a positive relation with the willingness to
share. The average number of co-workers that an employee contacts per week, on
the other hand, could not be shown to be significantly related to the dependent
variable.

5 Discussion

The fact that the model has an R2 of 0.749 shows that the antecedents in the model
are valuable to explain the variation in the willingness to share information on an
ESN. While we are not aware of other research investigating the willingness to
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share on an ESN, the R2 is high compared to similar studies with other applica-
tions. For example, in their study of antecedents of the number of posts of
employees on an online discussion forum, McLure Wasko and Faraj’s model [9]
had an R2 of 0.37.

Two very significant antecedents are the recognition one expects to get from
superiors and the feeling one has some slack time to spend on the ESN. These
findings have big practical consequences, which deserve special attention in the
domain of ESNs. The reason for this is the following: the initiative to start an ESN
for a company often comes from the business people who feel a need for infor-
mation from colleagues. It is a requirement that arises at the bottom of the
organization, but in contrast to classic IT implementations, the requirement does
not need to move bottom-up to get the IT platform installed: ESN platforms are
usually run in the ‘cloud’ and offer free versions. Business people have no need
(and often don’t want) to get the IT department involved. This implies that the
ESN initiative is often not managed at all. While business people who need more
information may set up the platform, people who have knowledge to share may
have little motivation or time to take part. Consequently, if management is not
setting up a kind of reward system and is not admitting that being present on the
ESN takes time, the ESN may only be short lived. Moreover, the consequence is
that people soon would say ‘we gave it a try, but an ESN did not work’, jeopar-
dizing new ‘managed’ attempts to set up an ESN. Hence, a lack of recognition and
a lack of time are serious threats to the use of ESNs. However, management can

Fig. 2 Model test results
(*p \ 0.05; **p \ 0.005)

Table 2 Cross-correlations and AVEs

1 2 3 4 5 6 7

1 HappinessWorkingHere 0.893
2 InvolvedAtCompany 0.694 0.766
3 NrContacts 0.093 0.254 1.000
4 Recognition 0.295 0.308 0.132 0.827
5 TimeEnough 0.065 -0.037 0.124 0.513 0.766
6 Willingnesstoshare 0.182 0.294 0.105 0.740 0.667 0.842
7 YrsAtCompany -0.045 -0.091 -0.055 -0.196 -0.074 0.055 1.000
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facilitate the use of ESNs through several possible ways in terms of HR practices
(rewards, retention, etcetera) and job design [6].

Although other research showed puzzling findings on the relationship between
information sharing and commitment, our results point to the importance of
company involvement for knowledge sharing through ESNs. Our results are
therefore in line with those of Kalman [16]. People who feel like they work in an
exciting firm with an interesting future, which has a project in which they can
really play an important role, are more likely to share information on the ESN in
order to help their organization forward. This is a property of the company-
employee relationship which exists even without the ESN (in contrast to the
‘recognition’ and ‘time’ issues mentioned above, which are related directly to the
ESN). Therefore, it may be harder to observe that this variable is playing a role
[14] and hence companies may forget to consider this variable in their change
management practices. More specifically, the people who feel very involved are
likely to be the people who are taking the initiative for setting up the ESN (as
mentioned in the paragraph above). They may get frustrated if other employees
don’t show the same passion to help the company or they may feel like their efforts
are not appreciated. This could lead to less initiative taking in the future. Also,
people who feel less involved in the company show a lower willingness to share
information, implying that there is likely to be knowledge that remains untapped.

The most positive finding concerns the relevance of the tenure variable. The
more years an employee has been working in a company, the higher his willing-
ness to share information on the ESN. This is important, as these are typically the
people who have gathered a lot of knowledge on ‘stable’ elements over the years
and they are often in a position to have access to ‘new’ elements earlier than
others.

In terms of limitations, we stress the fact that our research was conducted in a
single institution and a single country and that the research needs to be replicated
in other (and bigger) institutions and countries to guarantee the external validity.
Also, given the small sample size, it would be inappropriate to conclude that
happiness really is not a significant antecedent. Stepping away from ESNs, further
research is needed on the way IT implementations need to be managed in the
future. Change management has often been problematic in the past, even when
companies still had official IT projects that were ‘managed’. Now, with more
software running in the cloud, including free versions, initiatives of people who
care for the company may fail (because of a lack of change management), with all
its consequences.

6 Conclusions

This paper identifies four significant antecedents of an employee’s willingness to
share information on an online Enterprise Social Network. The positive news is
that employees with more tenure show a higher willingness to share information.
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For management it is important to be aware of the importance of recognizing
employees’ contributions on the network and to recognize that being present on the
network takes time. Finally, the fact that people who feel more involved in the
company show a higher willingness to share information reveals a risk for the
success of the project which may be harder to manage.
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Effects of Networking Activities
by Internet on the Creation of a Business
Network: Experimental Results
of Simulimpresa Laboratory

Massimo Bianchi and Laura Tampieri

Abstract The chapter wants to discuss the results of network building activities
realized by Internet in the experimental environment of ‘‘Simulimpresa’’ (Enter-
prise Simulation) laboratory managed by Bologna University—Forlì campus. The
research analyses the networking of the simulated enterprise Perting Ltd operating
in Forlì laboratory that reproduces the activities of a real business using Internet.
The hypothesis concerns the consolidation of strong links coming from a rising
selection as the business continuity over the time increases. The results outline that
this process, in the analysed period, leads to the consolidation of some links that
set up the more relevant framework of the enterprise business network.

Keywords Internet � Practice firm � Simulation � Networking � Customers/
suppliers

1 The Dynamic of Networking

Different models have been proposed [1–3] to reproduce the process of network
building from a managerial point of view [4–6] particularly as it concerns the
enterprise creation and the organizational development.
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The chapter analyses the specific field of research represented by the models
based on the dynamics of relationships with customers and suppliers and its effects
on the management [7].

This research stream, firstly applied to a sample of enterprises to detect its
feasibility in the real environment, has been submitted to ‘‘Simulimpresa’’
(Enterprise Simulation) laboratory managed by Forlì Faculty of Economics in
which the simulated enterprise Perting Ltd has developed, through internet, links
with customers and suppliers. On this purpose the diffusion of ICTs tries to
improve the reproduction of business networking activities through the web site
and the e-mail that represent the main tools used by the simulated enterprises for
establishing relationships with other organizations.

Many reasons could affect the prosecution or the interruption of a business link
such as the competitive situation, the quality/price ratio, the reciprocal trust and
the strategic choices.

Considering the process of selection as a whole we can examine the selection
rate itself as (1)

TSj ¼ C tj

� �
=C tj� 1
� �

ð1Þ

in which TSj is the Selection Rate concerning the j period considered as a year for
j = 1, 2,…n and C(tj) is the number of C/S elements (Customers or Suppliers) with
the result to have an active link with the enterprise at the end of the j year and C
(tj - 1) of previous one.

We assume that among C/S elements, in the period subdivided in n phases or
sub periods of equal dimension (year term), n subsets are distinguishable and each
of these are characterized by the presence of that element in s phases or sub
periods, with s = 1, 2,…n.

If we suppose that each subset is submitted to a different selection rate TS, this
would be described with (2) referring to the numerosity of customers or suppliers
that, in the considered period, are present in s year

TSs ¼ C tj;s
� ��

C tj�1;sÞ
� �

ð2Þ

C (tjs) is the number of C/S with s presences, selected for the passage to the
following year and C (tj – 1, s) the number of C/S that in previous year j-1 exhibits
a frequency of s presences.

About the turnover data we can consider the progress rate of turnover TF (3)
that indicates its trend on the basis of the business relationships persistence rise
with Rmi,j and Rmi,j - 1 the amount of turnover with s presences in the considered
period as regards the years j and j - 1.

TFi ¼
X

mi;j �
X

mi;j�1

� �.X
mi;j�1Þ ð3Þ

Previous researches allowed to point out the TSs from the renewal data of C/S
system that, distinguished on the basis of business continuity years and of the
corresponding yearly medium turnover, can be represented by the curves X and Y
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(XY curves). These curves express the profile of renewal, respectively in num-
erosity and turnover, to which the C/S elements of an enterprise have been sub-
mitted on the basis of the mentioned selection criteria.

The first step to build the XY curves is to achieve the enterprise data of billing
in the standard period of six years. These data can be deducted from the total of
invoices issued and received from the enterprise and obtained, using RiXY,1 by the
management programme used for the accounting of C/S.

From the turnover data we can produce the Table 1 in which: ai,j is the total
turnover that the customer i moves in the year j and is the result of the sum of all
the total invoices to that customer and count (ai,j) is the number of ai,j of the line
i different from zero.

The formula (4) allows to obtain medium data of turnover distinguished on the
basis of business continuity years (Table 2).

mi;j ¼
X

ai;j

.
count ai;j

� �
ð4Þ

In a similar way we calculate the ‘‘Number of C/S per years of active link
persistence’’ in the considered period, summarizing in Table 3 the data needed to
define the XY curve.

Table 1 Turnover of purchase or sale distinguished for C/S and years of business continuity

Code,
customer/
supplier

1^ year 2^ year ….. 6^ year Total
partial
for C/S

Years of
business
continuity of
C/S

Yearly
average of
turnover (mi,j)

1 A 1,1 a 1,2 … a 1,6 R a 1,j count (a 1,j) R a 1,j / count
(a 1,j)

2 a 2,1 a 2,2 … a 2,6 R a 2,j count (a 2,j) R a 2,j / count
(a 2,j)

… … … … … … … …
Total R a i,1 R a i,2 … R a i,6 R a i,j count (a i,j) R a i,j / count

(a i,j)

Table 2 Medium data of turnover distinguished for years of business continuity

1^ year 2^ year … 6^ year
m 1,1 m 1,2 … m 1,6

… … … …
m i,1 m i,2 … m i,6

R m i,1 R m i,2 … R m i,6 R m i,j

R m i,1 / R m i,j R m i,2 / R m i,j … R m i,6 / R m i,j 1

1 http://pyrrot.it. Francesco Pirrottina—University of Bologna, Faculty of Maths, Physics and
Natural Sciences.
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We can notice that count (a i,j) gives as result the number of years in which, in
the period of six years, the continuity of business emerges, justified by the invoices
issued with the C/Si. The index i is assigned in arbitrary way. The medium data of
turnover are indicated in the Table 2 in which the last line represents the incidence
of yearly turnover of each class of C/S on the total yearly turnover and it is
assumed as the vertical axe of curve Y (Fig. 1).

2 The Hypothesis

Assuming that the increase of TS and of the amount of turnover yearly managed
with customers and suppliers by an enterprise it represents the strength of network
links in business organizations, the hypothesis we want to test is that the continuity
of business relationships enforces network links with customers and suppliers.
This topic will be confirmed if the XY curves derived from the renewal model with
an increasing selection ratio TS have a similar trend in the sample and, further,
could be reproduced in Laboratory.

XY curves are showed in Fig. 1 and corresponding to obtained data (Table 4)
with the method applied to 25 real small and medium enterprises of Emilia-
Romagna region [8].

Table 3 Values of XY curve of C/S renewal

Years Curve X Curve Y

1 R count (a i,1)/ R count (a i,j) R m i,1 / R m i,j

2 R count (a i,2) / R count (a i,j) R m i,2 / R m i,j

3 R count (a i,3) / R count (a i,j) R m i,3 / R m i,j

4 R count (a i,4) / R count (a I,j) R m i,4 / / R m i,j

5 R count (a i,5) / R count (a i,j) R m i,5 / R m i,j

6 R count (a i,6) / R count (a i,j) R m i,6 / R m i,j
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Fig. 1 XY curve of C/S
renewal (real data) [8]

122 M. Bianchi and L. Tampieri



As showed in Fig. 1, the profile of customers renewal is similar to that of
suppliers, confirming the symmetry in the links Customer/Supplier and Supplier/
Customer, with a TS of the first year floating on average at about 43 %.

Once stated the feasibility of XY curves and the real behaviour of enterprises in
managing their network links with Customers and Suppliers, we search a confir-
mation in reproducing them in Forlì’ laboratory of enterprise simulation.

As it concerns the first topic, the profile that more fit to the renewal behaviour
of SMEs in managing C/S links is the one based on an increasing TS and, sym-
metrically, in the decreasing of business links interruptions. This is according to
the hypothesis of an enforcing of links as the continuity of business relationships
increases together with the corresponding turnover (Fig. 2).

3 The Networking in Enterprise Simulation

The simulated enterprise or practice firm aims to reproduce in laboratory the
activities of a real business using Internet. The simulated unit Perting Ltd oper-
ating in the laboratory of Forlì Faculty of Economics is set up and run by students
as a study course under the supervision of teachers and tutors [9].
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Fig. 2 XY curve of C/S
renewal (mathematical
method)

Table 4 Incidence class numerosity/turnover of C/S in small and medium enterprises [8]

Years

1 2 3 4 5 6
Data numerosity
Customers 0, 40 0, 19 0, 11 0, 09 0, 07 0, 14
Suppliers 0, 41 0, 17 0, 12 0, 10 0, 07 0, 13
Data turnover
Customers 0, 09 0, 11 0, 12 0, 11 0, 13 0, 45
Suppliers 0, 10 0, 09 0, 09 0, 12 0, 13 0, 48
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The mission of the practice firm is to trade virtual products and services with
other simulated enterprises in the market economy at local, national and interna-
tional basis. In this simulation the money and the financial regulatory institutions
are fictitious, although the business decisions, documentation, forms and activities
are of real nature [10].

So the enterprise simulation represents a form of professional and vocational
training centre based on the usage of ICTs that, through Internet and mainly web
site and e-mail, allow the participants to develop links with C/S.

One of the main features of Simulimpresa methodology application in Forlì
Laboratory is the networking activities carried out by Perting Ltd since the aca-
demic year 2002/2003. Its mission is to trade informatics equipments (PC, printers,
photo cameras, modems and software) and to deliver consultancy services in
management, accountancy, labor and net field as: planning of macro and micro
structures, personnel selection, keeping of pay register and pay rolls, pay-packet
processing, job and skill evaluation, work cost accountancy, manpower planning
and internet web sites designing.

The net of relationships with C/S developed by Perting derives by its con-
nection to the network EUROPEN2 that is in charge of: (1) coordinating the
international practice enterprises network, (2) monitoring activities and (3) man-
aging international telecommunications.

The operations of simulated purchase and sale carried out by Perting Ltd with
the other practice firms of the network EUROPEN (Table 5) produced the X/Y
Curve (Fig. 3) concerning 10 years of Simulation laboratory in Internet in the
period 2001–2012. For our purposes we consider XY data of 6 years ( ).

The Fig. 3 shows that there is a quite similarity of the trends of the curve X and
Y of C/S. A particular data is for customers the ‘‘3’’ period of business continuity
in which Perting obtained the turnover of 14.284.506,51€ that is the highest during
all the considered period (2002/2003–2011/2012), representing the 88 % of the
total. In this case the high value of turnover is not justified by the high numerosity

Table 5 The numerosity and turnover data incidence on the basis of years of business continuity

Years of business continuity

1 2 3 4 5 6 7 8 9 10
Data numerosity
Customers 0, 16 0, 52 0, 16 0, 06 0, 03 0, 02 0, 01 0, 05 0, 00 0, 00
Suppliers 0, 13 0, 35 0, 23 0, 15 0, 00 0, 00 0, 03 0, 03 0, 08 0, 08
Data turnover
Customers 0, 02 0, 02 0, 88 0, 01 0, 01 0, 00 0, 01 0, 04 0, 00 0, 00
Suppliers 0, 01 0, 16 0, 26 0, 03 0, 00 0, 00 0, 28 0, 00 0, 00 0, 00

2 EUROPEN—Pen International is the worldwide practice firms network with over 7,500
practice firms in 42 countries. It is a non-profit association that was established on the 27th Oct
1997 http://cms.peninternational.info/.
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of customers as its value is quite low (0,16). This means that a low incidence of the
numerosity could correspond to high value in the turnover.

So the process of selection applied over the time determined the continuity of
some links with customers and suppliers that set up the more relevant framework
of the enterprise business network and also the loss of other relationships.

4 The Research Results

In the paragraph nr. 2 we stated that the reproduction with a mathematical algorithm,
according to an increasing selection rate with the continuity of business relation-
ships, produces a profile of XY curve similar to the one detected in the reality.

The same is not possible to state as it concerns the simulation in the laboratory,
almost till now. This is mainly connected to the missing of participation by Perting
Ltd to national and international fairs. This barrier influenced the trend of business
relationships with customers and suppliers as in the fairs Perting Ltd could develop
and carry out a lot of business affairs in short term (2–3 days). Another element is
the timing of the simulation enterprise methodology applied in Forlì Faculty of
Economics (1 working day in the week, 25 h with a suspension of 15 days for
exams) that limits the creation and the development of strong and stable rela-
tionships owing to the slowness of its fulfilment process.
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Fig. 3 XY curve of C/S renewal in the simulation enterprise

3 www.simulimpresa.com.
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Although these relevant elements, the National Centre of Simulation,3 through
‘‘suppliers shade’’, ensures to Perting a little continuity of some relationships
rather than others.

This means that the condition of the simulation enterprise working has to be
modified to better reproduce the reality and particularly through: (1) a major
participation by Perting Ltd to international and national fairs, (2) an increasing
number of working days and hours of simulation and (3) a better implementation
of Internet applications to facilitate the communication process with customers and
suppliers needed to develop and consolidate relationships. These elements would
allow Perting to move towards a more C/S relationships continuity.

5 Conclusions and Research Perspectives

The chapter discussed the networking implemented by the simulated unit Perting
in the experimental environment of simulation laboratory managed by Bologna
University—Forlì campus.

In particular the frame of business relationships developed by Perting Ltd with
customers and suppliers outlines a different trend respect to those obtained in the
real context and through the mathematical method.

The main limitation derives from the consideration of only one enterprise in the
simulation context that limits the generalization process of the findings. Moreover
research results could be, almost till now, limited to small and medium business as
this is the dimension in which the hypothesis have been tested in the sample and in
the laboratory.

Further researches would address to deepen the simulation enterprise applica-
tion to better reproduce the real trend of C/S relationships in order to find an
adequate way, also using new technological applications as for instance virtual
worlds, to stabilize them as they are considered key determinants of enterprise
success.
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Revitalizing the Barter: The Case
of Sardex.Net

Claudia Melis, Ernestina Giudici and Angela Dettori

Abstract ‘‘Creativity without boundaries’’ could be the best expression to
describe the activity of an enterprise which was founded a few years ago in
Sardinia (Italy). Its concept is a rediscovery of barter, the ancient practice to
obtain goods from other people. The basic rules of barter rest unmodified nowa-
days: networked firms produce/sell goods or services and exchange them with
goods and services provided by other firms in the network. Starting from the
awareness that about barter firms has been written little, the goal of this article is to
analyze this concept in order to show how information and communication
technologies create new ways to make business. Our aim is in particular to
understand, through the case study of Sardex.net, how this firm works, and how it
improves thanks to the Internet the performance of the networked firms. We try
moreover to find out whether and how the tourism is involved.

Keywords Barter �Complementary currency �Barter network � Internet �Tourism

1 Introduction

The word ‘‘barter’’ bears in mind the basic economic studies on the evolution of
economies: From the prehistoric exchanges of goods to the developed well
organized economies, from barter to monetary systems.
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Taking this logical path, appears obvious that ‘‘barter’’ should be disappeared
while substituted by monetary systems. We note on the contrary that it is alive and
that its role is increasing in the contemporary economy. Why? How does barter
work in the so called advanced economies?

There are numerous reasons for the long life of barter. They are connected with
particular economic, social, and environmental situations.

An example is in the post socialist economy in Bulgaria [1], particularly in the
Rhodope Mountain Villages, were people exchanged potatoes for any other kind of
goods that was necessary for the daily life. Another example is Liwac in Ethiopia
[2]: This particular kind of barter has become an attractive business opportunity for
the unemployed young people.

The previous examples are only some of the multiple faces that the phenom-
enon may assume nowadays. The factor of the revival of barters is the economic
crisis that affects occidental economies and influences SMEs negatively. The
importance of the analyzed phenomenon becomes clear if we remember that SMEs
are about the 98 % of all firms in the European Union [3]. In this difficult situation,
SMEs create an alternative system while rediscovering barter. By the use of new
technologies they net all the interested firms.

Assumed the cited phenomenon, our question is: is barter an effective way to
solve the problems of economic crises and which elements are so attractive for
SMEs?

The goal of this paper is to find the possible answers to the previous question by
the in-depth analysis of a firm named Sardex, located in Sardinia (Italy), founded
2 years ago, which is having a real quick development.

The next point is devoted to the analysis of the most significant scholar con-
tributions, then we analyze the case study and after that we present some
comments.

2 Theoretical Background

Both economists and anthropologists have discussed about barter [2]. Nowadays, as
barter occurs as well in undeveloped as in developed economies, it could be
interpreted with a double, or, according to some author, [2] contrasting perspective.
The first-one [2] tends to interpret this institution as an ancient practice of a
primitive and moneyless [4] economy. This is interpreted as the earliest step on the
path toward modern and monetized economy. According to this perspective barter
is today a practice which concerns only the most undeveloped countries such as in
Africa. Taking into consideration another perspective, barter is adopted as the
contemporary response to the monetary systems’ deficiencies, and, as such, it is a
concern of the most developed economies such as USA and Europe [5]. Polanyi [6]
notes that just a few economies operate without barter. It exists in several forms,
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and involves both large and small scale transactions. It is often adopted in the most
developed countries as a complementary form of exchange. Although some scholar
highlighted the difficulty in defining of barter in opposition to other forms of
exchange [1, 3, 5, 7–9], there occurred several definitions. The barter practice has
been defined by Appadurai [10] as the exchange of objects without reference to
money and with maximum feasible reduction of social cultural political or personal
transaction costs. Although having defined barter as a form of exchange with no
reference to money, the author also notes that this practice can involve currency as a
unit of account in the evaluation of transactions.

Anderline and Sabourian [11] defined barter as a form of non-monetary
exchange in which all trades are required to balance. Taking into account what has
been said so far, some authors [6] recognize common features in the barter
practice. These characteristics are not intended to provide an exhaustive definition
and description of barter; in fact the authors underline that this form of exchange
should be situated within the social and cultural context, and on the other hand, it
should be also regarded according the way in which it relates with other forms of
exchange.

According to Humphrey and Hugh-Jones [5] barter implies a reciprocal interest
that each side has in the good of the other. Moreover, it depends on the interest and
satisfaction that both sides gain from the transaction. The same authors also note
the necessity, that the exchanged goods and services have a direct consumption
value for both participants. In addition: (1) It involves the demand of goods and
services that are different in kind; (2) participants are free and equal and they can
interrupt the deal at any time; (3) participants don’t have future obligations fol-
lowing the fulfillment of the exchange; (4) the two parts of the transaction occur
simultaneously or separated in time [1, 3, 5, 8, 9].

Among these definitions, merges the importance of two aspects in particular:
The relevance of the information, social relations and reciprocity. These aspects
that have characterized barter formerly are steel important for today’s barter firms.

Humphrey and Hugh-Jones [5] emphasize the importance of social relations
involved in barter exchanges. As we highlighted before, once the barter exchange
has occurred, participants don’t have future obligations and therefore there is no
need for additional transaction to satisfy the wants of the actors following the
fulfillment of the exchange. The purpose of each exchange in barter is to reach a
double coincidence of wants [12]. In order to achieve such an objective, different
information is needed about the item to be exchanged such as: Where is to be
traded, when and by whom. Information is therefore a critical issue when barter is
concerned. To this end, information and communication technologies have
strongly contributed to the restoration and diffusion of this institution. According
to Appadurai [10], barter in its earliest stage occurred mostly in face to face
situation, but even now, although technologies have speed up the exchange of
information, direct and personal contact and communication are still important.

From the analyses of old-new cases of firms that have adopted in various forms
the barter practice it could be observed that the principles that have guided their
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proliferation are the need in the exchange system of reciprocity and inclusiveness.
To this end, it seems emblematic the example of the Red Global de Trueque, an
initiative which was establish in Argentina in 1989 and by December 2001, after
the economic collapse it was widespread in the whole Country [13]. One of the
peculiar aspects of this network is that the enrolled firms are called prosumidores
(prosumers), which means that an individual or a firm is a subject that produces as
well as consumes. In this way the multi-reciprocal exchange is personified in a
single individual [13]. The reciprocity is underlined in the statute of the principles
of the Red Global de Trueque (RGD) when it affirms: Our aim is to mutual help
[13: 220] and also: We believe it is possible to replace sterile competition, profit
and speculation by reciprocity between people [13: 220].

Also the principle of inclusiveness is one of the purposes of the most recent
firms which operate as barter networks. The people here are encouraged to think
what they could bring in the network; in this way the lack of money is not a
problem for being a part of it, as people are asked to bring the products or services
which they are able to produce, and to exchange it with other services or goods
within the network. According to one of the founders of RGT, the contribution of
these elements (reciprocity and inclusiveness), permitted the firm To offer the
world a system [13: 219].

As far as reciprocity and inclusiveness are concerned among the most suc-
cessful examples of local community currencies could be taken into consideration
Wir Bank in Switzerland and Ithaca HOURS currency in New York State.

Wir Bank is an independent complementary currency which includes both
small-medium firms as well as small retailers. Wir has a double meaning: It is the
abbreviation of Wirtschaftsring (Wirtschaft means economic, and Ring means
circle, ring) as well as the German word for ‘‘we’’. It was born as a response to the
Great Depression of 1930s and financial instability and currency shortage with the
aim to remind participants that the economic circle is also a community [14].
According to its cooperative statute Wir’ purpose is: To encourage participating
members to put their buying power at each other’s disposal and keep it circulating
within their ranks, thereby providing members with additional sales volume [14].
In 1934 Wir Bank started with 16 members, currently it includes more than 60,000
members becoming the fourth Swiss bank [14].

HOURS is the oldest and largest local community currency steel operating in
United States; as wells as Wir Bank it has its origins in the Great Depression of the
1930s but was launched in 1991. It now accounts more than 4,000 firms enrolled in
its Network [13].

From the old-new cases that has been presented, it is possible to affirm that the
restoration of barter in present days could be explained as a reaction to the defi-
ciency of the monetary system such as currency shortage and hyperinflation which
has suggested the idea that money is exploitative and uncreative [5] but also as a
complementary tool in order to revitalize marginal and excluded communities.
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3 Methodology

In order to explore these issues, we opted for a case-study approach [15] because
this methodology can be used to gain a better understanding of changing business
practices in their social context [16]. With the aim to get a depth understanding of
the firm, we conducted a semi-structured personal interview to Gabriele Littera,
the marketing responsible of Sardex. In addition we collected some member’s
point of view with the purpose to acquire the motivations leading firms to join
Sardex.

4 Sardex.Net

4.1 Origins and Operations

Sardex is a commercial credit circuit which makes use of a complementary cur-
rency named Sardex (SRD) as a unit of account for exchanges. One Sardex have a
value of one euro. It was born in 2009, when, after the analysis of the global
financial and economic crisis and its impact to the local economy (an emblemathic
information is the unemployment rate of 13.5 % in 2011, against an average rate
of 8.7 % in the rest of Italy [8]), four young (average age 30 years and residing in
a rural area) developed a project with the aim to give a practical answer to this
problem.

Before starting, the group explored other similar circuits without money,
acquiring best practices from Europe and elsewhere.

The activity of the firm began on January 2010, when it achieved the first
adhesions. By December 2010 the circuit Sardex.net was accounted over 200 firms
and working professionals in Sardinia. In 2011 the enrolled firms reached the
number of 400, and 650 by May 2012, with an increasing number of participants
over 100 %, and a drop-out rate near to 5 % (among the lowest in the World) [17].
Transactions within the network, have increased exponentially achieving a record
percentage on May 2012 of over 400 %: the annual average number of transaction
was 357 in 2010, 425 in 2011, reaching the 800 transactions by the first quarter of
2012 [17]. The circuit involves firms from a broad variety of class of product and
services ranging from grocery to advertising services. The compartment of firms
directly involved on the tourism (including hotels, bed and breakfast, farm houses,
residences, restaurants, catering and others) counts near 6 % of the total. To this
end, Gabriele Littera says:

Our circuit offers opportunities for firms operating in the tourism industry while giving
them the possibility to purchase the needed services during the low season (for instance
maintenance costs) with Sardex credits. In such a way they save cash which can be used to
pay the other suppliers; in return they pay these services by providing rooms within the
network.
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Precisely the network operates in the following way: the firm which is interested
in joining the circuit decides about the percentage of offered goods or services, that
it makes available within the network; the firm is encouraged to take this decision
based on an evaluation of the annual unsold stock. As an example, a hotel has a
yearly turnover of one million Euros. This hotel declares to have an annual unsold
stock (unsold hotel rooms) to the tune of 50,000 Euros. It means that the hotel can
decide to make available within the network, product and services for an equivalent
of 50,000 Euros (which means 50,000 Sardex). Next step for the enrolling firm is to
make a spending review in order to evaluate which, among the cost items, it can
spend on Sardex. The total credit at its disposal, is equal to the amount that it has
decided to make available within the network. Hence, supposing that from the
analysis emerges that the hotel previously cited, faces costs for advertising or
maintenance, it can decide to purchase these services with the available Sardex
credits. In return, according to a reciprocity mechanism, other firms will purchase
hotel rooms until a total amount of 50,000 Euros. The output of the transaction is a
loss or a gain in terms of Sardex credits. For instance, the hotel which spends
1,000 Euros purchasing brochures, will have, at the end of the deal a net situation of
49,000 SRD (50,000-1,000 SRD). On the other hand, the counter-party of the deal
will have a gain equal to 1,000 credits in terms of Sardex. What is the convenience
for joining such a network? An example will show why to purchase in credits within
the network for a higher price than the one applied by a supplier outside the network
will be more convenient. Let’s suppose that the hotel has to buy a printer. It has two
options: (1) Buying the printer from a supplier outside the network for Euros 800;
(2) buying the printer within the network for 860 Sardex (860 Euros). Let’s pre-
sume that the markup that the firm applies on its products is equal to 30 %. By
choosing the first option the firm will have an expense in euro equal to 800. Instead,
by choosing the second one, the firm will have an actual cost equal to 860 Euros
(860 SRD) minus the markup applied to sales (30 %) for a total actual cost of 602
Euros [17].

In order to allow transactions, Sardex provides the enrolled firms with both on-
line and off-line tools. Each member owns a card depicting the account number.
Moreover, before starting the deal, customers can choose the suppliers among the
enrolled firms by consulting the list of the subscribed firms for each class of
products in the Sardex magazine or on the web site. In order to complete the deal,
customers have two possibilities: (1) To contact a broker or (2) login into the
Sardex portal and proceed by inserting the card number and the expiring date in
order to forward the payment. The Sardex web-platform has a double function: to
set the credit and debit position for each firm and to contain the profile of each
member with the account of transaction and the net situation. The Sardex web site
also provides a platform for the e-commerce transactions; however Gabriele Lit-
tera says that there are only few firms which have adopted it, so far. From what has
been said we may observe that web technologies provide both a tool that allows
transactions, as well as a powerful showcase for promotion and advertising pur-
poses: Firms can learn about the desired products or services through descriptions
and images as well as by evaluating feedbacks left by other customers.
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4.2 Participant Views

The true soul, the heart of the network are its enrolled firms, their fidelity and the way they
embrace our values such as the reciprocity and inclusiveness that permitted our circuit to
grow up; the true added value that the circuit can give to the island economy is to be found
in its enrolled firms

says Gabriele Littera. From the analysis of these views we may deduce that the
main motivations for join the network are both the increasing of sales and the
number of customers as well as establish relationship with other firms in order to
create a network.

It’s a dynamic and motivating system, which allows the economy to work, and reveals
needs that otherwise wouldn’t have emerged; an added value for the island economy, one
more reason for being Sardinian! [17: 14].

This statement highlights the importance of being part of a motivating and
dynamic exchange network in a context of economic recession. Being part of the
network raises needs for services and products as a consequence of the increasing
spending power as well as the possibility to have a variety of firms available for the
exchange of goods and services. Moreover, it points out that being part of the
circuit gives one more reason in order to identify the own firm with the local
economy and to make it working. Another member says: ‘‘For Sardinian firms
Sardex is an important opportunity for the diffusion of knowledge and for bridging
relations aimed to collaboration’’ [17: 15]. Hence, within the network for firms,
collaboration is more relevant than competition. According to another enrolled
firm, Sardex: Increasing the variety of the enrolled firms, increases also the effi-
cacy of the network. Thanks to the variety of the networked firms Sardex is
becoming more and more a new marketplace for product and services coming from
different market compartments. Therefore by joining Sardex firms have the
availability of a broad range of product and services, and this constitutes the
premise for building a new complementary market.

5 Conclusions

It follows from the above that we are in face of a revival of barter. Using the
Net allows to fulfill better the necessities of firms in the Third Millennium.

Moreover, from the analysis of the literature emerges that barter is multifaceted.
It assumes different organization depending on the field where it is used. This
means that barter can be considered as a tool able to solve specific problems of
well-identified areas with a specific culture that are able to accept some changes of
the economic life but on line with the cultural identity. This may be one of the
reasons of the Sardex’ success that works in a region where the regional and
culture identity is strong and where the involving of people is not easy to realize

Revitalizing the Barter: The Case of Sardex.Net 135



(Sardinia). Sardex knows very well these problems and interacts effectively with
the firms of its network. Taking the basic role of the environment into consider-
ation in all its expressions (cultural, economics, naturalistic, etc.), future research
may assume the aim to highlight which relationship exists (if exists) with the
binding attention that is necessary devote to sustainability. Is barter able to reduce
the goods transportation giving a good answer to the Km 0 perspective? And, is
barter able to increase the ‘‘consume of proximity’’ giving a strong support to the
activities of SMEs and, indirectly, to the economic development of some specific
areas? This contribute constitutes the first step of a study which aims to analyze
and compare similar firms in Europe and elsewhere.
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Library Perceptions of Using Social
Software Such as Blogs in the Idea
Generation Phase of Service Innovations:
Lessons from an Experiment

Ada Scupola and Hanne Westh Nicolajsen

Abstract This article investigates the use of social software such as blogs to
communicate with and to involve users in the idea generation process of service
innovations. After a theoretical discussion of user involvement and more specifi-
cally user involvement using web-tools with specific focus on blogs, the article
reports findings and lessons from a field experiment at a university library. In the
experiment, a blog was established to collect service innovation ideas from the
library users. The experiment shows that a blog may engage a limited number of
users in the idea generation process and generate a useful, but modest amount of
ideas.

Keywords Idea generation � Social software � Service innovations � Blogs
� Library � Experiment

1 Introduction

Concepts like Open Innovation [1] and User-driven Innovation [2] are receiving
growing attention. The concepts indicate that innovation is not confined to internal
organizational boundaries but involve interactive processes, where organizations
interact with external partners including customers and users.
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Libraries, and especially research libraries, are facing considerable challenges
and opportunities due to the advent of the Internet and consequent digitalization of
the library services [3]. According to Brindley [4] libraries must innovate their
services to keep on staying competitive and service innovation must happen in
close contact with the users. The aim of this article is to investigate the potentials
of using social software for user involvement in service innovation in libraries. In
doing so we limit ourselves to focus on the ideation phase of the innovation
process in which the involvement of users has been found to have particular
potentials [2]. Therefore, the following research question is addressed in this
chapter: To what extent might social software such as blogs be used in academic
libraries to communicate with and to involve users in the idea generation process
of service innovations?

In order to investigate the research question, we conducted a study in which
social software in form of a blog was used in the idea generation phase of the
library services innovation process. The blog, directly allowing users to provide
ideas for service innovations on an open platform, resulted in the library giving
serious consideration to the ideas collected and implementing many of them. All in
all, the blog was considered by the library management as a useful tool to com-
municate with the users and to generate a manageable amount of useful ideas.

The chapter is structured as follows. First, we theoretically discuss user
involvement in service innovation and in particular user involvement through
means of social software with focus on the use of blogs. Then we present our
research method and the analysis and results. Finally we provide a discussion of
the results and some concluding remarks.

2 Theoretical Background

Later research has focused on the role of users in relation to innovation, also in
service innovation [2]. This has resulted in a clearer understanding of different
types of user involvement. Alam and Perry [2] have developed a 10 stages model
of the service innovation process, going from idea generation to implementation
and marketing and present and discuss user involvement in each of these ten
stages. They conclude that it is most profitable to involve users in the earlier and
later innovation phases, because these phases are closest to the role as ‘‘service
user’’. This role does not demand particular expertise from the customer, but only
that the customer/user provides insights on his own needs and wishes or evaluates
an existing or potential service. The phases in between are more work-intensive
and typically demand professional qualifications. According to Alam [5], customer
activities in the ideation phase include describing needs, problems and solutions.
Customers may suggest wanted features and preferences or they may evaluate
existing services, lacking in the market or wishes for new services.

Several researchers [5–7] argue that the direct interaction between customer
and employee provides an occasion to get both ideas and an understanding of
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customers needs. For example Magnusson [7] argues for the benefits of physical
meetings between professionals and customers because meetings may provide the
professionals with insight into the customers’ needs and understanding and, con-
versely, the users may get a better understanding of the conditions allowing them
to suggest more realistic ideas. Other ways to get ideas from users include mon-
itoring of user data such as complaints, returned products, observation of customer
behavior in the so-called ‘service encounter’ [6, p. 336], company visits or inte-
gration of customers in development teams [5], innovation labs [8] or virtual
communities e.g., [9].

2.1 Web Tools to Support User Involvement with Focus
on Blogs

Prandelli et al. [10] have identified 28 different web tools that can be used in the
different stages of product innovation. These web based tools range from surveys
and ‘complaint areas’ used in the idea generation phase to ‘virtual product tests’ in
the product test phase. In addition, Prandelli et al. [10] found that the web-based
tools are mainly used by larger corporations and in the first and last stages of the
innovation process and are mainly used as substitutes for the offline practices.
Many of such tools have been investigated in other studies as well. For example,
Franke and Piller [11] describe the use of simple toolkits to create user-adjusted
design of watches, while Ogawa and Piller [12] report the use of idea competitions
for t-shirts design and Franke et al. [13] describe user design of ski equipment.
Virtual communities are another example where customers help organizations to
innovate products or service development by using web-based interactive tools.
Lego Mindstorm and online gaming are well known examples [14]. These com-
munities may be user or company initiated. In both cases, user involvement is
based on the users’ own interest and prestige in the community. Some organiza-
tions develop online user communities for users to exchange knowledge, which
can be seen as extension of the services delivered as in the case of NetDoctor’s
baby club. The interaction between an organization’s customers can be an
important source of knowledge regarding customers’ challenges, discontent and
needs relevant for new service or new product development.

As it can be seen from the above discussion, the Internet has created many
opportunities for organizations to interact both directly and indirectly with their
users e.g., [9]. However blogs have received limited attention as a technology to
collect and discuss ideas for service innovation, even though a few studies have
investigated the potential of blogs for innovation especially in the field of new
product development e.g., [15].

Persons or organizations initially used blogs to write posts in chronological
order about a particular theme: their life, products etc. [16]. However changes in
the technology, growing experiences, combination with other tools, easy access to
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free platforms as well as an increasing accept and use of user-created content has
opened up for new use forms including professional, medical, political, industrial
and product related issues see [15]. The possibility for others to write comments
has created a shift towards more interaction and discussion on the blogs (Bar-Ilan,
2007 in [17]. Transparency and documentation leads according to Kuhn [18] to
accountability as well as easy and cheap access promote equality. Anonymity may
also be a factor of relevance as it may affect the content in good or bad ways. It
might result in more inputs especially if the content concerns taboos [19]. On the
other hand anonymity or lack of knowledge about the senders might provide
challenges such as difficulties in understanding the input or it might result in
irrelevant or harsh input [20].

3 Research Method

The research method employed in this study consists of a pilot study investigating
innovation processes and user involvement at an academic library followed by a
field experiment involving users in idea generation trough a blog and finally
follow-up interviews and workshops with library personnel to gain library insights
about the experiment and its results. In the pilot study, conducted at Roskilde
University library (Rub), we used semi-structured qualitative interviews, meetings
and workshops lasting between 1 and 2 h with top managers, middle managers,
and ‘front-line’ librarians as the main data collection methods. Other data col-
lection methods used in this chapter includes library reports, minutes of top
management meetings as well as click stream analysis.

Based on the results of the pilot study, an agreement was made with the library
management to conduct an experiment inviting user ideas through an interactive
web-tool such as blog (called RUbminds). This experiment was conducted as a so-
called field-experiment, which is an experiment carried out in a natural context
rather than in a laboratory. Field experiments are similar to other practice oriented
methods such as action research, action learning, and reflexive practice [21].

A small group comprising four employees from around the library as well as the
authors of this chapter designed and implemented the blog. The blog was seen as a
tool accommodating for an open dialogue about the users perceptions of the library
services and their wishes. Different names and layouts were discussed inspired by
other blogs. It was decided to go for four topics, which were all formulated by the
library personnel. The topics intended to cover the services of the library as well as
the physical setting for these services. Three of the topics were formulated as
questions on the blog: (1) ‘‘Do we comply with your wishes?’’; (2) ‘‘If you should
furnish the library….?’’; (3) ‘‘Is Rub your favourite library?’’; and (4) ‘‘The future
of the library—give us your suggestions’’. The blog experiment was conducted for
a period of 3 months. The success criterion for the field experiment was that the
blog (the independent variable of the experiment) could function as a medium for
idea generation by library users and that these ideas could result in implemented
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service innovation at the library (the dependent variable of the experiment). In this
article we primarily look at the first part—how useful the blog is to involve users
in the ideation phase from the perspective of the library.

4 Analysis

The results of the pilot study show that the library’s traditional approach to
innovation processes is mainly based on the use of ‘internal development plans’
where most ideas come from top management, collaboration with external partners
and competitors but also, even though to a lesser extent, from employees. RUB
had very little experience with social software at the time of the study. For RUB,
meeting the users through a blog was new and different not at least due to the
direct involvement of users in the idea generation of the service innovation pro-
cess, signaling a different attitude towards users, which were seen as having little
to contribute due to an expected low interest and conservative ideas about library
services.

During the short period in which the experiment was conducted, 1,011 visits
were made to the blog and 2,572 pages were looked at. On average, the visitors
stayed for 1 min and 35 s. A total of 27 ‘‘useful’’ ideas were provided during the
period of the experiment.

The ideas generated by the users on the blog were very different in nature and
covered a wide range of topics. Some ideas were visions of the library fulfilling
other and different functions—as a more cultural place. Some are suggestions for
new services such as an EndNote course, others suggest big or small changes to
services already offered such as access to computers in the library reading areas.
Some comments just criticize the service offerings, without providing suggestions
for improvements as for example the noise level in the silent area. This broadness
of topics is in line with Alam [5] who argues that input can have many different
forms.

In follow up interviews, the library management stated that the blog was a good
way to get input from the users and especially to communicate online with the
users. According to library management, some ideas coming from the blog
addressed problems that were well known to the library but that had been forgotten
or put aside. Meeting them again on the blog and knowing that many potential
users could read the comments posted on the blog and become aware of the
problems, motivated the library management to find solutions and fix problems
neglected in the past. In a way the library personnel felt a pressure from the blog to
do something about the implementation of the ideas, both those pointing to well-
known problems as well as those pointing to problems/ideas that the library was
not previously aware of. Some ideas were investigated further; a few were com-
pletely dropped like the establishment of open-air library services. Overall, the
ideas provided by the users were not major breakthroughs, but rather could be
classified as ideas suggesting incremental service innovations. RUB has seen the
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relative low activity on the blog as an advantage because they could manage it by
engaging few resources. According to the blog manager, they would probably had
closed the blog if they got overwhelmed by a huge number of posting/ideas that
would have required a huge amount of resources both in terms of employees time
to handle the blog and money/other resources to investigate and eventually
implement the ideas suggested by the bloggers.

In addition the blog manager said that the blog had had several internal positive
spin-offs such as increased collaboration among colleagues of different depart-
ments both in order to find appropriate answers to the blogs’ questions/postings
and to investigate/implement solutions. The blog had overall increased collabo-
ration and communication among the library employees. Finally, the blog gave the
library also the image of an institution that was open to ideas and critique from the
users.

In a top management meeting to evaluate the outcome from the blog experi-
ment, the library management decided to keep the blog on RUB’s website because
‘‘The blog invites for open discussion of suggestions and opinions in opposition to
just e-mails’’ (Minutes from a RUB meeting). The blog is still used to commu-
nicate with the users.

5 Discussion and Conclusions

Our experiment shows that RUBminds blog is perceived by RUB to be a useful
web-based interactive tool in order to communicate with the users and to engage
the users in the idea generation phase of the service innovation process. So our
study supports, even though with big caution, the results of the study conducted by
Droge et al. [15]. However, our experiment shows that it is difficult to engage a
huge amount of users to contribute ideas and therefore to generate a huge amount
of ideas on the blog. There could be several reasons for this: the library users are
not really burning to provide ideas about how to improve the library services;
library users are in general satisfied; or it could also be due to the design of the
RUbminds blog, lacking knowledge of RUbminds, lacking interest or qualifica-
tions to communicate using blog. Nevertheless, the ideas and insight generated
during the 3 months experiment were considered important by library manage-
ment that considered them as an eye opener for what services the library users
might wish from them. For RUB the relative low activity on the blog was seen as
an advantage because they could manage it with relatively few resources. The
balance between the value gained through the blog and the resources spent on it
was also the reason for the decision to continue the blog after the experiment
period. The library received some valuable insights into what users like, dislike,
what they need and some suggestions about what to do. Some ideas point to
implementable solutions. Others point to problems or needs that need further
investigation. Some critiques and needs even led to further inquiry to understand
what the problem is. The blog thus becomes a platform to understand the users,
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their way of thinking and their values. These results are in line with what argued
by Magnusson [7]: that understanding user needs and wants is a first step to
develop good solutions. On the other hand the blog becomes also a platform to
provide feedback to the users on the conditions and limitations’ regarding what is
doable [7]. The library felt obliged to take into serious consideration the ideas
posted on the blog, due to the transparency, documentation and archiving function
of the blog as also stated by Kuhn [18] meaning the blog gives the users a voice
that are difficult to be overheard. We can conclude that the answer to the research
question—To what extent might social software such as blogs be used in academic
libraries to communicate with and to involve users in the idea generation process
of service innovations? is: it depends on the expectations to the blog.

If the blog has to be used to generate a modest, but useful number of ideas, then
the blog has potential to engage users in the service innovation process. If the
purpose is to generate a huge number of ideas or engage a huge number of users,
then the answer is that probably blogs are not a good tool. Blogs can eventually be
used in combination with other more traditional tools for involving users in idea
generation in libraries as for example workshops.

However, our results have found a number of spin offs advantages that blogs
can generate in addition to user involvement for idea generation, namely
increasing internal collaboration among the employees and giving the organization
an image of a more ‘‘open to critique and new ideas’’ kind of organization.

However, our study is not free of limitations. One limitation is represented by
the fact that it is difficult to generalize these results to the whole library sector
since we only have conducted one experiment in one library for a limited amount
of time. Similarly it is impossible to generalize these results to other settings. More
experiments in several libraries would need to be conducted in order to better
understand and to some extent be able to generalize regarding the use of blogs for
user involvement in library service innovations. Alternatively, a survey could be
conducted to identify libraries that have engaged in similar kinds of experiments
and interview them to get insights into their experiences. These could be subject
for further research. Finally, more research also in other service sectors could be
carried out in order to fully exploit the potential of social software such as blogs
for user involvement in the service sector.
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A Best Practice of Enterprise 2.0:
The Photoviva Case Study

Domenico Consoli and Walter Del Prete

Abstract Nowadays, a new model of Enterprise 2.0, an open enterprise that
dialogues with customers, using Web 2.0 tools (blog, chat, forum, social network),
is affirming. The customer could be fully involved in the innovative process and
express opinions and suggestions to improve the product/service. In the paper we
analyse a case study that operates in this context. Photoviva is a brand of a small
company where users themselves can design the cover of their own iPhone and
they can also gain royalties when other customers choose their personal designed
image. In this way the boundaries of the company is open. Between company and
customers a strong relationship and collaboration, in reaching business goals, is
established. The customer becomes an active prosumer, producer and consumer at
the same time.

Keywords Web 2.0 � Enterprise 2.0 � Virtual channel � Customer involvement �
Prosumer

1 Introduction

The Enterprise 2.0 is an open enterprise that collaborates and exchanges infor-
mation with customers by interactive channels.

By web 2.0 tools, customers can express suggestions and recommendations that
may be useful to the company for the improvement of the product/service and also
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for strategic goals. There are many websites such as epinions.com, cnet.com,
complaints.com, ecomplaints.com where consumers share their opinions on their
shopping experience [1].

In this way, between customer and manufacturer a bidirectional channel, that
stimulates a process of co-creation and co-production, is established.

Nowadays, in the global world, to innovate, companies must exchange infor-
mation with other subjects like individuals, employees, partners, customers and
suppliers. In an innovation process, open and oriented towards the external
environment, it is possible to acquire knowledge and other skills that are not
present inside the company. In the Enterprise 2.0, the customer can be involved in
all processes [2]: design, development, production, testing and marketing.

This is the new formula for reducing the time to market and meet users
requirements.

The Ducati company (ducati.com) gives to loyal customers the first opportunity
to test ride new products. Lego (lego.com) is a good example of a company that
involves customers in projects of open innovation. In 2004 the company decided to
develop a new line of robots ‘‘Mind Storms’’ with the cooperation of customers
from the planning stage of the new product. Approximately 10,000 customers
responded to the invitation to participate in the design of Lego and 100 users were
selected and worked inside the internal R&D department.

In a Canadian company John Fluevog (fluevog.com), customers participate
actively and creatively in designing new models of shoes. The Mulino Bianco
(mulinobianco.it) is available to consider any proposal on the conception of new
biscuits. Ideas can be proposed and voted; the best one will be realized. In the
website ‘‘Fiat 500’’ (500 Wants You—fiat500.com) consumers contributed crea-
tively to the design of the new car.

In this chapter we describe a case study, the Photoviva brand of a small
company, where users are involved in the productive process. This is a best
practice of an Enterprise 2.0 that involves customers in an open innovation
process.

The analysis of this innovative case is useful to show how in a small company
with few employees it is also possible to involve the customer in the business
process. In the literature usually successful case histories are referred to medium
and large enterprises.

The chapter presents the following structure: Sect. 2 focuses on the literature
review. In Sect. 3 we analyse the Photoviva case study. In Sect. 4 we describe the
web 2.0 strategy of Photoviva. Finally some conclusions are drawn.

2 Literature Review

The first author who defined the Enterprise 2.0 was McAfee [3]. He affirmed that
‘‘Enterprise 2.0 is the use of emergent social software platforms within companies,
or between companies and their partners or customers’’.
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In this new model of enterprise, the customer has an active role in the company
and becomes prosumer [4], producer and consumer at the same time, user gen-
erated content (UGC) [5] or consumer generated media (CGM) [6].

In the web, the contents’ production is no longer the prerogative of media
centres but everyone, by web 2.0 tools, can participate in the discussion and
produce contents by simple platforms like Flickr, YouTube, Second Life, Face-
book, Wikipedia.

In the Cluetrain Manifesto [7], authors affirm that ‘‘markets are conversations’’
and with the digital revolution there was a change of role of the customer from
passive consumer to active prosumer.

The Enterprise 2.0 model can be interpreted as a new way of doing business, a
participative business where the company and the customer work together (co-
operate, co-create, co-produce) [8] to improve the final product/service.

Exchanging information with all subjects of the supply chain allows the
enterprise to acquire new ideas and competitive advantages. The new concept of
Open Innovation [9], an innovation opens towards the external environment, is
spreading.

Chesbrough [10] argued that the innovation is increasingly a result of collab-
orative efforts with other parties (individuals, customers, partners). Innovating
means also that an enterprise coordinates, in a flexible way, a large portfolio of
innovation projects and patents [11].

Recent empirical evidence argues that the exploitation of the internal and
external knowledge stimulates the innovation not only in large and high-tech
companies [12] but also in small and medium ones and in sectors of medium–low
technological intensity [13] like the Danish Quilt of Denmark, Belgium Curana or
Italian Lago.

In the context of Open Innovation it is important that the company recognizes
the value of the external knowledge. For assimilating this knowledge the enterprise
must have specific organizational dynamic capabilities [14] and an absorptive
capacity (ACAP) that represents the ability to acquire the value of the new
knowledge and to assimilate and apply it for commercial goals [15, 16].

Von Hippel in Democratizing Innovation [17] has studied the phenomenon of
users who innovate by themselves and are later followed, with delays from 1 to
5 years, by manufacturing companies. In this book the author describes many
cases in which users were true initiators and implementers of innovation and other
cases in which large communities expressed a ‘‘collective wisdom’’ to develop
better products.

Nowadays, the enterprise should develop internal skills to engage talents and
build relationships with innovation service providers. In a global market the best
way to innovate is to refer to every individual contribution of the external
environment.

The crowdsourcing [18] addresses the development of specific projects or
solutions to a distributed team of people (crowd), not centrally organized, usually
by posting ads on specific websites. Crowdsourcing is a process of problem-
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solving and idea generation that the company launches to outsiders. Solvers who
bring winning solutions are rewarded.

The web and in particular the web 2.0 has facilitated a progressive customer
empowerment [19]. Companies can communicate directly with their customers
and involve them in the productive process [20]. A direct relationship with cus-
tomers is an important advantage but at the same time it involves a reorganization:
the organization must be able to satisfy, in real time, customer requests [21].

3 The Case Study: The Photoviva Brand

Photoviva is a brand owned by an Italian company DB Prospettive s.r.l. It is a
small enterprise with 3 employees. Its traditional core business was a Business to
Business (B2B) activity concentrated on objects and gadgets (like mugs, t-shirts,
pillows, ect…) for photography shops and retailers. Later the company launched
the brand Photoviva to allow customers to customize iPhone covers therefore
implementing a mass customization process. The target of the brand is the end
customer and hence a Business to Consumer (B2C) market.

DB Prospettive s.r.l. has trained and supplied a subcontractor with its original
system and technology to produce the covers. Now, the covers are physically
produced in North Italy and sent to Europe.

The brand is promoted and published with an e-commerce website (photoviva.it)
that permits customize covers for iPhone and in the future also for other mobile
devices. An English version of the website will be launched in the next months for
the whole European market.

On Photoviva.it, users can choose to design their covers from scratch or to
modify one created by other designers.

Users can load images from PC and immediately, by a 3D simulator, he/she can
visualize the preview (Fig. 1).

In the websites, users have got a tool to design their own products; in a 3D
model they can rotate the preview and check, in every detail, the customized
cover.

The Photoviva case study can be considered a good example of the mass
customization. Recently the mass customization process has received great
attention from the business community [22].

Several companies like Procter and Gamble, Lego, Nike, Adidas, have started
large-scale mass customization programs implementing a model of customer-
centered enterprise [23]. In this context it is possible to follow an interdisciplinary
approach, where scientists, practitioners and customers share their findings, con-
cepts, ideas and technical solutions in the innovation management.

To obtain the customized cover a sublimation printing process is used. This
technology allows to have a high resolution image on the cover made of a rigid
plastic material.
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When a new order is submitted it is immediately sent to the company and to the
subcontractor that execute it producing the new cover. The subcontractor has got a
system to download the high resolution image to print with the customized layout.
Once the cover is ready, it is packaged and delivered in 3–4 working days. All the
delivery process is managed very carefully and inserted in a tracking system, so
the customer can check, at any time, the delivery flow. The consumer can pay for
the personalized product by credit card, PayPal or cash on delivery.

4 The Web 2.0 Strategy of Photoviva

This business activity, that is having a great success, implements different
emerging trends: mobile technologies, product customization and open innovation.
In this context the social, participative and interactive web 2.0 plays the main role.

The marketing strategy of Photoviva is managed by the web agency e-leva s.r.l..
Most of the structure of the website, the contents, the communication, the web
marketing with advertising campaigns and the management of social networks are
designed by the agency.

E-leva s.r.l. has implemented for the website the Search Engine Optimization
(SEO) that actually ranks very well mainly for the most important Italian keywords
in this business field like ‘‘cover iPhone’’, ‘‘cover iPhone 4’’, ‘‘cover iphone
personalizzate’’, ‘‘cover iphone 4 personalizzate’’.

Photoviva was launched in March 2011 and the traffic grew from 2,815 visits in
March 2011 to 15,882 visits in December 2011 (Fig. 2).

Fig. 1 Photoviva’s tool to design and customize iPhone covers
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Users who visit the website Photoviva.it comes from different sources (Fig. 3).
As we can see from the Fig. 3, the highest percentage (44 %) of visits is by an

organic search on specific words. This means that the web agency has imple-
mented a good SEO plan. The 9 % of visits comes from blogs and social networks.

In this analysis, an important factor to consider is the conversion rate (the ratio
of orders on overall visits) of this e-commerce website: 3.73 %. About 4 persons
of 100 who visit the website become customers. Some users, when entering the
website, are ready to design and buy the cover, probably because they found
positive opinions on blogs and social networks.

Other users, trying the internal image configurator, are satisfied with their own
creation and so they order it.

Once users have customized their cover, to continue, they can click on two
different buttons. The most important button lets them buy the cover, the other one
to share the new creation on Facebook and so it is possible to show the cover to
friends. Users ask their friends if they like the cover and so the brand has an
advertising viral effect.

Fig. 2 Traffic growth by Google Analytics (Mar 2011–Dec 2011)

Fig. 3 Visits from different
sources. (Mar 2011–Dec
2011)
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The marketing strategy is fully focused on web 2.0 activities with a great
possibility to share information and contents. For promoting the brand online,
improving the customer care and to collect feedback, the company uses social
networks like Facebook (the most used), Google+ and Twitter.

The web agency also manages the Fan Page (facebook.com/photoviva), writes
news and posts concerning some creative ideas and it stimulates the discussion on
a specific topic of the virtual community. The community manager [24] (CEO of
the web agency) knows very well the company’s brand and so he can answer
specific questions relative to all phases of the product development.

The Facebook page is full of posts written by satisfied customers. Of course this
aspect encourages new customers to try the 3D simulator on the website. The
community creates a strong trust between the company and customers. The lack of
trust is one of the main obstacles for the e-commerce success.

In the Fan page there are also negative opinions and constructive critics. For
example, some customers found it difficult to remove the covers; they did not push
the right corners. The web agency, understanding that the process was not so
intuitive, has produced a video to post on Facebook just to explain the right way to
remove the cover.

The company, over time, has established various collaborative partnerships
with other enterprises and subjects to improve the relationship with end customers.

It has contacted many bloggers writing about Mac, Apple or iPhone devices but
also on fashion and trends. Most of them consider the Photoviva’s idea very
interesting and develop together some initiatives. For examples apple.hdblog.it
organized a contest for their readers and another blog sells brand covers with the
note ‘‘Powered by photoviva.it’’.

A very particular partnership was developed with an another brand (Eroticpink)
that, with a great creative energy, communicates, through a female perspective, a
new symbol of the modern sensuality. The website Photoviva presents, in a specific
section, covers designed by this commercial brand, completely customized.

For Valentine’s Day the company has presented 19 new covers inspired by love.
Users could select their favourite cover, clicking on ‘‘customize the cover’’ and use
the 3D configurator to add, for example, the name of their boyfriend or girlfriend.

Nowadays, there are a lot of magazines, blogs focused on mobile phones,
fashion, trends like iPhoneItalia.com, applemobile.it, style.it, tobrepel.com, mo-
dalizer.com, ciao.it that publish news relative to the Photoviva brand.

Photoviva fully involves the customer in the productive process and gives to
end users also the possibility to entry in the business. Some users ‘‘want to be’’ or
already are professional designers. So they will be involved in the ‘‘ready covers’’
section to present different graphic solutions. The company will pay royalties to
these persons for any cover that is sold. The designer user must sign a declaration
that the images are personal and not copied from others and he/she can obtain also
the copyright on the images.

Another project to implement in the next months is the Cover Art section, where
the cover will be designed by professionals: designers, graphics, painters and
artists. In the section of the website the profile of the artist will also be included.
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5 Conclusions

In this chapter we have analyzed a best practice: the brand Photoviva of a small
company. The photo lives not only on the paper but also on mobile devices. These
photos are part of everyday life; they are personal icons that tell a personal story.
The company involves customers in the productive process designing unique and
personal covers by the website. In this way the community grows, in a social,
authorial and creative perspective. The company also lets customers participate in
the business through royalties, when their designed cover are bought by other
persons. The enterprise communicates with end users by social network. The web
agency actively manages the Facebook community and responds quickly to
customer requests. The DB Prospettive s.r.l. company, owner of the Photoviva
brand is an example of Enterprise 2.0 where the customer participates in the
productive process. If Youtube, Facebook or blogs allow people to express their
creativity in videos and communications, in our case study, customers express
their originality in designing creative covers. This small company can implement
inside advanced business concepts: prosumer, co-production, mass customization
and open innovation. Generally in the literature many success cases are related to
companies of medium and large sizes. This best practice instead refers to a small
enterprise that continually applies new and innovative ideas in the business
exploiting the contribution of customers.
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Municipalities ‘Like’ Facebook: The Use
of Social Media in Local Municipalities

Camilla Guttormsen and Øystein Sæbø

Abstract The use of Facebook in local municipalities has grown dramatically
over the last few years. Local municipalities enter social media to meet people
where they already are, in order to inform, discuss and receive feedback. The use
of such services is rarely an integrated part of the municipalities’ communication
strategies, and more knowledge is needed to explore how local municipalities
could use such services to their benefit. This chapter contributes to this area of
research by, based on current literature, classifying municipalities’ use of social
media into six thematic areas. The explanatory potential is illustrated by con-
ducting a qualitative case study in which a local municipality’s use of Facebook is
analysed based on the suggested thematic areas. We argue that instead of viewing
social media as a silver bullet, its implementation should be adapted to obtain
specific achievements in one or several of the categories suggested here. Local
municipalities could be more specific about the potential achievements in order to
avoid a mismatch between external and internal stakeholders’ use and expectations
of social media.

Keywords Social media � Facebook � Local municipalities

1 Introduction

This chapter focuses on the use of social media in local municipalities. There are
several reasons for why this area of interest should to be investigated. The public
sphere is an essential part of a well-functioning democracy [1]. Media and
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societies’ communication networks are core components of the public sphere in a
modern society [2], rendering possible the formation of new opinions that can
influence public decisions. If the interaction between the government and civil
society is not working properly, or the communication channels are inhibited,
citizens’ affiliation to public institutions may disintegrate [3]. Therefore, it is of
critical importance to utilise, develop and maintain well-functioning communi-
cation channels to serve the public discourse.

Municipalities have long since initiated projects where Internet-based tech-
nologies are used to increase citizens participation, but very few have been
successful [4]. There is still the challenge of turning the audience into active users,
and the emergence of social media is seen as promising, since such media attract
large numbers of users sustaining a great deal of interaction [5]. Thus, social media
is a promising tool for municipalities to inform, discuss and receive feedback from
their surroundings, and maintain and augment local democracies. Moreover, the
use of social media is a key component of governments’ strategies on digitalising
the governmental sector.

Even though social media has emerged in recent research literature [6], more
work is clearly needed to explore how local municipalities may design, organise
and benefit from social media for deliberative purposes [7]. In this chapter we
propose a framework identifying six thematic areas through which social media
may influence local municipalities. We illustrate the explanatory potential of these
thematic areas by analysing a qualitative case study focusing on a local munici-
pality’s use of Facebook.

2 Theoretical Approach

The framework is based on literature with various theoretical approaches.
A detailed review of these theories is beyond the scope of this chapter, and they are
only very briefly introduced here. Castells work [2] on the public sphere as the
network society shed light on the influence of information technology on social
networks, elaborating on the seminal work by Habermas [1], which discussed
social processes in the digital age, and Giddens’ [8] theories on time and space.
Work on e-democracy models [9] illustrate how information technology could be
used to support various democratic contexts. Finally, the system theory focuses on
the changes occurring in communication processes, moving from a one-way
communication pattern to a two-way dialogue.

The six thematic areas introduced below explore how social media can influ-
ence local municipalities. As demonstrated later on when discussing the case
study, online activities may relate to more than one category. Consequently,
criticisms could be made regarding the mutual exclusiveness of the distinct areas.
We would argue that even though some activities may relate to several of these
thematic areas, the idea here is to identify and categorise distinct areas of influence
that social media may have, not to categorise distinct area of online activities.
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2.1 From One- to Two-Way Dialogue

Social media provide municipalities with the opportunity to develop ICT-based
services for people to inform themselves, locate each other and interact [5], inde-
pendently of borders concerning time, space and location [8]. Based on techno-
logical drivers (broadband access and development of ICT-based services), social
drivers (changed media consumption habits) and institutional drivers (new legal
means to create and distribute content) [5], the municipalities utilise social media
primarily to support dialogue between the government and their stakeholders.

2.2 Digitalised Administrative Governance

Social media do not only provide opportunities for two-way dialogue, but also
influence how municipalities design their services. In a digitalised world, gov-
ernment services are most effectively designed and developed to utilise the
opportunities provided by online services, not to reflect internal workflow in the
government sector [10]. New services should therefore be designed based on a
self-service model, in which online support and the possibility to discuss and enter
into a dialogue with the municipality and other stakeholders are an integrated part
of the online services, rather than isolated stand-alone services with only scattered
integration to the decision-making processes.

2.3 Digital Participation

A major objective for municipalities’ use of social media is to invite citizens and
other external stakeholders to participate in the use of online services. In a society
where traditional public arenas are decreasing in strength (such as political parties,
face-to-face public meetings and participation in various associations), and
citizens’ political interests are changing from a holistic perspective towards a
focus on certain political aspects [11], it is important to invite external stake-
holders to participate in the public debate on an individual basis. In turn, this
allows them to use social media to debate, inform the municipality and add issues
to the political agenda, as well as control and evaluate the decisions being made.

2.4 Attentive Municipality

Ideally, the municipalities are not only communicating with the citizens, but also
invite them to participate in and influence the decisions being made [1]. A well
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functioning public sphere is decisive in a system where politicians and citizens
ideally share an interest in dialogue and discourse, leading to the formation of
political opinion in which the input and cooperation between citizens and politi-
cians constitute the legalisation of power [9]. Thus, an attentive municipality goes
beyond the idea of only listening to external stakeholders; their input and ideas
should also be reflected in the decisions being made, preferably by explicit inte-
gration of decision-making processes and the online political discourse [12].

2.5 Developing Democracy

Based on the activities classified above, local democracy may develop into a more
deliberative way of thinking [12]. Moreover, the new networks rendered possible
through globalisation and technological development, in which borders concerning
time, space and location are eliminated, can heavily influence local democracies.
The municipalities’ stakeholders could be located all over the world with the same
interest in participating and influencing local democracies. The globalised world
also changes the municipalities’ opportunities to collaborate and learn from each
other, independently of traditional restrictions concerning time- and location-
related issues.

2.6 Organisational Culture and Change Management

To be able to utilise the new borderless opportunities provided by the introduction
of social media, local municipalities need to consider change management and their
organisational culture, in order to explore their willingness and responsiveness to
change based on signals from the external world [13]. A question related to the use
of social media is the municipality’s ability to invite external stakeholders to
comment on their work processes and act according to the signals received [7, 14].

3 Introducing the Case, Data Collection
and Analysis Strategy

To illustrate the explanatory potential of this framework, we conducted an analysis
of a local municipality’s use of Facebook. Porsgrunn municipality, with approx-
imately 35,000 inhabitants, was awarded a prize for the best local municipality’s
web pages in 2011, based on their citizen-oriented services and easy access to core
services [15]. From a Norwegian perspective, Porsgrunn has been innovative in
their use of digital media, and were early adopter of using Facebook as part of their
communication with external stakeholders.

160 C. Guttormsen and Ø. Sæbø



Since the conducted study (spring 2012) is exploratory by nature it was
appropriate to design a qualitative study. We aimed to explore the use of Face-
book, placing emphasis on understanding the phenomenon within its real-life
context [16]. The major data source was semi-structured interviews with major
stakeholders, both internal (employees and politicians) and external (citizens).
Other sources included the online postings on the municipality’s Facebook pages,
and written material provided by the municipality. Ten interviews were conducted,
selected by using a snowball technique [16] to identify interviewees who were
knowledgeable on the topic being investigated. Interviews were transcribed, coded
and analysed based on the categories presented above, whereas analyses of the
online-postings increase our understanding of contextual issues.

4 Findings

4.1 From One- to Two-Way Dialogue

The main motivation for the municipality’s use of Facebook is to increase the
dialogue between the municipality and their stakeholders: There are new ways to
communicate which we would like to employ actively in the municipality to sup-
port the public discourse (employee). The municipality would like to arrange for
digital meeting places where everyone could meet and discuss political issues. One
reason for this is to become aware of criticism from the citizens: It is important to
work actively to notice the critical talk taking place in the discussion between
neighbours, and to be able to respond coherently with one voice (employee).

The internal interviewees tend to disagree on the extent to which the munici-
pality will have an active role in the discussions, by initiating discussions, posting
questions and participating in on-going discussions. A quite common apprehension
is that the municipality needs to be on Facebook in order to provide information
and listen to a dialogue of which it is not an active part, whereas the external
interviewees more clearly expect the municipality to participate actively, and not
only listen to whatever citizens do discuss. Despite acknowledging the importance
of the municipality’s presence, employees do realise the lack of dialogue: We do
not encourage citizens to ask question through Facebook since we currently don’t
have an instrument to follow up questions being posted. As a matter of fact it is still
information from us to them.

4.2 Digitalised Administrative Governance

Porsgrunn is about to introduce new administrative support systems where e-mail
is fully integrated. The municipality is no longer printing numerous brochures to
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inform their citizens; as such information is now primarily accessible for the
citizens online. Facebook is not yet an integrated part of the governmental pro-
cesses, since services cannot be exclusively provided through social media. The
main focus is to provide mobile services for citizens to read, communicate and
discuss through a mobile application from their smartphones. They have started to
use Quick Response (QR)-coding to provide links to information and services to
simplify access for external stakeholders: Now you may have the information
needed stored on your mobile phone, which is much easier than bringing bro-
chures and paper-based plan-schedules. We may also link our Facebook pages
through the QR-codes.

4.3 Digital Participation

A few online services are provided by the municipality, such as Fix my street and
the QR-coded services, focusing on administrative processes and service provi-
sion. An ePetition system is currently being developed, allowing the citizens to
promote causes for the municipality to consider. The ePetition services are
designed for Facebook integration to attract more citizens and lower the threshold
for citizens to sign. Facebook is considered instrumental in engaging citizens to
participate and discuss: Traditionally the municipality has only disseminated
information to the citizens with few, if any, arenas for citizens to discuss and add
their suggestions. We need to diminish some barriers to get the citizens running.

4.4 Attentive Municipality

Even though the municipality’s web pages allow for two-way dialogue, discus-
sions and public discourse between the municipality and its citizens are not the
primary focus here. Thus, Facebook could provide opportunities not offered
through their traditional web pages. A major challenge from the employees’ point
of view is to decide who is going to represent the municipality’s opinion in online
discussions: Porsgrunn municipality has 3,000 employees. All of these can’t
represent the municipality’s views externally through social media (employee). As
a result, the external stakeholders are frustrated by the lack of participation from
the municipality’s side on the issues being discussed, which is considered prob-
lematic: It doesn’t make sense to introduce social media if you don’t have a plan
or your product is bad. It is actually more harmful than anything. You have to
eliminate reasons for negative publicity before you enter the scene (citizen).

The employees argue that Facebook is added on top of everything without
being integrated as a part of daily life in the municipality. Consequently, atten-
dance in social media is not an integrated part of the daily routine, and relies on
employees being highly dedicated: It requires great dedication to maintain and
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work with Facebook the way we would like to. You have to read and keep yourself
updated in a way that we unfortunately are not presently able to (employee). A
lack of time and resources is not seen as a sound argument among external in-
terviewees: You don’t need much time or money; it is about spending half an hour
updating their Facebook pages. Everyone is able to dedicate the minimum amount
of time needed.

4.5 Developing Democracy

The interviewees tend to disagree on Facebook’s potential role in the local dem-
ocratic debate. Whereas one group (dominated by external stakeholders) argue that
social media is the next big thing for political discourse, where the presence of
local politicians is self-evident, another group of interviewees (dominated by the
municipality’s employees) voice their concerns about the amount and quality of
online political discussions: I’m not quite sure about the number of people who are
using Facebook to discuss political issues. And we have to keep in mind that there
are many inhabitants who are still not using such services (employee). For the
latter group, Facebook is considered tiresome, with very few topical contributions
among a huge number of tedious postings.

Another main concern relates to how to censor online postings (and who to
censor), and what to expect from the municipality’s employees when discussing
politics. Guidelines on how to behave are seen as important in order to reduce the
amount of insults towards named employees or politicians. While everyone
acknowledges the importance of including more people in the public debate by
using Facebook, there is disagreement on how to manage negative comments and
harassments posted online: If we were going to respond to the negative enquiries,
such postings would increase, bringing about successive un-reflected statements.

4.6 Organisational Culture and Change Management

The process of developing an open and alternative-oriented municipality, as well
as being citizen-oriented and responsive to suggestions made by external stake-
holders, is an on-going process in Porsgrunn municipality. More effort is needed to
encourage employees to share: The main challenge is to get everyone interested in
informing and dissemination online, not only among external stakeholders, but
also to encourage employees to do so (employee).

When it comes to change management, internal use of social media is of
comparable importance to external use. Even though internal use of Facebook to
distribute information and discuss internal concerns has so far not been prioritised,
the employees are aware of the importance of doing so. The municipality needs to
listen to internal as well as external stakeholders in order to stay dynamic over
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time: We do have well-educated and qualified employees who are perfectly
capable of conducting the services provided by the municipality. But we are very
much aware that it is instrumental for us to utilise citizens’ competence and to
engage them in our daily routine for us to stay adaptive and competent in the
future as well (employee).

5 Discussion and Conclusion

Table 1 summarises findings from the case study.
The thematic areas introduced here contribute to the theoretical understanding

of how social media may influence a local municipality, thus contributing to the
need for more detailed criteria to evaluate municipalities’ use of such media [6, 7].
Hence, we subscribe to an established line of IS research warning against viewing
any application of IT as a generic black box, orientating instead towards analysing

Table 1 Case findings summarised

Thematic area Main findings Main challenges

From one- to two-
way dialogue

The main motivation for introducing
Facebook is to enter into a
dialogue with external
stakeholders.

Lack of allocated resources and
strategic foundation inhibits the
transformation from
dissemination into dialogue.

Digitalised
administrative
governance

The integration of social media is not
prioritised, mainly since public
services cannot only be provided
through social media.

Administrative systems are
traditionally organized to support
municipalities’ needs, not as
citizen-centric systems.

Digital
participation

Very few services are provided for
the citizens to participate, but
present services are well received
by the citizens.

Services are needed where citizens
are invited to participate in the
democratic dialogue, not only to
perform tasks needed or to
provide feedback to the
municipality

Attentive
municipality

There are few possibilities for
citizens to provide feedback or to
discuss with municipality’s
officers.

To decide whom to represent the
municipality and to allocate
resources needed.

Developing
democracy

Some argue that the use of social
media is important for the
democratic debate, whereas
others voice scepticism due to
scattered quality on the postings,
censoring issues, and a lack of
representativeness.

The use of social media should be
designed as an integrative part of
the decision-making processes, in
a way that addresses issues
related to harassment and
representation.

Organisational
culture and
change
management

Despite good intentions, the use of
Facebook is so far not organised
to support a dynamic
municipality.

Facebook is introduced to strengthen
the municipality’s reputation,
but the lack of feedback may lead
to the opposite result.
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the use of social media in the municipality as a structural process in which
technologies and organisational contexts develop in an interwoven manner [17].
Our work points to the need for a particular technology in a particular context to
understand how a particular communication medium can be effective in various
contexts [9].

We would encourage researchers to take up some of the many issues that our
study raises. An improved theoretical foundation might incorporate influences from
political science, social theory, public governance theory, and communication
studies. Whereas seminal work by Habermas [1], Castells [2] and Giddens [8] prove
the importance of understanding the public sphere and the importance and char-
acteristics of the networked society, more work is needed to further explore how
social media could be utilised by local municipalities. One issue to look at is to
explore the resistance to change among government officials when introducing
social media like Facebook. Whereas it might be tempting to criticize municipal-
ities’ limited use of such services, more research is needed to fully understand why
such resistance exists, and the (maybe well-argued) reasons for such resistance.

Some practical recommendations can be drawn. Firstly, municipalities must
consider what they wish to achieve by using social media. The thematic areas
introduced here may guide the process of identifying potential benefits. Secondly,
there is a need to allocate resources when entering social media; efforts are needed
to gain benefits. Being present without being responsive may be worse than non-
presence, and may do more harm than good for the municipalities. Thirdly,
municipalities need to consider the use of social media as an integrated part of
their information exchange and their services. The real benefits may be achieved
when the strengths of social media (to support dialogue) are integrated into
administrative services, providing feedback mechanisms and services for citizens
to discuss issues related to on-going decision-making processes. Finally, most
emphasis so far has been on the external use of social media in the government
sector, whereas internal uses have been investigated less. Both practitioners and
researchers may bring the internal use of social media into focus to understand
how highly educated and competent public sector employees may be encouraged
to develop dynamic work environments in local municipalities.
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Trust as Individual Asset in a Network:
A Cognitive Analysis

Francesca Marzo and Cristiano Castelfranchi

Abstract One of the most addressed kinds of relationships able to generate value
in a network is trust (studied in different ways, for different purposes, by different
disciplines). While it is very important to keep on investigating this issue using an
interdisciplinary and integrated approach, it is also crucial to study the value-
generation involved from a perspective able to disentangle what happen both at
macro and micro level. In other terms we need a clear distinction between what is
commonly called social capital and what is better known as relational capital. In
this chapter we focus on the latter by analysing the point of view of the trustee on
the bases of the goal oriented theory of trust. We developed a cognitive model of
trust to explain why it represents a form of power and, then, a strong asset for
individuals acting in a network. Finally, we propose some experimental future
works based on this analysis and involving both laboratory experiments and multi-
agents systems simulations.

Keywords Trust � Relational capital � Cognitive analysis � Multi-agent systems

1 Introduction

The next generation of pervasive and adaptive ICT applications will need to be
designed for trust, to fulfill their expected impact on future Information Society
[1]. Trust-oriented technologies imply a two-pronged challenge. First, pervasive
and adaptive applications need to elicit adequate levels of trust in users, that must
be willing to rely on largely autonomous devices and self-organized systems
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(users’ trust) [2, 3]. Second, system components need reliable trust heuristics for
autonomously coordinating with each other, in order to strike an optimal balance
between flexibility and dependability (trust technologies). Hence this second basic
condition asks for a detailed formal and computational model of trust that will be
integral part of the digital pervasive environments of the future [4] but that will be
also tractable for the computational units embedded in the environment. These
distributed devices in fact must be designed for trusting each other despite the
volatility of their interaction situations, the uncertainty intrinsic to real environ-
ments, the novelty of the contexts and of the possible peers but given their limited
computational power. In this perspective, trust is a crucial decision criterion for
agents with finite resources: it enables agents to decide whether to perform actions
or delegate activities, evaluating risks and utilities. According to different per-
ceived trust levels agents may adopt the proper policies, using different strategies.
But to serve this purpose, the metrics and methods used for trust assessment must
prove reliable also in highly dynamic and largely unknown environments [5]. On
the contrary, current computational trust models are usually built either on the
agent’s direct experience of an interacting partner (interaction trust) [6, 7], or on
reports provided by third parties about their experiences with a partner (witness
reputation) [8–10]. Both these models present critical drawbacks when they need
to cope with open, highly dynamic environments. Whenever starting a new
session, for instance, agents are often engaged with totally unknown peers, and
they must decide whether to trust them or not in a situation of partial ignorance,
high uncertainty, and lack of prior knowledge: in such conditions neither witness
reputation nor interaction trust provide significant guidelines for the agent’s
decisions [11]. It is important to overcome these critical shortcomings of existing
models and applications of trust in computational systems, by investigating the
critical cognitive capabilities needed for a quick and effective process of trust
formation in open environments [5]. Our study is a step on this direction. One of
the main objectives of our cognitive approach, in fact, is to build artificial agents
which are able to reason about trust, that is, to improve actual computational and
formal models of trust in online interaction between autonomous artificial agents
and in human–machine interactions in such a way that they can account for
sophisticated social processes of trust formation, revision, attribution, and circu-
lation in open environments. In order for artificial agents to be able to take into
account the complexity and multi-factoriality of trust they need to be built as agent
able to find adaptive strategies and integrate different features for trust attribution
and inducement. This will lead to a step change in computational, mathematical
and logical models of trust for multi agents systems, ubiquitous computing, and
human–machine interaction.

In this preliminary study we will focus on a specific side of trust relationship,
the trustee, to reach two different aims: on one side, we will underline the intrinsic
importance of trust links in a network, on the other, we will propose a theory that
can explain how these links, that represent a real asset for nodes in the network,
can be manipulated in order to accumulate power.
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2 Social Capital and Relational Capital: Different Assets
for Different Beneficiaries

Trust is sometimes a property of an environment, rather than of a single agent or
even a group: under certain conditions, the tendency to trust each other become
diffused in a given context, more like a sort of acquired habit or social convention
than like a real decision [2, 12]. These processes of ‘trust spreading’ are very
powerful in achieving high level of cooperation among large population, and
should be studied in their own right. In particular, it is crucial to understand the
subtle interaction between social pressures and individual factors in creating these
‘trusting environments’, and to analyze both advantages and dangers of such
diffused forms of trust. In fact, considering collectivity and individuals as two
different stakeholders, it is possible to say that in building trust their goals can,
under certain circumstances, not only be different, but also contradictory: while the
population of agents as a whole might gain more benefits from a spread diffusion
of trust in the society as a whole, individual agents might seek for concentrating
trust relationships on itself. In the first case we are dealing with what we com-
monly call ‘‘social capital’’, in the second one we are talking of what we call
‘‘relational capital’’.

The notion of social capital suggests an abstract hidden resource, which can be
accumulated, tapped, attained when people value relationships among each other,
interact, collaborate, learn and share ideas. This is a valuable stock of capital.
Productive resources can reside not just in things but also in social relations among
people [13, 14]. Resnick [15] argues that social capital is a residual side effect of
social interaction and the enabler of future interactions. Brehm and Rahn [16] have
developed a structural model that shows how social capital manifests itself in
individuals as a relationship between levels of civic engagement and interpersonal
trust. Starting from the assumption that if interpersonal trust increases then also
civic engagement increases, there is a common agreement that we need to address
the issue of trust to study the origin of social capital. It is possible to consider
separately what are the connections between people (communities’ fundamental
characteristic) and what is the added value of these connections (economic aspect
of social capital). These practices foster powerful norms of generalized reci-
procity: the implication is that past collaboration is the basis for future collabo-
ration, and refusal to take or give increases one’s chances of being sanctioned or
even removed from the society [17]. Hence social capital is essential for both
personal and community development in the society. Nevertheless, individuals can
also use their capital of trust for anti-social purposes. In order to study the indi-
vidual form of this capital and then to start understanding how the two can be in
contrast, we believe we need to analyze what it means that trust represents a
strategic resource for agents that are trusted, proposing a model of ‘trust as a
capital’ for individuals and suggesting the implication for strategic action that can
be performed. Our thesis is that to be trusted: (1) increases the chance to be
requested or accepted as a partner for exchange or cooperation; (2) improves the
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‘price’, the contract that the agent can obtain. Since the term ‘‘capital’’ refers to a
commodity itself used in the production of other goods and services and the
adjective ‘‘social’’ is used to claim that a particular capital not only exists in social
relationships but also consists in some kind of relationships between subjects, it is
clear that for the capital goods metaphor to be useful, the transformative ability of
social relationships to become a capital must be taken seriously. This means that
we need to start by finding out what is the competitive advantage not simply of
being part of a network, but more precisely of being trusted in that network.

3 Cognitive Model of Trust Network

Trust is a multi-factorial and highly dynamic notion: it depends on many con-
current factors, it changes over time due to a variety of reasons, and it involves
both specific mental states, cognitive capacities, and characteristic social attitudes
and relations [18]. As a corollary, the influence of a single factor on trust dynamics
is rarely linear: a given relevant feature (e.g., high competence) often fails to affect
trust attribution, or do so in indirect and complex ways, due to interference of other
significant elements (e.g., lack of motivation). In order to account for the intrinsic
complexity and dynamicity of this crucial notion, we need to adopt a multi-
factorial theory of the formation, revision, attribution, and circulation of social
trust [5]. Such a theory is important not only to face a major conceptual challenge,
but also to develop ground-breaking technologies addressing important priorities
in the present societal and economical context, that will become even more
pressing in the future. The new generation of distributed, agent-oriented systems
requires the evolution of capabilities for cognitive and social interaction in ‘‘open’’
environment and systems where agents can freely join and leave at any time, and
where the agents are owned by various stakeholders with different aims and
objectives [19]. The aim of achieving robust social interaction is thus especially
challenging in open environments, like the web (with its serious problem of
unknown possible partners), virtual social spaces, and physical environments
inhabited by many distributed ‘intelligences’ and agents. To face this challenge,
we need to cope with the dynamicity of trust, by defining its lifecycle within the
agent mind as part of the entire social system. We need to individuate the rational
foundations of trust attribution, along with internal dynamic of trust formation and
its relations with: (1) experiences of prior actions and outcomes of previous
interactions; (2) communication and perception of specific ‘‘markers of trust’’; (3)
shared and/or certified reputation; (4) reasoning, i.e., analogy, deduction; (5)
transferability of trust attribution within and between different domains.

A ‘‘trust network’’ is the network of the trust relationships among several agents
[5]. Each node is the source of possible trust attitudes and acts towards other
agents, but it is also the trustee, which means that it receives several trust attitudes/
evaluations (and potential trust acts and relationship). This create a specific
topology of the net that can assume a very centralized shape (converging net) or a
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quite decentralized one. If a node is very central with many afferent links, the
effect on the network will be greater, by affecting many nodes, than if it is a local
and marginal node. More specifically, the trust links towards a node can have
alternatives (being in an ‘‘or’’ relation with other links) and, then, generates
competitors in the network [20].

We say that a node can trust other nodes for different domains and performances
(independent trust links), or for the same task, as possible alternatives (alternative
trust links), or a mixed form: one node can trust other nodes for given tasks (their
co-power and coordination) and need all of them for the same outcome (interde-
pendent trust links). Although it is important to consider such structural differences,
what needs to be represented and managed are also the specific semantics of trust
links, together with their intentionality and arguments. The trust relationship
between nodes is then relative to a specific task (action, performance, service etc.)
for a given goal in given context of the action. Trust dynamics and structural
relations are affected by those multiple dimensions and arguments. For example, if
y and z are possible referents (trustees) of x for the same need and task they are in
competition with each other, and the crisis of y’s trustworthiness might affect very
much the relationship of x towards z. On the contrary, if x trusts y for a given thing
and z for a different thing, the disappointment towards y will not necessarily affect
x–z relationship [21]. Moreover, trust (which is based on beliefs of different kinds:
evaluations, expectations, attribution beliefs, dependence beliefs) has certain
‘‘sources’’; those beliefs are credible because of the sources they derive from. From
what has been said so far, it is clear that the trust network, build on tasks, goals etc.,
is basically connected with another network: the dependence one.

The theory of dependence includes two type of dependences: (1) The objective
dependence, which says who needs who for what in a given society. This
dependence has already the power of establishing certain asymmetric relationships
in a potential market. (2) The believed dependence, which says who is believed to
be needed by who. This dependence is what determines relationships in a real
market and settles on the negotiation power. The importance of dependence net-
work for negotiation power has already been proved: the bigger is the number of
people who depend on me for a given goal and the smaller is the number of those I
depend on, the bigger will be my negotiation power. But this model is incomplete,
since, although it is important to consider dependence relationship between agents
in a society, there will be not exchange in the market if there is not trust to enforce
some connection. That is to say that if a node is strongly needed by other nodes,
but not trusted, her negotiation power does not improve [20].

4 Trust as Relational Capital

Thanks to a structural theory of what kind of beliefs are involved it is possible not
only to answer some very important questions about agents’ power in network but
also to understand the dynamical aspects of relational capital. In addition, it is
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possible to study what a difference between trustee’s beliefs and others’ expec-
tations on her implies in terms of both reactive and strategical actions performed
by the trustee. First, let us consider what kind of strategies can be performed to
enforce the other’s dependence beliefs and his beliefs about agent’s competence.
Since dependence beliefs is strictly related with the possibility of the others to see
the agent in the network and to know her ability in performing useful tasks, the
goal of the agent who wants to improve her own relational capital will be to
signaling her presence and her skills. While to show her presence she might have
to shift her position (either physically or figuratively like, for instance, changing
her field), to communicate her skills she might have to hold and show something
that can be used as a signal (such as certificate, social status etc.). This implies, in
her plan of action, several and necessary sub-goals to make a signal. This sub-
goals are costly to be reached and the cost the agent has to pay to reach them can
be taken has the evidence for the signals to be credible (of course without con-
sidering cheating in building signals). It is important to underline that using these
signals often implies the participation of a third subject in the process of building
trust as a capital: a third part which must be trusted. We would say the more the
third part is trusted in the society, the more expensive will be for the agent to
acquire signals to show, and the more this signals will work in increasing the
agent’s relational capital. We will see later how this is related with the process of
transferring trust from an agent to another (building reputation).

Let us now consider how willingness beliefs can be manipulated. In order to do
so, consider the particular strategy performed to gain the other’s good attitude
through gifts. It is true that the expected reaction will be of reciprocation, but this
is not enough. While giving a gift the agent knows that the other will be more
inclined to reciprocate, but she also knows that her action can be interpreted as a
sign of the good willingness she has: since she has given something without being
asked, the other is driven to believe that the agent will not cheat on him. Then, the
real strategy can be played on trust, sometimes totally and sometimes only par-
tially—this will basically depend on specific roles of agents involved. On the other
hand, relational capital can also decrease. Losing relational capital means to be
discredited and it can be imputed to the fact that some of the strategies performed
to make the others trust fail. In fact it is possible that if the goals of signaling
competences fail to be reached (because the signs chosen is bad, for instance) it is
not necessarily true that the agent will just not increase her relational capital, but
she can also lose some (since the agent who should trust her can valuate the sign
particularly badly, for some reason). Also, if the tentative to enter the dependence
network of some agents does not get true, it could be the case of losing relational
capital in another market, both for the effort put in the action, which is time
consuming, and for the fact that agents in the existing network can feel
‘‘betrayed’’. Finally, if the agent’s attempt to show her willingness is interpreted as
opportunistic exchange, the agent who was supposed to trust her can react badly
and harmed her reputation. Another important feature of the dynamic of relational
capital is the possibility of transferring from agent to agent. In fact, relational
capital can also circulated inside a given society. If somebody has a good
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reputation and is trusted by somebody else, she can be sure this reputation will
pass and transfer to other actors—and this is always considered in marketing
strategies. What is not clear yet is how these phenomena work. But when trust on
an agent propagates, it is strategically important for the agent to know very well
how this happens and which ways trust takes to expand. That said, it should be
clear the importance of understanding if and how much an agent is able to manage
this potentiality of her capital, also taking into account the fact that there might
exist several type of discrepancies in subjective valuation (i.e., differences between
how the others trust an agent and the level of trustworthiness that agent perceive in
herself) and that these discrepancies can deeply influence in terms of strategical
actions that can be performed.

5 Conclusion

Online interactions can be described as embodied in three foundational pillars
(other than the technological one): regulative, normative, and cognitive [22].
Regulative aspects are thought to be based upon legal sanction. Normative aspects
are morally grounded and people will comply with these elements based on social
obligation. Cognitive aspects are individual mental states that can be assumed or
modeled and that contribute to the collective constructions of social reality via
meaning systems and other rules. It is this cognitive aspect that emphasizes the
taken for granted beliefs to which individuals will conform. The different inter-
action conceptions should be viewed as frames for understanding the underlying
tensions in online society rather than independent categories or alternatives. Our
focus in this chapter has been on cognitive aspects of interactions and on a par-
ticular concept that has been recognized as crucial for any kind of interaction
between individuals: trust. This concept has been extensively studied in several
disciplines and, in particular, in the context of e-services the focus has been mostly
on how trust affects users’ intention to buy or re-use online services and on
designing computational trust models to predict degrees of trust. The aim of our
study is, instead, to study these processes in an environment constituted by het-
erogeneous agent (being it a condition already diffused but that will be the very
standard in future) the models developed following the cognitive analysis pre-
sented in this chapter are intended to be tested on empirical bases (e.g. through
experiments aimed to verify the actual strategies applied by humans to manipulate
their relational capital under different circumstances, or collecting evidences in the
interaction between human agents and artificial agents). At the same time, future
work will produce advanced agent-based test-beds and social simulations, to test
and verify not only interaction between artificial agents but also whether systems
endowed with different simple strategies/heuristics for trust assessment and
inducement in a trust network are better in performance than systems that
manipulate trust only on the basis of previous experiences and/or reputational
information. Both this test can be run by using a very interesting framework
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already used in multi-agent systems: Colored Trails [23–25]. It is in fact an open
source very adaptable framework designed to be used both for laboratory exper-
iments (with the possibility of using tasks more complex than those usually used in
laboratory investigation about interaction) and for agent-based simulation [26].
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Design Science and eTrust: Designing
Organizational Artifacts as Nexus
of Social and Technical Interactions

Francesco Bolici and Luca Giustiniano

Abstract Our research aims to investigate an open problem: the difficulty to build
a virtual system in which trust-relationships can be created and managed. To
address this problem in a manner consistent with the Design Science (DS)
approach, we design a model for trust-based interactions in online distributed
networks (e.g., online collaborative environments) that takes into consideration
both technical and social factors. Simultaneously considering artifact’s charac-
teristics and individual behavior, we build our model on the consideration that
technology and social aspects are not dichotomous, but rather inseparable [1]. The
proposed model would offer a conceptual contribution in addressing the problem
of generating and managing trust in distributed settings.

Keywords Design science � Digital trust � eTrust � Virtual collaboration � Virtual
teams

1 Introduction: Design Science and eTrust

Design Science (DS) is a problem-solving paradigm that has been originated in
engineering and the sciences of the artificial [3]. Design means ‘‘to create, fashion,
execute, or construct according to plan’’1, and indeed, learning through building is
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the characteristic that clearly differentiates DS from others paradigms. In line with
[4] contribution on design process modeling, our research starts rising the
awareness of a research problem: the difficulty to build a virtual system in which
trust-relationships can be created and managed. To address this problem in a
manner consistent with the DS approach, we design a model for trust-based
interactions in online distributed networks (e.g., online collaborative environ-
ments) that takes into consideration both technical and social factors. Simulta-
neously considering artifact’s characteristics and individual behavior, we build our
model on the consideration that technology and social aspects are not dichoto-
mous, but rather inseparable [1]. The proposed model would offer a conceptual
contribution in addressing the problem of generating and managing trust in dis-
tributed settings.

In information systems field, DS mainly addresses wicked problems ‘‘charac-
terized by unstable requirements and constraints based upon ill-defined environ-
mental contexts: (1) complex interactions among subcomponents of the problem
and its solution; (2) inherent flexibility to change design processes as well as
design artifacts; (3) a critical dependence upon human cognitive abilities to pro-
duce effective solutions; (4) a critical dependence upon human social abilities to
produce effective solutions’’ ([5], p. 81). The previous description clearly fits our
research problem characterized by: (1) the mutual interdependency between sev-
eral factors in a distributed environment (actors’ preferences and behavior, pro-
pensity to trust, artifacts’ characteristics, reciprocal interactions, etc.); (2) the
difficulty in standardizing or rooting into a system a peculiar and fluid human
function as trust; (3) the dependence upon human cognitive capability to collect
and process all the information needed to start and manage a trust-based rela-
tionship; (4) the importance of individual propensities and preferences towards
social relationships based on trust. Recognizing our research domain as an ill-
structured problem [6], we also explain the reason for adopting DS as our ana-
lytical paradigm: it is precisely in the investigation of wicked problems, for which
diverging or scarce theoretical roots exist, that DS excels [7, 8].

This chapter’s main contribution consists in the design of a conceptual model of
trust-based interactions among actors and artifacts in distributed networks. Indeed,
our research outcome is in line with [8] widely cited research, where the authors
identify four general outputs for DS research: constructs, models, methods, and
instantiations. In details, our contribution belongs to the model category, defined as
‘‘a set of propositions or statements expressing relationships among constructs. In
[DS] models represent situations as problem and solution statements’’ ([8], p. 256).
They are proposals for how things are or should be. Thus our aim is to use
‘‘constructs to represent a real world situation, the design problem and its solution
space’’ ([5], p. 79) applied to distributed settings where trust-based relationships
have been generated.

Following DS paradigm, in the next section we will present a focused literature
review on trust in online environments, from which the awareness of the problem
will emerge [4]. Indeed, while there are multi-perspectives studies on etrust (we
will use this word as synonymous of online trust and technology-mediated trust),
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there is still a lack of a shared understanding of the dynamics of etrust and of the
characteristics of the systems that could trigger and support it. Thus, following [9]
suggestions about how to conduct a DS research, we will mainly focus our
activities on the ‘‘problem identification and motivation’’ and ‘‘define the objec-
tives for a solution’’ phases. These activities will be described in the following
sections, while conclusions about this research and their limitations and future
works are going to be presented in the last section.

2 Trust: Genesis and Evolution of a Socially Built
Construct

Trust is a socially built construct [10] at the foundations of human action and
organization [11, 12]. In its simplest configuration, trust requires the interplay
between an actor (trustor) and another entity to be trusted (institution, person or
environment). However, the structure of such trust-based relationships could be
very complex and articulated (multiple actors involved in mutual and enduring
interactions), and therefore difficult to explore. This phenomenon has been
investigated from several different perspectives, e.g., social psychology, behav-
ioral economics, sociology, and organizational theory [13–16], but little consensus
has been reached about its definition and characteristics [17]. The scope of this
chapter is to address trust in distributed settings, thus we will first provide a brief
(and not exhaustive) recognition of offline trust in literature. This activity is
accomplished in order to collect concepts, ideas and references needed for the
analysis of etrust dynamics. Online trust is the object of a more focused literature
review, where the main research streams and contributions are collected and
analyzed. Furthermore, we study in details the reasons for which trust in distrib-
uted network can be considered a puzzling problem (awareness of the problem)
before proposing the constructs of our model.

2.1 (Offline) Trust: An Overview

The researches on trust, as well as its definition and characteristics, have signifi-
cantly evolved along time. Trust has been considered mainly an individual char-
acteristic that can influence the possibility to establish a (social or business)
relationship (e.g. 11, 26, 40, 44). Given the variety of contributions on trust, there
are several dimensions through which a literature review can be conducted.

A first conventional distinction can be done between ‘‘confidence in institu-
tions’’ and ‘‘social trust’’. Confidence in institutions comes from people’s sense of
how these institutions work. Social trust, sometimes known as interpersonal trust,
means trust in people. Furthermore, some researchers define two categories of
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social trust: particularized trust and generalized trust [18] Particularized trust,
which is social trust in small scale, means people trust their friends, relatives and
others who they interact closely together. It is based on personal, first-hand
knowledge of the trustee. Generalized trust means ‘‘trust in strangers’’, which is
social trust in large scale. Another distinction proposed by researchers is the
difference between trust and trustworthiness [19]: while the first one refers to an
‘‘encapsulated interest’’ of someone toward someone else (and thus is a relational
characteristic), trustworthiness is an attribute of an actor. The application domain
of trust dynamics can be seen as another possible analytical dimension. Trust has
been studied inside organizations as a principle for managing activities and social
interactions [20, 21], as well as outside the organization in the relationships
between customer and sellers [22, 23]. As last dimension, we identify a consistent
bulk of researches that investigates the link between trust and socio-demographic
characteristics of the actors involved in the relationship, as the studies on trust and
national culture [24], or trust and different categories of modern societies [25–28].
A novel research stream [29], has also investigated trust through an empirical
methodology (neuroimaging) that allows the direct measurement of brain activity
and relies on the cognitive neuroscience literature.

2.2 Technological and Organizational Networks: A Parallel
Between ICT Diffusion and Trust

Luhmann [10, p. 8] defined trust as ‘‘an effective form of complexity reduction’’.
The same characteristic, the capability to simplify and support human activities, is
often applied to the use of information and communication technology (ICT). This
analogical parallel between ICT and trust as complexity-reduction mechanisms is
even more interesting since the diffusion of ICT tools have deeply influenced the
evolution of some forms of trust in our society. The ICT impact on social settings
has been one of the dominant themes since the early 1980s [30]. Progressively,
both the deterministic explanations of a technological or organizational ‘‘imper-
ative’’ drawn by [31] have decreased their explanatory effectiveness, while wider
and more open perspectives of the interaction between humans and technology
have become predominant. The original idea of the ‘‘emergent approach’’ [31] has
been declined and further deepened by several studies. As result, soft factors as
reputation, culture, and trust increase their importance in the definition and design
of ICT and organizations.

Together with the ICT diffusion, the organizational forms have been deeply
redesigned. The idea of an organization as an isolated and independent social
setting is coherent and respondent to the 1980–1990s scenario. Instead, networks
are recognized as the dominant organizational form in the post-Fordist era [32].
This transition has already produced several effects both at the organizational
level: large number of M and A, outsourcing, business networks, online
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marketplaces; and at the social level: new communication forms, the emergence of
social network, the virtualization of relationships and work, the emerging com-
munities of practices [33]. Thus, the increasing of the potential number of rela-
tionships among organizations (and people) makes even more urgent to focus to
trust factor, able to reduce the complexity of the trades and to decrease the
transactions costs. The parallel between networks as organizational forms and
networks as technological infrastructures [34] permits us to refer to all those
studies and perspectives based on the network analysis in order to take into
account the evolution in the relationship among organization, people, and tech-
nology. This is also coherent with [35, p. 139] call for contributions that will focus
on ‘‘science of subjective experience’’, rather than objective/mechanistic. Net-
works are traditionally defined as specific types of relations linking sets of persons,
objects, or events [36]. The ties between such entities are usually referred to as the
network structure. Social networks are conceptualized as the relations between
actors and are, therefore, specifically social in nature. The adoption of new
technologies enables both the reinforcement of the ties connecting different actors
(nodes) and the creation of new emerging networks whereas it overtakes some
physical barriers (distance, language, etc.) constraining the network formation.
Following this line of reasoning we will introduce in Sect. 3 the design of an etrust
model in network settings where both social and technical factors are simulta-
neously taken into consideration.

2.3 Trust and Online Settings: The Problem Awareness

In this section we focus on etrust showing that the general concept of trust
presented in the previous sections cannot be mechanically adapted to the online
settings, and to reach a conceptualization of trust models in technology mediated
network further research efforts are needed. Some scholars argue that there is a
natural link between offline and online social trust because they share many
characteristics [37]. People who possess high degree of offline trust seems also to
have high degree of online trust, thus they are more likely to feel comfortable with
online activities [18]. However there is still little empirical evidence to support the
transfer of trust from an offline to an online setting, and there are analytical issues
that suggest just a partial and not complete fit between the two concepts. The
argument that offline trust does not entirely overlap the etrust concept is sustained
by at least three considerations: (1) online social dynamics differ from those in
physical/offline settings; (2) the trust-based relationship is always technology
mediated (and thus, not based on face to face interaction); (3) virtual settings are
characterized by a large number of artifacts, and often they play an active role in
online human interactions.

The first consideration relies on the fact that trust dynamics are influenced by
the evolution of social factors. As social conditions change, so do the appropriate
mechanisms for giving, receiving and managing trust. For example, trust can be
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shaped by new abilities and tools that enable individuals to collect and to access
larger bulks of information, by the modern propensity to get in touch with people
and environments outside our usual circles [38], and by the development of new
forms of communication and collaboration mediated by technologies. Thus, there
is the possibility that radical change in social and organizational relationships
could appreciably modify what we know about trust [39]. The second argument
takes into consideration the nature of online relationships: they are always tech-
nology-mediated, and often asynchronous. This is a key point, since several arti-
cles pointed out that face-to-face meetings are the most suitable means to establish
trust, at least in physical settings [40, 41]. As a consequence of technology
mediation, in online settings face-to-face interactions are relatively scarce (when
possible), thus, etrust literature cannot rely only on the established background
developed for general trust to elaborate an etrust-structured model [42, 43]. As
summarized by [44], other trust mechanisms have to be taken into considerations
for online settings, focusing on the presence of shared norms and values among the
actors, and by the implicit identification of the parts involved in the interactions,
artifacts included. The third consideration focuses on the importance of artifacts as
trust-broker in online relationships. Being interactions often asynchronous and
always ICT mediated, the role of artifacts as nexus of meaning is relatively higher
that in the physical context. The lack of face-to-face interactions requires that the
actors will reificate [45] some of their meaning (social norms, coordination
mechanisms, information) in online artifacts that can be accessed and understood
by the counterpart. Thus, also trust can be embedded into artifacts, in order to
reduce the dependence from a synchronous interaction and the costs of commu-
nication (an artifact can be accessed at any time by multiple actors). The previous
arguments, showing that there is a potential gap between trust in physical settings
and online trust, evidence the need for a research effort toward a deeper under-
standing of etrust. There is also another consideration that even better clarifies the
contribution of this article: most of the researches focused on digital trust have
been very specific, and with a very narrow research focus (e.g. 5). However, while
researchers have started to provide some insights about the characteristics of
etrust, a clear and general frame is still missing [41, 46]. The consequence of such
a lack of common and stable understanding is a conceptual puzzle where the
different research-pieces sometimes overlap and at other times do not fit together,
making it difficult to gain a wide and shared view on the whole phenomenon. We
classified the articles on digital trust along three different classes: (1) eCommerce/
Purchasing: etrust is considered as the enabling factor for using a system or closing
an online transaction [47, 48]; (2) Socio-Demographic Factors: analysis of the
influence of several socio-demographic factors on etrust [49–53]; (3) Privacy and
Security: analysis of the relationship between trust and privacy [54–57].

As emerge by our literature review there are not comprehensive and exhaustive
contribution trying to frame the understanding of the main characteristics of online
trust and how those can be embedded in an analysis for the design of effective
systems. However, a growing number of scholars is engaged in ‘‘reconsider[ing]
the construct of trust in the context of online environments’’ [58, p. 276] rather
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than just translating old concepts and mechanisms into ICT-mediated interactions.
For instance, [44] claims that the idea that ‘‘trust needs touch’’, typical of the face-
to-face settings, has to be abandoned and digital trust should be founded on other
aspects as information sharing or actors’ attitude toward interactions. At the same
time, the importance of both human and nonhuman actors for digital trust is
receiving an increasing attention by researchers that are recognizing the active role
of artificial agents also in social interactions [59, 60]. In developing the conceptual
model of digital trust, we will follow this line of reasoning, taking into consid-
erations the peculiarities and the specific characteristics of online environment and
social interactions.

3 Designing eTrust Model

This chapter contributes to the systematization of this research stream designing
(through the DS paradigm) a conceptual model focused on digital trust. Following
a well-established tradition, this chapter grounds on the social dimensions of
information systems related to the interplay between social and technological
drivers [61, 62]. The present reality shows that the interaction between human
beings and technology does not always allow a clear distinction of the roles of
human and nonhuman entities2 [59, 60]. In fact, ICT-sustained networks seem to
generate new actors rather than mere ties [63, 64]. Coherently, drawing upon the
work of actor-network theorists, such as Callon, Latour, and Law, we argue that
the investigation on digital trust dynamics requires a new conceptual framework
[65] for understanding online social network relationships; in doing this we adopt
[66] Murdoch’s approach [66, p. 731] ‘‘to seek to follow network builders as they
weave together heterogeneous materials’’. Designing the model’s constructs:
social and technical factors

Designing the model of digital trust, we follow a DS approach, and we also
notice the potential contributions that Actor Network Theory (ANT) can provide to
our research stream as conceptual perspective of investigation. ANT is defined as
the ‘‘sociology of translation’’ [67–69] and it focuses on explaining how social
processes are developed and are reciprocally influenced, rather than investigating
the reasons behind actors’ behaviors. This approach is coherent with our research
issue and with our DS paradigm, since the ties connecting different entities (net-
works of relations) can be both humans and of nonhumans (ICT). Thus, when ICT
mediated, trust might emerge in two different classes: a) social trust, and b)
technological trust.

2 The distinction between human and nonhuman actors (or entity) is typical of the study adopting
the Actor-Network perspective. We prefer keeping such a taxonomy acknowledging the fact that
thanks to the ICT nonhuman entities could embed any form of ICT-supported communication,
knowledge sharing, virtual tie, social networking, etc.
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Social trust ties humans interacting trough the ICT platforms (e.g. Intranet,
Groupware, Virtual Community spaces). Any kind of order, association, or net-
work can only emerge from a range of different, human and nonhuman, tangible
and intangible, resources. Considering [69] framework, trust can be considered as
a form of social order, that to be effective and stable must spread across space and
time, maintaining and developing the networks at the same time. In Law’s words,
without forms of order ‘‘human actions and words do not spread very far at all’’
(1994, p. 24). The idea of ‘‘translation’’ refers to the definition and redefinition of
the actor’s roles within the network [70]. Social trust enhances the quality of
translation of actors’ identities and behaviors and consequently tends to stabilize
the network itself.

Technological trust is the trust of human actors in technology. Recalling [69,
p. 24] ‘‘materials, such as texts and technologies, surely form a crucial part of any
ordering’’. The role of technology itself switches then from a pure enabler to an
active actor. Callon [70, p. 133] notion of techno-economic network refers, in fact,
to ‘‘a coordinated set of heterogeneous actors which interact more or less suc-
cessfully to develop, produce, distribute and diffuse methods for generating goods
and services’’. The idea of technological trust emphasizes the role of the inter-
action, whereas actors define one another in interaction and in the intermediaries
that they put into circulation. The more tightly the various entities (human and
nonhuman) are tied in, the stronger the network. Among the possible intermedi-
aries, ICT has a crucial role since its pervasive nature and its innate potential of
binding actors together, ‘‘cementing’’ the links. Furthermore, ICT has the potential
to define the roles played by other human and nonhuman entities in the network.
According to this perspective, the actors and the flow of intermediaries define the
network itself. Therefore, trust that human beings attribute to ICT is a significant
enabler of the relation within the network. In conclusion, ANT supported us in
explaining how two level of trust (social and technical) have to be taken into
consideration in designing an etrust model. In the next section we will introduce
the model.

If in the physical world it is quite normal to refer to local and global points or
local and global networks, when it comes to the virtual world the physical distance
tends not to matter. The idea of close and remote actors is then replaced with the
distinction between strategic and operative centers (nodes). Such a perspective is
consistent with the idea of network governance defined by Latour [68, p. 223] that
proposes to solve the problem of linking global and local actors by: (a) render[ing]
them mobile, so they can be brought back; (b) keep[ing] them stable so that they
can be moved back and forth without additional distortion, corruption or decay;
and (c) [making them] combinable so that whatever stuff they are made of, they
can be accumulated, aggregated, or shuffled like a pack of cards’’.

ICT infrastructure might work in this way by reducing the variety of activities
in one place to a set of predetermined features that can then be transmitted to
another place to be further elaborated. Similarly to what is represented in [71], also
trust-based relationships can be represented as a whole. The etrust model presents
two levels: the social and the technological layers. The social level embeds the
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interactions occurring between two or more individuals who mostly use ICT as a
communication channel On the other hand, the technical level requires no direct
interaction among actors since it is characterized by the creation of a shared
artifact that will act as broker in the etrust relationship. In this case the relationship
among actors is mediated by rules, roles, norms and instruments (or in general by
shared institutions).

In order to provide a better understanding of our etrust model, we will propose a
brief example of an application domain. Free/Open Source Software (FLOSS) is
characterized by a network of distributed actors collaborating in software devel-
opment activities. In most of the cases the developers do not know each other and
had not ever met face to face. However, the decision to invest a consistent amount
of time and efforts in developing software require a certain level of reciprocal trust
since the individual work is tightly interdependent to other developers’ work. Each
developer has to be reasonably sure that the others will develop their own lines of
code in keeping with the project and that time constraints will be respected. As
shown by our model, the developer has two possible ways to establish etrust
interactions: the social and the technological level. The developer will use the
social level through the direct interaction with the others developers (chat, emails,
video call or past common experiences), but s/he will also use the technical level
through the access and the control of the code itself. Being the code visible to
everybody, each developer can check what are the changes introduced by other
developers and in this way to create her/his individual representation of their
actions, that will constitute the enabler to the genesis or the maintenance of a trust-
relationship. Thus, the design of an effective environment, where to facilitate the
creation and management of etrust, should take into consideration the interactions
between the social and technological level and the role of the artifacts as e-trust
brokers. Along these lines technology could be considered as a moderator in the
etrust relationship between actors and communities. The same reasoning could be
applied to different levels of hierarchical control, intervention and supervision. In
this sense, ICT contributes to the visibility and the comparability of actions among
actors, so that the networks can be ‘‘governed’’ from the place where decisions are
made. Given the centrality of the translation in the governance of such processes,
the above recalled concepts of ‘‘institutional thickness’’ [72] and ‘‘institutional
trust’’ [73] become crucial. In fact, through translation processes it is possible to
concentrate activities and decisions in one place (e.g., strategic center—head-
quarter) that gains dominance over another place (the operative nodes—periph-
eries—subsidiaries). The recall of trust as a form of social order helps avoid any
technological determinism or imperative [31]. The point has been effectively
enlightened by Webster [74] who shows that as ICT solutions come to be applied
they need to fit the existing structure of the work organization and may be mod-
ified by the requirements of local users. Further, consistently with the socio-
technical approach, [63] show that ICT solutions can deliver the expected results
only when they are accepted by the final users and are compatible with the legacy
systems and the existing organizational procedures. If such solutions are not
trusted (technological trust) by the final users and/or are unable to sustain the
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existing social network (social trust) this situation might lead to dysfunctions,
misusage, and unexpected problems. Alternatively, when ICT infrastructures result
successfully integrated with the existing social networks they can generate positive
synergies through their interrelationships and mutual dependency [75, 76] .

4 Conclusions

This chapter focuses on trust-based relationships in online context. While the
initial attempts to simply translate offline trust models to online settings seems to
be gradually abandoned by researchers, the analyses on etrust are very specialized
and balkanized into three main subsets (security and privacy, socio-demographic
antecedents, and influence on the online purchasing). This chapter represents a first
step in calling for the awareness of the problem: online trust can be analyzed as a
complex and comprehensive concept. Thus, our first contribution relies on the
literature review on online trust and the subsequent identification of a gap in the
research consisting in the lack of a comprehensive framework for understanding of
etrust as a whole phenomenon. In order to facilitate this line of research we
propose a first model through which etrust relationships can be understood and
systems designed. We propose this model along with the DS paradigm, thus as a
conceptual model that can be taken into consideration in building effective online
environments where collaboration and trust relationships have to be managed. As
possible application domains, for example we can consider some online social
networks as LinkedIn, CouchSurfing, Twitter. They have different aims, func-
tionalities and structures, but they all share the same need for building and
maintaining etrust systems: in LinkedIn we need to trust the info about the
professional skills and the references other left to one profile; in CouchSurfing we
need to believe that a person that we never met before will host us; in Twitter we
need to know if some of the info we are receiving can be trusted or not. Those are
just some examples of systems that could benefit in designing their structure
according to the proposed model, where both social interactions among actors and
the relationship between an actor and the online artifacts are determinant of etrust.
The main limit of this chapter consists in the lack of an evaluation empirical-phase
of the proposed model. However, the chapter’s aim is to reach the awareness that a
comprehensive model on etrust is needed and in designing the first constructs
(social and technological interactions) for its development. Further research can
start from this model in order to define and test the characteristics of the systems to
design. Despite the limit described above, the design of an etrust model through
DS represents a further step in the research field, filling existing gaps. First of all,
the proposed conceptual model takes explicitly into consideration the human side
of the organization, an aspect that is often neglected in those studies still deeply
rooted in the technological imperative [31]. For the same reason, this approach
decreases the risk of focusing on a pure ‘‘illusion of control’’ [63, 77], by turning
the attention on the governance mechanisms of trust as a very complex social
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phenomenon. Moreover, our conceptual framework recognizes the active role of
artifacts (ICT systems) in shaping and influencing human interactions. Thus, we
contribute to the discussion about the role of ICT in social contexts, claiming that
technological artifacts could have a ‘‘social shaping’’ function [64, 78], and that
ICT itself can be molded by the contents shared by the participants [79]. Finally,
similarly to other organizational factors (such as perceived equity, reputation,
empowerment) [80], trust might have a moderating, buffering or even and enabling
effect in shaping the social dimension of IT investments [81]. In more general
terms, by following actors and networks as they coevolve, we may establish a
deeper understanding of the human action (trust as a purely human feeling) in the
construction of reality, even when it comes to technological artifacts.
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Knowledge Creation Processes
in Information Systems and Management:
Lessons from Simulation Studies

Stefano ZA and Paolo Spagnoletti

Abstract This chapter aims to contribute to the debate on the relationship between
Information Systems (IS) and other Management (MGT) fields of studies. We
present the preliminary results of the publication statistics, co-citation, and cross-
citation analyses performed on a dataset of 54 and 169 ‘‘simulation related studies’’
published in top IS and MGT journals in the last thirty years. The analysis shows that
this stream of research allows to comparatively analyze the evolutionary trends of
research outcomes and impact, and to better understand the cumulative tradition of
the knowledge creation process in the IS and MGT communities. Although research
in IS is unlikely to build on and cite prior research, its influence on other fields is
proportionally similar in magnitude to the external influence of MGT studies.

Keywords Simulation � Cross-citation � Network analysis � Hierarchic complex
systems

1 Introduction

The relationship between Information Systems (IS) studies and other sub-fields of
management has been widely debated with some controversial positions. This
debate started at the infancy of the IS field, when the concepts of ‘‘work points’’
and ‘‘reference points’’ have been introduced to refer to the structure and the
nature of the field [1]. Some authors have advocated a two-way relationship in
which IS plays the role of both a referee discipline and a reference discipline [2].
Other studies have found evidences that IS has left a modest imprint on other sub-
fields of Management [3]. However there is a common agreement on the potential
of IS in terms of its external influence on other fields [4].
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Previous studies on this topic are based either on conceptual analysis [2], or on
the quantitative analysis of citations trends [3], and in some cases on post hoc
content analysis aimed to understand how IS works are being utilized by other
disciplines [4]. These studies share an holistic approach to the study of this phe-
nomenon, in which the whole body of knowledge developed in the IS field has
been considered as unit of analysis instead of focusing on a specific topic. These
contributions aim to provide a general assessment of the IS field in order to define
general guidelines for enhancing the discipline. We claim that a further contri-
bution to this debate can be provided by gaining insights into the dynamics of
knowledge creation processes in scholar communities.

In this chapter we start a discussion on this matter by showing how a citation
analysis focused on a specific topic can help in the exploration of such dynamics.
We thence begin an investigation on the relationship between the knowledge
creation process of a research community and the impact of its research results. To
achieve this goal we first restrict the scope of our analysis to a specific stream of
research, which represents the source of data for this study. This stream of research
must be (1) old enough to show its evolutionary trends, (2) present in two different
fields of research to enable a comparative analysis, (3) narrow enough for allowing
the adoption of both quantitative and qualitative bibliometric analysis methods and
techniques. According with these criteria, our case study addresses the knowledge
creation process of the IS and the Management (MGT) research communities
within the particular domain of ‘‘simulation related studies’’. This stream of
research includes both articles adopting simulation as a research method and
articles providing contributions at the meta-level. Simulation is intended as using
computer software to model the operation of ‘‘real-world’’ processes, systems, or
events [5]. Simulation methods have been adopted as theory development methods
in both Management and Information Systems studies. Davis et al. [6] have
discussed the strengths and weaknesses of simulation methods for theory devel-
opment and have defined a roadmap for executing and evaluating research using
simulation methods in the broad Management field. Simulation is also considered
as being one of the available evaluation methods for design research studies [7, 8].

Our assumption is that a comparative exploration of trends and connections
between articles referred to ‘‘simulation related studies’’ in the IS and MGT fields
can set up the basis for a subsequent discussion on the emergent aspects of their
generation processes. The chapter starts with a description of the research method
and the dataset. Then the results of the analysis are illustrated by the means of
descriptive data and network diagrams. Finally a discussion summarizes the
findings by providing insights and suggestions for further investigation.

2 Method and Data

Institute for Scientific Information (ISI) Web of Science [9] was used to conduct
the searches and retrieve publication data taking into account the first three citation
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databases: Science Citation Index Expanded, Social Sciences Citation Index and
Arts and Humanities Citation Index. They fully cover nearly 12,000 major journals
adding up to over 40 million searchable records [9]. In addition, ISI Web of
Science search seems to merge duplicate results when searching from multiple
indexes, so there was no great fear of redundant data in the search results. These
citation indexes also contain a record of the references cited by the authors of the
covered publications. This enables the use of cited reference searches and various
citation analyses.

For this work, we performed two queries on ISI Web of Science search, both
based on ‘‘what’’ (topic) and ‘‘where’’ (publication name) searching attributes. For
both queries the topic is the same whereas they differ for the set of selected
journals. With respect to the topic, we adopted the classification provided by Davis
et al. [6], about the different simulation approaches. Therefore the following
keywords have been identified: ‘‘system dynamics’’, ‘‘NK fitness landscape’’,
‘‘genetic algorithm’’, ‘‘cellular automata’’, and ‘‘stochastic processes’’, plus the
more generic term ‘‘simulation’’. With respect to the journals’ selection, we
adopted the Senior Scholars’ Basket of Journals published by AIS1 for the IS
query. Whereas, for the MGT query we based the selection on the list of top
journals published by the Italian National Agency for the Evaluation of Univer-
sities and Research Institutes (ANVUR2). The two final search strings are for-
mulated as:

IS query: Publication Name = (‘‘European Journal of Information
Systems’’ OR ‘‘Information Systems Journal’’ OR ‘‘Information
Systems Research’’ OR ‘‘Journal of AIS’’ OR ‘‘Journal of Infor-
mation Technology’’ OR ‘‘Journal of MIS’’ OR ‘‘Journal of Stra-
tegic Information Systems’’ OR ‘‘MIS Quarterly’’) AND
Topic = (‘‘system dynamic*’’ OR ‘‘NK fitness landscape’’ OR
‘‘genetic algorithm*’’ OR ‘‘cellular automat*’’ OR ‘‘stochastic
process*’’ OR ‘‘simulation*’’)

MGT query: Publication Name = (‘‘academy of management review’’
OR ‘‘academy of management journal’’ OR ‘‘organization science’’
OR ‘‘organizational behavior and human decision processes’’ OR
‘‘journal of organizational behavior management’’ OR ‘‘strategic
management journal’’ OR ‘‘behaviour & information technology’’)
AND Topic = (‘‘system dynamic*’’ OR ‘‘NK fitness landscape’’ OR
‘‘genetic algorithm*’’ OR ‘‘cellular automat*’’ OR ‘‘stochastic
process*’’ OR ‘‘simulation*’’)

Asterisk-characters are used to include singulars search and plurals of each
search term. The search is not limited to any specific year, thus everything from
1985 to 2012 has been retrieved and no other restrictions are applied. All searches
were performed on 14th June 2012.

This resulted in 54 hits for the IS query (with 1,080 citations) and 169 for the MGT
query (with 5,076 citations). Furthermore the ‘‘Create Citation Report’’-link was

1 http://home.aisnet.org/displaycommon.cfm?an=1&subarticlenbr=346
2 http://www.anvur.org/
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used to get detailed data on citations to the retrieved publications. The relative
paucity of simulation studies, which are not a mainstream topic in both IS and MGT,
provides us the opportunity to perform a longitudinal analysis over a thirty year
period without losing the possibility for further studies to analyze details of articles’
connections. This also does not avoid us to analytically generalize our findings.

Before to start the analysis of the results, we performed the same queries
without any filter on the topic. In this way we obtained the following output in
terms of the two overarching sets:

• IS query: 3,462 articles, cited 95,580 times
• MGT query: 9,556 articles, cited 527,821 times

Therefore the ratio of publications in IS to MGT is about 1–3, whereas it is
about 1–5 with respect to the number of citations. These proportions reflect the
ones founded in the subset of simulation related articles.

For further analyses the search results of the queries were exported from the ISI
Web of Science in text format as full records, including cited reference data. These
data have been then imported into a bibliometric analysis tool called Sitkis [10].
Sitkis is a free Java-based program that utilizes Microsoft Access database to store
and analyze data exported from the ISI Web of Science. Various analyses can be
made with Sitkis using the exported data. After analyzing the articles, Sitkis can
generate some text file containing a matrix representation of some citation analysis
results. These text files can be imported to UCINET 6, a social network analysis
software, to make them visualized in NetDraw (included with UCINET 6). Net-
Draw was then used to draw the various network diagrams provided in this work.

3 Analysis and Results

3.1 Publication Statistics

There are two categories of bibliometric indicators: descriptive indicators, and
relational indicators having an analytical function [11]. We start our analysis by
presenting some general figures representing descriptive indicators.

Even though the first article in IS was published in 1988, the trend in this area
actually starts in 1994, almost 10 years later with respect to the MGT area (1986).
This delay also reflects the different ages of these two fields. The number of
publications per year and their citations trends for both IS and MGT areas are
depicted in Fig. 1.

The number of publications and citations per year in the two sets shows a
similartrend. Indeed the publishing rate increases as a sine wave trend with peaks
in 1996, 2003, and 2010 in both cases (left side of Fig. 1). Whereas the number of
citations increases yearly in a continuous manner. Two are the main considerations
about the topic:
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• on the basis of the number of publications per year, simulation studies still
represent a research topic in which both communities show a growing interest;

• the trend of the number of citations of papers in the two sets, is a proxy of the
importance of these contributions for the whole research community.

3.2 Co-Citation Analysis

The ISI Web of Science citation indexes also record the citations to references
made by retrieved publications. By analyzing these citations, the most influential
works in the IS and in the MGT areas can be identified. Table 1 lists the most cited
references, among those retrieved with the IS query, that are cited at least 3 times
by other articles belonging to the same set. On the other side, Table 2 refers to the
MGT query, and shows the references cited at least 13 times. These thresholds
have been fixed for obtaining a similar number of papers (14 and 13 for IS and
MGT respectively). By observing these two tables, a high degree of convergence
emerges in the MGT area in which some influential works are cited about 30 times.
On the other side, in the IS area the maximum number of repeated citations is 5.
The co-citation analysis can depict better this behavior considering the co-citation
network.

Co-citation analysis is a relational bibliometric indicator, which provides a
picture of scientific activity and helps in monitoring and identifying emerging
research topics and the relevant contributors [11]. Co-citation analysis involves
tracking pairs of papers that are cited together in the source publications, forming
relations and clusters of research [12]. Figures 2 and 3 show the co-citation net-
work of the most cited references for IS and MGT subsets respectively. The nodes
represent the common references and the ties, with their thickness, show how
many times two articles are cited together. Despite the number of nodes is quite
similar the co-citation networks are fairly different. Within the IS set, the number
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of ties is 25 and their maximum thickness is 4 (4 times two references are cited
together). Moreover the network is composed by two separated graphs (also
identified by different colors in Table 1). On the other side, in the MGT area there
are 62 ties and two references are cited together 14 times.

This result suggests to further analyze the extent to which the most popular IS
references are sparse and scattered in comparison with the MGT area. In order to
investigate this issue we evaluate the connectedness or density index of both
graphs. The level of connectedness (also named density) can be considered as the
simplest index of the amount of relationships among the nodes in a network. It is
defined as the ratio of observed links to the total number of links possible [13, 14].

Fig. 2 Co-citation network of the most cited reference for IS query

Fig. 3 Co-citation network of the most cited reference for MGT/OS/OB query
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Connectedness is a variable that takes on a value of 0 when there are no links in the
network and it reaches a value of 1 when every node is linked with everyone. To
calculate the level of connectedness C, the first step is to identify the number of
possible ties T in the network. T can be calculated considering the total number of
nodes (named N) and the directionality of the graph:

• T = N 9 ((N - 1)/2) for a non-directional graph
• T = N 9 (N - 1) for a directional graph.

The co-citation network is a non-directional graph, then the connectedness or
density for both networks is:

• for IS C = 25/[14 9 ((14 - 1)/2)] = 0.27;
• for MGT C = 62/[13 9 ((13 - 1)/2)] = 0.79.

As suggested before, the connectedness index confirms that the level of com-
mon references usage is higher in MGT than in IS. This parameter does not take
into account the ‘‘quality’’ (size: how many times two nodes are cited together) of
each tie.

From the IS co-citation network there is only one co-cited ‘‘triangle’’ within the
selection of the most cited references: Diamantopoulos et al. 2001, Jarvis et al.
2003 and Hardin et al. 2008. They are cited together 3 times in the retrieved
publications. There are also two additional co-cited ‘‘triangles’’ which are less
frequent and belong to two separated sub-graphs; one is formed by Majchrzak
et al. (2000), Mayer et al. 1995 and Fornell et al. 2001 and the second one by
DeMarco 1982, Forrester 1961, and Boehm 1981.

In the MGT co-citation network, the more co-cited ‘‘triangle’’ is composed by:
March 1991, Nelson and Winter 1982, and Cyert and March 1963. These refer-
ences are cited together in 12 publications. If we set the minimum number of cited
times to 7, all the nodes are connected through one or more ties, except Baron and
Kenny 1986, and Locke and Latham 1990 (cited only two times together also with
the remaining publications).

As mentioned before, the nodes in the MGT co-citations network are more
strongly connected (high density degree and great ties thickness) than in the IS
co-citation network. This means that in MGT, the research community has iden-
tified a common set of references on the topic.

3.3 Cross-Citation Analysis

The co-citation analysis shows the main network of references cited by the articles
retrieved in the two areas: Information Systems (Fig. 2) and Management (Fig. 3).
It can be considered as the basis (mainly outside the set of retrieved publications)
upon which the authors have built their contributions. However it is also inter-
esting to observe whether the selected publications do relate to each other. By
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tracing these links it is possible to identify the evolution paths of the knowledge
creation process and to compare the two fields of study.

This can be achieved by adopting the cross-citation analysis. This analytical
technique depicts whether and to what extent a publication within a set is cited
(does have an impact) by the others in the same set. The cross-citation network is
created as a result of the cross-citation analysis. It is a way for having an idea on
the ‘‘relative impact’’ of each publication inside the same set. The nodes represent
a publication and the ties, formed by arrows, indicate ‘‘who cites whom’’. For
example, if the paper A cites paper B there is an arrow from A to B. The cross-
citation network can be considered as a snapshot of the citations links among the
members of the same community. For describing this kind of graph we adopt some
concepts borrowed from the social network analysis studies [14, 15].

Figure 4 shows the cross-citation network for the IS field. There are 20 nodes
and 13 ties, which are distributed in 4 Isolated Dyads (a pair of nodes linked
together but isolated from the rest of the network) and 3 Trees (a subset of node
with minimal connections; if any single node is removed the result will separate
the tree structure in two parts). Figure 5 shows the cross-citation network for the
MGT field. There are 79 nodes with 111 ties, distributed in 10 Isolated Dyads, 1
Tree, and two groups of nodes: the smaller is formed by 11 nodes and 13 ties and it
is quite similar to a tree structure; the bigger includes 44 nodes and 85 ties and it is
a typical ‘‘scale-free’’ or ‘‘Power law’’ structure, in which very few nodes have a
huge number of connections, some nodes with moderate connections and many
with very few ties.

From Fig. 5 it is possible to observe a hierarchical structure between articles
grounded on previous articles that are recursively grounded on additional levels.
The graph suggests that the members of the MGT community build their body of
knowledge incrementally, by taking into account the previous works done within
the community itself. A totally different behavior can be observed in the IS field.
In fact, the cross-citation graph in Fig. 4 shows a sparse network with very few ties
linking a small number of papers.

Fig. 4 Cross-citation network of the most cited reference for IS query
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Fig. 5 Cross-citation network of the most cited reference for MGT/OS/OB query
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The transitivity degree is used in social network analysis for describing the
extent to which nodes are taken into account by other nodes in the same set. We
start from the following definition [14]:

• Triad: a triple of actors with their ties
• Transitivity: the triad involving actors A, B, and C is transitive if whenever

A– [ B and B– [ C then A– [ C (in our case, if A cites B and B cites C then A
cites C).

Starting from these definitions we can introduce the transitivity degree as the
number of transitivity triads or paths present in the graph divided by the potential

Fig. 6 Cross-citation
network of the most cited
reference in the IS (left) and
MGT (right) fields
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number of them. This index is equal to 1 when each triad in a directional graph is
transitive.

We used UCINET for calculating this index with a resulting value of 0 for the
IS field cross-citation network and 0.2 for the MGT field. These values confirm the
hypothesis on the behavior of the MGT research community described before.

Finally, we adopt cross-citation analysis for investigating the reciprocal influ-
ence between the two communities. With this purpose we merged the two datasets
and we built a holistic graph, using different colors for characterizing the original
set of each node. Figure 6 shows on the left side the IS publications (blue) whereas
on the right side the MGT (red) ones. From this graph is interesting to observe that
10 out of 11 ‘‘bridges’’, meaning the group members with a link to a member of a
different group, come from the IS field and are linked towards the MGT field.
Furthermore the most cited publications in the MGT area are often linked to (cited
from) articles in the IS area. This highlights the different behaviors of these
research communities with respect to the knowledge creation process in this
specific domain. Indeed the IS community has the propensity to cite external
publication, even though in this case we are considering only the MGT ones.

4 Conclusion

In this chapter we present the preliminary results of a bibliometric analysis of
‘‘simulation related studies’’ published in top IS and MGT journals in the last thirty
years. Although a discussion of these findings against previous works on the
knowledge creation processes of scholar communities is out of the scope of this
chapter, it can be considered as a first step towards a better understanding of such
complex phenomenon. In fact a deeper exploration of the mechanisms leading to
similar evolutionary trends starting from different cumulative research traditions
emerges as the main finding of our analysis.

The concept of hierarchy in complex systems [16] can provide the lens for
interpreting the results of our cross-citation analysis that shows how the majority
of scholarly contributions in the MGT field are firmly grounded on previous
studies published within the same field. As opposed to this hierarchic incremental
behavior characterizing the knowledge creation process in the MGT field, IS
studies seldom refer to a hierarchical body of knowledge. When this is the case,
MGT studies act as a reference discipline upon which new knowledge is created in
the IS domain.

In spite of this different behavior, citation data show that the two body of
knowledge have a similar impact on subsequent research. In fact, the number of
citations from other fields can be considered as a proxy of the research importance
[17] and the analysis of this research stream shows a similar ratio number of
publications versus number of citations. This means that although research in IS is
unlikely to build on and cite prior research, its influence on other fields is pro-
portionally similar in magnitude to the external influence that MGT studies. This
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conclusion asks for further investigations on the relationship between the
knowledge creation process of a research community and its external influence and
evolutionary dynamics. A qualitative analysis on the same dataset or the analysis
of further streams of research can provide additional insights on this research
problem and contribute to the debate on the development of the IS field.
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Solar System: A New Way to Model
Online Communities for Open Innovation

Alberto Francesconi, Riccardo Bonazzi and Claudia Dossena

Abstract Online communities are becoming an important way to support inno-
vation through an open approach. Knowledge shared in online communities can be
explored and exploited through adequate absorptive capacities. The chapter
explores which factors allow an assessment of a firm’s absorptive capacity to
exploit an online community as a source of innovation.

Keywords Absorptive capacity � Knowledge exploration and knowledge exploi-
tation � Open innovation

1 Introduction

In this chapter we focus on innovation nourished ‘from the outside’, highlighting
the role of online communities (OCs). Recent studies [1] outline that opening the
innovation process to external knowledge can improve in-house activities [2]. This
is linked to the concept of ‘absorptive capacity’ (ACAP) [3]. Our research
question is: which factors allow the assessment of a firm’s ACAP to exploit an
OC as a source of innovation? Trying to answer this question, we take a prag-
matic approach and we do not take a social or political stance with respect to firm
exploitation of knowledge, which users decide to share with the firm and that is
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stored in its repositories. The chapter is structured in six sections. We briefly recall
the literature around three concepts (innovation, OC, ACAP) to underline a set of
gaps. In the third section we present the method used to obtain a model, which is
described in the fourth section. Preliminary results from a case study are presented
in the fifth section. The last section reports a brief summary and a set of future
research directions.

2 Theoretical Framework

Innovation. Innovation is recognized as a primary means for organizational
renewal [4] and a key lever for sustainable competitive advantage [5]. Innovation
studies have developed mainly within the conventional context of organizational
hierarchies. Various types of innovation can be highlighted: market [6], techno-
logical [7], organizational [8], product [4], process [9], service [10], and strategic
innovations [11]. Other studies focused on the distinction between incremental or
radical innovations [12] and the different sets of mechanisms which drive them.
Researchers have often substituted innovation generation for innovation adoption,
used the terms interchangeably [13] and considered firms as either innovation-
generating [7] or innovation-adopting [14]. Although innovativeness includes at its
core the degree of being ‘new’ [15], most new ideas emerge as novel recombi-
nation of old ideas. Restricting the definition of innovation only to those ideas that
are utterly new to the world would make this concept almost empty [15]. There-
fore, the degree of innovativeness needs to be specific to a particular domain. In
our work, we focus on firm’s innovativeness which manifests itself in the ability to
transform knowledge and ideas from OCs in novel products, services, processes
conceived also as upgrades, modifications, extensions, and new applications of
existing ones. We adopt Van de Ven and Poole’s [16] definition of innovation
process as the invention and implementation of new ideas, which are developed by
people, who engage in transactions with others over time within an institutional
context, and who judge outcomes of their efforts and act accordingly. We examine
the temporal sequences of activities which involve an OC, trying to light-up part of
the ‘black box’ that exists between innovation inputs and outcomes [16]. March
[17] launched the argument that the firm’s innovation capabilities include both
explorative and exploitative abilities. Exploration includes things captured by
terms such as search, variation, risk taking, experimentation, play, flexibility,
discovery [17]. Exploitation includes things such as refinement, choice, produc-
tion, efficiency, selection, implementation, execution [17]. Based on this literature,
the integration of external knowledge appears crucial but such process should be
further studied. In brief, literature argues the innovation locus can lie across tra-
ditional firm’s boundaries, between the closed hierarchical model of innovation
and the open market-based model [18], in locus where technical knowledge,
marketing experience and customer activities intersect. This, in turn, requires also
that knowledge spread within OCs might be not only explored but also exploited.
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Online communities. An OC is a virtual community, a group of people brought
together by common interests or goals through taking part in membership ritual.
The community is virtual in that its members mainly interact using IT (i.e.,
software tools), and are brought together through a network which alleviate the
constraints of the physical distance [19]. A fundamental distinction exists in the
production versus consumption orientation of OCs. On their intersection can be
located the concept of a community of creation, which ‘‘is governed by a central
firm that acts as the sponsor and defines the ground rules for participation’’ [19:
25]. The OC of creation blends the benefits of hierarchies and markets by offering
a governance compromise between too much structure and complete chaos. The
OC of creation model relies on extended participation and distributed production
[18]. The creation of new idea significantly benefits from the high number of OC
members and the voluntary flows of ideas among them. However, a firm needs to
develop adequate organizational capacities to concretely benefit from this
knowledge. These capacities are linked to an ‘ideal process’ that starts with the
idea generation, which is focused on the identification and generation of oppor-
tunities, fresh ideas and novel concepts. The contributions of OC members can be
added to suggestions created by the firm itself. The collection of ideas, suggestions
and concepts can be evaluated, selected and refined in the following stages. Within
the design stage, the OC’s members can be involved as co-creator or co-designer
[20]. In the test and launch stage (of product, services, processes), OC’s members
may take on the roles of end users or buyers. Thus, the innovative potential of OCs
can be utilized throughout all stages of the innovation process. Moreover, by
integrating selected OC members more than once or iteratively in different stages,
these users may even get the status of development advisors which strengthens the
idea of collective invention and trust building [21]. The idea generation mainly
refers to the concept of knowledge exploration. However this knowledge have to
be assimilated, transformed and exploited by a firm to be useful. To our knowl-
edge, most chapters so far considered the exploitation task as mostly internal,
without exploring the role played by the OC. Hence, there is a need for a model
that explores the role of OCs not only for knowledge exploration but also for
knowledge exploitation.

Absorptive capacity. The exploration and exploitation of external knowledge
is linked to the concept of ACAP, defined as the collective abilities of a firm ‘‘to
recognize the value of new information, assimilate it, and apply it to commercial
ends’’ [3: 128]. Despite other several theoretical [22, 23] and empirical studies [24]
of ACAP, this field is still under-investigated. Furthermore, while some studies try
to explain and to refine the concept of ACAP, its determinants and consequences
[25], there is still a lack of support in terms of ACAP assessment, especially
related to the online environment. To a large extent this is probably due to the fact
that the qualitative nature of ACAP makes it a very difficult concept to be mea-
sured quantitatively. Aimed at contributing to fill this gap, we start from the point
that ACAP can positively influences innovation [26]. Therefore, trying to answer
our RQ, we use an expanded definition of ACAP, re-conceptualized as a set of
organizational routines and processes by which firms acquire, assimilate,
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transform, and exploit knowledge to produce a dynamic organizational capability
[23]: (1) acquisition refers to a firm’s capability to identify and acquire externally
generated knowledge that is critical to its operations; (2) assimilation refers to the
organizational routines and processes that allow it to analyze, process, interpret
and understand the information obtained from external sources; (3) transformation
denotes a firm’s capability to develop and refine the routines that facilitate the
combination of existing knowledge with newly acquired and assimilated knowl-
edge; and (4) exploitation denotes the firm’s ability to use consistently the new
knowledge gained for commercial use over an extended period of time. Acquisi-
tion and assimilation provide the potential ACAP (PACAP) of the firm, close to
the concept of explorative ability already proposed by March [17]. Transformation
and exploitation provide the realized ACAP of the firm (RACAP), closer to the
March’s concept of exploitative ability [23]. Thus, PACAP and RACAP have
complementary roles and this is consistent with the concept of ‘ambidexterity’
[17]. In fact, a firm, whose resource and possible investments are limited, can
become agile and resilient managing well the trade-off and balancing these two
innovation capabilities. An OC can be used by a firm as a knowledge source to
expand its PACAP. Nevertheless, a high PACAP does not necessarily imply
enhanced performance. RACAP involves transforming and exploiting the assim-
ilated knowledge by incorporating it into the firm product, services and processes,
thereby improving its performance (i.e., the cost or the time for innovation). In the
end, reviewing the existing literature, we have identified the following gaps: (1)
OCs are often identified as a source of ‘idea exploration’ but only recently they
have been considered as candidate for ‘idea exploitation’; (2) no metrics currently
exist to assess the knowledge process for OC. Therefore, in the following section
we are going to propose a model that relates to the OC’s role in knowledge
exploration and exploitation using a process view.

3 Method

According to Morgan view [27], we use the explicative power of metaphors to
explain the process through which an OC’s innovative idea is ‘attracted’ by a firm
to be exploited for innovation purposes. We adopt the solar system metaphor
illustrated in Fig. 1: the innovative idea can be seen as a meteor that crosses the
solar system, which symbolizes the OC. In the centre, the sun represents the firm,
which ‘influences’ all solar system activities. The planets of our systems sym-
bolize the firm’s ‘experienced employees’ (as individuals or groups), who verify
the quality of ideas. All around the planets, there are some OC members, external
to the firm’s staff, who gravitate around them as satellites (because ‘attracted’ by
topics they are interested in), forming clusters specialized in one or some topics of
discussion. Clusters may be more or less stable (depending on the strength of the
network ties and the permanent or temporary purposes they follow). The satellites,
even if not so powerful as the planet in assessing the idea, can support the idea
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with their consensus (i.e., through feedbacks, comments, ratings and so forth), thus
increasing the mass of the meteor.

In our metaphor the innovative idea/meteor can originate from outside the solar
system and be attracted by the sun or through a more heuristic process, it can be
generated from a satellite or, more probably, it can be the result of an encounter/
collision among satellites. Each innovative idea/meteor has a mass, which we
define as the number of supporters associated to it within an OC, and a speed in
moving through the solar system, i.e., the time an idea takes to pass from
exploration/conceptualization to exploitation. When the innovative idea/meteor
passes close enough to the planet, it can be attracted by its gravity force, i.e., the
‘constant effect’ associated to an OC. This force is directly proportional to the fit
between the cluster specialization and the topic of the innovative idea. It can be
seen as a sort of ‘absorptive capacity’ of the cluster in recognizing the value of the
idea. In other words, an idea is understood and caught by the cluster if there is a
sufficient level of ACAP between the idea and that part of the OC. The cluster
ability in effectively catching and maintaining the innovative idea depends upon
the right balance between the meteor mass and speed. If the speed is too high and
the mass too small (the consent among community members is not enough), the
meteor goes out of the planet’s orbit. If the speed is too low, the gravity force can
drop the meteor to the planet, i.e., the idea is not perceived as sufficiently mature to
be concretely exploited and stays as a simple proposal shared within the OC.
Therefore, the correct match between planet and meteor characteristics leads to an
effective exploitation of the idea for innovation purposes. This effectiveness is also
influenced by the meteor ‘distance’ from the sun: if the innovative idea is too close
the sun—that is, the idea is too little innovative and poor knowledge is gained,—it
burns (it is dissipated); if the idea is too far—that is, the idea is too innovative and
radical because of its knowledge content or too much disruptive with regard to the
status quo, which represents the core business of the firm—the system is too ‘cold’
and the meteor cannot be ‘attracted’. In brief, an idea can be no innovative at all,
incremental or radical and ACAP acts at two different levels in our solar system.
From one hand, the idea should be close enough to the topic of the cluster to be
understood and caught. From the other hand, the idea should be close enough to

IS DESIGN 
RECOMMENDATIONS
Step 1: support speed 
acquisition with process 
automation.
Step 2: support speed 
acquisition with process 
automation, while shielding the 
idea from gaining too much 
mass (e.g. by using private 
wikis)
Step 3: support high speed 
acquisition with knowledge 
management techniques, while 
strongly shielding the idea from 
gaining too much mass (e.g. by 
in-sourcing the ‘idea project’)

1) an idea is generated. 
It has a mass of 
‘supporters’ and a 
speed of development

2) a cluster (planets 
and satellite/s) captures 
the idea under its orbit. 
This part of process 
refers to knowledge 
exploration

3) an idea exists in the  
cluster orbit. As part of 
the knowledge 
exploitation process, 
an idea with high 
speed falls out of 
satellites orbit.

4) another cluster 
captures the idea 
under its orbit. A 
new cycle begins.

Satellite
(OC members)

Meteor
(idea)

Cluster
(OC part 
focused on a 
specific topic)

Planet
(firm’s staff)

Fig. 1 Trip of a meteor (i.e., an idea) across the orbits of different planets (i.e., groups)
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the sun, the core of the firm (i.e., quite innovative but not too much disruptive).
Through this interpretation, a firm could increase its explorative abilities
improving its PACAP in two different ways. The first way is to act on the ability of
the clusters in understanding and attracting innovative ideas. For example, this can
be done working on planets’ attractive power (i.e., through trainings of modera-
tors, who play a key role within the idea evaluation process) or increasing the
number of satellites, that support each planet through off-line and online activities
(thus increasing the visibility of the OC). The second way is at firm level, i.e.,
trying to build clusters increasingly far from the sun, which might be able to catch
more disruptive ideas for radical innovations.

4 Model

Our model has three constructs. The first one is mass, which we define as the
number of supporters within an OC associated to an idea. This concept is linked to
knowledge exploration and it is meant to measure the PACAP supported by the
OC. The second constructs is speed, i.e., the time an idea takes to pass from
conceptualization to development. This concept is linked to knowledge exploita-
tion and it is meant as a proxy for RACAP supported by the OC. The third
construct is the software tool, aimed to increase its ACAP. We start by testing the
causal effect of speed over mass. Hence, our first hypothesis is: the mass of an
idea is proportional to its speed, with a fixed effect given by the fit between the
idea and each planet (H1). If the H1 is confirmed, a system that increases the
speed, such as a process automation solution, will increase the performance of the
process. Therefore, our second hypothesis is: a software tool that increases the
speed of an idea will increase its mass (H2). One could assume an effect of
reverse causality between speed and mass (ideas with large mass gets higher
speed, whereas ideas with higher speed gets greater mass). We represent this claim
using the constructs of software tool to obtain a mediation effect. Therefore, we
claim that: a software tool that increases the mass will increase the speed (H3).
To test our model we have developed a program written in Java, which analyses
the posts in a forum. Forums are often associated to software that manages the
users’ feedbacks, which are usually used by companies to allow users to propose
improvements for their products (or services). Our software currently focused on
forums managed using the User Voice feedback management solution, and it is
able to parse the (HTML) code of a page, to identify the different posts, to assign a
unique identifier to each post and to extract the age of the post and the number of
supporter to the post (i.e., people that vote it, or people that contributed with a
comment). To support our three hypotheses we have used the Stata 10 statistical
package to perform correlation analyses, linear regressions and quadratic regres-
sions with fixed effect (using the xtreg function). In order to test our model we
adopt a single case-study methodology [28], which is proper for the explorative
aims of this study. As Lee and Baskerville [29] provided numerous examples, the
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belief that the study of a single case is undesirable or deficient is widespread
among information systems researchers, even among case researchers themselves.
However, requiring case study research to involve multiple sites or multiple cases
for the sake of substantiating a theory is mistaken [30]. Since our study is currently
ongoing, we test our model using second-hand data from Mendeley, a firm
founded in November 2007 and based in London, which produces a free desktop
and web program for managing and sharing research chapters, discovering
research data and collaborating online. The software is combined with an online
social network. The user base includes mainly affirmed academics, professional
researchers, and students. Users are required to store all basic citation data on
Mendely servers—storing copies of documents is at the user’s discretion. Upon
registration, 1 GB of free web storage space is provided, upgradeable at a cost.
More than 163,000,000 chapters are shared and the network links more than
1,600,000 people and holds about 35,000 institutions as universities, business
schools and research institutes. We chose Mendeley as case-study suitable for our
aims because of the high number and quality of information available in its
website, where user’s feedbacks and suggestions are left to improve the firm
processes/services. Suggestions can be classified in: (1) ‘under review’ by Men-
deley staff; (2) ‘accepted and planned’ for future implementation; (3) ‘accepted
and transformed’ in projects; (4) ‘transformed’ in completed projects; (5)
‘refused’; (6) ‘not taken into account’ yet. Each suggestion can be voted and
commented by other OC members. Our spider has extracted from the Mendley
feedback page 1,297 posts (as of June 2012), which refer to ideas/projects that we
classed into five groups: 170 under review; 214 accepted; 103 started; 678 com-
pleted; 132 declined. For each post we were able to extract the number of votes,
which we associated to the idea’s mass, and the idea’s date of creation, which we
associated to the speed. According to this choice, we took only the first three
groups of ideas to avoid possible mistakes due to the lack of end date.

5 Results

For the three chosen groups of feedback posts, the distribution of the mass and the
speed was skewed, with the mean and medians set respectively at 76 and 5 votes
(for the mass) and 856 and 901 days (for the speed). Therefore, all the following
analyses have been done using robust regressions. As shown in Table 1, there is an
effect between mass and speed, which is statistically significant for the first three
groups of posts on Mendeley (p \ 0.01). We have also defined the fixed effect
associated to each group, identified in our model as the different gravity forces of
planets. Accordingly, the second group has a fixed effect on speed, which is
negative, while the third group has a negative fixed effect which is even greater
than the one of the second group. This occurrence can be easily explained by the
fact that ideas takes more time to be reviewed than to be included in the overall
development planning and developed.
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Hence, one could say that the first hypothesis is supported. The third column
of Table 1 shows that a polynomial regression has a greater explanatory power (as
shown by the greater R2 associated to the second model). This quadratic effect
corresponds to an inverted parabola. That implies the need to find a software tool
to increase the mass until a certain level (the critical mass to achieve speed) and to
avoid gaining too much mass (the beginning of internal disagreements within the
community). Thus, one could say that the second hypothesis is supported. The
following columns shows that the polynomial regression works best for the second
and third step, which have an R2 greater than 0.10. As shown in Table 2, there is a
reversed effect between speed and mass. By looking at the polynomial model, we
see an increase in the R2 and the description of a normal parabola. That implies the
need of a software tool to fine tune the speed of the idea (e.g., slow for brain-
storming sessions, whereas fast during prototyping). Thus, one could say that the
third hypothesis is supported. The following columns shows that the even this
polynomial regression works best for the second and third step, which have an R2
greater than 0.10.

6 Conclusions

After having assessed the existing literature, we developed a model with three
components (mass, speed and software tool) and empirically tested it. We refer to

Table 1 Overall and detailed analysis for hypothesis 1 and 2 (***p \ 0.01; **p \ 0.05; *p \ 0.1)

Speed = Overall (N = 486) Overall (N = 486) Step 1
(N = 170)

Step 2
(N = 214)

Step 3 (N = 103)

Mass 0.21*** 0.45*** 0.19 1.07*** 0.55***
Mass^2 -0.0001*** -0.00002 -0.0004*** -0.0009***
Step 2 -76.35*** -78.74***
Step 3 -136.44*** -136.44***
Cons 902.10*** 894.85*** 905.28*** 797.86*** 748.59***
R2 0.10 0.12 0.03 0.13 0.18

Table 2 Overall and detailed analysis for hypothesis 3 (***p \ 0.01; **p \ 0.05; *p \ 0.1)

Mass = Overall (N = 486) Overall (N = 486) Step 1
(N = 170)

Step 2
(N = 214)

Step 3
(N = 103)

Speed 0.33*** -1.20*** -1.47 -0.68** -2.44**
Speed^2 0.001*** 0.001 0.0005** 0.002**
Step 2 28.51 8.05
Step 3 122.12** 80.14
Cons -246.46*** 316.12*** 533.26 202.36* 601.11**
R2 0.08 0.13 0.06 0.10 0.27
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the principle of parsimony to justify our choice to initially limit our model to a few
concepts. The results lead us to suggest that the system we envisage should have
two main functions: (1) a ‘booster’ function that should automate the ideas
scanning process and increase speed, whereas (2) a ‘shield’ function that should
protect ideas from gaining too much mass in the second and third steps. Although
preliminary and explorative single case-study, we believe our work represents a
twofold contribution on open innovation. Firstly, scholars can built on this new
perception of knowledge as a trajectory across pole of attraction, rather than
a linear process. Secondly, practitioners can profit from the specifications of a
system, which has been already tested once, and whose specifications are
grounded into existing theories. We are aware of the limitations of our work.
‘Mass’ and ‘speed’ are naively described and are a poor simplification of the social
dynamics surrounding the emergence of innovation in specific social groups. A
deeper specification of the ‘software tool’ is needed. The measure of the ‘fit with
the planet’ has to be deepened. And, what types of feedback do ‘satellites’ gen-
erate? A study in this direction would help to understand a possible insight into the
relationship between exploitation and incremental innovations or exploration and
radical innovations in the output of the OC. We also would explore in depth the
types of ideas shared in the OC and their degree of innovativeness as well as the
impacts on internal efficiency, data which are currently not available.
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Developing Web-Based Dynamic
Negotiation towards Collective
Innovation: the Open Contract
Mechanism

Alessandro Avenali, Giorgio Matteucci and Fabio Nonino

Abstract The scope of this chapter is to propose the design and the implemen-
tation of an innovative web-based tool, the Open Contract Mechanism (OCM).
OCM allows client companies and suppliers to dynamically and simultaneously
bargain the clauses and the characteristics of distinct innovation contracts in
general open innovation and collaborative crowdsourcing environments. The
OCM can be implemented inside open innovation web-based platforms for eval-
uating offers and determining the winning one, and therefore guaranteeing valu-
able binding contract clauses.

1 Introduction

Internet and the web-based technologies have facilitated the collaborative
approaches for innovation enabling the emergence of large networks of potential
contributors (i.e. the so-called ‘‘crowd’’). A high number of new innovative
enterprises promoted innovation and allowed the collaboration of individuals and
companies and the so-called crowdsourcing through open innovation web-based
platforms [2]. The most recent innovation model is then the collaborative
crowdsourcing (also referred to as the collective innovation), which integrates the
crowdsourcing approach with the open innovation paradigm [3]. The collective
innovation process involves three typologies of actors: (1) the individuals or
companies forming the crowd (workers, solvers and know-how providers), (2) the
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individuals or client companies (seekers) and (3) the open innovation intermediary
platforms (OIPs) which act as brokers between the crowd and the seeker (e.g.
Innocentive, NineSigma, CrowdSpring, etc.). The problem to reach an agreement
on the quality and quantity of work to be performed among outsourcers and
suppliers and on the value of the knowledge provided by solvers is typical to all
markets and is often resolved through negotiation. But negotiation is not easily
practicable in all situations. In open distributed markets, the work performed by
any single worker is often vanishingly small. For this reason buyers’ take-it-or-
leave-it prices tend to predominate, and negotiations are rare [4]. Moreover open
innovation and crowdsourcing requires web-based platform able to protect the
intellectual property, but also to support the negotiation phase and the definition of
terms of agreements in the contracts in order to motivate companies and indi-
viduals in participation both as seekers and solver and prevent disputes. A solution
can came from patents, but patenting is costly and, in the collective innovation, the
mechanisms for collecting and enforcing patent rights and licensing royalty
income, are complex and impose high transaction costs. The user agreements and
contracts should be used as a deterrent to opportunistic behaviour, while patents
can be employed too late, i.e. in the final stages of the innovation process [1].

The objective of our research has been to design and to implement an inno-
vative tool able to guarantee the solvers/providers that their ideas are protected in
order to create a ‘‘win–win’’ scenario. The chapter presents the design (Sect. 2) and
the implementation (Sect. 3) of the Open Contract Mechanism (OCM), an inno-
vative web-based tool which allows innovation seekers and solvers to dynamically
and simultaneously bargain the clauses and the characteristics of distinct inno-
vation contracts in general open innovation and crowdsourcing collaborative
environments. Finally, we draws conclusions (Sect. 4).

2 The Design of the Open Contract Mechanism

The design of OCM starts from a general open innovation and crowdsourcing
scenario where an organization (from now on referred to as seeker) does not
possess specific skills and technical knowledge (hereinafter referred to as know-
how items) which are crucial for an innovation or for a part of NPD project (e.g.
work, solutions to problems, patents, licenses, prototypes). Using the OCM tool
the seeker can acquire these missing know-how items by posting a challenge
inside an open innovation platform, where selected organizations and individuals
(hereinafter referred to as solvers) are requested to submit bids to provide their
work or know-how according to some conditions specified by the seeker. In
particular, the seeker can specify the quantity demanded, the required quality, the
terms of delivery, of warranty and of payment and clauses to safeguard possible
intellectual property rights. Moreover, in order to select reliable solvers both in
terms of owned know-how and economic performances, the seeker can impose
agreements which strictly require solvers with suitable characteristics (special
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certifications, constraints in term of key financial ratios, etc.). To avoid solvers’
post-contractual opportunistic behaviour, the agreements can be enforced by an
appropriate set of penalties for not fulfilling the related undertakings. There exist
different ways of exchanging skills and technical knowledge between the seeker
and the solvers: sell of existing patents, licensing, development and patenting of
the design of a crucial input described in terms of abstract and general ideas and/or
a fixed amount of money to solve a specific technical problem. Furthermore the
OCM allows the seeker and the solvers to bargain the features of an innovation
contract (contract amendments) by applying an open contract model.

2.1 Design of the Seeker and Solvers Client Side

The seeker clicks on OCM tool which displays two sections, respectively labelled
‘‘My contracts’’ and ‘‘My bids’’. In the first section, the tool permits the seeker to
create a new challenge to acquire know-how items. The challenge will allow the
seeker to acquire all the specified know-how items from exactly one solver after a
competition among all solvers invited by the seeker (possibly suggested by a
suitable procedure based on the semantic engine of the OIP which selects potential
solvers on the basis of the keywords representing the know-how items desired).

In the second section the seeker can:

• Monitor the current round of a challenge which the seeker himself has created.
Since it is still running, the challenge is referred to as an open challenge.

• Look through a challenge created by him and that is ended. Since there are no
more rounds, the challenge is referred to as a closed challenge.

• On the solver side the OCM displays a section where the solver:
• Attends the current round of an open challenge which a seeker has created and

which the solver is taking part in.
• Attends the amending phase of an open challenge which the seeker has created

and which the solver is taking part in.
• Attends the boarding phase (namely, the period when the invited solvers are

accepting or rejecting the invitation to take part in the challenge) of a challenge
and which the solver has been invited to take part in.

• Can investigate whether there are or not new challenges (still in the boarding
phase) which the solver could be interested in. The tool allows the solver to
contact the seeker in order to be invited before the boarding phase ends.

2.2 Process Description

The OCM functioning can be divided in three phases: (a) the creation, (b) the
boarding and (c) the negotiation. During the creation phase the tool allows the
seeker to define:
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• The name of the challenge and a description of the required know-how items.
• A bunch of keywords related to every know-how item.
• The maximum number of rounds of the challenge. In every round the seeker and

the solvers will bargain contract features. The challenge ends after a given
maximum number of rounds. However, depending on the competition level
among solvers, the challenge can end in a fewer number of rounds.

• The maximum running time of any round of the challenge. Each round auto-
matically ends after a given maximum time.

• The timetable of the challenge, that is, the beginning and the end of the boarding
phase, of the amending phase, and the beginning of the 1st round.

At the end of the creation phase the OCM asks the seeker to design the contract
scheme (see Sect. 2.3). Once the contract scheme is definitively carried out, OCM
allows the seeker to invite the solvers to take part in the challenge. When the list of
all solvers to be invited is ready, the seeker can write a letter of invitation. Then,
the tool automatically contacts all the solvers and communicates them the seeker’s
letter of invitation. Then the boarding phase starts and the OCM tool waits for the
solvers answering to the seeker’s invitation. The tool displays to any invited solver
the list of the names of the open challenges which he has been invited to take part
in and which are in the boarding phase. Once solver has clicked on the challenge
he is interested in, the tool allows him to accept or to reject the invitation. At the
end of the boarding phase, the OCM contacts the seeker providing the list of the
solvers who have accepted the invitation. The tools don’t provide this list to any
solver so as to reduce collusion among solvers. Subsequently the amending sub-
phase begins the tools waits for the solvers submitting their amendments. When
the amending phase is over the seeker decides which amendments can be accepted
and which ones have to be rejected. Afterwards the tool communicates the
definitive formulation of the contract scheme to any solver and no information
about which solvers have proposed the submitted amendments (so as to reduce
collusion among solvers). Then, when it is the time for the beginning of the
negotiation phase, the tool contacts the solvers and informs them for the beginning
of the first round. For any current round the tool waits for the solvers submitting
their contract bids. If any solver has definitely carried out his contract bids (or quit
the challenge), or the maximum running time of the round is over, the tool stops
the current round. Then the tool compute a score for every submitted contract bid
(see Sect. 2.4). At the end of the negotiation phase the tool communicates:

• To the seeker, the details of the winning contract bid and of the solver.
• To the solver who has submitted the winning contract bid, the details of the

winning contract bid.
• To all other solvers, the details of the winning contract bid and no information

regarding which solver has submitted the winning contract bid (so as to reduce
collusion among solvers).
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2.3 Contract Design

The tool allows the seeker to design the contract schemes to acquire all the desired
know-how items and provide their details. In particular:

The seeker uploads files which can be applied (inserting links in the contract
scheme) to design the clauses (i.e. ‘‘.pdf’’, ‘‘.avi’’) and enclosed in the contract.
Any contract clause, which makes up the contract scheme, is a string.

Every contract clause can also be parametric. The seeker can insert parameters,
that is, unspecified quantitative data of the clauses which every invited solver will
specify through values selected among those the seeker has defined as feasible. In
order to highlight which parameters are more crucial than others, the seeker assigns
a weight to each introduced parameter. Therefore, if r is the overall number of
parameters which characterize the contract scheme and wi� 0 are the weight
associated by the seeker to parameter i for i ¼ 1; . . .; r; the weights decided by the
seeker are subject to the constraint

Pr
i¼1 wi ¼ 1. For any parameter, the seeker has

to specify if the parameter is ascendant (descendent), in the sense that the higher
(the lower) the parameter, the better the resulting contract scheme for the seeker.
The seeker has also to specify which values can be taken into account for it (the
feasible values for the parameter); to do this, the seeker associates to any parameter i
a lower bound lbi, an upper bound ubi and a minimum step msi. Consequently, if
parameter i is ascendant the tool will show in the drop-down menu of the parameter
all and only these values (ordered from the lowest value to the highest):

lbi þ 0 � msi

lbi þ 1 � msi

..

.

lbi þ fi � msi

where fi ¼ ubi�lbi
msi

:
If the parameter is descendant the tool will show in a drop-down menu of the

parameter all these numbers (ordered from the highest value to the lowest):

ubi � 0 � msi

ubi � 1 � msi

..

.

ubi � fi � msi

where fi ¼ ubi�lbi
msi

:
For example, let us assume that the know-how item is the production of a

specific component which has been designed by capital company Solinnovation.
The component is critical, but the expected demand is highly uncertain. The seeker
Solinnovation proposes a challenge to negotiate the risk sharing between the
seeker and the solver who will produce the component. Solinnovation defines a
contract scheme (Fig. 1), where Clause 7 contains links to some enclosed files,
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while clauses 12 and 13 are parametric (in the example all and only the parameters
of the contract scheme are those proposed by the seeker in these two clauses).

2.4 Bid Score Calculation

The score of a bid is computed as follows:

• Let l be the number of solvers who have submitted bids in the current round. Let
dk be the number of contract bids submitted by solver k in current round for

Fig. 1 Example of a contract scheme
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k ¼ 1; . . .; l, and let d ¼ d1 þ � � � þ dl be the overall number of contract bids
submitted by all solvers in current round. Let k jð Þ denote the solver who has
submitted bid j. Every contract bid j for j ¼ 1; . . .; d consists of an ordered list of
values v1;j; . . .; vr;j

� �
, where any vi;j for i ¼ 1; . . .; r is the value offered, by solver

k jð Þ, in contract bid j for parameter i. First, the OCM computes for i ¼ 1; . . .; r
both average mi and standard deviations ri of the values offered for parameter i
by all solvers. For i ¼ 1; . . .; r, the OCM computes:

mi ¼
P

j¼1;...d vi;j

d
ri ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j¼1;...d vi;j � mi

� �2

d

s

• The OCM defines the new weights of the parameters (wi ¼ wi if parameter i is
ascendant and wi ¼ �wi if parameter i is descendant).

• Then, the tool sets the score of contract bid j equal to:

scj ¼
Xr

i¼1

wi
vi;j � mi

ri

Among all bids which have been stored so far (i.e. from the beginning of the
challenge until this round), the tools select as winning the contract bid with the
highest score (ties are broken randomly).

3 The Open Contract Mechanism (OCM) Tool

The OCM has been implemented as a standalone web-based tool which can be
integrated inside an OIP. The overall architecture is depicted in Fig. 2.

OCM has been implemented using a web service approach where a number of
HTTP verbs have been developed implementing the basic operations that are
needed in order to create, manipulate and negotiate contracts. The communication
between the client and the server through HTTP is performed with the exchange of
appropriate JSON documents. Everything in the OCM data model is built around
the concept of the contract. Inside the contract, a number of metadata are defined,
e.g. information regarding the seeker, a list of solvers that the seeker decides to
call to participate and a number of parameters that constitute the negotiable values
of the contract. These entities are related to the contract creation and boarding
phases. Finally, for the modelling of the negotiation phase, the concept of round is
introduced. The final element is the scheduler. The various phases and the rounds
of the negotiation are defined by a starting and ending time provided by the seeker.
At the beginning of each round specific actions have to be performed, e.g. the
change of the contract status from creation to boarding and from boarding to
negotiation. These kinds of actions are performed by the scheduler in pre-defined
time intervals based on the values provided by the seeker during the contract
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creation. A relational database is used to store the jobs. The current version of the
OCM consists of the three distinct phases described below.

3.1 Creation Phase

During this phase the seeker defines all the defined parameters of a contract and
invites the potential solvers who would participate in the negotiation of the specific
contract. The contract creation phase consists of four distinct sub-phases:

1. Creation of a new contract with a title and a brief description (Fig. 3–left).
2. Definition of an arbitrary number of parameters that will be negotiated for the

contract together with their attributes (Fig. 3–center).
3. Selection of the potential solvers who will participate in the negotiation.
4. Definition of the number of rounds the negotiation phase will have, when the

boarding phase will start and end and the duration of each negotiation round.

3.2 Boarding Phase

During the boarding phase, when the user submits the newly created contract, two
scheduled jobs are created: one for the initialization of the phase and one for its
conclusion. Both the date and time for these two states are provided by the seeker

Fig. 2 The open contract
mechanism overall
architecture

Fig. 3 Contract creation, definition of parameters and of the number of rounds (screenshots)
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during the creation phase. When the scheduled job is fired, a number of e-mails are
sent to the candidate solvers. The status of the solver has three potential states, (a)
pending, (b) accepted and (c) rejected. Initially the system assigns the state
pending. By either accepting or rejecting the participation, the user alters the status
either as accepted or rejected. At the end of boarding phase, another scheduled job
is fired and the invited solvers are scanned. If their status is still in pending state, it
is changed into rejected, while if no one accepted the invitation, then the current
state of the contract is changed into closed and the whole procedure ends. If one or
more potential solvers have accepted the invitation, the status of contract changes
into negotiation.

3.3 Negotiation Phase

During the negotiation phase the actual process of negotiating a contract is per-
formed. Initially the seeker is able to create a new negotiation round (Fig. 4–
center). When this happens a new scheduled job is created and scheduled using the
round duration provided by the seeker at the creation phase. During the creation of
a new negotiation round, notifications are sent to the solvers so they can submit
new offers for the current negotiation round. The solvers can create new offers
using the OCM interface. After deciding about the values of each parameter, they
are able to submit their offers (Fig. 4–right). At the end of the round the scheduled
job is fired and a number of actions occur; initially the system parses all the offers
together with any past winning offers and calculates the various scores based on
the scoring algorithm (see 2.4).

On the basis of these scores the winner is retrieved and then the system sends e-
mails and notification to both the seeker and the solvers. The mail to the seeker
contains all the details regarding the last negotiation round together with the
information about the current winner. The solvers receive an e-mail which con-
tains only the information of the winning contract but without the credentials of
the winning solver. At this point the seeker can initiates again a new negotiation
round unless all the solvers have left the negotiation phase: in this case the winner
is found and the contract status changes to closed.

Fig. 4 Notification for participating in the negotiation of a contract, initiation of a new
negotiation round and creation and submitting an offer (screenshots)
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4 Conclusions

The open contract mechanism can be implemented inside open innovation web-
based platforms, or directly used by the companies. OCM can become a powerful
tool for evaluating offers and determining the winning one, and therefore guar-
anteeing valuable binding contract clauses. Moreover it can enhance confidence in
decision making and flexibility in dealing with negotiation issues developing the
company’s ability to confront with the complexity of the collective innovation in
open innovation web-based platforms. On the basis of several simulations run up
to now using the software prototype developed, we found improvements achieved
in negotiation performance in terms of reduction of purchasing costs and increase
of quality and quantity of know-how items acquired.

Acknowledgments The research leading to these results has received funding from the Euro-
pean Community’s Seventh Framework Programme managed by REA-Research Executive
Agency http://ec.europa.eu/research/rea [(FP 7—SME 2008—2)] under grant agreement n
[243593], project COLLECTIVE—Emerging communities for collective innovation: ICT
Operational tool and supporting methodologies for SME Associations. For details, see
www.collectiveproject.eu.

References

1. Avenali, A., Matteucci, G., & Nonino, F. (2010). Contract clause dynamic bargaining and
procurement design. In: Proceedings of the International Public Procurement Conference
26–28 Aug 2010, Seoul, Korea.

2. Battistella, C., & Nonino, F. (2012). ‘‘What drives collective innovation?—Exploring the
system of drivers for motivations in open innovation, web-based platforms’’. Information
Research, Vol. 17, No. 1, paper 513, Univ. Sheffield, Dept. Information Studies, Western
Bank, Sheffield, UK.

3. Chesbrough, H. (2003). Open innovation: The new imperative for creating and profiting from
technology. Boston: Harvard Business School Press.

4. Horton, J.J. & Zeckhauser, R.J. (2010). Algorithmic wage negotiations: Applications to paid
crowdsourcing. In: Proceedings of CrowdConf, 4 Oct 2010, San Francisco, CA.

224 A. Avenali et al.

http://ec.europa.eu/research/rea
http://www.collectiveproject.eu


Using Social Network as Organizational
Storytelling: A Narrative Analysis
of Dooced Employees’ Blogs

Giuseppe Scaratti and Michela Cortini

Abstract The present chapter aims at analysing the narratives of dooced bloggers.
Doocing is the name we use to mean ‘‘to be fired from job for something written
on or posted within a personal blog’’; a name in honour of the www.dooce.com
blog owned by a worker who has been fired in 2002 for having written something
about her workplace her organization did not like at all. We have collected 10
blogs of dooced employees, 5 female and 5 male and we have analysed, in
comparative terms their narratives after having been dooced. In particular, we
present both a discourse analysis and a content analysis of the textual material we
have collected. We have done the analysis of metaphors and the analysis of word
occurrences and co-occurrences. For what concerns the results, it is interesting to
note the different guilty perceptions and the narrative analysis of the events
causing doocing.

Keywords Blogs � Doocing � Narrative analysis

1 Employee Blogs and Doocing: Definitions
and a Critical View

By employee blogs we refer to personal blogs where individuals talk as corporate
employees or by personal blogs where the blogger makes continuous reference to
her/his working experiences, talking also about her/his organization. These blogs,
even if they are not official corporate tools, communicate company images, which
may be in some cases very different from the desiderata of the company itself.
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Since employees’ blogs do not transmit official communications of the company
but rather the personal view of employees, they are, and for some researchers, they
should be [1], deeply controlled by organizations themselves [2]. From the
employers’ point of view, this pretty unfair behaviour is justified making reference
to the possibility that an unsatisfied or even tired worker may express a very bad
picture of themselves, very often not conformed to the truth [3]. Concerning the
possibility of saying something true or untrue in a blog post, we have to cite the
case of counter-employer-blogs or defamatory blogs, about a corporation, indi-
viduals, or a competitor that may lead to libel suits [4]. In this sense corporations
have been improving an additional alternative to internal employees blogs and to
blog monitoring, or blog policies, that is to say doocing, namely ‘‘to be fired from
job for something written on or posted within a personal blog’’; a name in honour
of the www.dooce.com blog owned by a worker who was fired in 2002 for writing
about her workplace [4].

Doocing, of course, has a pretty pragmatic value in order to prevent other
employees from doing the same but, with such behaviour, the employer may, in
turn, lose its attractiveness for potential employees and lose its ability to retain
skilled employers, showing lack of the possibility to express oneself. Also for the
above cited reason, even if there have been a lot of dooced employees [4], it is still
a matter of discussion if it is opportune or not, from a corporation point of view, to
terminate an employee because of something said in a personal blog.

2 The Research Design and the Rationale for Adopting
a Mix-Method Approach

When we talk about a mixed-method approach or triangulation [5], we refer to the
idea of melting different points of view and perspectives, by using different
researchers, different research paradigms or different data analysis tools.

By proposing the triangulation of methods, we intend to propose a third way
which is rarely approached and estimated, beyond the qualitative and quantitative
analysis.

The first proposal of triangulation has been, at least at our knowledge, that of
Wilson, who states: ‘‘qualitative and quantitative approaches are complementary
rather than competitive methods (…and the) use of a particular method (…) rather
must be based on the nature of the actual problem at hand’’ [6, p. 58].

In 1990 Patton [7] deepened this idea with the so called methodological
appropriateness, according to which the choice for a specific analysis tool or
technique has to respond not to the researcher’s limits but rather to the reality; in
other words, it is the object of analysis to suggest the right method. For what
concerns in particular the analysis of doocing, it seems to us particularly inter-
esting to adopt a mix method approach on the same textual dataset, made up by the
posts of different dooced bloggers. In other words, on a corpus which is qualitative
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in nature, we have used 2 different analysis paths; the first one refers to a classical
discourse analysis approach, with a particular reference to the critical tradition; the
latter, on the other hand, refers to the content analysis, which can be meant as a
particular quantitative analysis (based on different word-association indexes) done
on the basis of a qualitative data set like texts do represent. In different words, with
the discourse analysis we will focus mainly on the ways specific concepts are
transferred and narrated, while with the content analysis we will focus on the most
represented word associations.

The corpus of data is made up by the transcriptions of all the blog posts written
by 10 dooced bloggers concerning the phenomenon of doocing; we chosen the
blogs with the idea of collecting data from employees of different kind of orga-
nizations (universities, ICT companies, etc.)

3 Results of the Discoursive Analysis

For what concerns the critical discourse analysis, it seems to us important to
remark, at least, 2 different interpretations emerging from the data analysis. In
addition, it appears important for dooced people to celebrate the dooced day, as it
is evident in the following examples.

Example 1 ‘‘This week marks one year since I was ‘‘dooced.’’

This need of remarking the day during which the dooced employee has fund out
of having being fired frames the dooced people as victims, or better popular saints
(example 2) and it seems a way to let this event become eternal, something to
celebrate, or better something that has to be remembered in order to become
something useful.

Example 2 ‘‘That’s blogworld parlance for being outed and fired from one’s job
for something written on a blog. A blogger named Heather B. Armstrong coined
the term and she serves as a sort of patron saint of anonymous bloggers.’’

Concerning the name ‘‘doocing’’, which is in honour of the above mentioned
dooced blogger, it is interesting to note that someone in the blogsphere has tried to
change the name for being fired due to own blog by adopting his name Karl, and
litterally proposing to use ‘‘karling’’ (example 3), something that stresses the
narcissistic vein of every blogging phenomenon.

Example 3 ‘‘But the fact of the matter remains that Dooce inadvertently coined
the term ‘‘dooced’’ when she got fired from her job… she got it on the ground
floor, so to speak. Now anytime someone gets fired because of their blog, they call
it getting dooced. I’m here to change that. From now on, we are going to call it
getting karled’’.
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Finally, it is important to show how dooced bloggers search for the audience
support and, in some sense, live by the post and comments the readers send
(example 4).

Example 4 ‘‘Did I suffer from the doocing? Can’t say I have. The university tried
to shame me, but failed. They couldn’t keep me from getting another teaching job
(part-time but wonderful). And they only exposed their own hypocrisy in trying to
punish me.

My community of readers has grown beyond my craziest expectations. And
your encouragement is the honey on the biscuit. When I get mail from Lebanon,
Israel, Ireland, New Zealand, Canada—golly, y’all. I don’t know how you found
me, but I’m glad you did’’.

3.1 Results of the Content Analysis

Before going into deep details of analysis, it is important to remark that the
analysis unit is the singular lemma with its co-occurrences and that we have
prepared our text for analysis doing what is known under the name of lemmati-
zation, which gives a reorganization of the T-LAB database, creating different
tables used to analyze data; in particular the idea is that of cluster together words
that have the same meaning root, like for example ‘‘family’’ and ‘‘familial’’. Such
an operation, of course, has been done only for the words (lemmas or categories)
considered interesting for the subsequent analyses, like work, training, and so on.

3.2 Results of the Analysis of Word Occurrence
and Co-occurrence

The most cited word is ‘‘blog’’, with 60 occurrences; besides the mere datum of
occurrences, it is interesting to analyse in detail the relationships of the word
‘‘blog’’, the so-called co-occurrences (Fig. 1, where words with high cosine
coefficients are displayed closed one another in the multidimensional space); it is
important here to remark that in the multidimensional space the more 2 words are
closed one another the highest is their co-occurence in the text under analysis.

For what concerns the associations of the most cited word, ‘‘blog’’, it is
important to stress the high association with ‘‘tell’’, ‘‘think’’, ‘‘comment’’ and
‘‘story’’ (respectively Cosine’s coefficient of 0.25, 0.24, 0.32 and 0.32), associa-
tions which, in turn, stress the idea that blogging is a need for the employees,
especially after a docking phenomenon.

It is interesting to note that actually few words make explicit references to the
employer (just the word ‘‘employer’’ with a Cosine’s coefficient of 0.29), like the

228 G. Scaratti and M. Cortini



dooced blogger would like to exert her/his power of giving importance and live to
the words she/he states, and silencing the employer, saying nothing about it seems
to us more an attacking strategy rather than a defensive one (remember the dooced
employees have been actually fired out and in such a sense after the doocing they
have not to worry about what they say) (Fig. 2).

For what concerns the association of the stimulus word ‘‘dooced’’, it is inter-
esting to note the high Cosine’s coefficient of 0.32 with the word ‘‘blog’’, which is
actually pretty auto-evident since blogging is the cause of doocing. In addition,
‘‘dooced’’ presents an high association with ‘‘job’’ (Cosine’s coefficient of 0.29),
‘‘fired’’(Cosine’s coefficient of 0.24). Finally, it is interesting to note the high
association with the word ‘‘today’’ (Cosine’s coefficient of 0.21), and with a series
of words that refer to the dimension of storytelling (like, for example, ‘‘story’’,
with a Cosine’s’s coefficient of 0.19 and ‘‘comment’’ with a Cosine’s coefficient of
0.19). This last result seem to show the need for storytelling and outing concerning
the fact related to doocing, like writing on becomes a first way to cope with the
fact of having been fired.

Fig. 1 The association of the word ‘‘Blog’’
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4 Conclusion and Future Research Agenda

We have analysed the personal blogs of 10 dooced employees, adopting a mix-
method approach of narrative analysis, based on the one hand on critical discourse
analysis and on the other one on content analysis.

It emerges the need for expressing own personal experiences and for having
some form of support by the audience, clearly marked by the co-occurrence of the
word ‘‘doocing’’, which is represented, very often, in the form of storytelling. By
using the framework of stories, the blogger ‘‘forces’’ the event of doocing within
the storytelling categories, such as the hero (herself/himself) and the villain (the
employer), in order to depict in a clear way the causal attributions.

In terms of future research agenda, it would be useful, beside the effort of
enlarging our sample of participants, to collect additional data on blog policies and
to collect data about employer perspectives on doocing. In particular, an important
question arises concerning blog policies: is it really possible to prevent doocing by
adopting them? And if so, how can this employer control over employee speech be
managed within the framework of ethical and philanthropic concerns able to not

Fig. 2 The association of the word ‘‘Dooced’’
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impede free self-expression? Elsewhere we have proposed blog policies as a valid
alternative to doocing, a sort of psychological contract by which employees know
what they can and cannot say on their personal blogs, in order to avoid getting fired
from work for something related to blog activities [3], now it would be useful to
better understand how employees and employers consider and actually use blog
policies.
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How Small and Medium Healthcare
Assistance Structures Should Leverage
Cloud Computing Technology
for Optimizing Their Processes
and Reducing Costs

Gustavo Barresi and Massimo Villari

Abstract Cloud Computing is becoming the most famous buzz term in the IT
world. It is causing a high level of expectation for Quality Of Life improvements
that may derive from its wide usage on more human activities. In the near future,
also IT in the healthcare scenarios should deal with Cloud Computing. However
for hospitals, medical centers, healthcare assistance structures it is not easy at all to
deploy all services on cloud due to the Security and Private constrains. Looking at
efforts recently pursued from World Wide IT standardization boards, a markable
convergence on cloud standards is noticed, thus for encouraging the cloud adop-
tions in many fields. We strongly believe even the healthcare contexts might
benefit of clouds. This chapter represents the description of a first approach of
Cloud Resources utilization in the context of e-Health management. In particular a
real use case is described where to provide basic solutions easily applicable in
more similar scenarios.

Keywords e-Health � Cloud computing � Datacenter optimization �Medical cares

1 e-Health Evolution

The use of IT is, by now, widespread in all human activities. In the healthcare
field, in particular, it is helped not only by the ever faster evolution of information
and communication technology (ICT), but also by a set of variable, dynamic
intrinsic values within the system (see [1]). With regard to services offered, the
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dynamics of change are complex and mixed, fundamentally involving organiza-
tional models of the healthcare system. In this setting, we have seen, for some
years now, the destructuralization of welfare processes. The system is further
fragmented into a system of micro-phases, which while being part of a single
diagnostic-therapeutic course, tends to acquire an ‘‘identity‘‘ of its own, by virtue
of specificity of competence, structure and technology used. Along with recourse
to increasingly specialist technologies and healthcare skills, this dynamic evolu-
tion renders the capacity of healthcare structures to manage collection, selection
and distribution systems of information, all the more crucial. It is through com-
munication that exchanges take place between operators, who, in different contexts
and times, are involved in different areas of the welfare process. The evolution of
IT systems, hence, allowing participation of an unknown number of specialists in
increasingly intangible diagnostics and care, has widened the traditional bound-
aries of the welfare process, to the point of making it potentially indefinite (see
[2]). An even sharper and more radical driver of change has been the way in which
patients have participated in these processes. Today, and even more so in the
future, they have taken on an active role, of organic producer of information for
the system. This can be traced back to the progressive de-hospitalization of some
welfare processes, with the aim of an increasing amount of services being directly
managed in the patients home. All western healthcare systems have seen hospital
assistance costs raising, hence the current priority given to services, which allow
home care. Thus, new types of services are emerging, stemming from the concept
of diagnostic and therapeutic self-administration (see [3]). Information sharing,
thanks to the Internet, has thus led to many new approaches to management of
disease, deriving from User Generated Care (UGC) and User Generated Health
(UGH), already consolidated in many contexts. In this scenario of rapid, deep
transformation we define e-health as an emerging field in the intersection of
medical informatics, public health and business, referring to health services and
information delivered or enhanced through the Internet and related technologies.

1.1 Why Healthcare ICT Should Benefit of Cloud
Infrastructure

Cloud Computing can be seen as a new way for providing services hiding the
actual implementation. We are assisting at cloud offerings for computation, storage
and networking at three levels (IaaS, PaaS and SaaS). Nowadays on-site instal-
lations constitute a considerable cost-factor both in terms of capital expenditure
(CAPEX) as well operational costs (OPEX). Cloud computing allows to scale
storage infrastructures on-demand as well as the integration of several stake-
holders. Example many mobile devices are producing a lot of sensing data [4]. The
healthcare domain, however, has particular requirements which may prevent the
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utilization of current cloud systems. Privacy, confidentiality, data mobility,
availability are quality attributes which play a minor role in most current cloud
applications, yet are mandatory for the healthcare domain. Moreover, complex
data models and specific access patterns on large volumes of data rely on certain
capabilities of the cloud infrastructure. This chapter is aimed at describing a first
approach for the deployment of medical ICT services on Cloud, focusing on IaaS
level. It represents the starting layer where it is possible to leverage cloud
resources. Furthermore this layer strongly exploits the virtualization of these
physical resources (Virtual Machine—VMs—deployed at IaaS level). In this
shape, IaaS ensures high elasticity in the usage of available resources, thus
determining higher efficiency to all e-Health activities.

2 Aims and Methodology

This work represents an investigation activity aimed at the partial deployment of
medical cares IT system on cloud computing. The focus is on considering Small
and Medium Healthcare Assistance Structures (SMHASs) who often provide
support to public healthcare infrastructures (i.e. Hospitals and Medical Centers) for
a subset of health processes. The work we are dealing with is rather different of the
cloud model in which a common platform is shared with more heath cares oper-
ators (see Google Health [5], Microsoft HealthVaulth [6], etc. ).

Our analysis has been carried out through the observation of a small-sized
hospital, characterized for its noted use of ICT in the healthcare services offering.
It is therefore a qualitative analysis, carried out through a case study, aimed at
verifying potentialities and opportunities arising from use of cloud computing in a
hospital setting. The use of case studies to construct theories has been well studied
in literature (see [7–9]). In particular, Eisenhardt proposes organizing constructed
theories starting from case studies in the wider field of the methodology of social
science research, highlighting strengths and weaknesses (see [2]). In this frame-
work, the case study approach can be defined in different ways. In Eisenhardts
definition, it can be intended as a research strategy which focuses on understanding
the dynamics present within a single setting. With regard to the case in hand, a
case study approach was adopted according to Yins suggestions. This method
appeared to be coherent with the specific research question assumed in this
chapter. Moreover, the approach is frequently used, as it can be particularly apt in
studying the implementation of IT-based organizational contexts.

In the next section, the early part describes the healthcare structures high-
lighting its activities and aims, whereas in the latter part, its IT infrastructure is
presented. We remark, the IT under assessment represents the typical IT backbone
of common SMHAS. Hence, this description may be adapted on whichever
SMHAS.
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2.1 Use Case Description: Cure Ortopediche
and Traumatologiche (COT)

Our work gives a look at the current IT infrastructures of common SMHAS, for
understanding how and which services may leverage Cloud Computing Tech-
nology minimizing the risk of disclosing neither patients personal data nor
healthcare employee activities.

The hospital chosen for study is a private, poly-specialist structure in Messina,
called COT (Orthopedics and Traumatology Cures). It has been operating since
1973 and, since 1977, works in agreement with the National Healthcare Service. It
also works in collaboration with the University of Messina and other leading
Italian healthcare structures. The 82 bed-places are divided as follows:

• Operative Unit (OU) Orthopedics and Traumatology 26
• OU General Medicine 9
• OU Cardiology 4
• OU Rehabilitation 29
• OU Vascular Surgery 4
• Post-operative Intensive care 2

In addition, there are 8 places in Day Hospital shared among various departments.
The company mission clearly expresses that high quality service is its aim, through
continual improvement of the structure and technology, and updating of all
operators. In May 1998 a quality process was initiated which, in November 1999,
led to obtaining the UNI EN ISO 9001:1994 international certificate of conformity
(and successive updates). During the continual improvement of quality, particular
attention was paid to clinical risk management. In the past few years, the hospital
has undertaken to improve clinical practices for patient safety, with particular
attention to the six goals as defined by the Joint Commission International:

1. Identify patients correctly
2. Improve effective communication
3. Improve high-risk drug safety
4. Ensure right-site, right-patient, right-procedure surgery
5. Reduce risk of healthcare-associated infections
6. Reduce the risk of patient harm from falls

2.2 IT Infrastructure in COT

In pursuing the objectives described in the previous section, along with the
introduction and periodical revision of specific procedures, ample space is given to
use of technology and computer tools. In particular, with reference to the previous
goal 1, a system based on the use of the electronic bracelet with an inserted
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microchip was implemented. The microchip is read by an electronic tablet used by
nurses, able to open the patients’ electronic chart.

The use of radio frequency identification (RFID) allows:

• Univocal and continual patient identification
• Chronological traceability of activity
• Therapy prescription with direct access to pharmaceutical codex
• Identification of administration
• Identification of prescription
• Monitoring of consumption

Moreover, the information system in use oversees the efficiency of the operating
block, all Operating Units, and specialist services. Access to the system is only
permitted by an operators individual password. This is to ensure patient privacy
and improved traceability of operations carried out within the system.

Figure 1 depicts the composition of the IT infrastructure in COT. Two main
sites guarantee all mechanisms for IT fault-tolerance and disaster recovery capa-
bilities. Nowadays all IT system administrators need to configure at least another
twin place respect to the main one, where to deploy service and transmit replicated
data. Thus for avoiding issues that may occur in the primary site. The right part of
the picture shows this twin site. Looking at the left side of the figure, we recognize
the two main parts compounding the system, that is Mobile Side and Servers Side.
In the Mobile part belong tablets, laptops, RFID readers and bracelets, up to all
wireless accessing devices (APs Wi-Fi). The Server part is wired interconnected
and its aims are to process, store and communicate all data produced in the

Fig. 1 IT infrastructure of a small medical assistance operator operating in Messina

How Small and Medium Healthcare 239



medical center achieved from the Mobile Side. All data management involves the
following sub-sets IT:

• PACS: Picture Archive and Communications Systems.
• HIS/RIS: Health/Radiography Information System.
• ILAB: Analysis Lab.
• NIRM: Nurse Information System with Pain Monitoring and Clinic Risk

Analysis.
• IPSOA: Management control and performance assessment.
• TELECLIC: Tele-Consultation (for Doctors) and Tele-Reservation (for

Patients).

There is a pool of servers for the PACS management. This pool is characterized by
a considerable amount of storage. In COT, the storage of images has started in
2001 and right now it sizes 1 TB. The overall Information System relies on a
Relational Database where 500 GB of data are stored since 1991. The HIS data are
managed in HL7 format, XML based. The TELECLIC platform offers a Web
interface Internet based useful for patients needing healthcare services (i.e. they
can make reservation for consultations) and at the same time the system allows
external Doctors (i.e., primary care physicians) to monitor the medical treatments
of a patient under their supervision.

3 All Possible Cloud-Based Solutions for e-Health

For any kind of profit organization and enterprise, try to leverage the full cloud
computing capabilities means outsource all IT needs on external cloud operator
using the well-known pay-per-use model. Cloud operators are responsible for the
maintenance and upgrade of their systems. Cloud customers are not aware neither
of the system complexity, nor of costs for maintain IT infrastructures.

The correct cloud model relies on services deployed on not-well-internally-
defined infrastructure (cloud), with a powerful network using mobile device for
accessing these resources. Let’s try to apply this model for SMHAS under our
assessment. The first main constrain in using cloud for a medical center is about
the management of sensible data. These clinic structures have to satisfy many laws
for guarantee Security and Privacy to Patients. Many insurance companies, banks
and so on are really interested to this data. Giving an example it is possible to
imagine the value of knowing a disease of a patient that has to sign a contract with
an insurance company for a Mortgage Life Assurance. Cloud operators might
easily get this data and in the worst case of a fraudulent access, the date might be
stolen.

In Cloud Computing the network covers a fundamental role for accessing cloud
services. Whether we consider the full services deployment on cloud it is neces-
sary to have continuous connectivity among the parties. Let’s assume the hospital
using clouds we have to guarantee to all departments, offices and room cares a
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reliable network backbone to the cloud. Any issue in the network communication
determines the total block of any activities in the hospital. This is a compelling
scenario but in our view it is still futuristic, as an example, the network in Italy so
far does not provide these capabilities. Italy still suffers of the Digital Divide issue,
not all places in the country are covered by the broadband access.

Keeping in mind these issues and risks, hereby we briefly analyze the possible
exploitation of Cloud resources ranging from a weak involvement (we define it as
at a first stage) towards an ideal futuristic cloud scenario (scenario with a full
network connectivity).

The following items show the different levels of cloud utilizations:

• Weak Coupled: we define this level as a cloud at a first stage. This determines a
weak involvement for minimizing the risks on its adoption. However the amount
of saving costs is particularly limited.

• Medium Coupled: in this case applications deployed on cloud rely on encrypted
data stored in another cloud. A cloud operator X executes the services whereas
the data are encrypted on cloud Y and the medical care center Z has all keys for
decrypting all data (see [10]). The scenario is quite complex, but information
and security keys are spread among more parties.

• Strongly Coupled: this represents the typical use of Clouds in Software as a
Service configuration. The same web application is shared among more Tenants
(i.e., hospitals, medical centers, healthcare structures, etc.). In this model there is
not a markable separation among Cloud Customers. The network is fundamental
for accomplishing all activities. This services are like Google Health [5],
Microsoft HealthVaulth [6], etc.

3.1 Cloud for COT: A Possible Solution for Impacting
as Less as Possible the SMHAS Constrains

We introduce the concept of Cloud solution at first stage in which the
deployment of SMHAS IT services involves the twin site depicted in Fig. 1, right
side. In the COT example a twin site has been adopted for addressing problems of
fault-tolerance and disaster recovery. All elements and devices falling into the
Server Side area may be deployed in cloud. The network has to be operative but
without having restricted requirements. Looking at Fig. 2, it is possible to notice
that the right part of Fig. 1 is replaced by a cloud shape. We are considering the
Cloud as a back-up area, where to enforce strong security policies. In the figure,
the lockers icons on the cloud shape highlight the needs to guarantee a high level
of security. The cloud provider is not aware of what data are stored in, he/she sees
a wrapper of encrypted data. However one of the main issues about the encryption
technology represents the following problems:
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• the difficulty to manage keys and
• the incremental management of changed of data.

To avoid these issues, in the early case we suggest the use of crypto tokens with
Asymmetric Keys. Private keys remain stored in the primary site (the main site,
see left side of Fig. 1), whereas public keys can be distributed to cloud operators.
(i.e., for evaluating the integrity of data stored on clouds).

For the latter case, because cloud computing strongly exploits the concept of
Virtualization technology for increasing its flexibility, we need to find a solution
linked to the Virtualization technology. Virtual Machines are logic elements where
it is possible to confine Operating Systems (useful for managing computation
resources and file systems), Software Applications and Services exposed to the
Internet. In our case we can imagine to install the PACS (as well HIS/RIS, etc.)
inside a VM (one, or more VMs). These VMs may be transferred on Cloud
Storage, e.g. Amazon S3 (i.e. during the night for saving the network bandwidth),
after the encryption occurred in the primary site, the VMs can land on Cloud.
However this approach causes the issue related to the update of changed data. In
order to describe what the problem raises the use of VMs, let’s assume this
example: if the size of a VM is 1 GB, to back-up it on cloud we have to transfer
the total amount of 1 GB of data. Whatever internal operation inside this machine,
even the simple modifies of a single Byte, yields to the changing of the whole VM.
Thus means a new update of the whole VM loosing the same time utilized at the
first time. The concept of VM snapshot and the incremental file system feature
prevents this issue. In this form it is not necessary to re-upload the entire VM, but
the differential elements respect to the early version are taken into account. 1 Byte

Fig. 2 IT infrastructure of a small clinic assistance operator operating in Messina.
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of modifies implies the transfer of an incremental file portion with a limited size.
Confine services into VMs helps the System Administrator to restore services as
soon as possible. The SyS-Admin of COT in using Amazon S3 needs to transform
the real Servers into VMs, hence, with an OpenSSL Script encrypting them and
finally with a Cron Process transmit them every night on Amazon S3. This
solution guarantees a high degree of security and a good opportunity to save costs.

4 Related Works

Generally there are many potential benefits on ICT adoption, even the field of e-
Health takes advantages in using cloud technologies. If we consider the situation in
which many data are acquired from Cameras, Sensors and Mobile Devices, the
overall information that might be treated for making clear pictures of ongoing
events in medical care scenarios is really huge. Cloud computing seems to be the
new compelling technology able to manage this amount of data, where the massive
processing is effectively addressable.

Looking at the initiatives on cloud and health, in Pandey et al. [11], the authors
propose the use of cloud for collecting personal health data, in particular for
monitoring the ECG (ElectroCardioGram) values. Authors have designed a real-
time health monitoring and analysis system that should be scalable and economic
for people who require frequent monitoring of their health. They focused on the
design aspects of an autonomic Cloud environment that collects health data and
disseminates them to a Cloud based information repository, facilitating analysis on
the data using software services hosted in the Cloud. Persons under their assess-
ment have to wear PDAs with sensors able to catch some physiological data.
Thanks to Wi-Fi/UMTS network connections PDAs are able to send to clouds data
they aggregated on board. One of the main concerns in using public cloud services
(see Amazon storage), is about the level of security and privacy that cloud com-
panies can offer to customers. In particular the security aspect is crucial all the
times personal health data are collected.

Internet of Things (IoT, see [12]) and e-Health is becoming a new IT scientific
field where many works are appearing. In particular the Near Field Communica-
tion (NFC) is one of the technologies, in conjunction with Bluetooth and
6LoWPAN, which makes feasible the wireless transmission of information from
small objects and sensors to Internet-enabled devices. The work in Antonio et al.
[13] is focused on the evaluation of the capabilities from the mentioned technol-
ogies for the integration of a continuous data transmission. The works deals with
the possibility that sensors with high requirements in data transmission, i.e. an
electrocardiogram (ECG), continuously transmit data over the Internet. It is
interesting to notice how this data are compressed for reducing the amount of
information to be transmitted and stored within the cloud. An interesting work is
presented in Fabio and Corradi [10] in which an accomplishment of a Software as
a Service (SaaS) application with the fully-exploiting of elastic Cloud computing
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infrastructures is described. As the authors claimed, SaaS applications typically
require to transfer data and resources to the Cloud infrastructure site; that raises
several challenging issues spanning from access control to resources to privacy
protection, ownership, and security of the data of the final SaaS users. Although
encryption of personal and enterprise data is strongly recommended by existing
Cloud infrastructures, such as Amazon Web Services (AWS), typically they do not
provide yet adequate encryption and key management support. The chapter that
authors have presented reports a real use case of Vitaever, a home healthcare SaaS
application deployed on Amazon AWS, and discusses the challenges and changes
needed to add cryptography and key management capabilities to the standard AWS
Web/database offer so to enable SaaS data protection.

5 Conclusions

In this chapter we have presented a Cloud-based solution aimed at Small and
Medium Healthcare Assistance Structures (SMHASs). These medical centers need
to update quite often their IT systems. Cloud computing thanks to its pay-per-use
model allows to reduce IT costs on Capital Expenditure and Operational Costs.
However it is not possible yet to deploy all e-Health services on cloud due to the
Security and Private constrains, especially in scenarios where sensible data are
treated. Here, a real use case has been described, useful for providing basic
solutions applicable in more similar scenarios. We described the first level of
Cloud Computing adoption. However, in the near future, we believe the cloud
technology will widely adopted.
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Learning from Patents: An Application
of Technology Intelligence
in Nanotechnology

Fabrizio Cesaroni, Daniela Baglieri and Luigi Orsi

Abstract Technology is a strategic asset for an increasing number of firms that
nurture their competitiveness through innovation. Accordingly, fostering innova-
tion, exploiting technological opportunities and avoiding threats are increasingly
important issues within their strategies. Firms need to support their decision-
making processes by investing in technology intelligence system in order to
protect their products from competitors’ aggressive actions or to exploit new
emerging technological trajectories. This chapter presents some actions that a
Technology Intelligence System (TIS) can accommodate, drawing upon patent
analysis. The main purpose of patent analysis is to enable firms to monitor and
assess technological developments and other areas of concern. Such technology
management activities assist firms in evaluating their environment while taking
advantage of new emerging technological trends. The methodology is described in
detail using an application conducted in nanotech patents.

1 Introduction

Over the last decades, the advent of general purpose technologies, such as bio-
technology and nanotechnology, has blossomed a wide range of entrepreneurial
opportunities and nurtured their application in several domains. Accordingly,
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exploiting these technological opportunities and facing patent race are increasingly
crucial issues for gaining competitive advantage in several industries. To achieve
these goals, an increasing number of firms is investing in technology intelligence
systems in order to improve capabilities to scrutinize technological and competi-
tive environments. Technology intelligence has been defined as ‘‘the capture and
delivery of technological information as part of the process whereby an organi-
zation develops an awareness of technological threats and opportunities’’ [1].
Technological information relies on data that comes both from internal and
external sources. Among the external sources, firms may take advantage of a lot of
useful, unstructured data coming from patents. Although patent information
exhibits intrinsic limits [2], systematic patent analysis allows firms to identify and
assess entrepreneurial opportunities. This strategic task requires robust technology
intelligence systems supporting firms’ R&D decision-making, which include
proper actions taken by the intelligence actors.

In this chapter, among those various actions, we provide a practical application
of the ‘‘assessment of the state-of-art’’ action, by analyzing 5,002 family patents on
nanotubes, which is one of the most important classes of nanotechnology in terms
of potential market. Nanotechnology has been recognized as a key technology of
next decades and more than 60 countries have adopted national projects or pro-
grams partially stimulated by the establishment of the US-based National Nano-
technology Initiative (NNI, http://www.nano.gov) [3]. The US National Science
Foundation predicts that the market for products involving nanotechnology will
reach $1 trillion in 10–15 years. Accordingly, more than 100 companies around
the world today are manufacturing carbon nanotubes and this number is expected
to increase to more than 200 within the next five years, while there are more than
1,000 companies and institutions that are actively engaged in CNTs R&D. As a
result, nanotubes patent information is mostly unstructured, and analysis and
interpretation requires robust technology intelligence systems to understand mar-
ket opportunities.

In this vein, we suggest that patent information can be perceived as a learning
tool supporting firms’ R&D strategies. Within the Technology Intelligence
Framework, the assessment of the state-of-art represents a pre-condition to identify
promising technological opportunities, to show their potential as well as their
limits and, more in general, to take advantage of technological change.

2 Actions of Technology Intelligence System

A technology intelligence system can effectively be described by a three-level
model consisting in: (a) a framework level; (b) a system level; and, (c) a process
level [1]. While the framework level defines which information is required and
knowledge gaps of the decision-makers, the system level clarifies the specific
operations that have to be implemented to make the technology intelligence sys-
tem effective, and the process level refers to all the tools and metrics needed to
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conduct the various activities pertaining to the previous level. Accordingly, the
system level refers to the proper actions R&D managers have to perform to assess
and monitor technology trends, namely: (1) assessment of state-of-art; (2) profile
of trends; (3) identification of opportunities; (4) awareness of threats.

At the end, technology intelligence system will generate a reporting focus for
each of these actions, by analyzing primary and secondary data gathered mostly
from publicly available white sources. Patents fall into this category. Accordingly,
the Technology Intelligence System includes some actions related to the techno-
logical landscape assessment whose main purpose is to make relevant techno-
logical information available to decision makers in order to anticipate future
developments. This action requires two major processes: (1) the scanning process
and (2) the monitoring process.

The scanning phase refers to the gathering of all relevant patent data in order to
get R&D employees aware of new technological trajectories. This information will
be in turn communicated to top management involved in R&D strategies
formulation.

The monitoring phase deals with the detection of the observed and potentially
new technological trends. To achieve this goal, this process includes assessing the
emerging and competing technologies that could potentially disrupt a business.

The opportunities and threats arising from this environment are the analyzed.
Opportunities may be considered for further R&D strategies, by assessing market
potentialities and consequent technology investments. Threats should receive
mitigation plans and be treated appropriately.

Although a Technology Intelligence System could work as an independent tool
supporting R&D strategies, it does require predefined inputs. Key prerequisites
are: market needs, legislative and social issues regarding the new technology
adoption, core technologies, and the assessment of the state-of the-art (Fig. 1).

Patent 
Information

Knowledge Base

Technology 
Intelligence Actions

State-of-Art 
Assessment

Technological Trends

Opportunities & 
Threats

Report Findings

Scanning process Monitoring process

Fig. 1 Actions of technology intelligence system
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3 Methods

We provide in this section a practical application of the assessment of the state-of-
art in the nanotech field, and offer an overview of the analytical methods we
employed.

Our statistical approach is based on patent data. A critical starting point of any
patent-based analysis is clearly related to the availability of reliable data,
according to two important dimensions: the coverage of the database and the
quality of the data available for patents. QPAT database is one of the currently
available patent databases that satisfy all these characteristics across the world.
QPAT is a Questel/Orbit’s Internet database providing the searchable full text of
patents from 1974 to the present in about 80 countries. For the industrial
researcher, QPAT offers invaluable competitive intelligence and market knowl-
edge. Often, a competitor’s patents will provide in-depth and comprehensive
information about strategies, production costs and product limitations. In a more
general sense, examining patent information for a given industry will highlight
important trends and directions within the industry [4].

We focus our analysis on nanotechnology due to its market potentialities.
Because nanotechnology concerns the scale of materials rather than a particular
application, the scope of nanotechnology is extremely broad. A measure of the
breadth of nanotechnology relates to the classes assigned to each patent. The
World Intellectual Property Organization (WIPO) divides the entire set of patents
into searchable collections based on the technology claimed. The primary
groupings are referred to as classes. Classes are divided into relatively small
collections of patents called subclasses. One of the most important classes, in
terms of potential market, is carbon nanotubes (CNTs). Used across a wide range
of industries including plastics and composites, electrical and electronics, and
energy as well as a range of industrial sectors, CNTs have become an essential
ingredient or reinforcement material for these industries, with its usage growing
broadly in line with the global economy.

Starting from the B82 (nanotechnology) International Patent Classification code
(IPC), we obtained a sample of 16,930 family patents. Standard IPCs exhibit some
problems. Class hierarchies are revised in batch about once every 5 years, old
patents are not reclassified, and one must check old editions of the IPCs if he/she
plans to search them over an extended time period. To avoid such problems and to
restrict the search area to the nanotube technology, full Boolean capabilities can be
used by combining multiple fields. In our search we looked for this kind of
technologies searching for ‘‘nanotubes’’ in patent title, abstract, keywords and IPC
code, so the final sample consists of 5,002 family patents related to nanotubes (for
a total of 16,343 individual patents), from 1974 to present. This type of research
allowed us to capture the use of these technologies in different technology fields.

First, analyzed nanotubes patents at three analytical levels: country (country
group), assignee institution, and technology field (represented by IPC subclasses).

250 F. Cesaroni et al.



Figure 2 shows the total number of patent publications in the last 18 years. It is
worth noting that nanotube patents took their peak in 2011, and highlight a growth
stage of technology life cycle. During the introduction stage (1994–2004) there
was a modest and slow increase in nanotube patent applications. The growth stage,
on the other hand, is typically characterized by exponential growth. In our case,
after a four-year stability, patent applications started to rapidly grow from 2008.
As a result, nanotubes have not entered the saturation stage.

Figure 3 shows the geographical distribution of nanotube patents, based upon
publication date in the latest twenty years (1992–2012), and reveals that US and
Japan are the two relevant countries investing in nanotubes.

Fig. 2 Nanotubes patents trend (1994–2012)

Fig. 3 Nanotube patents around the world
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For these two countries, the trend for nanotube patents has increased sharply
since 2002, followed by Korea (2006) and China (2009). Even though they are
followers, their patents are more than the world-wide average. China is also
catching-up. Among the European Union, France is expected to take the lead in
CNTs production. Despite more than 100 CNTs manufacturing companies, the
majority of nanotubes patents is held by Hon Hai Precision Industry, which is a
Taiwan-based holding working for big companies (i.e. Apple, Motorola, Sony,
Microsoft, Dell), followed by Samsung (South Korea), Tsinghua University
(China), and the Indian Technology Institutes (India). Figure 4 shows assignees’
ranking.

We also conducted a network analysis to describe connections among tech-
nology fields. We detected such fields by deploying both patents’ keywords
(Fig. 5) and IPC classes (Fig. 6). This analysis allowed us to identify the salient
competitive patterns among assignee institutions and technology fields. For
example, it is worth noting that Samsung, Hon Hai Precision and Tsinghua Uni-
versity share the highest number of patents referring to carbon nanotubes. Thus
they compete in this technology field and, at the same time, may cooperate
forming a patent pool. In general, this analysis shows both that research companies
and universities are key actors in nanotech networks, and that knowledge is created
through their close relationships.

Fig. 4 Assignees ranking
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4 Discussion and Conclusion

Promoting technological innovation requires both exploiting technological
opportunities and avoiding threats. Firms need to assess current and potential
future technological advances, which might affect their products, services and
processes. Nevertheless, the accelerating pace of technological change increases
the risks faced by technology-driven companies. To alleviate these risks, it is
crucial to provide early warnings of potential change. This chapter provides an
exemplification of practical tools that can be used to monitor the external tech-
nological environment.

Using a series of patent clustering methods implemented on the QPAT data-
base, the nanotubes patent documents from 80 countries were clustered into
general technology families. A close analysis of these clusters reveals the patent
development strategies of competing nanotubes technology developers. Currently,
carbon nanotubes account for a 28 % market share of overall nanomaterials’
demand. In terms of production capacity, Asia–Pacific leads, followed by North
America and the European Union. In a fierce competitive business environment,
the main advantage of a company and, consequently, of a country is to create
intellectual property continuously; therefore, companies need to work on devel-
oping innovative technology, increase holdings of key intellectual assets, organize
patent alliances and elaborate patent benefits to enhance their competence. As
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known, intellectual property is designed to protect an inventor’s right of ownership
[5]. If a company owns a patent, no other companies can use the patented tech-
nology without an authorization from the patent holder.

Research shows that through proper intellectual property management, com-
panies can be at the leading position and gain competitive advantage. Hagelin [6]
proposes a method called competitive advantage valuation as one way of assigning
value to the intellectual property assets. The Author also considers that the
intellectual property can increase a company’s competitive advantage and that the
effective intellectual property management is the key to profitability. By analyzing
patent data, extracting patent information and gathering patent intelligence,
companies can realize related patent development in the past and advance future
R&D directions [7]. Patent content analysis could be a useful tool to compare and
contrast the technical competence between companies and to establish technical
strategy planning of a company [8, 9]. Thus, it is not how many patents a group
holds but the contents of the patents that create a profitable intellectual asset and
competitive advantage.

The evidence presented here suggests a possible link between quality of patents
obtained and competitive dominance. In line with this reasoning, patent analysis
could be used to direct R&D efforts and to shape partnering strategies. While this
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study covers only one action—the state-of-art assessment—, it emphasizes the
crucial value of intellectual property and, in particular, the value of patents and
methodologies of patent analysis as learning tools.
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The Determinants of Knowledge
Transfer: The Study of a Refined Model

Maurizio Cavallari

Abstract Starting form previously research findings this chapter investigates the
determinants of knowledge transfer. The intention of the present research is to
refine a previous proposed model, in order to utilize it for further empirical
research. Personal traits and the concept of trust, along with absorptive capacity,
dependency and availability to share, are stressed out in order to enhance the
proposed model. The outcome of the chapter is a theoretical model, which will
serve as a torch bearer for future empirical research.

Keywords Knowledge � Transfer � Sharing � Trust � Dependency � Absorptive
capacity � Ability � Availability

1 Introduction

In recent years, knowledge sharing and knowledge transfer received increasing
attentions by researchers and scholars. The aim of this research work, given the
constraints in term of length, is to refine a previous published theoretical model
pertaining the knowledge transfer construct and subsequent latent variable defi-
nition, with respect to its role as a predictor for creativity [1]. The foreseen
outcome is a model of investigation on one of creativity’s subtle predictors:
knowledge transfer. Based on the previous work, knowledge transfer is regarded as
a complex organizational dynamic that cannot be easily identified, nor imitated. As
Ciborra taught us, knowledge assets in organizations represent an intangible part
of organizational culture that can lead—but not all the time—to a sustainable
competitive advantage [2, 3]. Scholars like Gabbay et al., and Espinosa et al.,
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proved that individuals couldn’t rely, efficiently, only on their personal knowledge
resources [4–7].

In many organizational contexts knowledge transfer is not explicitly defined [8]
and often takes place informally and spontaneously [9], while knowledge sharing
and knowledge transfer are constantly present in a large variety of organizational
dynamics and inter-relations. For this reason the current chapter only focuses on
individual knowledge transfer. Within this chapter the concept of ‘‘knowledge
sharing’’ precede the concept of ‘‘knowledge transfer’’ as the ‘‘sharing’’ is a
condition, needed but not sufficient, that leads to eventual and actual ‘‘transfer’’ of
knowledge; sharing is a half-way process, transfer is a full-way process involving
both actors [1]. Hindes and Pfeffer identify one of the hindrances to knowledge
sharing as the lack of motivation to share knowledge, which in turn will lead to
lack of intention at individual levels [10]. Different research have focused so far on
the intention to share knowledge among individuals [11–15], while other studies
have researched into inter-organizational knowledge sharing [16–19].

The arising Research Questions that guide the research are, therefore:

R.Q.1 What are the major factors facilitating the intention to share knowledge
between employees?
R.Q.2 What are the major factors facilitating the ability to share knowledge
between employees?
R.Q.3 What are the major factors facilitating the availability to share knowledge
between employees?

All of the three above mentioned concepts, are finally regarded as predictors of
knowledge transfer.

The reminder of the chapter is: in Sect. 2, we examine the relevant literature
and highlight the basic concepts; in Sect. 3, we conclude and discuss the con-
ceptual model for further empirical investigation, explaining variables and inter-
correlations among them; in Sect. 4, we outline the limitations and the scope for
future research.

2 The Basic Concepts

2.1 Knowledge Transfer

Knowledge transfer among individuals on a work place is very rarely formalized
and usually takes place spontaneously [20, 21]. Scholars like Nahapiet and Ghoshal
[22], elaborating the concepts proposed by Burt [23], identify three dimensions of
social capital that influence knowledge transfer, that are, respectively, the structural
dimension (organization structure and network configuration), the cognitive
dimension (language, case studies), and the relational dimension (trust, norms,
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identification). For the aim of the present research chapter we adopted the relevant
definitions proposed by Portes [24] and Tsai [25], which point to the ‘‘instrumental’’
and the ‘‘consummatory’’ (Tsai uses this terminology) views [24, 25]. The instru-
mental view, utilized by Adler and Kwon [26], sees the establishment of knowledge
transfer as based on reciprocal relationships, while the ‘‘consummatory’’ view, as
further elaborated by Leana and Van Buren [27], interprets knowledge transfer as
the outcome of the strengthen of social ties and the identification within a group.
According to this previous results then, the instrumental view includes the ‘‘social
network’’ aspect of knowledge transfer. The ‘‘consummatory’’ view sees knowl-
edge transfer more as an emerging phenomenon that is created through a sociali-
zation process of members in a group. A remarkable feature of Portes’s work [24] is
the statement that these different views represent important and frequently coex-
isting aspects of knowledge transfer. In the present research chapter we have
adopted, and adapted, Portes’s [24] ideas.

Two major requirements must be met before knowledge transfer can take place,
according to Husted and Michailova [28]. These are: intention to share, and ability
to share knowledge. These requirements are met only if motivational and cognitive
limitations toward knowledge sharing are overcome, according to Grandori and
Kogut [29]. We learn from the works of Hindes [10, 30] that cognitive limitations
are associated with the ‘‘ability to share’’ knowledge, while motivational limitations
are related to the ‘‘intention to share’’ knowledge [30]. According to the theory of
motivation [14], only if individuals will gain incentives, they will intensify the
sharing of knowledge and their expertise. Motivational limitations that inhibit
sharing of knowledge are related, by contrary, to disincentives such as risk and
uncertainty. It is evident that only the intention to share knowledge is not enough, as
organizations and individuals should also ‘‘be able to share’’ the knowledge they
possess and that are willing to share [14, 30]. The mentioned ‘‘ability to share
knowledge’’ is directly influenced by the individual and collective traits of being
capable to make their knowledge available and to learn the knowledge that is put at
their disposal. As mentioned before, ‘‘cognitive limitations’’ can cause hindrances
in knowledge sharing and as a result they have a definite impact on the ability to
share knowledge. Cognitive limitations are directly related with the way in which
individuals with a certain grade of expertise are conscious of their knowledge, store
it and knowingly process it. These kind of cognitive limitations curb and subdue
sharing of knowledge, and are frequently due to unconscious patterns. Hau and
Evangelista argument about explicit and tacit knowledge, and point out that
‘‘cognitive problems’’, are crucial to understand the difficulties in sharing [14].
Howells [31, 32] describes tacit knowledge as an important factor of innovation,
and highlights the difficulties that arise, specifically, in order to share tacit
knowledge. Following Howells’ path, Martin and Salomon [33] identify a
streamline of factors (concepts and requirements) affecting knowledge transfer. For
the aim of the present research chapter we have considered, an adapted streamline,
derived from the mentioned research findings (Table 1).
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2.2 Trust

We argue that knowledge sharing among individuals in an organization can only
be fostered if mutual trust is a persistent character among those individuals or their
group(s). The concept of trust [34–39] has received a lot of attention in organi-
zational studies for the wide variety of relapses on organizational aspects like, e.g.,
network forms of organization [40], social capital [22], the social aspects of
knowledge transfer [41, 42]. Knowledge sharing depends on the forging of trusting
relationships that are qualitatively different than those prescribed by formal and
bureaucratic systems. True knowledge transfer requires the existence of highly
trusted personal relationships [43, 44].

Literature on trust formation in organizations, like in Rousseau et al. [45], has
converged on structural conditions such as interdependence and risk that tend to
coincide with high levels of trust. Others, like Doney et al. [46], have focused on
cultural conditions such as informal expectations or obligations prescribing a
system that rely on trust. Apart from conditions for trust, literature has also
examined the processes by which trust is formed and maintained in organizational
contexts. Scholars like Dooley and Fryxell [47] as well as Elsbach and Elofson
[48] suggest that trust is a delicate phenomenon that is highly sensitive to inter-
action and organizational context. Some research point out that trust represents
also a drawback in knowledge transfer between particular organizational context
such as information systems security, which is characterized by a highly com-
petitive work environment among professionals, often not willing to share their
knowledge, acquired in years of hard work, expertise and for which they might be
paid higher wages then other professionals [1, 49].

Table 1 Factors and literature references

Factor/concept/requirement Elements/characteristics/key Author(s)

Structural dimension Organization structure Nahapiet and Ghoshal [22]
Network configuration Burt [23]

Cognitive dimension Language, case studies ibidem
Relational dimension Trust, norms, identification ibidem
‘‘instrumental’’ view Reciprocal relationships Portes [24], Tsai [25]

Social network Adler and Kwon [26]
‘‘consummatory’’ view Social ties Portes [24], Tsai [25]

Identification within a group Leana and Van Buren [27]
Intention to share Cognitive limitations Husted and Michailova [28]

Grandori and Kogut [29]
Ability to share Motivational limitations Grandori and Kogut [29]

Hindes [10, 30]
Motivation to share Incentives Hau and Evangelista [14]
Explicit and tacit knowledge Expertise gap bridging Hau and Evangelista [14]

Tacit knowledge articulation Howells [31, 32]
Individual traits Availability of sharing Hindes [10, 30]
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2.3 Dependency

This concept relates to the different skills that different individuals retain within
their expertise. This concept points toward the differentiation of knowledge and
the specialization of jobs [11, 12, 50].

Dependency occurs when individual(s) need to cooperate with each other, in
order to be able to complete the job or to remain competitive on the job market.
The levels of dependency will also affect the future of collaboration, as being
aware that a mutual advantage is springing from past interaction, would encourage
individuals to search for new ways of collaboration [50].

2.4 Absorptive Capacity

The concept of absorptive capacity was first defined as a firm’s ‘‘ability to rec-
ognize the value of new information, assimilate it, and apply it to commercial
ends’’ by Cohen and Levinthal in 1990 [51] and re-conceptualized by Zhara and
George in 2004 [52].

Most recently, scholarly work from Volbreda et al. [53], points out the con-
ceptual gaps and propose to differentiate ‘‘micro-antecedents’’ and ‘‘macro-ante-
cedents’’ in order to fully exploit the concept of absorptive capacity. In the present
context the concept is intended as a measure of the ability to understand and utilize
new knowledge held at other individuals’ party. We assume that the higher the
absorptive capacity, the more successful would be the knowledge transfer.

2.5 Availability to Share

One individual trait that is argued to be of influence is the availability to share
knowledge within a group or individuals. Das and Teng argue that, within this
relationship, availability means that the individual is intimately open because he/
she is able, correspondingly, to reliably act and meet the expectations of other
individuals and, most notably, vice versa [54].

3 The Proposed Model

Following the line of our discourse, we argue that: (hypothesis 1a) Trust relates
positively to knowledge transfer; (hypothesis 1b) Trust can act as a mediator of
absorptive capacity; (hypothesis 1c) Trust can mediate the intention to share
towards knowledge share; (hypothesis 2a) Higher levels of dependency tend to
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correspond to higher levels of knowledge transfer, so dependency among indi-
viduals will positively relate to knowledge transfer; (hypothesis 2b) Intention to
share is mediated by dependency; (hypothesis 3a) Absorptive capacity acts as a
predictor for knowledge transfer; (hypothesis 4) Repeated positive interactions
enable the members of the group(s) to better assess the reliability of each indi-
vidual member and thus, enhance their individual trait of availability to share
knowledge, hence availability to share is a mediator between trust and knowledge
share. The proposed model is shown in Fig. 1.

4 Limitation and Future Research Work

The present chapter arguments reside on a solid baseline of previous research
findings, both theoretical and empirical, and constitute a refinement of a the
knowledge transfer part of a previously published model. As the aim of this work
is the building of the theoretical part of a more complex investigation, evidence is
needed to validate the assumptions. It is foreseen therefore an empirical test of the
assumptions argued within the present research.

Fig. 1 Proposed model of investigation, with connection to previous published model, adapted
from Cavallari [1] and Daneshgar and Seyyedeh [55]
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Organizations and New IT Paradigms:
Processes and Organizational Implications
Related to Cloud Computing Projects
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Abstract Recently, the remarkable success of the Cloud Computing inspires
reflections related to the introduction and the development of new technologies.
The relevant turmoil around this phenomenon is not always supported by a
complete understanding of its peculiarities, potentialities, opportunities offered to
companies and of its consequent organizational implications. Actual market
propositions of Cloud solutions include not only the supply of infrastructures and
applications as a service, but also the availability of business platforms, to design
business processes and to realize integrated inter-organizational processes. Man-
agers can, in fact, improve their companies productivity and competitiveness
through the implementation of Cloud and Business Process Management tech-
nologies. This work, through the methodology of multiple case study and the
coherent analysis of some providers, is aimed to point out Cloud Computing
peculiarities, and different organizational approaches that actually characterize
projects’ planning and implementation, to identify, apart from various offer
typologies, standardized procedures for process management and to deduce and
suggest a common, hoped organizational behaviour.
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1 Introduction

Cloud Computing can be defined as a set of technologies, typically in the shape of
a service offered to a client by a provider, which enable to store, to file away and to
process data items, thanks to the use of hardware and software resources, dis-
tributed and shared in a virtual platform on line.1

This phenomenon represents the logical consequence of the nineties’ techno-
logical progresses and of the succeeding technologies pervasiveness, thanks to
which each final consumers can process data and pass information, even without
having high technological competencies and understanding of computing contents
of operations carried out. Related authors have, in fact, identified, the most rele-
vant features of Cloud Computing, the prevalence of economic variables [1] and of
organizational implications and goals [2, 3] over purely technological aspects.2

The study of Cloud can be particularly interesting not only for its multidisci-
plinary character, determined by the involvement of different disciplines in data
collection, data processing, and data storage operations, and for the use of Infor-
mation and Communication Technologies (ICT) [4], but also for its transversality
toward different organizational research themes, typical features of studies about
Information Systems’ Organization. It is noteworthy to remark that Cloud technol-
ogies are strictly related to specific aspects, like: (a)�management and organization
of information systems�, for what concerns the planning of infrastructures and
applications, and the relationships between information system and organization, (b)
�development of information systems�, with regard to the definition of technical
and organizational requirements, and the management of project risks [5, 6].

In the light of previous considerations, this chapter’s objective is to answer,
through a multiple case study, the following research questions:

1. What are the main characteristics of Cloud market;
2. What are the organizational implications of project management, and

particularly:

• is there a relative uniformity among providers concerning the projects
management?

1 In short, from now on the term �Cloud� will be used as �Cloud Computing�.
2 Literature analysis has been realized on the abstracts of 837 paper, in the years from 2010 to
2011, of these publications: European Journal of Information Systems, Information Systems
Journal, Information Systems Research, Journal of AIS, Journal of MIS, MIS Quarterly [first 6
excellence journal and review according to the ranking of Association for Information Systems
(AIS)] and Information and Management, Management Science [class A review for �Organi-
zation� area according to the ranking 2011 of Accademia Italiana di Economia Aziendale
(AIDEA)]. The analysis has shown that only 9 paper are related to Cloud topics, and not focused
on organizational aspects of ICT as a Service.

The same results has been produced by the analysis of the first 15 available Google Books,
related to the keyword �Cloud Computing�, and on the first 20 pages of Google Scholar,
related to the same keyword.
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• are there standardize procedures for processes related to projects management?
• if it is possible to identify and take up common organizational behaviours,

what are the effects on the clients’ organizations?

2 Characteristics of the Cloud Market

Cloud Computing has had a strong impact on ICT market, with particular regard to
the reconsideration of procedures, through which services are created, supplied,
and, then, employed. In this connection the Cloud market can be analyzed under
different perspectives. The main ones, according to the literature analysis,
emphasize, both the goals of Cloud services, and technological components,
through which services are provided.

According to the first perspective, the attention is drawn to the best conditions
of use, in order to assure the greatest flexibility and effectiveness. For this matter,
providers make use of a large pool of virtualized and easily accessible resources
(such as hardware, development platforms and/or services), that can be dynami-
cally reconfigured. This pool of resources is typically supplied by a pay per use
model, fully respecting predetermined Service Level Agreements (SLA) [7, 8].

According to the second perspective, instead, providers’ infrastructures consist
of Internet-connected servers, located either in a single area or distributed across
several locations, which host applications and data in order to obtain efficiency and
innovation. Those infrastructures are virtualized and they include different types of
software, they use interfaces and communication tools with final users, and lastly
they are based on monitoring mechanisms for SLA [9, 10].

A third perspective, developed by American National Institute of Standards and
Technology (NIST), reconciles the two previous mentioned ones, by defining
Cloud Computing as �a model for enabling ubiquitous, convenient, on-demand
network access to a shared pool of configurable computing resources (networks,
servers, storage, applications, and services) that can be rapidly provisioned and
released with minimal management effort or service provider interaction�.3

NIST has also offered important contributions to the determination of the cloud
computing concept:

• essential characteristics of Cloud; according to standards, it’s possible to talk
about Cloud when: (a) the service is offered through self-service and on-demand
modality; (b) services are available on line and the distribution occurs through
mechanisms of standards supply (c) the provider’s physical and virtual resources
are gathered to serve multiple consumers using a multi-tenant model; (d) the
supply of resources and services can be elastically provisioned and released, in
order to assure timeliness of supplying; (e) resources usage can be monitored,

3 Source: http://www.nist.gov/.
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controlled, and reported, guaranteeing transparency for both provider and
consumer.

• service model; the consumer can buy: (a) provider’s applications running on a
Cloud infrastructure (Software as a Service—SaaS); (b) processing, storage,
networks, and other fundamental computing resources (Infrastructure as a
Service—IaaS); (c) applications created using programming languages, librar-
ies, services, and tools supported by the provider (Platform as a Service—Paas);

• deployment models; it’s possible to distinguish between: (a) a public Cloud,
when the infrastructure is provisioned for an open use by the general public,
resources are shared, and dynamically allocated, according to customers’ real
needs; (b) private Cloud, when the infrastructure is offered to the exclusive use
of a single organization; (c) community Cloud, when the infrastructure is shared
by several organizations associated with some common interests (for instance,
mission values, security requirements, policy, and compliance considerations);
(d) hybrid Cloud, when infrastructure is a composition of two or more distinct
Cloud deployment models (private, community, or public).

3 Organizational Peculiarities in Cloud Project
Management

The analysis of some Cloud providers has enabled us to identify some guidelines,
that characterized the service offers which reflect the strong diversity within the
organizational approaches used by supplier companies.

Analyzed companies4: Altea, Asystel, Cosmic Blue Team, Eid, Gruppo Zenit,
IBM, Kelyan.

Research methodology: multiple case study.
Goals:

• the provider positioning in the Cloud market;
• phases and activities of Cloud projects;
• constraints/opportunities related to projects;
• the impact of projects on business opportunities of clients companies.

The analysis showed how the market is currently characterized by a great
number of providers, aware that some changes are taking place in the ICT market,

4 We thank all companies’ managers that have allowed the realization of this work with their
willingness, professionalism, attention, and sensitivity. Particularly: for Altea Gian Carlo Pera
and Giovanni Rota, for Asystel Danilo Formaggini and Paolo Sito, for Cosmic Blue Team
Manuela Branz and Paolo Zanolini, for EID Giuseppe Volta, for Gruppo Zenit Alessandro
Barbero and Roberto Pagano, for IBM Mariano Ammirabile and Mario Moccia, for Kelyan
Andrea Bouchard and Luca Ferraris.

The interviews has been planned by defining a specific scheme, predisposed through
preliminary conversations (May–July 2011), and then realized (October 2011–January 2012).
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and prepared to transform themselves from licence producer to supplier of
applicative services (SaaS), present in their own infrastructure. Other vendors have
began as an IaaS provider, by placing infrastructures composed of servers and
storage tools, and supplying traditional programming services.

A first consideration, in the light of interviewed providers’ contributions and of
their main organizational variables, carries on the identification of:

• utility provider: generally equipped with relevant infrastructures and economic
capabilities, they can be provider of applications, conceived as Cloud services,
or provider of functions for the elaboration of data and for basic business pro-
cesses. They are able to better standardize offered processes and services, thus
assuring a greater flexibility, an easier pay per use services’ quantification, and
becoming more coherent with the above mentioned Cloud’s peculiarities;

• niche provider: generally skilled in services for the support of specific functional
activities, they use their specialization to offer personalized services and orga-
nizational behaviours closer to IT outsourcing logics.

This classification shows how, still today, Cloud is interpreted in different ways,
as regards goals and project activities, and how providers can variously manage
modular architectures, thus being able to integrate themselves with solutions from
other providers.

The strong points of the package on offer by the utility providers are mainly
represented by the efficiency, achievable through the complete services’ avail-
ability,5 the recovery capability in case of damage, the celerity of the service’s
resetting of service capability, the data security, and lastly the chance to offer it at
economic and favourable conditions.

The main strength of niche provider is, instead, the ability to project person-
alized services and applications, configurable in a rapid and secure way, in relation
with final consumer’s contexts, needs, and business goals. They are able to offer
the most recent software releases, adapting them to clients’ specific requirements,
but often they are unable to include these applications as modular components in a
wider solution.

However, the above analysis permits one to define a prevailing behaviour, par-
ticularly for the management of SaaS projects, articulated in the following phases:

1. Definition of the solution (contracting phase). In reference to the service chart,
indicating service typologies and general service conditions, the commercial
definition can involve three different professional resources: commercial figures
for relations, the specialists (technical figures with commercial competencies
for project propositions) and the planners (for the proper definition of the
project); they are all coordinated by a Cloud manager. In this phase, the pro-
vider can use information systems to manage offer activities, which give a

5 The activation of Cloud solutions requires the availability of the broadband Internet
connections, to assure high service levels, and particularly a reliability threshold closed to
99,999 %.
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support to specialists in collecting consumer’s bills, and plan for the involve-
ment of adequate business resources, to assure the formulation of an optimal
proposition. Concerning this, a direct interaction between resources of provider
and client is pretty common, in order to better analyze management directives
of existing information systems, expected levels for security and compliance,
the required autonomy in the applications’ development, and lastly the sought
service level related to the business.

2. Activation of the service. The order is received and processed into the infor-
mative system of the delivery unit (i.e. a team for the implementation of
solutions, coordinated by a Data Center responsible), for the effective service
supply, respecting pre-defined guidelines. Resources involved in the delivery
structure are not only responsible for the implementation, but also for the
integration of clients’ different solutions, in order to coordinate internal
applications and software/hardware managed as a Service. In this phase, people
responsible for the monitoring have to assure a continuous assistance; in case of
damage and malfunctioning they have to be ready to manage those problems,
by involving their own specific competencies, both on damage related to the
hardware and to applications.

The diffusion of the above mentioned project management procedures, is jus-
tified by the fact that a great number of niche providers, extremely professional in
the sector of specific functional solutions, has capitalized their deep experience in
the field of IT outsourcing, by finding an alternative way to be competitive in the
Cloud market; in fact, even with limited investments, they are able to better
analyze final markets, to satisfy peculiar requirements of the final consumer, and to
offer personalization of components. On the other side, the same approach presents
some incoherence with the main features of Cloud market, as defined by NIST.
Particularly, personalization activities, both in the formulation of the offer and in
the implementation of contracts, contrast with the idea that service has to be
offered through self-service and on-demand modalities.

4 Considerations About Provider Organizational
Reassessment

Currently, given the service models previously identified (SaaS, IaaS and PaaS),
and the conditions of modularity and pay per use, Cloud Computing can be seen as
a way of interaction between the Business Process Management (BPM) and the so
called Service Oriented Architectures (SOA).6 This reflection implies that each
provider must avail itself of infrastructures able to support both single applications

6 A Service Oriented Architecture (SOA) is a set of principles and methodologies for designing
and developing software in the form of interoperable services; these services are well-defined
business functionalities that are built as software components that can be reused for different
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and BPM platform, to facilitate clients in reaching their specific goals, but leaving
them autonomous in the configuration/integration of their business processes.

The real challenge for the provider consists in the capability to project their own
services in the most coherent way with regards to the more relevant market
business drivers,7 and then to provide those services with standardized procedures.
From an organizational point of view, the above mentioned approach requires the
involvement of the following resources:

• service creation team; it’s the most innovative organizational unit, characterized
both by technical and managerial competencies; particularly, if there is a high
degree of interaction between: (a) a developer of the single service components,
that uses specific tools for software design and development; (b) a compositor,
responsible for the configuration of different solutions, by assembling various
components; (c) an offer manager, for the offer planning;

• service delivery team; it’s the operative organizational unit, integrated, through
different portals, both to the service creation team and to the final consumers;
it’s composed of: (a) business supporters, responsible for the implementation of
the offer, as planned by the offer manager, by defining, in a catalogue, the
typologies and characteristics of supplied services, and the related contractual
conditions; (b) operative supporters, responsible for the offer publication over
the Internet, for the management of all operations required by the effective
service activation and delivery, and for all consequent monitoring (mainly on
service continuity and security levels) and help desk activities; (c) a service
manager, responsible for the coordination of all resources involved in the team;

• service promoters8; they directly interact with final consumers (consolidated or
potential) to present new solutions’ opportunities, configuring themselves as
consultants for a revising of existing strategies and of related processes, and
activating Cloud solutions.

The defined organization can be effectively operative only if the provider
possesses servers, storage tools, and networks, all implemented over a specific
infrastructure, in order to enforce required services. Providers that cannot respect
this condition, can find a secure infrastructures environment available in the offer
of the so called global provider,9 which gives on-line the availability of Cloud
applications and services. In this case the provider uses the global provider’s
infrastructures, delivering either its own services directly or becoming a pure
indirect offer innovator.

(Footnote 6 continued)
purposes. SOA also generally provides a way for consumers of services, such as web-based
applications, to be aware of available SOA-based services.
7 For instance, reduction of development and activation costs, solutions’ flexibility, quality of
supplied services, new competencies development, etc.
8 These professional figures can be used in a first moment, mainly if final consumers aren’t so
ready to have an autonomous access to the provider’s resources.
9 For instance: Cordys, Pega, Appian, HumanWave, Longjump.
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In both cases, the on-line presence of BPM tools, comprehended in the global
provider’s offer and implemented in its infrastructure, lets final consumers
autonomous in the design of their own business processes, or in the modification of
pre-configured business processes, published on digital libraries. In the light of
these considerations, it is possible to extend the previous classification, about the
service models, by introducing the Business Process as a Service (BPaaS)
modality; the latter, by positioning itself on various software components, infra-
structures, and platforms, leads to an interpretation of those items as instruments to
investigate and to test new business opportunities, and lastly as tools to be used
under a service perspective.

The limits of our research are shown in both a reference sample scarcely large
and in the lack of a criticality analysis related to projects managed with an
organizational behaviour well defined. For these reasons, future steps will consist
in finding a confirmation of results achieved so far through the realization of
further interviews and in carrying out, still with the support of the interviewed
providers, an analysis process based on the model Failure and Mode Effects
(FMEA) [11] which, due to the criticalities showed, might be able to identifiy
consequences and appropriate corrective actions.
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An Innovation Transfer’s Network:
University Spin-Offs, Venture Capital
and Public Funds

Michela Piccarozzi

Abstract The third mission of universities, the one that allows the commercial-
ization of research results, has assumed a strategic role and primary importance in
government policies, in Europe as well as in the rest of the world. Although this
attention has raised interest around topics such as technology transfers and uni-
versity spin-offs, the scarcity of available resources and the conventional univer-
sity culture still did not allow us an optimal use of the opportunities related to this
type of activity. It is necessary to develop a network among university, public
sector, business and finance to create value and transform into business projects
the result of years of academic research. The aim of this work is to investigate the
phenomenon of USOs and the possible link with the private equity and public
funding emphasizing that this network creates value for universities, investors and
the community itself.

Keywords USOs � Innovation transfer � Private equity � Public funding �
Network � Case study

1 Introduction and Methodology

In recent years the world has witnessed a growing interest in the search results and
especially in their possible uses in the industrial field. Thus were born the USOs,
firms with the objective to commercialize and implement the results of years of
studies and discoveries in the universities. Most of these companies operating in
the Information Technology (IT); we can think at the famous Helwett Packard,
Siemens, Intel and so on [1]. The complexity of the phenomenon is widely
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investigated in the literature [2–6]. The USOs should not be considered a separate
reality in relation to universities or to the market but they are instead an integral
part of it and, for their growth and achievement, they need an environment rich in
links, contacts and opportunities. This requires in our view that universities con-
sider, among their strategies, the possibility of creating a network that links uni-
versities, businesses, local authorities and funders. A close collaboration between
funders and universities is especially important in this context because, as we shall
see in the work, the greatest obstacle to the development of business projects in the
university sector derives from the lack of financial resources and managerial skills.
Private equity firms and USOs, because of their characteristics and peculiarities
seem to be able to become the center of this network, and as we will see in the
following pages, investment funds can be considered the best way to realize it. The
purpose of this study is to analyze the link between university, public funding and
private equity as the principal mean for development and growth of USOs as well
as for the creation of value within the network. The analysis will be conducted
from two points of view. First of all from the side of the USOs, to understand what
issues arise and what strategies can be implemented to involve institutional lenders
in the activity. Secondly, we will investigate the views of private equity trying to
capture their perceptions about USOs and then analyze the reasons and procedures
to be adopted to create a communication channel between the two. The first part of
the chapter will allow us to describe the phenomenon of USOs, also through the
study of literature, to individuate their distinctive features and most common
problems. The second part will focus on the role of private equity to highlight how,
in our point of view, the involvement of an institutional lender, not only in the
financial area, but especially in managerial aspects, can contribute to the growth
and development of USOs. So, we will investigate the role of closed-end invest-
ment funds, and the role of public funding and support as a means for the reali-
zation of a network between companies and lenders, especially by focusing on the
case of PharmEste, a biopharmaceutical spin-off of the University of Ferrara. The
case will be analyzed using a qualitative methodology, describing the stages of
financing and development company, focusing on the intervention of venture
capital firms [7].

2 University Spin-Offs: A National and International
Literature Review

Universities have always been considered important players in the process of
transferring knowledge and technology to the industrial sector especially for their
contribution to regional development. This role has historically been dominated by
the granting of patents by universities to outside parties, but this is not the only way
to gather benefits from commercial exploitation of academic discoveries; the USOs
may indeed be considered an alternative, surely efficient, way of exploitation of
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scientific research. When we speak about USOs, we refer to those realities in which
we find the following features [8]: a new company, an entity independent from the
university a separate legal identity, created by the university, thus excluding all
other research organizations or institutions; for the exploitation of results arising
from the academic activity (not just patentable results, but also all technical and
scientific knowledge acquired during the academic activity); whose aim is to obtain
profits (this then allows us to exclude all non-profit activities). The fact that we
consider only those businesses spun from universities allows us to develop the right
framework of reference of the USOs, excluding all other contexts (technical
schools, departments of R&D laboratories and private research institutes) for whose
is preferable to speak of research-based USOs [3, 9]. The first example of academic
spin-off companies can be find in the development of Silicon Valley; it can be
attributed to the action of scientists who left their industrial or academic lab, for
example Helwett and Packard or the Basf company. The majority of those firms
operates in Information Technology (IT). The spin-off activated in Italy in 2011 are
990, and about one third of these enterprises (31.2 % to be precise) is active in the
field of ICT where we can find the older companies (mean age of 13.4 years) [1].
One of the main aspects about USOs investigated in literature is the problems that
exist in these realities, from the moment you start to develop your business idea, up
to the stages of growth and development of the company [6, 10]. The most complex
phenomena are of course those related to sources of funding. This problem is
consistent throughout the European context [11, 12]. The funding represents the
most frequently cited obstacle to innovation by companies of all sizes in all sectors.
In Italy the problem of funding seems to be the result of a mix of issues ranging
from lack of financial literacy that characterizes firms and entrepreneurs, the
inefficiency of these markets through the excessive burden of indebtedness in
finance especially for small and medium enterprises [13].

The lack of financial resources and shortage of funds for research and inno-
vation results in difficulties for the growth and development and often the start-up
of USOs.

Often it is difficult for research USOs to finance their own activity because of
the limited resources available to the companies. Also it is almost impossible to
refer to self-financial support because those companies are rarely able, especially
in their early stages, to produce adequate cash flows. Thus they resort directly to
external sources. USOs have two main funding streams: first public resources
especially dedicated, second, institutional investors or banks. Public funds for
research and technology transfer are often scarce and not always able to fill the
actual needs, also the procedure for the award is long and complex and also in
recent years, universities have seen a significant reduction in the funds available
for their activities and in particular those related to research initiatives and inev-
itably USOs [14]. If instead we look at the resources coming from private
investors, we can say that in recent years we have had an increase in private equity
funding and business angels to the side of funding from entrepreneurs or banks.
But there is an information gap between the USOs and the lender that often
prevents the conclusion of the funding operation [10].
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This information asymmetry occurs because of the lack of entrepreneurial cul-
ture of the researchers who have difficulties in appropriately transforming their
knowledge into an attractive business plan. Also, in the case of banks, the lack of
adequate grants is seen as a major problem to the concession of the funding.
Furthermore, the financing of an innovative company has substantially higher risk
profile than any other company. The uncertainty about the actual application of
research results and the difficulties linked to a commercial use of the results present
a risk-return ratio too unbalanced (especially in the early stages of development)
which often discourages donors. That is why the hierarchy of sources of financing of
USOs, and more generally firms that base their activities on research and tech-
nology, differs from that of other realities. Also in relation to each life stage of a
company we can identify the most appropriate source of funding.

While under normal business you start with internal sources for the early stages
of birth and then move on to credit institutions and only secondarily to institutional
investors, in the case of innovative firms and thus the USOs, the use of internal
sources is almost absent as well as those coming from the banks. Private equities
play therefore a major role as those are preferred to bank, both because of the
lower amount of guarantee needed to access credit, both because of the managerial
support that private equities are able to provide to spin-offs. The managerial
support and strategic guidance provided by private equity funds assume an even
greater importance in those firms who originate from the university environment
especially because of the genetic lack of solid entrepreneurial basis. Often indeed
the support provided by specialized center for the exploitation of research or
specific bureaus created by universities (Technology Transfer Office, TTO) to
support start-ups are not enough.

3 The Private Equity’s Point of View and the Role
of Closed-End and Public Funds for the Research

The approach of universities to the financial world must meet with a reluctance of
investors to finance this particular enterprise reality. Institutional investors are
always been looking for business projects, start-up, highly innovative companies
with high prospects of development to be funded with the aim of achieving high
capital gain.

In this regard we can notice that the ideal profile of the company, which an
institutional investor intends to support and to participate to, are represented by
[15]: a management whit abilities and unquestioned entrepreneurial experience; a
company with an analytical business plan and innovative market strategies; a
holding opened to new financing partners; high corporate performances; corporate
management transparency.

It is easy to see that these are just ideal characteristics, difficult to find in
companies or to predict with certainty, but at the same time it is evident that USOs,
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compared to traditional companies, present much less these profiles. The process
that institutional investors must follow in selecting projects to be supported,
includes a series of evaluative steps.1 To create this process of evaluation of the
characteristics of USOs can allow an approach between the two realities, and give
to this kind of companies the possibility to have chance of growth and develop-
ment. Also the instrument for financing must be suitable for company and com-
petitive in order to use the new ideas that spring from the academic world, to
create value for investors, researchers and for the territory. Then you need not only
to have an assessment process which considers the characteristics of USOs, but
also an ad hoc tool to properly manage the funding. The main tool that institutional
investors make available to the development of USOs are closed-end funds. The
strategy of a fund is made through two basic premises: first of all a new enterprises
are necessary to create and develop new technologies and new markets and the
high-tech company, and then also, and especially, the USOs are the means by
which we can increase competitiveness and achieve significant capital gain. There
are numerous cases of funds devoted entirely to the start-up of the research; these
funds allow universities an easier access to the network of venture capitalists just
because they are set on loans less onerous and more slender.

This kind of funds are created and regulated by the company’s asset manage-
ment, using the logic of network contacts and the links between university and
business, and also to build tools that are designed to fund the research for industrial
and commercial use of the exploitation of academic work. The understanding of a
model of excellence based on public and private sectors is the main reason for the
creation of these funds: to the one side, in fact, we find a network of groups and
organizations directly involved in research and universities, to the other, a society
and a team of experts to the management and the support of enterprises, institu-
tional investors, stakeholders, etc. The network allows to have entities that provide
different skills at different stages of the birth and development of enterprises. In
particular, research centers assist the proponents in the implementation phase of
the idea supporting them in relation to contracts, patents and marketing; the TTO
assists the incubation step with advices aimed to support the ideas and to analyze
the potentiality of projects [16].

In this network are very important not only closed-end funds but also public
funds.

Public funds are essential in the initial phase of the research activity; they are
often insufficient to follow also the development phase, so, it is important that they
are also added to other funds, in particular private funds. Public funds finance
activities for a maximum of 500,000€, resources available increase when it comes

1 The first phase is the analysis of deal flow, during which most of the initiatives are being
discarded, criteria are dictated by the strategic guidelines of the investor, then the geographical
location, industry, type of product or service must be assess. Proposals that pass to the second
step are subjected to further analysis about the economic and financial aspects, market outlets and
the amount of funding. Finally, for all the initiatives that pass the first two steps, the due diligence
phase opens, ad it will end with the careful selection of projects to be funded.

An Innovation Transfer’s Network: University Spin-Offs 279



to particular areas, for example underdeveloped areas; this amount covers 50 % of
the costs of industrial research and 25 % of the costs of development. So at last,
the network of venture capital, through investment funds, acts as the operating arm
for funding and therefore the possibility of commercialization and industrialization
of research results. The use of the funds allows to adjust the relationships between
the company management and investors that will combine the resources, repre-
sented not only by banks and banking foundations, but in recent years, mostly from
funds of funds. The development of such network permits to use simultaneously
the different responsibilities of various parties that compose it, helping to fill the
gaps in the USOs that we have previously analyzed, while stimulating the
development of the entire economic system of the territory. Development strate-
gies of universities and institutional investors find a meeting point in the network
which, although it is virtuous requires a difficult constitution. It relies heavily on
the belief first of all by the proponents of entrepreneurship initiative, of all the
other involved partners. We have already seen the difficulties in relying together
USOs and institutional investors, and equally complex is make the institutions,
consortia and especially the market to perceive the potential of initiatives.

It’s then necessary for the operation of the network we are considering, the
projects’ firm to be able to capture the trust of all stakeholders by diversifying
itself every time in order to focus more on the expectations inherent in the indi-
vidual subject to whom addresses it. While talking to institutional investors eco-
nomic and financial prospects of the project must been shown, while addressing to
a public or local authorities, it is important to highlight the possible beneficial
effects on the territory (for example for employment, development or image, etc.).

4 Case Study: PharmEste Ltd

An example of the synergy between universities (in particular public resources and
founds) industry and finance is the PharmEste Ltd, a spin-off of the University of
Ferrara. PharmEste, founded as a USOs of the University of Ferrara is a private
drug development biopharmaceutical company based on a unique Transient
Receptor Potential (TRPs) ion channel technology platform that brings together
strong expertise on TRPs area and industrial competences in research and devel-
opment process applied to small molecule therapeutics. The company mission is to
play a leading role in the discovery and development of fully proprietary high
affinity and selective TRP channel therapeutics for the treatment of neuropathic
pain, overactive bladder and other TRP-mediated diseases. The TRPV1 receptor is
the best known member of the TRP ion channel family TRPV1 is present on
primary sensory neurons and is activated by low pH, by noxious heat and by
endogenous chemical mediators such as lipids, whose action is also mimicked by
exogenous substances including capsaicin. TRPV1 is up-regulated following
inflammation and nerve damage and is a key factor in the pain response. Neuro-
pathic pain has no satisfactory treatment because standard therapy either work
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poorly or produce unacceptable side effects. TRPV1 antagonists may represent a
new safe and effective treatment for neuropathic pain and other TRPV1–related
diseases. The TRPV1 antagonist, PHE377, is the candidate drug under Phase I
clinical trial, characterized by high activity and selectivity on target, high efficacy
and long lasting effect in experimental models of pain, no relevant toxicity in vitro
and in vivo and favorably compares with other TRPV1 antagonists under
development.

Second generation of TRPV1 antagonists are at lead optimization stage and a
discovery program on TRPs antagonists is on going in order to identify new drug
candidates for the treatment of other TRP-mediated diseases. The innovative idea
generated by university research was supported by a team of donors who have
supported the activities from the earliest stages of life; the same firm has also had
the opportunity to use five patents owned university itself. PhamEste is managed
by an industrial and multidisciplinary team with many years of experience and
account of 12 people. The company is supported by an outstanding international
advisory board with scientific, clinical and industrial competences.

PharmEste started with 200.000€, because of the accent put by researches on
the IP system, PharmEste was able to raise considerable venture funds in a very
short period of time. Later, PharmEste has raised two round financing from
International Venture Capitals for the different development phases:

1. Phase 1 (toxicity verification) €6 million (January 2007);
2. Phase 2 (efficacy verification) €12 million (September 2008);
3. Phase 3 (clinical experimentation) €20 million.

The first one, on January 2007 PharmEste closed a €3.2 million Round A
financing with Z-Cube s.r.l as lead investor and Quantica Sgr, Zernike Meta
Ventures, Fondamenta Sgr as co-investors. In the second phase, on September
2008, PharmEste closed the second financing stage (Round B) for a total of €6
Million, to be mainly used for the pre-clinical and clinical development of the
PHE377 compound.2 The investment is supported by two of the financial partners
of the first round financing, namely Z-Cube s.r.l., the corporate venture of the
Zambon Company S.p.A, and Quantica Sgr (Italian leading vc Company), the
Asset Management Company dedicated to innovative Venture capital activities
and by two new financial partners: Emilia Venture, managed by MPS Venture Sgr
(Montepaschi Group) and MP Healthcare Venture Management Inc., the Boston
Venture fund jointly owned by Mitsubishi Tanabe Pharma Corporation and
Mitsubishi Chemical Holdings Corporation in Japan. In early 2009 PharmEste has
continued discussions with pharmaceutical companies and venture capitalists who
had shown interest in the activity. These contacts are also strategic in view of
future funding of the company. By the end of 2011 PharmEste expects to have:
completed Phase II (trials for PHE377 in DNP and PHN); completed FTIM with a

2 PHE377 is a small molecule TRP1 receptor antagonist highly effective in several pain models,
including pain of neurophatic origin.
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second generation TRPV1 antagonist; pre-clinical development for a new TRPs
antagonist and provide an exit for the investors. To reach this goal PharmEste is
planning a round C financing. The focus for USOs is evident from the many
funders and contact of PharmEste; in particular in this case is a clear relationship
between public and private funds both contributed to the development of the
project that otherwise could not have done the testing phases. The importance of
this network is evident both in the availability of different funds and also in the
various skills made by entities.

5 Conclusion

The benefits of innovation processes have an impact, with positive effects both on
subjects directly involved in the ideal network analyzed, and on society and
economic system. As for the USOs and institutional investors we would have
benefit in terms of economic returns, i.e. the ability to reinvest the profits of a
business in further research; brokering of scientific knowledge innovation;
internationalization.

The fallout on the entire economic system and the territory in which this
network develops and operates, can be expressed in terms of cultural growth and
prestige, just for the key role that universities have in the social context. On the
enterprise system, the strong innovative capacity of USOs can contribute to the
development of skilled and emerging sectors such as the one related to IT or to
biotechnologies, and thus creating new jobs and new professional opportunities for
specialists and researchers.

The innovation and the link between research and business world are then the
best answer to the problem of competitiveness on markets and the need for
internationalization. The essence of the knowledge based economy is exactly
expressed through technological transfer and exploitation of university research;
the network between universities, markets and investors, nor are the primary
vehicle for contributing to the economic development and to the overcoming of
moments of crisis and difficulty of the market. The analysis of PharmEste case
allows to highlight the strength of the network and of the multidisciplinary of skills
and relations for development and success of the USOs. Just in relation to this,
USOs can be considered the best tool available, if inserted into a network of
success as that proposed, which allows these companies to gain even more strength
and ability to achieve success in the international context. So, the network
described can be an excellent opportunity for all USOs and in particular for those
working in IT that seem to be the firms most successful and with more develop-
ment capabilities. The analysis of the role of information systems in this network
can be a future development of the research.
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Open Innovation for Technological
Transfer

Pasquale Ardimento, Vito Nicola Convertini and Giuseppe Visaggio

Abstract This chapter presents a framework aiming to support a cooperative
‘‘innovation chain’’ in an Open Innovation (OI) perspective. To this end we pro-
pose a Knowledge Management System (KMS) which consists of a set of pro-
cesses that constitute the Experience Factory (EF) and a platform that is the
Knowledge Experience Base (KEB), which collects Knowledge Experience
Packages (KEP). The KMS thus formed supports the formalization and packaging
of knowledge and experience of producers and innovation transferors encouraging
gradual explanation of tacit information of bearers of knowledge to facilitate the
transfer while minimizing costs and risks.

Keywords Knowledge base � Open innovation � Business model

1 Introduction

The necessity to exchange knowledge between different public and private orga-
nizations causes the generation of new approaches to innovation transferring. The
proposed approach to knowledge generation and exchanging is based on OI [1, 2].
The logic of OI characterizes the end of the 20th century and forecasts that
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enterprises develop their projects in collaboration with other enterprises. As con-
trast to the principles that had characterized the Closed Innovation, the divulging
idea is that of: internal R&Ds holding part of a knowledge that comes from external
R&D; creation of a business model that assumes a primary role in the knowledge
development lifecycle; sharing knowledge with other enterprises in order to achieve
higher quality levels. The diffusion of any innovation goes through all or at least
part of the phases of what is known as Knowledge Lifecycle because it must first be
acquired by single individuals and then gradually transferred to the rest of the
technical staff, up to the entire organization. The original definition of this lifecycle
[3] has been considered and interpreted in relation to introduction and transfer of a
new technology; let it be a process or product, within an industrial environment. We
have defined it Knowledge Lifecycle during Innovation (KLI). At first the innovator
internalizes the knowledge related to the new technology he is willing to introduce
(tacit knowledge and individual learning occurs); tacit knowledge is then socialized
between the innovator and other project team members, and among them, during
training sessions or team work (informal communication and group learning occur);
during externalization acquired knowledge is formalized and made independent
from the innovator. Tacit knowledge is made explicit to all stakeholders of the
organization (explicit knowledge and formal learning occur); once new knowledge
is acquired and formalized, each individual can combine it to previous one.

So, abstract knowledge models are extracted from explicit ones. An innovation
is completely acquired when it is integrated and combined with previous knowl-
edge. Summarizing, innovation diffusion transforms tacit knowledge, e.g. opera-
tional skills that few stakeholders possess, including practical judgment
capabilities, into explicit knowledge, e.g. formalized knowledge through docu-
mentation, manuals, workflow and so on. This transfer occurs through learning at
both an individual and group level, e.g. modification in stakeholders’ behaviour
according to experience and acquisition of new knowledge following to adoption
of the new technology. In KLI knowledge transfer is critical during the stage of
Internalization, and the stage of externalization and socialization. Indeed, in the
first phase tacit knowledge has to be extracted and formalized in all its essential
parts. During internalization transcribed knowledge has to be rapidly acquired, so
it must be cut depending on the skills of the recipients, in addition, its acquisition
must be attractive to the recipient in order to reward the person who required it, to
overcome his cultural inertia, and acquire new knowledge. Socialization is
encouraged if the tools which support the OI enable to lead recipients to acquire
new knowledge. Obviously the attractiveness of the vehicle used for technology
transfer is important at this stage too.

The PROMETHEUS Project [4] (Practices Process and Methods Evolution
Through Experience Unfolded Systematically), is a model of Experience Factory
(EF) to collect experimental knowledge in a repository Knowledge Experience
Base (KEB) in the form of Knowledge Experience Package (KEP). The KEP is the
vehicle suggested for the transfer of knowledge while the EF is the set of processes
that make the OI. This chapter describes:

286 P. Ardimento et al.



• the structure of the KEP and the features that make the contents to be tailored
and attractive for the target of the innovation;

• the characteristics of the EF processes that ensure the extraction of tacit
knowledge and its formalization in KEP.

The rest of the chapter is structured as follows: Sect. 2 discusses related works
and research activities; Sect. 3 presents the proposed approach, focusing on the
KEP structure. Section 4 describes the attractiveness of Prometheus contents.
Finally, in the conclusions some observations are made about Prometheus and
possible future research pathways are identified.

2 Related Works

The problem of knowledge packaging for better usage is being studied by both
research centers [5–8] and companies [5, 8] demostrating in this way a common
interest to the same problem. Knowledge bases sometimes have a semantically
limited scope. This is the case of the Daimler-Benz base [7, 8], that collects lessons
learned or mathematical prediction models or results of controlled experiments in
the automobile domain only. In other cases the scope is wider but the knowledge is
too general and therefore not very usable. This applies to the MIT knowledge base
that describes business processes but only at one or two levels of abstraction.
There are probably other knowledge bases that cover wider fields with greater
operative detail [8] but we do not know much about them because they are private
knowledge bases. Our approach focuses on a knowledge base whose contents
make it easier to achieve knowledge transfer among research centres; between
research centres and production processes; among production processes. The
knowledge base must be hybrid, public, as we wish, or private, depending on KEP
authors preferences. The public KEB allows to one or more interested commu-
nities to develop around it and exchange knowledge.

3 Proposed Approach

The KEP term refers to an organized set of: knowledge content, teaching units on the
use of the demonstration prototypes or tools and all other information that may
strengthen the package’s ability to achieve the proposed goal. The KEP contains
knowledge content integrated with an e-learning function. In the proposed approach,
the KEP must include all the elements shown in Fig. 1. A user can access one of the
package components and then navigate along all the components of the same
package according to her/his training or education needs. Search inside the package
starting from any of its components is facilitated by the component’s Attributes.
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It can be seen in the figure that the Art and Practices Knowledge Content (KC) is
the central one. It contains the knowledge package expressed in a hypermedia form
in order to include figures, graphs, formulas and whatever else may help to under-
stand the content. The KC is organized as a tree. Starting from the root (level 0)
descent to the lower levels (level 1, level 2, …) is through pointers (Fig. 1). The
higher the level of a node the lower the abstraction of the content, which focuses
more and more on operative elements. The root node is made up of the following
sections:

• Thoughtful Index: tells the reader how the package suggested will practically
change, with a list of processes and activities, case the whole process is not
innovating or has to be modified.

• Problem (one or more): describes the problem of KEP. A problem may belong
to one of the two following types: decision and optimization. If the problem is
the decision there should be the possibility to make a choice, and the aim for this
choice. If the problem is optimization, the resources of which you want to
improve the performance and the objective function of optimization have to be
indicated. For each problem, the context has to be defined, that is to say all facts
and circumstances which cause and condition a certain problem.

The leaf nodes have the answers to the problems: the solution or solutions
suggested for each problem set. Figure 2 shows an example of contents of a KEP.
The KEP does not contain the conceptual basis of the subject, because it is con-
sidered as the background of the user’s knowledge, and can be found in con-
ventional sources of knowledge such as technical reports, papers and books.
Anyway, when users needs some of the basic concepts for understanding the
contents of the KEP they can use educational e-learning course. And if users

Fig. 1 A knowledge/experience package
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should need more information, they can use the ‘‘attachments’’ regarding reports,
papers and books about basic topics of KEP. Instead, if the use of a demonstra-
tional prototype is required to become operational, the same package will point to
a training in e-learning course (Fig. 1.) As stated above, the use of these courses is
flexible, to meet individual user’s needs. When a package also has support tools,
rather than merely demonstration prototypes, KC links the user to the available
tool. For the sake of clarity, we point out that this is the case when the knowledge
package has become an industrial practice, so that the demonstration prototypes
included in the archetype they derived from have become industrial tools. The
tools are collected in the Tools Component (TL). Each tool available is associated
to an educational course, again of a flexible nature, in the use of the correlated
training e-learning course. Should the user need support from whom has knowl-
edge of the contents of the KEP, a list of resources is a reference. The list is
collected in the Skills component (CM). To ensure control of completeness and
lack of ambiguity in the contents of KEP, the vocabulary of the KEP, i.e. concepts
and relations between there meanings, has been formalized by the W3C XML
Schema [9].

In line with OI, the research results integrated by a package may be contained
within the same knowledge base or derive from other knowledge bases or other
laboratories. If the knowledge package being read uses knowledge packages
located in the same experience base, the relations will be explicitly highlighted. As
shown in Fig. 1, each component in the knowledge package has its own attributes
structure. For all the components, these allow rapid selection of the relative ele-
ments in the knowledge base. The focus in this work is on the attributes in the KC.
In fact, these have been defined during research conducted by the authors and by

Fig. 2 Sample of content of a knowledge/experience package
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other authors. To facilitate the research, we used a set of selection classifiers and a
set of descriptors summarizing the contents. The classifiers include: the key words
and the problems the package is intended to solve. The summary descriptors
include: a brief summary of the content and a history of the essential events
occurring during the life cycle of the package, giving the reader an idea of how it
has been applied, improved, and how mature it is. The history may also include
information telling the reader that the content of all or some parts of the package
are currently undergoing improvements. The interested reader can find further
details on the contents of the KEP and the management and use of the KEB on the
technical report [10, 11–13].

4 PROMETHEUS as Support to Open Innovation

A KEP is generally based on conjectures, hypotheses and principles. As they
mature, their contents must all become principle-based. The transformation of a
statement from conjecture through hypothesis to principle must be based on
experimentation showing evidence of its validity. The experimentation, details of its
execution and relative results, are collected in the Evidence component (EV), and
duly pointed to by the knowledge package. Finally, a mature knowledge package is
used in one or more projects, by one or more firms. At this stage the details
describing the project and all the measurements made during its execution that
express the efficacy of use of the package are collected in the Projects component
(PR) associated with the package. A KEP is undergoing a process of incremental
improvement that aims to reach all parts described above. The incremental com-
pletion is performed by different authors who cooperate but that are geographically
and temporally spread. Authors (A1, A2, …, An) produce the KEP with their own
knowledge. Researchers and practitioners, beneficiaries of the contents of the KEP
and reported as (D1, D2, …, Dm), with or without the knowledge of the {Ai}, acquire
the innovation contents contained in the KEP, whatever stage they are. The KEP
evolve since then, through their research or their experiments becoming their own
authors. The results of the research or experiments, properly formalized, enrich the
KEP. Such a process, therefore, provides an OI between D and A without any
geographical and time constraints.

5 Conclusions and Future Works

The public and private organizations need to be linked to the information cycle.
For this reason, the proposed approach PROMETHEUS includes an e-learning
System teaching knowledge of the packages and training the user in the use of the
demonstration prototypes or tools supporting an innovation. We propose PRO-
METHEUS, a demonstration platform that integrates a Knowledge Management
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System and a Learning System, allowing navigation among all its components.
Obviously, to generalize the validity of the KEP proposed in this work many
experimentations and studies to different contexts are needed. For this reason, the
authors intend making instruments and material available to other interested
researchers.
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The Dynamics of Innovation: Linking
Corporate Entrepreneurship and IT-
Enabled Value Co-creation

Enrico Angioni and Francesca Cabiddu

Abstract We offer a theory of innovation that links corporate entrepreneurship
and value-co-creation, theories usually separated in the management and organi-
zational literature. We show how firms’ innovations are shaped by the relationship
between organizations and customers and how information technology (IT) can
enhance this process. We then introduce a new construct, corporate customership,
to convey the joint process of innovation realized by the firm and the customer and
enabled by IT.

1 Introduction

Innovation is recognized as a primary source of competitive differentiation for
organizations [1], and the management and organization literature has used various
ways of investigating the process of innovations [2, 3]. The literature has shown that
the type of innovations (radical or incremental) has an impact on creating the
conditions for firms to have superior performance, and on imposing the conditions to
sustain it in the long run [4, 5]. Yet, innovators must be attuned to customer needs and
agile in their ability to assemble new value propositions that meet those needs [6].

Moreover, innovation is increasingly IT-enabled and spans beyond dyadic
relationships to include suppliers, complementers and even competitors [7]. While
the literature has begun to investigate novel customer service arrangements [8, 9]
and electronic interfaces for service provision [10] there has been very limited
work aimed at systematically understanding how the cooperation between firms
and customer enables innovation and the role of IT in this process.

To help fill this theoretical gap we offer a theory of innovation that links
corporate entrepreneurship (CE) and IT value-co-creation, theories usually
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separated in the management and organizational literature. CE has been defined as
the ‘‘formal and informal activities aimed at creating new business in established
companies through product and process innovations and market develop-
ments…with the unifying objective of improving a company’s competitive posi-
tion and financial performance’’ [11]. IT value, ‘‘co-creation represents the idea
that (a) IT value is increasingly being created and realized through actions of
multiple parties, (b) value emanates from robust collaborative relationships among
firms, and (c) structures and incentives for parties to partake in and equitably share
emergent value are necessary to sustain co-creation’’ [12].

We show how firms’ innovations are shaped by the relationship between
organizations and customers and how information technology can enhance this
process. We then introduce a new construct, corporate customership. Corporate
customership puts the attention directly on costumer-company interaction as the
locus of innovation. We contribute to the service innovation literature in that we
provide insights into the process of innovation. Future research should both extend
and complement our approach.

2 Corporate Entrepreneurship

The Corporate Entrepreneurship (CE) must be understood as a process of inno-
vation aimed at a renewal of the existing organization, whose main purpose is to
maintain or improve their competitive potential in the market [13, 14]. This pro-
cess of renewal, it should be understood as an operation that potentially encom-
passes every type of organization of any size, whose main connotation part by the
need to innovate and innovate themselves, so that the same can cope the high
dynamism and competitiveness arising from the market [15, 16]. Research has
found that CE initiatives can materially improve an existing organization’s agility
and are positively associated with financial performance [11].

The basis of the CE can be found in Schumpeter [17], who stated that the main
perpetrators of economic growth are the entrepreneurs, who are the principal
architects of the introduction of new products, methods, methodologies and other
important innovations, which are stimulating for economic activity. According to
this perspective, the CE is a process of creative destruction, denoted by the fact
that innovations are typically an improvement in terms of usefulness of process
and product [16]. The CE today, is one of the phenomena that characterize most of
the internal dynamics of entrepreneurship, which has found its way, or rather a
more substantial growth, only in the last twenty years.

Is essential starting from the concept of entrepreneur, a figure which is charac-
terized by high risk appetite, typical of its function, which in the words of Schumpeter
[17] cited above, is one who is constantly looking for opportunities earnings
enhancing situations which permitting the introduction of factors of innovation.

The concept of entrepreneurship begins with two assumptions underlying or
two orders of questions:
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• The presence of lucrative opportunities;
• The presence of individuals who perform the entrepreneurial function.

Consequently, especially nowadays, entrepreneurship is accompanied by the
important connotations as the innovative potential, which is unexplored, the ability
to realize at a glance the needs expressed by the market and risk-taking. The
centrality, however, is the fact that the entrepreneurial function is innovation.
Entrepreneurship is not limited in small businesses, but also permeates the act of
medium and large sizes. In this case we talk about entrepreneurship and internal
corporate entrepreneurship [18].

The CE according to the preceding definitions can be defined as an innovative
process creative, which, by means of the entrepreneur, tries to obtain the results of
growth of its value using new operational processes. These new processes must be
characterized by that innovation which allow them to exploit the same as a stra-
tegic lever for future growth potential.

Therefore you can understand what are the main features of the CE, which
assume that the main architect of this process is the entrepreneur. So it might be
defined as a unilateral process that starts from the ability of the entrepreneur to
assume the risk of innovative renewal of its organization. Logically, this process,
called unilateral above, has as principal aim is to implement these processes in
order to enhance and create value for the firm, but are always a processes that can
not be separated from the market, or best from actors within the same, consumers.

Finally, the CE, is always a process that is free from one of the most important
developments of the last century, technology. The exploitation of technology,
regardless of whether the renewal in question relate to different situations or size,
must necessarily pass on the exploitation of technologies. The technology is one of
the most important means by which it is possible to develop entrepreneurship
internal. Through the same entrepreneur can develop processes and methodologies
present in the company in order to obtain an output denoting an increase in firm
value and logically achieve results that can meet those expectations and needs are
of the market.

The CE, therefore, is seen as an innovative process of renewal of the existing
organization, which is being implemented through his leading actor, the entre-
preneur, who, through the use of technology, seeking to increase the value and
potential of his business, can get positive results in its target market, among which
there is customer satisfaction.

3 IT-Enabled Co-creation of Value

The basis of value co-creation theory are mainly given by the interaction between
two main actors, the firm and the client [19]. This is a new perspective for mar-
keting, named service dominant logic (S-D), that attributes particular importance
to the value-creating processes which involve the customer as a co-creator [19].
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This theory also suggests that all actors in the process of value creation are
considered as dynamic, operant and active resources, enabling reticular/networked
interactions [20] in which value co-creation is not limited to the supplier and the
customer, but also involves a network of interested stakeholders. In order to shape
these personalized interactive experiences the firm must implement an infra-
structure that allows the communication between firm and customers [21].

The building blocks of this kind of communication are represented by the
dialogue, access, transparency and acceptance of risk and are the starting points
that must be met to impress this type of approach [21]. Logically they are not the
only items on which is based this kind of strategic and cooperative communication
with the customer, but must be accompanied by the scaffolding to ensure this
policy. While many past studies have demonstrated a relationship between IT and
some aspects of firm value, only recently some researchers have focused their
attention on the co-creation of value through IT rather than on IT value alone. The
notion of IT-enabled co-creation of value emerges from the realization that
organizational boundaries are increasingly permeable and that novel arrangements
are emerging that enable previously unattainable value propositions [22]. Based on
service-dominant logic [6, 19], value is always co-created by customers and firms,
and IT enables such arrangement of the actions and offers the potential to reshape
how much value can be created in collaborative relationships. Information tech-
nology (IT) enables those arrangements and offers the potential to combine
competences, capabilities and knowledge [22]. One example of this support can be
represented by the multi-channel Nike approach. The web-sites provide the pos-
sibility to deliver the whole Nike’s supply information, sale and distribution
integrating their online channel with existing physical operations in order to
leverage the benefits arising from potential synergies between the two [23].

4 Main Differences and Similarities

The previous evaluations about the theories of CE and Value co-creation, have
highlighted several factors which point to a fundamentally different nature of
themselves, but also have shown some aspects in common. Among the firsts, the
dichotomy between the two main theories is the fact that they have a different
nature, a statement dictated by the fact that while the first one, the CE, is a theory
that emphasizes a strong one-sided connotation, because the actor leading inno-
vator is the entrepreneur; while in the second one, Value Co-creation, we can
safely speak of a bilateral nature, because we have two main players, firms and its
customers, among which there is interaction. This is the main difference between
the two theories but it is possible to find also points in common and comple-
mentary. Firstly, it is essential to establish that both theories can exploit the
technologies for their operations. The technology, in both cases, is the key ele-
ment. In the CE is useful in the development of internal entrepreneurship in order
to cope and exploit innovative and competitive context. Through technology we
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can develop an internal process so that there is a streamlining of the product life
cycle and internal relationships that enable the enrichment of the value of the firm.
The technology we can safely state that takes part in the second theory, Value co-
creation. In fact, the creation of shared value can be possible only through a
continued exploitation of technologies, which allow to engage approaches through
different channels, or points of contact, between company and client. Also through
the exploitation of technologies is possible to develop services aimed at continuous
communication with the client, such as software that allows the customer to
customize the product. Another common element is the fact that both theories have
as their ultimate goal to achieve a maintenance or improvement of its position in
the market. It can be defined as the research of value accretion, which on both
theories it can be assessed by quantitative data relating to the performance of the
market. Logically, this research is affected by the different nature of the two
theories, which can be defined as an unilateral value improvement in the first one
and is being sought by the sharing of skills in the second one. Finally the last
element is the fact that both theories have as their principal aim, customer satis-
faction. In both cases we speak of two circumstances that starts from a distinct
nature, but which have as their main objective the customer satisfaction and its
relative ethical responsibility due to this opening to the outside. The approach of
both theories exploit the technology in order to renew itself into satisfy those who
are the market requirements, which are represented by the needs of customers. So
they are two theories that depart from a purely different point, but that share these
elements: technology exploitation; value creation and competitiveness; customer
satisfaction. These points in common may be useful in order to obtain a new
construct: corporate customership.

5 Corporate Customership

The already outlined theories (CE and IT value co-creation) suggest that the
process of innovation lie at the intersection of entrepreneurial and customer
innovation. Based on these aspects we wanted to try a new perspective, which
comes from the crossover study between the two theories and points of contact
between them. We have defined this new perspective as corporate customership to
convey the joint process of innovation realized by the firm and the customer and
enabled by IT. The birth of this new perspective is based on the assumption that
the changes of view on theories are common in this area, the most common
example is represented in the value co-creation and the change from G-D logic to
S-D logic [24] that involves a metamorphosis of the base, which comes to define
how services represent the key elements of co-creation of value.

The corporate customership starts from two fundamental assumptions. In the
CE, we have a renewal of the organization, more specifically the internal entre-
preneurship, through targeted strategies implemented by the entrepreneur through
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the use of technologies. The entrepreneur could exploit technologies, or IT in
general, in order to use it as a leverage to become more entrepreneurial [25, 26].

In the value co-creation, however, always through the exploitation of tech-
nology, there is the pursuit of value based on a collaborative contribution by both
parties, which has among the main goals to develop the position of the client,
which becomes a active part of the report, whose contribution is essential. How-
ever, this kind of collaborative contribution is made possible by an IT approach
[12], which is supported sometime by a multichannel strategy [23].

Through the corporate customership we propose a new construct resulting from
the conditions mentioned above. The development of this new construct starts
from the basis that the CE, using the support of a more particular theory as the
value co-creation, can be extended.

The CE is based on a theory that is unilaterally implemented by a single actor,
the entrepreneur [27], but thanks to the support of value co-creation, in particular
the common points analyzed above, mainly the exploitation of technology, may
present new points of view.

Firstly, this new construct is based on the fact that the CE can use the value co-
creation in order to develop its traditional position, trying to see entrepreneurship
no longer by the exclusive point of view of the entrepreneur but from the point of
view of the client and considering the last one as an entrepreneur.

Secondly, the view of the client as an entrepreneur is possible only if there is a
good support of the technology. The client can do its part as a new entrepreneur only
with the presence of a good infrastructure, that using the technology as a mean to
guarantee a communication with the firm. This structure can allow the client to give
its contribution to the firm growth, because lay their ideas on the same field of firm.
An example of this kind of relationship is offered by Nike ID service, that allows the
communication between the company and their customers through a specific soft-
ware of product customization [23]. The technology, or rather the IT in general, can
be a perfect mean in order to put in contact firm and client and to exploit the ideas of
latter, so that can be possible to create a bilateral contribution to the firm value
development [27] (Fig. 1).

Fig. 1 Corporate customership
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6 Conclusions

Given that consumers’ needs and requirements are evolving rapidly, the tradi-
tional, closed innovation paradigm, generating new ideas only internally and
marketing them slowly through a single path, is inefficient and inflexible in a fast-
changing environment. In light of this recognition, in this study we seek to con-
tribute to our understanding of innovation introducing a new construct: corporate
customership. Corporate customership conveys the joint process of innovation
realized by the firm and the customer and enabled by IT. It is a powerful concept in
the analysis of where innovation reside because links corporate entrepreneurship
and value-co-creation theories. In particular, it enables simultaneous understand-
ing of technology and innovation ability of entrepreneur and customer.
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Instant Messaging and Social Network
Sites: Combining Coopetition Strategies
and Network Externalities

Maria Chiara Di Guasrdo and Gianfranco Ennas

Abstract In recent years, Instant Messaging (IM) and Social Network Sites (SNS)
have became the most important social platform for computer-mediated commu-
nication. This study proposes an integrated theoretical framework by combining
network externalities and coopetition theory to investigate the strategic behavior of
IM and SNS service providers. We show how firms generally coopete instead of
competing in order to overcome local network externalities and avoid market
segmentation, rival firms divide or partition the overall market into separate
segments, with each firm selling to different segments. This indirectly produces
network effects between competing products.

Keywords Local network externalities � Coopetition � Social networks � Instant
messaging

1 Introduction

Since their introduction, Instant Messaging (IM) and Social Network Sites (SNS) –
i.e. online settings that allow users to register and connect to each other in order to
communicate or share resources with primary focus on social interpersonal
communication—have attracted millions of users, currently representing the
world’s fastest developing personal networking tool. Not surprisingly, this phe-
nomenon has been receiving growing attention from industry and academia for the
innovative mode in which IM and SNS operate [1].

Researchers have highlighted how network externalities have significant effect
on expanding social network potential [2, 3]. Conventional wisdom, in fact, sug-
gests that network effects should drive faster market growth due to the bandwagon
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effect. Recently, economic literature has explained that, in particular markets, such
mobile, software or financial products as credit cards, consumers have a preference
for staying in the same network as people they are communicating with [4, 5].
However, in the IM and SNS markets, network externalities may also create an
initial slow-down effect on growth because, generally, potential users wait for early
adopters to provide them with more utilities, before joining in [1, 5].

In this line, previous research has seldom studied how IM and SNS service
providers rely on increasing network externalities to propagate their business
model. This question is critical, however, because the strategic behavior of IM and
SNS providers affects the competitive landscape and the network externalities
effects.

Our aim is to explore the behavior of the IM and SNS providers and in doing so
we combine network externalities and coopetition theory [6]. We show how firms
generally coopete instead of competing in order to overcome local network
externalities and avoid market segmentations negative effects, otherwise rival
firms divide or partition the overall market into separate segments, with each firm
selling to different segments [4]. This indirectly, as we will see later, produces
network effects between competing products.

This chapter is structured in three parts, in the first part we define IM and SNS
and recall the basic aspects related to network externalities and coopetition, in the
second part we present some data supporting our hypothesis and discuss related
economics implications. In the third part we give our concluding remarks.

2 IM and SNS: Definitions and Properties

Social network sites (SNS) can be defined as web-based services that allow
individuals to construct a public or semi-public profile within a bounded system,
articulate a list of other users with whom they share a connection, and view and
traverse their list of connections and those made by others within the system. The
nature and nomenclature of these connections may vary from site to site [7]. There
are many different categories of social network: generalist as Facebook or Google
Plus, for professional use as LinkedIn, for dating and so on. Sociologists have
studied many properties of social networks, such as the shortest path, the small-
world effect, transitivity or clustering, degree distribution, assortative mixing, and
community structure. Recently it was observed that characteristics of a physical
social network also appear in online social networks [8].

Instant messaging (IM) is near-synchronous computer-based one-on-one com-
munication. With a fast network, transmission times are fractions of a second and
the experience is of near-synchronous interaction. Like chat, IM allows users to
type messages into a window, but like the phone, it is based on a dyadic ‘‘call’’
model. Users do not go into ‘‘rooms’’ to converse with whoever is there; instead
there is a single individual with whom they communicate (although they may have
several concurrent dyadic conversations with different individuals in progress at a
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given time). Some IM systems support multiparty chat but our data concern the
more typical dyadic communications. As with the phone, the intended recipient of
an instant message may or may not ‘‘answer’’ [9]. For instant messaging programs
(IM), segmentation is the same there are generalist such Windows Live Messen-
ger, or Yahoo Messenger, for professional use such Skype but, in comparison with
SNS, boundaries in this market are less defined.

2.1 Theoretical Background

In this chapter to explore the behavior of the IM and SNS providers, we combine
network externalities and coopetition theory. A recent web research shows there
are over 350 SNS and IM,1 showing an highly fragmented market. People choose a
SNS or IM service based on how many other friends (or new friends) can meet. By
definition a network externalities is the value or effect that users obtain from a
product or service will bring about more values to consumers with the increase of
users, complementary product, or service [1]. IM and SNS markets are charac-
terized by strong positive network externalities, they arise from the specific pat-
terns of interaction between groups of users, because advantage grow with
increasing of other users. The value of the good or service to the purchaser also
depends on the purchaser’s expectations about the future size of the network [10].
We argue they are subjected to local effects, in this way as mentioned in intro-
duction, literature is not well structured and there are no contributions in business
study. Banerji and Dutta [4] show that in the presence of local network exter-
nalities, the market can end up being segmented between competing firms. In
literature, market segmentation, is intended as the partition of the market with the
purpose of selecting one or more market segments which the organization can
target through the development of specific marketing mixes that adapt to particular
market needs [11] When goods or services are subjected to local network exter-
nalities segmentation can limit or completely deny the possibility of interoperate,
so consumers are affected by the consumption choices of their neighbors. Use of
such packages e.g. words processor or data analysis package depends at least
partly on the number of her research collaborators who use the same package,
rather than on the total number of users of the package, the same is true for SNS or
IM, hence we can say they are local by nature. We argue, in this market, network
externalities effects are simultaneously direct and indirect, explain the first
assumption it is relatively easy because direct network externalities exists when an
increase in the size of a network increases the number of others with whom one
can interact directly. The subscriber effect occurs when the benefits to society from
the addition of an individual subscriber are larger than those recognized by the
subscriber in her decision to join a network [12].

1 http://wiki.answers.com/Q/How_many_social_networks_are_there
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In literature indirect network are only considered as the utility of consumers in
the variety of complementary products available for it [2], classic examples are
between hardware/software, adoption of the hardware by one purchaser confers
external benefits on other users of the same hardware, because it expands the
installed base of the hardware, stimulating demand for compatible software [1]. A
possible increase in utility may occur through market mediation (e.g., the number
of DVD rental outlets), which in turn is a function of the number of adopters,
consumers will wait for a hardware adoption until there is enough software [13].

Coopetition describes the nature of the inter-firm interdependences where both
competitive and collaborative issues co-exist. It is a synthesis between two opposite
paradigms: the competitive paradigm, postulating that firms interact on the basis of
a fully divergent interest structure, and the cooperative paradigm, assuming that
firms interact on the basis of a completely convergent interest structure [14]. The
competitive perspective is represented by Porter and particularly his seminal book
‘‘Competitive Strategy’’ (1980) and by Williamson and his major contributions on
the field of ‘‘transaction cost economics’’ (1975, 1985). On the other side, the
cooperative perspective is shown by Contractor and Lorange [24], who strongly
emphasize on the benefits of cooperation and regard them as sufficient incentive to
be not seduced by possible benefits of opportunism [15]. Coopetition is a matter of
incomplete congruence of interests and goals concerning firms interdependence; in
other words, defines the modern corporate strategy that combines competition and
cooperation [16]. Competing firms can then work together, not only to make their
products mutually compatible, but to overcome lock-in problems as they arise [17].
The distinction between the concepts of strategic alliance and coopetition is also
interesting. Bengtsson and Kock [25] associate strategic alliances with cooperation.
Furthermore, Jorde and Teece [26] have defined such alliances as bilateral or
multilateral relationships characterized by the commitment of two or more partner
firms to a common goal. It is evident that in their thinking the strategic alliance is
nearer to cooperation than competition. A strategic alliance is coopetitive if it
includes competitive moves, with regard to at least one strategic variable and
collusion or a cartel is coopetitive if the firms involved compete [18]. Coopetitive
relationships are complex as they consist of two diametrically different logics of
interactions. These two logics of interactions are in conflict with each other and
must be separated in a proper way to make a coopetitive relationship possible.
Coopetitive relationships are enacted by two types of interactions. On one hand,
hostility characterizes actors relationships due to conflicting interests, on the other
hand ‘‘friendship’’ is part of their relationships since they have to pursue common
interests and, accordingly, a collective action [19].

We claim that understanding interfirm interdependences for the IM and SMS
providers as a coopetitive game provides new challenges in the strategic behavior
of the firms because reduce market segmentation [18]. In this turbulent markets
strongly innovative and subjected to rapid changes the only way to survive is to
gain and keep a critical mass of users, market fragmentation may lead the effects
that only few competitors survive. The cooperative aspect of such knowledge
sharing refers to the collective use of shared knowledge to pursue common
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interests. The competitive aspect refers to the use of shared knowledge to make
private gains in an attempt to outperform the partners [20]. In this way coopetition
arise from the need to keep and share users, friendship is the capacity to attract the
largest number of users as possible, with the function ‘‘import friend’’ lists and in
second by possibilities to log in with a common account, in order to easily permit
to known their services with a short registration and then keep user by hostility that
is characterized by maintain they own identities limiting ‘‘connect account fea-
ture’’. After coopetition between global players is established, the cooperative and
competitive element mix does not necessarily remain constant over time.

3 Data Analysis

To support our assumptions, we decided to analyze 10 majors SNS and 4 majors
IM, 3 of which are also email providers. For SNS, as expected, get data about
ranking was not easy, there are no specific survey about that, just online research
and in most cases only regional data, so we decided to intersect the numbers of
members and the Alexa2 global sites ranking (Table 1). An important exclusion
refers to Chinese SNS (Qzone has over 480,000,000 subscriber); this choice was
made because censorship in that country does not allow the use of many global
platforms, so this is not a limitation but a need in order to have a vision as little as
possible distorted by exogenous factors as such political choices. Table 2.

We have focused on three characteristics: the first is the possibility to import
friend lists, the second is the possibility to log-in with other accounts provided by a
competitor or to do a short registration using other accounts, and the third is the
possibility to connect the accounts, this feature allows to see friends’ activities
from a SNS into another. As we can see, looking at the above tables, the first
characteristics is allowed and encouraged during registration process by 7 out of
10 SNS analyzed and by the two bigger IM. On the second feature there are 4 SNS
out of 10 permitting log-in with competitor accounts and all of these 4 admits
Facebook, for the second group there are 3 out of 4. For the third characteristic, the
situation is reversed since Facebook allows all SNS by third party applications and
Google+ allows Facebook by third party applications, for the second group 2 out
of 4 permit this feature.

It is important to notice that Twitter and Google+ do not allow the possibilities
to connect with all others accounts. This feature give the possibility to the users to
see all activities on their account, hence it is a strategy to keep users as long as
possible in their sites. Probably, causes are that Twitter offers a particular service
‘‘share short messages’’, so connect with other accounts may go out of the services
aim, therefore it is not a weaknesses. For Google+ reason could be that it is

2 Alexa provides traffic data, global rankings and other information on thousands of websites,
and claims that 6 million people visit its website monthly.
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relatively recent and there are not yet much apps developed. It is clear that this
situation increases Facebook leadership because, offering this feature, it continue
to keep its competitive advantage.

As we can see in the above tables, firms coopete at different intensity; according
to Luo [21], intensity of coopetition is a measure of the vigor of a specific coo-
petitive relationship with a leading competitor. He proposes four basic types of
coopetition’s intensity, giving heterogeneity to SNS and IM that we think they are
applicable. Coopetition intensity’s degree can be a choice or a need, but this
element is not static, rather dynamic in response to changing parameters in both
their external and internal environments [21].

Table 1 List of SN sites

Name Approximated
registered users

Global alexa
page ranking

Import
friends
list

Log in with or
short registration

Connect
account

1 Facebook
(G)

901.000.000 2 A,B,C,D / All by
apps

2 Twitter (G) 480.000.000 9 B,C,D / /
3 Google+ (G) 170.000.000 N/A B,C,D Ca 1,2 (3rd

party
apps)

4 LinkedIn (P) 160.000.000 13 / / /
5 Habbo (D) 200.000.000 6545 / 1,2,3,8,B,C /
6 Badoo (D) 150.000.000 117 B,C,D 1,7,B,C,D /
7 Vkontakte

(G)
112.000.000 44 / / /

8 Myspace
(G)

100.000.000 131 C,D 1 /

9 Tagged (D) 100.000.000 281 B,C,D 1 /
10 Netlog (D) 94.000.000 296 B,D / /

Data at April 2012
a Not relevant because Gmail account is required to join in Google+
G General, P Professional, D Dating/Discovery (Social discovery is the process by which a user
finds and connects with another)

Table 2 List of IM programs

Name Approximated
registered users

Import
friends list

Log in with or short
registration

Connect
account

A Skype 665.000.000 1 1 1
B Windows livea 369.000.000 1,4,9 All emails 1,2,4
C Gmail/gtalka 350.000.000 / / /
D Yahooa 310.000.000 / 1,C /

Data at April 2012
a Global users, not just instant messaging users
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A contending situation exists when the firm races with another major global
player for market power, competitive position, and market share in critical inter-
national markets, maintaining high competition and low cooperation with its
counterpart. This case arises between direct competing firms e.g. general–general
SNS or IM–IM, reason is why they are competing in the same market segment.

A partnering situation exists where a global player voluntarily maintains high
cooperation and low competition with another major global player. Both are
searching joint synergies created by each one, complementary resources and
capabilities. This seems to be the case between SNS and IM e.g. Skype’s members
can make video and voice calls, as well as send instant messages, to all Facebook
friends direct from Skype.

An isolating situation arises when the firm does not interact significantly with
other global rivals, maintaining low competition and low cooperation with another
leading global player. As we can see in the above tables, this strategy is adopted
only by few firms; reasons could be a previous competitive advantage in their
segment or the firm is in a specific market niche without competitors.

An adapting situation refers to the case in which two global players mutually
depend on each other to achieve their respective goals, maintaining high coop-
eration as well as high competition with each other. This case is typical between
firms that coopete in different market segments e.g. SNS-IM or general-dating
SNS.

Given the results of analyzed characteristics, we can see that benefits to join in a
SN or IM x turn also in a potential benefits for SN or IM y because members could
extend their network or join directly or indirectly into another local network. This
seems to be an important and singular way to look at indirect network externalities,
because in this case, we can observe indirect network effects between competing
products.

The economic logic behind sharing applications and friend lists is given by
Metcalfe’s law, which states that the value of a network is the square of the
number of nodes in the network [22]. In the same way, it states that when a
network loses users the value decrease exponentially. A corollary to Metcalfe’s
law is that when two networks connect or interoperate the smaller network benefits
more than the larger network does. If network A has 50 members according to
Metcalfe’s law its value is 2,500 (502). If network B has 100 members its value is
10,000 (1002). If they interoperate, theoretically, network A could gains 10,000 in
value, but network B only gains 2,500 in value. This is the reason why 4 out of the
10 SNS analyzed permit log-in with Facebook that is the SN with the major
number of members. However, it’s demonstrated that Metcalfe’s law is too opti-
mistic: some scholars [23] show that the incentives to interconnect cannot be too
strong, and so Metcalfe’s Law cannot be valid. But, as they argue, it is still true
that interconnection between two or more networks generate benefits for all net-
works, but in a less way than t previously thought (incentives are in logarithmic
scale instead of square scale). This deserves a separate and much depth analysis
that is beyond this chapter’s purposes.
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4 Conclusions

This study proposes an integrated theoretical framework by combining network
externalities and coopetition theory to investigate the strategic behavior of IM and
SNS service providers, and proposes possible factors to better understand the firms
competitive behaviors. We claim that understanding interfirm interdependences in
the IM and SMS markets as a coopetitive game provides new challenges in the
strategic landscape. This behavior in fact indirectly produces network effects
between competing products and reduces the market segmentation. Profitable
online service performance depends on understanding factors influencing strategy
behaviors. So far, few studies have investigated these factors.
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Information Systems Management:

A Critical Perspective



Coping with Power of Control: The Role
of IS in an Italian Integrated Tariff
System

Mario Pezzillo Iacono, Marcello Martinez, Gianluigi Mangia,
Paolo Canonico and Ernesto De Nito

Abstract The study explores the role of the Electronic Ticketing Systems in the
Integrated Tariff Systems (ITS), focusing on the relationship between technology
and control from the perspective of the Critical IS Research. More specifically our
work reflects upon the impact of the ‘‘smart card technology’’ on the process of
control and power centralization from the perspective of the ITS meta-organizer.
It is for this purpose that a case study of UnicoCampania, an Italian ITS, is
analyzed and discussed. We show that UnicoCampania’s power to control the
transport operators is not only extended through technology, but also becomes
more pervasive and more effective. So the electronic ticketing could be considered
an artifact which enabled the power relations within the tariff network, establishing
itself as the strength of the process that the drive the network. Our chapter provides
an empirical example of the application of critical approach to an Italian local
transport system, confirming that the two categories analyzed—political and
technological—do not denote a specific and separated belonging.

Keywords Transport � Electronic ticketing � Power of control � Critical �
Centralization
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1 Introduction

In Italy in the past 10 years the demand for mid and short distance transport has
increased exponentially, especially in metropolitan areas. The public administration
has been forced to rationalize the supply of public transport to improve its accessibility,
lessen the pressure on traffic in city centers and optimize the provision of this type of
service in terms of economy. One of the tools typically used to achieve these objectives
in various Italian regions is the institution of Integrated Tariff Systems (ITSs).
In coordination with the local authorities, these systems connect the various companies
that operate in Local Public Transport (LPT) through a shared ticketing system.

Furthermore by the late 1990s there was a gradual realization in the Italian
transport systems that there may well be some real benefits for public transport in
exploring the adoption of electronic ticketing, following the success of large-scale
electronic ticketing schemes in Europe, leading examples being London, Paris and
Brussels. So, the use of an electronic smart card as an alternative means for users
to access and pay for transport services is emerging as a viable option for many
Italian operators. In particular Electronic Ticketing Systems (ETSs) represent a
highly important area of technological innovation in terms of the development of
ITSs and LPT in general, increasing the flexibility of use of mobility services,
safety, ease of payment, modal integration and checks on fare avoidance.

In recent years a very intense debate on ITSs has been taking place, both in
politics and in the managerial literature. Many issues were at stake: the quality and
the evaluation of services provided [1], the pressure for efficiency [2], the effects of
integrated ticket policies on transportation demand [3, 4], the governance of
structure [5, 6] and, obviously, the technology adopted [7].

Nevertheless, managerial and organisational literature has rarely been con-
cerned with the relationship between technological evolution and power relations
within the domain of public transport and, more specifically, in reference to inter-
organisational relations in ITSs.

Transport technological innovations have led to the availability of data, so that
abundant information for control purposes seems to be available. The question is
to whom is the information available and for which purposes the information can
be used. We rarely ask who uses the control data and for which purpose.

Stemming from the problem of power of control, we face the need of under-
standing the theoretical perspectives through which analysing the role of IS within
an integrated tariff network. We selected the Foucauldian/post-structuralist per-
spective of Critical IS Research (CISR) [8, 9].

Our study explores the role of the ETSs in the ITSs, focusing on the relationship
between technology and control from a critical perspective. More specifically our
work reflects upon the impact of the ‘‘smart card technology’’ on the process of
control and power centralization from the perspective of the ITS meta-organizer.
It is for these purposes that a case study [10] of an Italian ITS is here analyzed and
discussed. The analysis is based on a qualitative investigation conducted in terms
of grounded theory.
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The article follows an inductive logic and is organized in six sections. First of
all, the theoretical background is analysed, presenting the main assumptions
related to the relationship between IS and organizational control according to
CISR (Sect. 2); after describing the methodology used for the empirical analysis
(Sect. 3), the research context is explained (Sect. 4) and the case study is illustrated
and analysed (Sect. 5); finally the main conclusions of this study are presented
(Sect. 6), making a number of suggestions regarding future research on the topic
and a description of the limitations.

2 Theoretical Background: Critical IS Research
and Control

Information Systems (IS) are often described as a disciplinary technology intended
to regulate the actions of workers and produce information to improve the ability
of managers and/or organizations for surveillance of the outcomes of those
activities [11]. In particular, CISR aims at revealing, criticizing and explaining
how the development and use of IS in organizations and society in the pursuit of
efficiency and rationalization increase social and organizational control, with
potential detrimental consequences for some stakeholders and society as a whole
[12]. Adopting an inclusive view, Howcroft [13] encompasses critical research on
IS as the branch of IS studies in opposition to technological determinism, which
assumes that technological development is autonomous and that societal devel-
opment is determined by the technology. On the contrary, critical approach seeks
to challenge (rather than justify) technological imperatives as natural and ines-
capable, interpreting the adoption of IS by recourse to a wider social, political,
historical, economic and ideological context [14].

CISR typically emphasizes the effects of ICT on people (e.g., on their thinking,
working conditions and identities), organizations and societies (e.g., highlighting
the fetish of statistics and preoccupation with targets which ICT facilitate and feed).

The basic assumption of this view is that technology—interpreted as both a
body of artifacts and practices and as a specific artifact/object—is not neutral, but
it is ‘‘socially shaped’’. In other words, it has embedded beliefs, values, culture and
perceptions of both the designers and the consumers. In this context, technological
artifacts can be viewed as culturally constructed and interpreted, not only in how
technology is thought of but in its design and implementation [15]. In the opinion
of Cecez-Kecmanovic [16] the main aim of CISR is to transform the social/
organizational systems in terms of actors, IS, organizations (including their
dynamic and relationships), by revealing and explaining how an IS, supposedly
implemented with the purpose to increase efficiency and effectiveness, increased
power of control and decreased autonomy and human agency.

In CISR literature, interpretations of power and control are significantly
influenced by Foucauldian/post-structuralist approach [17] and our analysis is
developed according this view.

Coping with Power of Control: The Role of IS in an Italian Integrated Tariff System 315



The post-structuralist perspective bases its essential theories on social con-
structivism [18], subjectivist studies [19], and the theoretical elaborations of
structuration theory [20]. Applying this approach, social reality is not objective (it
is not a thing or a reification), but consists of the interaction between individuals
and emerges as a conflict of power and construction of meanings, in a logic in
which the creation of meaning and organization are characterized as inter-
changeable concepts. The basic concept behind a post-structuralist approach is to
be found in power of control as interpretative key to processes, analyses and
organizational design. These studies typically explore shift from simple control to
technical control to bureaucratic control and, most recently, to normative control
[21–23].

The Faucauldian literature on IS and control [24, 25] suggests that the design
and the implementation of ICT might affect organizational control at least in two
interdependent ways: (i) controlling workforce and (ii) controlling organizational
processes/structures. Consistently with the purpose of our chapter, here we are
interested above all on the latter issue. According to CISR, in fact, an important
way in which IS affect organizational control is linked to the influence on orga-
nizational processes and/or structures, facilitating control and coordination of
activities at different levels, simultaneously enabling and constraining those
activities. This concept is based on the idea that the integration of information
determined by ICT facilitates the process of standardization and centralizing of
organizational power, increasing the polarization between a broad range of
‘‘controlled’’ actors and a tight range of ‘‘controlling’’ subjects. Moreover, this
concept appears to be consistent with the Weberian approach that identifies the
availability of data, information and skills, the primary source of organizational
power.

Furthermore, in terms of control relating to organizational processes, it is worth
noting Ciborra’s [26] work. In contrast to the prevailing view in IS literature, he
suggests that IS artifacts may drift, i.e., ‘‘they deviate from their planned purposes
for variety of reasons often outside anyone’s influence’’ (p. 4) and puts forward a
notion ‘‘of technology with a certain degree of autonomy and inner dynamics; of
technology both as a drifting system and as an organism to be cultivated’’ (p. 32).

In short, ICT infrastructures tend to have a life of their own: they drift as a
result of their usages, design choices, organizational routine, human resource
management, user resistance, and/or other unforeseeable behaviors of both sys-
tems and humans [27]. Building on this perspective, Rajao and Hayes [28] claim
that this drift can be understood as a result of power relations and negotiations
between diverse conceptions of controls [29]. Under this idea, the design and use
of ICT artifacts tend to reflect the dominant conceptions of control [30]. In other
words, ICT both create new conditions of possibility, e.g., new ways of organizing,
and are implicated in different control mechanisms, e.g., they enable and constrain
what we do and how we do it. Introna [31], for instance, interprets the relationship
between IS and organizations not only as an electronic panopticon, but also as
embedded in the ‘‘micro physics’’ of everyday life, power relations, discourse and
knowledge.
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Finally we have to point out that some critical studies have shown that IS are
designed to support existing structures and that their use tends to strengthen the
structures and ways of organizing which are already in place [32]. To understand
where the power of control is embedded (or where it should be embedded) in a
group, organization or network requires first analyzing the distribution of deci-
sional power, or rather the level of centralization/decentralization. Evaluating a
network’s (or company’s) level of centralization or decentralization requires dis-
covering where the decisions that influence its characteristic activities are made.

3 Methodology

Our study adopts an interpretive approach. The empirical basis of this article
comes from a case study: we have studied UnicoCampania, a Consortium com-
posed by 14 local public transport companies, operating both rail and bus services
in Campania Region (Italy).

We selected this case study within a set of 10 Italian ITSs analyzed during a
research project funded by Cesit—Centre for the Study of Transport Systems
‘‘Carlo Mario Guerci’’. We present the main evidences related to the ITS in
Campania because it represents, at same time, one of the most complex and widest
ITSs in Italy and one of few where the electronic ticketing technology based on
smart cards was implemented.

The analysis is based on a qualitative investigation conducted in terms of
grounded theory. In the opinion of Jabar et al. [33], the qualitative research
methodology approach is viewed as significant in IS research due to the value of
capturing and explaining what is going on in real organization and ‘‘it enabled us
to understand the interaction of social organization and information systems’’
(p. 50). In particular, the characteristics of grounded theory, inductive, contextual
and processual, fit with the interpretive rather than positivist orientation of this
research [34].

The collection of empirical data was carried out using a heterogeneous plurality
of instruments. The methods include: document analysis, semi-structured inter-
views and participant observations. Fieldwork was carried out between September
2011 and early February 2012.

In particular, the analysis is based on a total of 9 semi-structured interviews
with 1 manager and 2 managerial staff members of UnicoCampania and 6 man-
agers of transport operators. The interviews were guided by a questionnaire of
wide-ranging, including questions about: the governance model, the fare structure
and the fare evasion, the transportation demand trend, the key element of the
technological side, the problem of revenue distribution (clearing), the response of
some managers to the application of electronic ticketing, and the socio-technical
interplays within the network (e.g., how can a ‘‘certain’’ characteristic of the IS
influence the inter-organizational relationship?).
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4 Research Context

In public transport domain the word ‘‘integration’’ may refer to informative
integration, where users have easy access to information about the different net-
works, timetables and tariffs, physical integration among different networks
(infrastructures), and tariff integration, that allows passengers to utilize several
transport modalities by buying one ticket only, which can be used in either a short
time period or can have a seasonal validity [35].

Historically, the rise of ITS in local public transportation systems tooks place at
the end of the 1960s. The principal reasons for this may be found in the economic
development of Western Europe, which was accompanied by a growth in urban-
ized areas, and therefore a rise in mass transit needs.

Activating ITS increases the need to establish relations with new organisational
actors. Inclusion in a ITS, in fact, has immediate effects on the actions of each
operator, who loses margins of manoeuvrability and has to redesign its organi-
sational boundaries. So within an ITS there is a phenomenon of growing dyna-
mism in inter-organisational relations, which presents elements of competition and
cooperation at the same time.

Stemming from these regards, the issue of the structure and regulation of the
tariff network (governance) gains in importance. On the basis of the transport
literature [36, 37], it is possible to distinguish two different ITS governance
models:

1. transport operator centered;
2. authority centered.

The two different organisational models share the presence of a focal organi-
zation. In the first case, this role is played by a transport operator (e.g., Pegaso
Tuscany, SITAM Milan, STIB Brussels, Formula Turin). Typically, by the most
important one for dimension, resources etc. In the second category the coordina-
tion and control role is played by an ad hoc structure (e.g., an authority and/or a
consortium) introduced with this specific purpose (e.g., AMT Barcelona, CRTM
Madrid, Stif Paris Ile-de-France, Stimer Emilia Romagna, UnicoCampania Con-
sortium). The introduction of an authority entity implies the setting up of a net-
work of relationships with local bodies and institutions.

From another point of view, the public transportation ticketing system repre-
sents a key element of an ITS: it must be able to handle large volumes of passenger
transactions while providing the minimum possible impedance to travel. Ticketing
is a tool for the implementation of a pricing policy with the consideration of
operational, commercial and social objectives. In particular, contactless ticketing
appeared in Italy in the 1990s.

The technology has many advantages. In the perspective of the ITF governance
body (e.g., an authority), smart cards might alleviate the problem of revenue
distribution between participating companies because they make it possible to
count each passenger. They are a strong marketing tool since they enable detailed
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data collection on the mobility behavior of customers, which helps to develop
targeted products. Moreover electronic control devices allows for better infor-
mation and electronic screens with actual times. This could reduce problem of
search for interconnection which is often encountered in long short distance
combinations [38].

From the transport operators’ perspective, e-ticketing might be able: (i) to
increase the medium term operating profit and reduce fraud; (ii) to increase speed
at boarding; (iii) to supply opportunities to add ‘‘new services’’; (iv) to improve
cash flow, etc.

To sum up, in public transport electronic ticketing systems are not only means
of payment but process huge amount of information which offer a large range of
possibilities to make ITS easier to use, to manage and to control. They offer as well
opportunities to introduce integrated pricing structure that are not easy to imple-
ment with traditional payment tools. In particular, the information provided with
smartcard systems can be used for patronage monitoring and network planning.
Under this respect, electronic ticketing transformed sense-making around the
governance of mobility, reinforcing and stabilizing new perspective about it.

5 Data Analysis

The governance and technological analysis Campania ITS carried out in this
paragraph is limited to a description of the object per se and its intrinsic charac-
teristics without considering the political dimension (aim of the analysis in the
following paragraph).

The LPT tariff policy in the Region of Campania is essentially unique and is
governed by the UnicoCampania Consortium, which coordinates 78 % of the
regional road-based supply and 100 % of the rail supply. The Consortium manages
and coordinates the ITS and the ticketing technological standards of 14 operators
(9 of which offer road-based services and 5 rail-based). Specifically, the Consor-
tium’s areas of activity are as follows:

• management of the printing and distribution of travel tickets;
• distribution of the revenues between the consortium companies (clearing);
• management of travel ticket checks on consortium vehicles;
• management of promotion and communication activities;
• management of administrative aspects relating to the above activities;
• definition of the technological standards for on-board systems, automatic ticket

machines and communication systems, and management thereof;
• introduction and dissemination of new electronic ticketing technologies in the area.

Under this respect, UnicoCampania could be conceptualize as a ‘‘meta-
organization’’ [39] whose members are other organizations. The Consortium,
acting as a meta-organizer, has the crucial role of organizing, governing and tuning
the ITS network in synergy with operators.
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The tariff structure is based on the definition of concentric zones in relation to a
pole of attraction (Naples), which represents the center of the 11 zones into which
Campania is subdivided for all movements.

The clearing system, which typically forms the basis of one of the most critical
questions (and point of contention between the operators) in the ITS, is founded on
a parameter that keeps count of the travellers transported and the km travelled by
each operator.

The integrated tariff was formally established on 19 December 1994 as a system
that only related to the urban area of Naples (Napolipass). The travellers trans-
ported every day by the companies in the Consortium increased from 250,000 in
1994 to 750,000 in 2000. In 2003 the UnicoCampania ITS was extended to the
whole region (Naples and 550 municipalities, with a catchment area of approxi-
mately 55 million residents) and the number of companies in the consortium
increased from 6 to the current 14. Parallel to this, there was a significant increase
in the travellers transported until 2010.

It should be noted that the foundation and development of the regional ITS were
linked to choices and guidelines shared between the LPT institutions and opera-
tors: on one hand, the political will of the various local bodies (first the Munici-
pality of Naples, then the Region) and on the other the ‘‘voluntary’’ choice of the
LPT operators. In fact, the 14 LPT operators chose (at different times) the con-
tractual form of the Consortium as a mechanism for inter-organizational coordi-
nation for managing tariff policies. In other words, unlike many European and
Italian forms of ITS whereby the coordination is delegated to the biggest operator
(see below), a form of governance was adopted in which the resulting organization
is an autonomous subject in relation to all the operators. This model of governance
therefore represents a strong option in that it removes several keys functions from
operator control so that they are carried out in a joint and unified manner by
Unicocampania.

Furthermore the path of technological evolution followed by the Consortium
can be described starting from 5 basic technological steps:

• the exclusive use of paper (1994);
• the introduction of magnetic media—step 1 (January 2001);
• the introduction of contactless technology—step 2 (December 2001);
• openness and security of the system—step 3 (January 2003);
• introduction of the Consortium’s Data Processing Centre (DPC)—step 4

(January 2008).

In particular, in December 2001 UnicoCampania introduced an actual ETS and
since that time annual travel cards have been managed through Smart Card
Contactless. Contactless type travel tickets are swiped on the validator’s reading
device, which recognizes the type and validity and makes validation and access
significantly faster than the magnetic ticket adopted 12 months earlier. Monthly
travel cards are also currently managed with the same technology.

320 M. P. Iacono et al.



In January 2003 the Consortium installed an SAM—Secure Access Module1—
management module to recognize and validate electronic tickets, creating an
‘‘open and secure’’ system in which each company can implement its own tick-
eting system compatible with the UnicoCampania tickets. The operating system
and the security keys were therefore transferred to the SAM hardware, which the
Consortium customizes with the management module and then distributes to
the consortium companies. The SAM belonging to the Consortium is used in all
the components of the ticketing system for the Consortium and the companies—
ticket punchers, portable verification readers, issue and top-up terminals—and also
in the production phase for the smart cards themselves.

In 2008 the electronic ticketing system was completed with the introduction of
a Consortium DPC. The central DPC processes the information on ticket sales and
on obliterated tickets in order to compute the revenues and to divide them among
different carriers on the basis of the carried passengers. In particular the DPC
dialogues with the 14 company DPCs: the operators’ sales networks directly
provide the Consortium with information relating to user profiles, the validation of
the travel tickets used, the total demand, online purchases, theft/loss and exten-
sions. The UnicoCampania system periodically receives the data for the valida-
tions carried out on the operators’ means of transport, automatically generating a
set of reports, including the total number of validations per individual operator, per
means of transport (rail/road), per line, as well as indicators on the use of each
individual type of tariff. Furthermore, the data on ticket validation are completed
with other indicators (attendance, fare avoidance, etc.) required for clearing. The
Clearing server uses a database Oracle to gather and store the data on validation
and attendance.

6 Discussion and Conclusion

The technological path described is not seemed to be the outcome of a logical plan
of a chain of rational decision, but rather result of the interactions between actors
inside and outside the Consortium (e.g., operators, Regional Institution) and of an
integration (and negotiation) process of the interest expressed by these different
organizational actors.

Moreover such IS were not anchored either to the classical parameters or the
financial-economic ones, nor to the more evolved system of performance indica-
tors. It were rather more a visioning system. An engineer who had been respon-
sible for the technologic implementation asserted that: ‘‘If we had faced smart
cards in a rigid way, with business plan and ROE objectives, we would never have

1 A Secure Access Module is based on SmartCard ICs and is used to enhance the security and
cryptography performance in devices, commonly in devices needing to perform secure
transactions, such as paying terminals. It is widely used as a secure data carrier in the financial,
telecommunications, transportation and other areas.
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realized it. The project’s complexities and the amount of time that it required were
such that we were involved in the project for nearly 8 years without seeing any
economic advantages’’.

In essence, the technical evolution implemented by UnicoCampania to manage
ticketing marks a progressive increase in the Consortium’s power to monitor and
control in relation to the operators. The Consortium first defined a standard—the
SAM management module (step 3)—to which the operators had to conform (with
the possibility of choosing the hardware supplier to be used, however), and then
introduced a central DPC—step 4–that allowed data (e.g., validation data) to be
automatically transmitted from the operators to the Consortium. In particular, the
progressive development of the ETS marks a significant change in the ability to
control the distribution of revenues from traffic. In fact, there was a shift from a
phase in which the data relating to the transported travellers were defined on
‘‘historical’’ data provided by the operators, adjusted based on periodic sample
studies, to the adoption of a system that, by directly communicating with the
operators’ various computer systems, is able to define data and reports of a various
nature (see below) relating to each operator and each line etc., in real time.
It should also be noted that in a phase such as the present one, the revenues from
traffic are increasingly more importance for the public transport companies in the
Region than the total revenues because of the significant reduction in public
funding for the management.

It can therefore be said that the Consortium’s power to control the transport
companies is not only extended through technology (potentially expanding to
include new types of data and information), but also becomes more pervasive,
increasing the visibility of data and information that was previously only acquired
indirectly, and more effective, for example, reducing the risks of manipulating the
processed data through sample studies carried by individual operators. In other
words, ICT is used by UnicoCampania managers to extend and deepen the ability
to exert control on the actors of the tariff network [40].

Electronic ticketing, due to its ‘‘pervasiveness’’ drastically affects the properties
of the tariff network, generating paths which lead to power relations. It could be
considered an artifact which enabled to renew and transformed the power relations
within the ITS, stabilizing and reinforcing them. In other words, electronic ticketing
intervenes on the dominant structure redesigning the power relationships inside the
ITS governance and it has gradually established itself as the strength of the process
that the drive the network. In other words, the development of technological
innovation recreates the ways for the emersion of the political dimension. We have
showed that the two dimension—technical and political—are co-present, appearing
in association, even when one of them seem hidden [41]. They are mutually
enabling and interact in a symbolic relationship where it was not possible to identify
border lines which stated where one finished and the other started.

These conclusions are consistent with CISR perspective [42]. In the light of this
framework and in keeping with the poststructuralist paradigm, IS are viewed as a
lever used by management and, more generally, by dominant actors to consolidate
or increase their control over other organizational actors. In the opinion of Myers
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and Klein [43] critical researchers should identify power relations and social
practices, and challenge them.

Our study contributes to the CISR literature because we analyze the relation-
ship, rarely theoretically and empirically examined in literature, between IS and
power of control from the network perspective. Moreover CISR has, at times, been
criticized for its lack of engagement with empirical issues. Our case study provides
an empirical example of the application of this approach to an Italian LPT,
focusing on the implementation of an electronic ticking system in ITS and con-
firming that the two categories—political and technological—do not denote a
specific and separated belonging. From this point of view, the case illustrates the
presence of a degree of alignment between dominant conceptions of control and IS
artifacts.
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Challenging the Power Balance Between
Governments and Citizens: The Role
of Information Diffused Through
the Internet

Tommaso Federici and Alessio Maria Braccini

Abstract A new phenomenon is rapidly spreading in the world: original, or even
official, data regarding the governments’ policies and the behaviour of their leaders
are diffused onto the Internet to everybody by unofficial agents. Such novelty has
already provoked some change, and may profoundly alter the relationship between
citizens and governments or their leaders. Because of the newness of its nature,
traditional theories may not be able to fully explain this innovation.

Keywords Governments � Citizens � Information multicasting � Power balance �
Critical management studies

1 Introduction

Since years, the Internet is increasingly allowing individuals and groups to collect
and disseminate original data and information. Such data and information diffused
through the Internet by private citizens or organizations, and possibly stemming
from direct sources, are available at a very low cost, and can even be used to
confute or compare data or information disclosed by public administrations. This
new possibility can modify the way the communication with the stakeholders of
governments, public administrations, and their representatives is traditionally
settled.

For example, citizens can put more pressure on politicians or public adminis-
trations, thanks to the availability of more official data and information on their
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work. The idea is that data intended to be confidential can be revealed, and
incomplete data can be completed, integrated, or confuted by similar or comple-
mentary data shared by Internet users. This contributes to a potential, even when
unintentional, empowerment of individual or associated citizens, who have new
ways to control politicians’ decision-making and behaviour, and administrations’
actions. An increased transparency and some policy changes may then be fostered.
Some scholars already studied the relationship between transparency and public
government actions as a solution to reduce corruption, and improve accountability
[1, 2]. Rich and clear information improve the quality of the society, because more
informed citizens demand to be better governed and such pressure positively
influences governments [3].

We argue that a scenario like the one described here––new ways to diffuse
information regarding the activity of politicians or public administrations––can,
with time, change the way communication between a government or a public
administration and its stakeholders is performed. Instead of having few central
points managed by government or administrations from which official data and
information are broadcast, several independent and unofficial agents cooperate and
compete in a multicast fashion to share data and information. We argue that this
novelty has also the potential to challenge the power balance between citizens and
political leaders, and it might require major revisions in current management
styles.

This emergent phenomenon has already provoked some changes, like for
example in the cases, later described, of the Mayor of Bari, and of the Fukushima
crisis. Not all the actors interested by this phenomenon are anyhow aware of this,
and even fewer are prepared to manage it, like the ‘‘Cablegate’’ case of WikiLeaks,
see below, demonstrates. At the same time, many constraints and hurdles could
potentially impede the change in progress. For example (the list is not exhaustive)
possible barriers against the change in progress are:

• Difficulties in using, interpreting, or processing the information, due to lan-
guage, required skills, and quantity of information available;

• Inaccessibility of information, due to the behaviour of media operators which
may choose what, if, and when to publish;

• The blocking or hindering of information diffusion by service operators that may
close servers, connections, and/or bank accounts of the subject who exposes the
information [4].

For all the aforementioned reasons we believe this to be a new interesting
research topic, which can be investigated moving from different scientific realms,
like politics, communication science, and organization science. In this chapter, our
aim is to start to identify the changes that this new phenomenon may provoke in
the organizational structures of public administrations, in the behaviour of poli-
ticians, and even in the politics processes. This chapter follows a draft research
agenda [5] drawn to describe this phenomenon under diverse aspects, and to
delineate a research program to investigate it under several different perspectives.
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This chapter is however only a first step of a research effort still in progress. Its
structure is the following: in Sect. 2 we will describe the research design clarifying
the purpose of the chapter, the methodology, and the theory addressed; in Sect. 3
we will briefly describe the empirical cases analysed, which will be discussed in
Sect. 4. In Sect. 5 we will draw preliminary conclusions and provide information
on future research steps.

2 Research Design

While firstly considering evidence of the most relevant events involving diffusion
of original data or information on the Internet by subjects other than governments
or public administrations, our impression was that we were in front of a completely
new situation, where the potentially incoming changes may be really strong and
radical.

In such scenario, organisational structures built upon consolidated and normally
accepted mechanisms, like the pyramidal power structure, a sole source of official
information, and an usually undisclosed decision making process, may no longer
fit into the organization’s environment with its new pressures. Consequently, we
believed the traditional ‘‘mainstream’’ theories not worth adopting, even when
applicable, like for example the Agency Theory [6], as they are not intrinsically
capable to fully interpret the possible modifications.

We then turn to refer to the Critical Management Studies (CMS) as a potentially
more proper theoretical framework. CMS are a rich body of research [7, 8], whose
limits and characteristics are not precisely defined [9]. CMS offer a theoretical
background alternative to mainstream management theories to discuss, even from
the grass roots, the transformation of management practices [10]. In fact, differ-
ently from mainstream research, the CMS do not take any organizational structure
nor perspective for granted, not even the most accepted ones, which in the com-
mon world end to be considered as ‘‘natural’’ or ‘‘eternal’’. The underlying
assumption in CMS, even in their great variety, is that framing an organizational
context (i.e.: the structures of control in a firm) always under the same specific
perspective (i.e.: the control level of the CEO), like the mainstream theories do,
often implicitly, drives to severe issues and losses. The observer is forced to
consider such representation, with its vertical organizational design, as the only
option, in this way reinforcing its ‘‘necessity’’. At the same time he/she misses
other perspectives, possibly rich of insights and brand new suggestions.

Regarding the methodology, CMS do not involve a well defined way to oper-
ationalize research. However, also recalling the claims by Visser [9] about the
validity of adopting mainstream methodologies, we decided to use the multiple
case-study methodology [11]. The chapter then discusses four cases, each one
focusing on the role of the Internet in the diffusion of official or original data or
information. The data for the cases were of different nature every time, and
gathered from different sources as illustrated in Table 1. In the table, the sources

Challenging the Power Balance Between Governments and Citizens 329



that reported original data (audio/video files, or official/original documents) are
indicated as ‘‘direct’’, while sources that reported second hand data (like com-
ments) are indicated as ‘‘indirect’’. In each case we focus on the sequence of
actions that shows the behaviour of political leaders and citizens in the circum-
stances of a specific event or in its aftermath.

3 The Cases

As already mentioned in the introduction, the common ground of the phenomenon
we are investigating in this chapter consists in the diffusion, through the Internet,
of original data and information, by a group of independent actors who sometimes
remain anonymous. Traces of this phenomenon can be found in some recent events
as testified by the following cases of study. The cases we are referring to are: the
Mayor of Bari and his use of Facebook, ‘‘Cablegate’’ case on WikiLeaks, the
Fukushima nuclear crisis, and the history of the riots in Kenya on the Ushahidi
website.

3.1 The Mayor of Bari and Facebook

The Mayor of Bari (Italy) opened his own Facebook profile and started to use it as
an open forum to communicate with his citizens. On January 2011 he received
from a citizen a picture of a group of dustmen chatting in the street during their
working shift. The picture does not clearly show whether the dustmen are just

Table 1 Information sources used in the four cases

Case Data Sources

Mayor of Bari Pictures Facebook profile of the Mayor of Bari (direct)
Comments Newspapers (indirect)

Cablegate on
WikiLeaks

Cables (official
documents)

WikiLeaks website (direct)
WikiLeaks cables (direct)
Newspapers (indirect)

Fukushima
nuclear
crisis

Radiation levels Website of the Italian Embassy in Tokyo (direct)
Video/audio files Fukushima nuclear accident update log of the international

atomic energy agency (IAEA) (indirect)Comments
Posts Reports of the Japan Ministries of education and of

economy, trade and industry (indirect)
Various blogs (eBuroggu, GiappoPazzie, RischioCalcolato)

(direct)
Newspapers (Repubblica, and Sole 24 Ore) (indirect)

Riots in Kenya
on Ushahidi

Video/audio files Ushahidi website (indirect)
Comments Newspapers (indirect)
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messing around or organizing their work. In spite of that, citizens and trade unions
immediately reacted to the sharing of the picture the Mayor made on his Facebook
profile. Lots of citizens posted comments on the Facebook page to complain about
a poor efficiency of the public sweeping service. In reply to this mobilization, the
trade unions blamed the Mayor for his possible will to run down the work of
honest workers. The Mayor on his side invited both groups to come to a necessary
clarification, either on Facebook or anywhere else. Other examples of this kind of
usage of the Mayor’s of Bari Facebook page, are for instance the reports of
protests related to town hall employees’ cars being parked on pedestrian crossings,
or double-parked in the streets of the city.

After about one year of experience, being strongly convinced of the usefulness
of this channel to open the communication with citizens, the Mayor of Bari forced
his councillors to create a personal page on Facebook, to make it public, and even
to spend at least an hour per day on it [12].

3.2 The Cablegate on WikiLeaks

WikiLeaks is an international non profit organization which, through its website,
receives and subsequently shares confidential documents containing information
on the actions of large organizations and/or governments. WikiLeaks verifies the
information received and protects the identity of the person who discloses the
documents, thanks to the usage of Internet technologies.

On November 2010 WikiLeaks began publishing part of 251.287 documents
with confidential information on the work of the US government and diplomacy in
the world. WikiLeaks also sent all the documents to the dailies El Pais, Le Monde,
The Guardian, The New York Time, and to the weekly Der Spiegel. The docu-
ments contained information and comments on the habits and on the work of
leaders of the most influent international countries expressed by diplomatic rep-
resentatives of the US government. Such event was given the name of ‘‘Cable-
gate’’ case.

The reactions of administrations and leaders interested by the disclosures
showed unpreparedness (a European government even claimed to ‘‘deny
WikiLeaks’’ [13]), and were of embarrassment, minimization, and contradiction.
Following this event, and in reaction of the potential threat of further leaks being
disclosed, attacks were moved against WikiLeaks and its founder. The website was
obscured, the founder was accused of sex crimes and eventually arrested, and since
December 2010 a financial blockade made WikiLeaks activities harder. Since then
the WikiLeaks website is still running, but the organization has lost about 95 % of
its financial revenues.
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3.3 The Fukushima Nuclear Power Plant Crisis

On March 2011, a massive tsunami wave triggered by the Sendai earthquake in
Japan started a sequence of events and incidents that led to a nuclear crisis at the
Fukushima Dai-ichi power plant. As a consequence of the damage the tsunami
wave caused to the power plant, nuclear radiations were released in the environ-
ment surrounding the power plant for a prolonged period of time. The difficulties
in restoring a safe condition in the reactors, and the suspicion that the government
was not telling the whole truth on the incident, have created a big concern on the
safety of the nuclear technology and also on possible local and global conse-
quences of this incident. In the aftermath of the event, several unconfirmed
communications regarding radiation levels around the power plant and in Tokyo
created a big safety concern in public opinion, both concerning living conditions in
Japan, and the nuclear power plant technology.

In response to this uncertainty several individuals and organizations started to
publish on websites and blogs data on radiation levels they manually detected
around the nuclear power plant, and in Tokyo. These initiatives forced public
authorities to regularly detect and publish official data on radiations. At first the
Italian civil protection measured radiation levels near the Italian embassy in
Tokyo. Later, both the Japanese Ministry of Economy Trade and Industry, and the
Ministry of Education, started to publish official data on radioactivity levels.
Finally the International Atomic Energy Agency published regular and detailed
reports on the evolution of the incident.

3.4 Riots in Kenya on Ushahidi

The word Ushahidi means witness in Swahili. Ushahidi is also the name of a non
profit organization that develops open source software for information collection,
visualization, and interactive mapping. Ushahidi created a website to collect
reports and eyewitnesses of violence sent by persons, by e-mail and text massage,
and eventually placed on a Google map.

The website was firstly created and used in the aftermath of Kenya’s disputed
2007 presidential election. In that circumstance president Mwai Kibaki was
declared the winner, but supporters of his opponents alleged electoral manipula-
tions. An increasing number of violent protests from the opposition supporters
leaded to fights in several parts of the country. During these protests the police
shots a number of demonstrators, including a few in front of TV cameras. Citizens
who were witnesses of such troubles documented them through posts and photos,
that were geo-referenced on the website.

The Ushahidi software later became an open platform available for every group
of citizens or associations who wants to report politicians misbehaviours.

332 T. Federici and A. M. Braccini



4 Challenging Stakeholders Relations with Organizations

The four analysed cases come from as many countries, involve diverse levels of
government, face different problems and present various issues. In Table 2 we
classified the characteristics of such cases so far identified as relevant for our
scope. Even in such diverse contexts, we can observe some commonalities in the
occurred changes:

• An increased availability of original data (not comments or opinions) provided
by unofficial subjects about events of interest for central or local governments;

• A modification in the communication, from a broadcast (highly controlled)
mode, to a multicast (substantially uncontrolled) one;

• An increased possibility for citizens of addressing pressures on institutions.

It must be noted that we are considering public organizations, formally sub-
mitted to the social control of the respective population. The above-mentioned
changes suggest that constructs taken for granted in public organization, like those
below discussed, are neither natural nor eternal [10] and may be altered in pres-
ence of new conditions. In a nutshell, in the presented cases the great novelty is
twofold represented by: the possibility for citizens to have more information on
events and actions regarding their government, and the circumstance that such data
and information were delivered by other citizens and no longer by the same
government as in the past. We argue that both of them may substantially alter the
relationships between citizens and their government and leaders, increase the
number of knowledge sources related to governments’ actions or decisions
available for citizens, and influence the behaviour of the administrations’ leaders
or managers.

Table 2 Analyzed dimensions in the cases

Variables Mayor of Bari Cablegate on
WikiLeaks

Fukushima
nuclear crisis

Riots in Kenya
on Ushahidi

Year 2011 2010 2011 2007
Original source Citizens Whistleblower Citizens and

institutions
Citizens

Disseminator The Mayor WikiLeaks, TVs,
and press

Private blogs Ushahidi

Stakeholders
interested

Citizens of
Bari

International
citizens,
governments,
community

Japan citizens,
international
community

Kenyan people,
international
community

Type of interested
administration

Local
government

Diplomatic
institutions

Central
government
and private
companies

Central
government

Problem nature Inefficient
services

Diplomatic
relations

Public health Violation of
rights
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As regards changes in the relationships, we can mention (the list is not
exhaustive): the alteration in the power balance between the two sides, particularly
when referring to the power of knowledge, and to the compilation of the gov-
ernment (or administration) agenda, based on more detailed, freshly collected
requirements.

The knowledge about the events and the related political decisions is traditionally
possessed and managed by central and local governments’ leaders: they decide how
to use it, and when and in what measure to diffuse it to their citizens. Up to now this
has represented a fundamental source of power [14], sometimes even giving space to
a sort of domination [10] by the leaders with corrupted moral responsibility over their
people. Apparently, thanks to the cited new opportunities, citizens seem to become
more powerful because of the availability of more information about the actual
behaviour of institutions (like in the WikiLeaks and Ushahidi cases), or the
possibility to force the disclosure of more data (like in the Fukushima crisis case).

The opening of new channels to exchange requirements, like with a Facebook
page in the Bari case, allows to constantly put pressure on an administrator to
update his/her agenda, and also giving to him/her an immediate and public visible
feedback about the performed actions. Again, the opportunity for the citizens to
directly interact with their leaders about requirements seems to create a new, more
equilibrated, power balance. This could also give a different answer to the well-
known question by Dahl ‘‘who actually governs?’’ when knowledge and access are
highly unbalanced [15].

When dealing with the effects of the discussed changes on the behaviour of
political leaders or governors, we can refer to the greater evidence of ethical and
political (in a broader, more democratic sense) questions in their decision making
process and in their management style. On the one hand, when little information is
disclosed about a decision made, the decision maker might be more oriented
towards a performance target to show (like in the Fukushima case, the energy
national independence), following a typical mainstream means-ends rational
process [10], than to the underlying ethical aspects (i.e.: in terms of related hidden
social costs). On the other hand, scandals and misbehaviours might decrease when
the actor clearly knows that his/her actions could possibly be officially documented
and publicly disclosed (like in the WikiLeaks case). Mainstream theories usually
consider scandals and misbehaviours as a consequence of poor individual or
organizational ethics [10]. The cited case instead critically suggests that a different
approach to organizational design (more transparency, more down-up control) can
reduce their frequency.

We can observe a, still initial, change of the management style promoted by the
Mayor in the Bari case. Having remarked the huge participation of citizens in
dialoguing with him using his Facebook page––expressing critiques, requests and
proposals to solve issues about city services and status, the same Mayor decided
that also its councillors had to use it, stating that: ‘‘Facebook is just another
channel to keep in touch with citizens… and even elderly people now use it’’.

In the Fukushima nuclear crisis we can also notice another instance of the
mainstream theories weakness, already predicted by Perrow about 30 years ago in

334 T. Federici and A. M. Braccini



a famous study [16], which adopted in a critical fashion contingency theory. The
nuclear power has demonstrated to be too risky to be controlled with usual
organizational structures, and ‘‘normal accidents’’ may then be devastating.

5 First Conclusions and Limitations

This chapter deals with the new arising phenomenon of the diffusion on the
Internet by private subjects of original data and information about policies,
decision making processes, and behaviours of governments or public administra-
tions and their leaders. The novelty in this case consists in the overcoming of the
traditional broadcasting model, where official data and information are diffused
only by a single official source, like a government or a public administration. Such
a model does not fully keep its previous power, as it has now to fight against what
we call the ‘‘multicasting’’ model. This shift in the relationship between a gov-
ernment (or a public administration) and its citizens could produce changes in the
organizational structures of the involved institutions, and in the management style
of their leaders. In our opinion, such changes may be so innovative and significant
that mainstream theories, with their usual frameworks, seem inadequate to
investigate them. For these reasons we suggest to turn to Critical Management
Studies body of theories, which for its openness seems to fit better when studying
big changes and the rethinking of consolidated systems.

On the basis of the results of the analyzed four cases, we address as main fields of
change the alteration in the power balance between governments and citizens (with
particular regard to the power of knowledge), and the compilation of the government
(or administration) agenda, based on more detailed, freshly collected requirements.

This work is part of a much larger research effort devoted to investigate the
phenomenon of the diffusion of data and information from direct sources through
the Internet under several, complementary, perspectives. In particular this work
addresses the perspective of changes of power balance between citizens and
governments. This work has to be considered as a first step: further research will
be addressed to deepen the analysis and the discussion of the cases investigated in
this chapter, to identify new cases, and to thoroughly investigate in critical terms
the change in action.
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A Case for Holistic, Multicriteria Benefit
Analysis

Peter M. Bednar and Christine Welch

Abstract This chapter discusses the ways in which a critical systemic approach to
systems analysis can provide support for a holistic, multicriteria benefits analysis.
It highlights the importance of inquiry into the nature and boundaries of a per-
ceived organizational problem space, taking into account unique perspectives of
the living, engaged actors who desire beneficial change in their working systems.
The role of the IS professional within a collaborative inquiry is explored, taking
into account creation of relevant methodological frameworks (in contrast to
uncritical, rigorous application of standardized methods). The chapter discusses
the ways in which collaborative teams can approach identification of desirable
benefits.

Keywords Benefits analysis � Critical systemic thinking � Systems analysis �
Methodologies

1 Introduction

An important question to ask in relation to information system design is what is the
role of an IS professional? Is it to ‘deliver’ what the ‘client’ ‘wants’? If this is the
proposition, then we need to question carefully what we mean by these terms. It is
also important to examine the activities of professionals. In relation to project
management, for instance, the Standish Group report ‘Cobb’s Paradox,’ attributed
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to Martin Cobb of the Treasury Board of Canada Secretariat, who reportedly said
We know why projects fail, we know how to prevent their failure––so why do they
still fail? [1] It is often considered that well-trained professionals who apply
recognised methods with sufficient rigour will ‘deliver’ effective results. However,
we suggest that it is important to ask the questions ‘effective for whom?’ and
‘effective in what circumstances?’ This chapter examines the role of IS profes-
sionals in supporting developments that are found to be useful in context. In doing
so, the importance of inquiry into relevance, and a need for critical perspectives on
professional ‘practice’ are highlighted.

2 The Role of the IS Professional

It is, of course, important for an IS professional to consider for what purpose(s) a
proposed system is required. Should they attempt to deliver what the client wants?
Or perhaps what the client needs? Without understanding these factors, it is
unlikely that ‘useful’ systems will evolve. Who, though, is the client? Are we
talking about a problem owner in the sense indicated by Checkland [2] in his Soft
Systems Methodology? This would be a person with power to sponsor or prevent
change. In an organizational setting, it is of course important to know who has
ultimate understanding of the constraints within which a development is situated,
e.g. budgets and timescales. However, a focus on problem owners potentially
excludes ‘users’ of a proposed system from involvement in its creation. Nissen [3]
warns against labeling engaged actors as ‘users’ for two reasons. First, because it
disqualifies their own identities––few people define themselves professionally as
users of information systems; and secondly because, in doing so, genuine dialogue
about their ideas, ambitions and desires becomes inhibited.

If systems are to be created which are experienced as useful in the context of
daily working life, the desires of those who will use them must be explored. As
pointed out by Ciborra [4], people do not enter their workspace as ciphers, playing
out mimes as described in a formal job description, but are present as themselves.
All human beings experience multiple Weltanshauungen (worldviews), built from
their contextual understandings of the world they inhabit, which are shifting,
emergent properties of their interpretations of relationships [5]. Not only are our
views and wishes opaque to other people, but we ourselves are not perpetually
aware of the interacting perspectives, both rational and emotional, which shape our
judgments. In our decision-making, we often seek to apply some kind of bounded
rationality [6] which must be an emergent property of our own ongoing sense-
making processes. Argyris [7] makes the observation that human beings may hold
espoused theories about their behavior in social context(s), which can differ rad-
ically from their theories-in-use––what would make that exhibited behavior
explicable to others. Desire is linked to motivation and also (prejudiced) value
judgments about expectations from what is ‘delivered’. Individuals will need
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support to explore and surface their own contextual understandings in order to
shape their needs and desires from any proposed system.

An Information System can be considered as a particular example of a Human
Activity System [8] (HAS). This term has given way in Checkland’s work to that
of Purposeful Activity System (PAS) [9]. It is worthwhile to reflect here on the
difference in use of these terms. Purposeful behavior, which Checkland [10]
describes as action that is willed or voluntary, can be contrasted with purposive
behavior, i.e. that to which an observer can attribute ‘purpose’. This distinction is
important to our current purpose since it may be tempting for an IS professional to
attribute meaning to a situation and in consequence assume that certain ‘require-
ments’ are the relevant properties of the system to be created. We prefer the term
Human Activity System, since this emphasizes the presence of unique human
individuals whose perspectives on the purpose of any system are formed through
their expert understandings of context. It may become easier to engage with a
multitude of differing understandings of an organizational problem space if we do
not pre-determine (assume, or pre-judge) some objective, bounded rationality of
what we perceive.

As practitioners, we are not limited in our own practices by other people’s
descriptions. We must make efforts to take responsibility for our interpretations and
applications of methods and methodologies. We should not be promoting method
over methodology as a logical consequence of experience in practice, but focus on
co-creating an inquiry into unique, contextual understandings. It is crucial to
remember the relative expertise of those involved in developing new systems. The
‘client’ has experience and understanding of constraints. However, as Jayaratna has
pointed out [11], it is the ‘users’ who have contextual understanding of the problem
space within which the new system will be experienced as relevant. As neither of
these participants are likely to be experts in the processes of inquiry, which are an
infrequent aspect of organizational life, it is here that the expertise and experience
of an IS professional become crucial. It is the professional’s job to facilitate a
collaborative inquiry into the problem space, in order to co-create a resolution
which is experienced as meaningful in context. The holders of all three types of
expertise must be participating actors in this process, since none of them is an expert
in the experience of any ‘future desired solution space’. We can draw an analogy
from the field of medicine. A patient has competence in the experience of her
‘problems’. However, she may need guidance through consultation to express what
‘feels wrong’. The patient may think that her symptoms indicate a particular disease
and that she knows what will make her feel better, e.g. a particular drug or pro-
cedure, and this may or may not be the case. It would be a really bad idea for every
doctor to assume that the patient is always right! Equally, it would be a bad doctor
who assumed she knew better than the patient about the contextual experience of
‘the problem’. However, the doctor is (hopefully) more competent than the patient
in facilitating both a problem inquiry and an exploration into potentially valid future
problem resolutions (e.g. what might be suitable medication and possible desirable
outcomes). Such exploration will depend upon available resources, e.g. a hospital in
which treatment can take place or drugs dispensed from a pharmacy.
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3 Methodology and Method

When we apply methods, especially for IS development or project management,
we are mainly concerned to produce a particular ‘outcome’ or ‘product’. This can
easily seduce managers into believing that meaningful progress is being made so
that they suspend their judgment activities. However, efforts to apply methods,
without first inquiring what are relevant problem spaces to address, are unlikely to
meet with ‘success’. We could use an analogy of a fighter who chooses and wields
a weapon, without first inquiring who is the enemy, how is he armed and what is
the terrain? Engaged actors cannot abrogate their responsibility to make inquiries
into relevance before they make choices relating to rigor; yet such an obvious
conclusion has frequently evaded project teams, resulting in all kinds of real world
problems for IS practitioners and their clients for more than forty years. It is
important, therefore, to recognize that choices relating to the format of ‘method’
are subordinate to concerns for ‘methodology’.

In the field of information systems, as in other areas of expertise, we might
expect to find practitioners who exhibit both personal integrity and ambition for
excellence. Over the past 25 years, many practitioners have been quite successful
in integrating relevant aspects of different methods and methodologies into their
activities. For example, many authorities recommend use of a soft method for
inquiry into a problem area before committing to application of hard methods [12].
It is difficult, therefore, to comprehend the actions of those practitioners who
ignore such suggestions for good practice. However, the authors have observed
that a focus on methods deemed to be fashionable can lead to a situation in which
IS professionals behave like Lemmings, ignoring historic commentary that high-
lights phenomena such as Cobb’s paradox (see [1] above). Referring again to our
discussion about HAS and PAS, it is clear that a person who wishes to bring about
change cannot exclude from the field of inquiry her own engagement with that
change. You cannot engage with any human activity system without including
your own engagement in such a system. Just as a map is not the same thing as the
territory it is intended to represent, so we cannot describe a system change and at
the same time exclude from consideration what could potentially bring it about.
Thus, to draw up an action plan may be satisfying, but it is not a substitute for
creation of a meaningful dialogue among people who want to engage with a
desired change. This exploration and dialogue (about HAS and PAS) can be
supported through discussions and co-creation of ‘models’, rich pictures or other
visualization techniques that can help individuals and groups in their sense-making
and informed judgment about possible action related to a desired potential future
system.

Unfortunately, it is not unusual to find confusion between choice of method-
ologies and application of methods. On one hand, it is extremely important to
understand methods well. When discussing methods, the problem of competence is
often given attention. People need to be skillful in their ability to apply tools and
techniques or their efforts will be disqualified by definition. This is why rigor in
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problem solving and inquiry are actively promoted–we want our artifacts to work.
On the other hand, however, it is extremely important to understand that methods
should not be used without contextual adaptation and change. In other words,
while it is necessary to know the ‘rules’ it is also important to know when to bend
or even to ignore them [13]. Contextual judgment and informed decision-making
are indispensible to professional practice. A further issue for professionals is which
tool from the toolbox (which method) to draw upon in any given context. How can
we set the boundary of what is ‘relevant’ in context? It is at this point that we
consider what the concept of ‘methodology’ is (or should be) all about. A meth-
odological framework enables us to address the questions of ‘when’, ‘why’ and ‘in
what way(s)’ relating to method. We can express this by saying that the job of
methodology is to engage the issue of relevance.

4 A Focus on Benefits?

It has been suggested [14] that there has been too much focus on interpretation of
context in IS research and that a more pragmatic focus on benefit realization
(problem-solving) is needed. This has led to the body of work known under the
label of design science. However, when we contemplate the benefits that may
accrue from creation and introduction of new IT artifacts, we always return to the
questions ‘In what ways and from who’s point of view can this be regarded as
useful or beneficial?’ Just as it is necessary to question the nature of the problem
space to be addressed (see, e.g. Checkland [2]) so we cannot take for granted that
we, as analysts or developers, can decide on someone else’s behalf what benefits
they are seeking from a proposed system. Much work has been done, for instance,
within a socio-technical framework by, e.g. Mumford [15]. The ETHICS meth-
odology involves steps and techniques intended to help individual participants to
express their wishes and desires for the work systems within which they interact, in
order to promote job satisfaction. Living individuals have unique perspectives,
which are comprised of multiple worldviews which shift and re-form over time.
Our individual values and desires are emergent properties of the total life situa-
tions we experience, our interactions with the world around us and the sense-
making processes we engage in [5]. Thus, our desire for ‘benefits’ from a proposed
system emerge from many influences. Some of these belong to the world of
rationality but they also derive from the affective zone [16]. The authors have
expressed this elsewhere in the following terms [17]:

Knowing that systems with potential for meaningful use are available is a necessary, but
not sufficient, condition to bring about desire for use in any particular individual. Work of
developers is often perceived within a narrow, largely (socio-) technical definition of
information systems. However, it must be recognized that such systems are inherently
dependent not only upon their social but also individual and cultural sense-making
context.
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Ciborra discussed the search for benefits from developments in organizational
systems, emphasizing a role for bricolage (tinkering) in efforts to bring about
beneficial change. He related this to a concept of ‘mood’ that is essential in
relation to creativity. Ciborra was concerned to distance creative processes from
mythical ‘appearances’ of cognitive strategies. For him, a playful creative dance
among actors is what generates progress, rather than a deliberate plan of action [4].
The concept of ‘mood’ represents a deliberate attempt to emphasize the affective
dimension in human interactions, distancing improvisation from ‘appearances’ of
cognitive problem solving to incorporate feelings as a state of being.

Looking at improvisation as a special disposition or attunement with the situation, a
special way of being amidst the world and being thrown into it, opens up a different point
of access to the phenomenon: improvisation as mood [18].

A critical systemic approach to benefit analysis must encompass a number of
factors. A focus on interpretation by engaged actors and critique of the boundaries
of a perceived problem space [19] are essential, as is consideration of what would
constitute beneficial change from particular points of view. In order for individuals
to reflect upon a problem situation, they will need to create scale for evaluation by
which critique becomes meaningful and relevant benefits can be envisioned. These
factors cannot be separated––processes of human reflection leading to a creative
learning spiral must involve interpretation, creation of scales of measurement and
judgments based upon these measures [20].

Multicriteria benefit analysis from a critical perspective must allow for para-
consistent logic in a process of defining and managing benefits. In other words,
living individuals, when asked what it is that they want, are likely to answer ‘It
depends’ [21]. As living human beings, we are tolerant of degrees of ambiguity,
reflecting our multiple and shifting worldviews. Efforts to establish desired ben-
efits must be equally tolerant of such ambiguity, rejecting either a rush to pre-
mature consensus [22] or the kind of coercive organizational environment in which
actors receive the message ‘Don’t rock the boat’ or ‘Anyone who isn’t with us is
against us.’ An organizational culture of ‘mindfulness’ [23], in which expression
of ideas and a range of opinion is welcomed, will clearly be helpful.

In carrying out holistic, multicriteria benefit analysis it is necessary to consider
different dimensions on which benefits may be judged: e.g. economic, ergonomic,
measurable, experienced, intangible, etc. Stakeholder analysis is important, but
this should go beyond the question of stakeholder identification. Who are the
stakeholders and what worldviews to they hold in this context? This analysis must
be both participatory and client-led (i.e. collaborative) in order to yield meaningful
information for the process of inquiry, taking into account individual, subjective
value systems. For each such value system, efforts are needed to explore and to
discuss boundary setting (e.g. in relation to Ulrich’s suggested approach in critical
systems heuristics [20]). An analysis may also embrace negative perspectives, i.e.
what the stakeholders do not want, since this can also trigger fruitful dialogue that
illuminates the problem space.
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5 Conclusion: A Critical Systemic Approach

As we have seen, a critical perspective on IS analysis involves interpretation of an
organizational problem space, and goes beyond this to challenge and question
underlying assumptions about the experienced ‘problem’ to be addressed. How-
ever, it goes further to seek for understandings that support efforts to achieve
beneficial change [24]. Of course, all IS development work, from whatever per-
spective, has a stated aim to deliver benefits. However, a critical systemic per-
spective is further distinguished by concern with emergent properties of
interactions among unique individuals, whose perspectives are shaped by multiple
levels of contextual dependencies, e.g. organizational power, culture and values. It
does not seek to generalize from the particular, but to gain a richness and depth of
understanding which may add to transparency in reflection on desirable change
[25]. Critics of such an approach have tended to suggest that they are too time-
consuming to be practical or that they privilege reflection over action to an undue
extent [26]. However, it is now possible to point to much experience from the field
which shows that giving a voice to living, engaged individuals generates pro-
ductive and useful results [27, 28]. A discussion of human knowing (as a facet of
both being and informing) is important when considering systemic analysis. Too
often, inquiries focus upon ontologies: what is the problem? what are the
requirements? However, a critical systemic analysis will involve questioning and
exploring sense-making processes, i.e. highlighting epistemology [21]. Contextual
inquiry is conducted in collaboration with engaged actors, investigating the
boundary of a perceived problem space. It considers multiple perspectives and
world views within and between participating actors. The role of a professional in
such an inquiry is to support creation of a methodological framework which is
relevant to the perceived problem space, not to pursue rigorous application of
‘standard’ methods. The purpose of the inquiry is to work together with engaged
actors to identify and seek for desired beneficial change–not to ‘give the clients
what they want’.
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The Catchers in the Rye: Students Model
Enterprise Architectures

Gianmario Motta and Daniele Sacco

Abstract We illustrate how graduate students (‘‘the catchers’’) are able to model
the enterprise architecture of a real organization (‘‘the rye’’) by a grid of analysis
techniques. These techniques design a model driven architecture, and are easy to
learn by students and to understand by enterprise users. The grid includes three
levels. The Aggregate Strategic Level (ASL) uses list and matrix models in the
domains of information and business processes. ASL schemas are then mapped on
a much more detailed Rich Semantic Level (RSL), that is still independent from
the underlying technology. Finally, RSL schemas are mapped on executable
models, that reflect technology. The illustration is backed by a case study on small-
medium enterprise.

Keywords Enterprise architecture � Business architecture � Information systems
architecture � Information requirements analysis � Requirements analysis
techniques

1 Living the Rye

‘‘The Catcher in the Rye’’ is a famous novel (over 65 million copies sold) on the
adventures of the teen-ager Holden Caulfield, who, after being expulsed from his
college, lives an intensive experience in New York. As Holden well knows ‘‘Life
is a game, boy. Life is a game that one plays according to the rules’’ [1].
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So, at the end of a MS degree in Computer Engineering or alike majors,
students typically enter the unknown world of organizations, where often they
have to play an analyst’s role—i.e. a catcher’s role. Now, our idea is to prepare
students to the wild world through a project managed by the University. The
project is on enterprise architecture1 and uses a set of techniques that have been
developed and integrated by our lab.

This approach has two objectives: to test university’s analysis techniques and
provide value to students. Organizations are a critical test field, where you test not
only the theoretical robustness of the model, but also how practical are the
approaches and how real are the theoretical benefits. Of course, a project in an
organization should be a win–win game. The organization should get a workable
outcome, and the project impact should fit the always very limited time that
managers have.

In the following sections we illustrate our analysis grid; specifically, we survey
some home developed techniques. In the final section we illustrate a case study.

2 The Analysis Grid

2.1 The Structure of the Analysis Grid

Our analysis grid concerns the systems architecture of an enterprise. This archi-
tecture of an enterprise, as defined by TOGAF, [2] includes three domains:
business, information systems, and technology. Business Architecture defines the
structure and flow of business processes an enterprise performs to manage and
deliver its products and services and the structure of its organization. Information
Systems Architecture defines the information that systems process and, also, the
structure of the processes. Finally, Technology Architecture defines the building
blocks and the layers on which information systems are deployed.

To define an enterprise architecture, the analyst generally to start at a very high
level, that embraces the whole enterprise and, also, can be expressed by a notation
that the managers easily understand. So, an ideal analysis grid should include
several abstraction levels. At the highest level, e.g. when you talk with a Vice
President, the notation cannot be detailed. At the lowest level, the notation shall be
an executable language—as BPEL. In short, we assume three description layers:

1. Aggregate Strategic Layer (ASL), where the architecture is aggregate and
expressed by the simplest possible notations, as grids or lists;

2. Rich Semantic Layer (RSL), where the architecture is expressed by detailed
diagrams; notwithstanding the detail, RSL is conceptual, and neglects the

1 The enterprise architecture reflects the orientation of our curriculum ‘‘Services Engineering’’
that allocates 24 of 48 credits on Enterprise Systems architecture and Business Process/Business
Service Analysis (for a discussion on Services Science Curricula see [16]).
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implementation; however, because of detail and the rich notation, it is much
less user friendly;

3. Software Engineering Interface (SEI), that transforms RSL into a notation that
is understood by software engineers and defines software functions; in most
cases the notation is executable.

On the other side, the analysis has to cover functional aspects, essentially
because user managers are interested in the content of information systems and not
in underlying technology deployment. The functional aspects includes (a) the
information the system shall use, (b) the workflow of the business processes and
related execution rules, and, finally, (c) the user interface, through which infor-
mation is distributed to (or collected from) users. We call these functional aspects
as ‘‘domains’’.

By combining domains and levels, you have a grid with nine quadrants, each
identifying one specific analysis segment, that implies a specific analysis tech-
nique. In Table 1 we list these techniques, that include both usual techniques as
UML and, also, home-developed techniques as SIRE [3] and GEF [4]. As you can
easily assume, the analysis grid covers enterprise architecture in the two upper
levels, while the lowest level is for implementation.

The analysis roadmap typically proceeds top-down and right to left. This
implies (a) vertical integration and (b) horizontal integration. Let us consider each
point. Vertical integration means that an ASL model can be transformed into a
RSL model, and, also, a RSL model into a SEI model. Of course, each top down
step implies a certain amount of enrichment and a set of rules. Horizontal

Table 1 The analysis grid

Level Domain

Information Processes/rules User interface

Architectural
steps

ASL—
Aggregate
Strategic
Level

Strategic
Information
Requirements
Elicitation
(SIRE) [3]

General Enterprises
Framework
(GEF) [4]

——–

RSL—Rich
Semantic
Level

Entity
Relationship
(ER) [5]

Dimensional Fact
Modeling
(DFM) [6]

Business Process
Management
Notation
(BPMN) [7–9]

UML—Erikson
Penker extension
(UML—EP )
[10]

Goal Oriented
Analysis
(GOA) [11]

Implementation
steps

SEI—Software
Engineering
Interface

Relational
database [12],
UML [13]

Business Process
Execution
Language
(BPEL) [14]
UML [13]

Web
Manipulation
Language
(WEBML)
[15]
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integration means that models of different are linked by cross references. E.g. use
cases and information entities of a given system are cross referenced by a table that
shows which entities are created, read, updated or deleted by which use cases. The
table pinpoints the life cycle of information within the system and unveils potential
integrity issues—e.g. an entity that is read but not created in the system.

Let us now focus on the two techniques of ASL, namely Strategic Information
Requirements Elicitation (SIRE) and General Enterprise Framework (GEF).

2.2 The Information Architecture by SIRE

Strategic Information Requirements Elicitation (SIRE) is an universal technique to
analyze information needs at the enterprise level [3, 17]. Its purpose is to identify a
grid of information needs Nt,d,k where t is the information type, d is information
domain, and finally, k is an ordinal number assigned to each need. Table 2 shows
the graphical shape of the SIRE grid. The grid crosses the information domains di

with the information types ti. Information domains include all universes on which
an enterprise processes information—e.g. Customer. Of course the 16 generic
information domains (Law, Competitor, Customer, Supplier, Broker, Shareholder,
Personnel, Equipment, Raw Materials, Cash, Structure, Project, Region, Process,
Product, Service) should be customized to the specific company through special-
ization and decomposition. Domains are layered into information types ti, namely
(1) Master information, that represents structural properties of an object (e.g. the
customer name) (2) Event information, that describes transactions concerning the
object (e.g. orders by made the customer) (3) Analytic information, that describes
statistical properties of the object (e.g. the amount of sales). In short, relevant
enterprise information is identified by domain and type. Similar grids have been
proposed for specific industries. However, SIRE is simpler than SID/eTOM for
telecommunications [18], and not limited to one sector, as it happens with ARTS
[19] that focuses on retail (Table 3).

Table 2 The SIRE grid

Information domain Information type

Master Event Analytic

[Domain] [Need 1, 2, …] [Need 1, 2, …] [Need 1, 2, …]

Table 3 SIRE and eTOM/SID grids

SIRE eTOM/SID

Information types Master, event, analytic Not defined
Information domains Generic list (universal) Telecommunications oriented list
Topdown analysis Procedure from ASL to RSL (and SEI) Not defined
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SIRE follows a top down approach. At ASL, the analyst identifies a list of
information a given domain e.g. the customer (e.g. customer-name, customer-
order, customer-sales). At the RSL, the analyst will generate, through a set of
rules, ER and DFM schemas, where the first one represents the relation between
customer and order, while the second one represents the keys by which customer-
sales are analyzed.

While going top down from the ASL to RSL diagrams, the analyst adds details.
For instance, in Fig. 1 the analyst has transformed the row ‘‘Customer-address’’
into a corresponding entity, to which has linked the event information on the
orders issued by the customer. This relation is typically implemented in a database.
The analytic information about ‘‘Customer-orders’’ has been enriched by the
search keys on Order, Date, Product, Customer. This fact table is typically
implemented in a data warehouse. In short, ASL identifies the information ele-
ments while the RSL deploys their semantics.

2.3 The Business Process Architecture by GEF

General Enterprise Framework (GEF) is a technique to analyze activities of a
business process, that was developed in Pavia University during 2011 [4]. Its
purpose is to identify the activities of business processes Al,p,i where l is the
activity level, p is the business process domain, and finally, i is a sequential

Fig. 1 Information modeling steps (oversimplified)

The Catchers in the Rye: Students Model Enterprise Architectures 351



number assigned to the activity within a given quadrant of the grid. Table 4 shows
the graphical shape of the GEF grid, that is similar to the SIRE grid. Here also, as
in SIRE, levels of activity are predefined.

GEF is universal. By contrast SCOR [20], a very popular framework, targets the
sector of supply chain organizations. It proposes a reference framework based on
the two operational levels of Planning and Execution, that is further subdivided in
Source, Make, Deliver, Source Return, Deliver Return. The analyst customizes
SCOR on the individual organization and identifies the gap between the ideal
situation (i.e. SCOR) and the current situation, thus accomplishing the so called fit-
gap analysis. SCOR is very effective on its domain but it does not fit service
organizations (Table 5). With GEF the analyst follows a similar path. He cus-
tomizes the grid on the individual organization and then measures the gap between
the ideal and current situation.

Table 4 The GEF grid

Business
process

Activity level

Plan (set
plan/
goals)

Execute
(perform
tasks)

Monitor (check and
track execution
workflow)

Control
(appraise
results)

Manage information
(collect, store and
distribute)

[Business
process]

[activity] [activity] [activity] [activity] [activity]

Table 5 SCOR and GEF frameworks

Model Main activity levels Domain Activity level analysis

SCOR [20] 1. Plan
2. Source
3. Make
4. Deliver
5. Return
6. Source return
7. Deliver return

Supply chain
(manufacturing and
alike industrial sectors)

Activities are predefined at
three levels:

1. Top (main activity
levels)

2. Configuration (detail of
level 1)

3. Process element (detail
of level 2)

Customization on the
individual enterprise is
performed at (4)
Implementation level

GEF [4] 1. Plan
2. Execute
3. Monitor
4. Control
5. Manage information

Whatever industrial sector No predefined individual
activities

Individual activities within
each level are identified
by the analyst and
detailed through
decomposition and
specialization
operations
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3 A Case Study: Crossing the Rye

Jones & Jones (JJ) is the disguised name of a large vendor of Human Resource
software with a wide range of customers, which include (a) advisors servicing
minor companies, (b) organizations running JJ software on their premises (c)
organizations that outsource the service. JJ has a wide geographical network of
agents and service centers, with a central sales organization and customer care.
Most customer information is decentralized, and headquarters have a limited
control (Fig. 2).

The assistant of the CEO, at the first meeting, asked to improve efficiency and
effectiveness of customer management, by leveraging IT. She asked also to use
easy and documented analysis techniques to define an overall enterprise archi-
tecture. This request fitted perfectly ASL and RSL levels of our analysis grid.

The analysis group included 4 graduate students, which, even if they had been
already familiarized with the techniques in their courses, were at their first field
experience. So they started to to meet all departments (Marketing, Central Sales,
Sales Agency, Customer care, Service Center, IT, Accounting) and gathered their
needs. The meetings were carefully prepared to have an efficient confirmatory
interview, no longer than 2 h. The interview steps were (a) Confirm Mission,
Tasks, Responsibility, Authority of the department; (b) Fill and discuss the SIRE
grid on the white board (we selected the applicable information domains and we
put own the information needs) (c) Discuss information access requirements (GOA
method [11] at RSL level of the analysis grid) to understand the use of the
information included in the SIRE grid.

Fig. 2 A customized SIRE grid put down on the whiteboard
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This simple and agile approach—to be agile we discarded the software tools we
had developed for SIRE—was highly welcome. User enjoyed to discuss and see
something they really understood; also they realized immediately the gap between
the reference information and the information that was really available. Students
then integrated the users’ views and developed a catalogue of the information and
related ER and DFM schemas.

This filled the information requirements, but the architecture of business pro-
cesses had to be analyzed and assessed. The related evidence was taken from the
ISO 9000 manuals and from checking the completeness of this manuals trough
flash interviews to the user departments. In parallel we collected a similar evidence
on the existing software applications. At this pointy we knew which business
process was covered by which software. By using the GEF grid we mapped each
process on the activity levels. The resulting map is shown in Fig. 3, where, for
privacy reasons, names are disguised. In an ideal situation, all boxes are green. The
coverage in Fig. 3 reflects a paperwork automation, without support to planning
and with a limited database (no analytic information and only partial information
on events). In our experience, this profile is typical of early stages of business
process computerization, where priority is given to clerical automation and not to a
control and improvement of the process.

4 Conclusions

We have presented an enterprise analysis grid and a case study where students
successfully defined an enterprise architecture– they were successful ‘‘catchers in
the rye’’. The two home-made components of the grid SIRE and GEF can roughly
measure the maturity stage of the enterprise computerization. Generally, one could
assume that the higher the coverage, the more advanced the stage. This recalls

Fig. 3 An example of GEF
table
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similarities with CMMI [21], that was born to assess the maturity of the software
development process. Of course, a complete maturity oriented enterprise archi-
tecture assessment requires further development.
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Coaching and Mentoring for IT Project
Managers

Pier Luigi Guida

Abstract In spite of the very questioned success rates of Information Technology
projects, one may argue that relatively low investment and focus are still devoted
to the human resources in the software business. The Chapter aims to address the
subject of Coaching and Mentoring (C&M) as a means to improve the individual
project managers, teams and hence project performance. In this perspective some
historical references and current evolutions are considered (agile development)
stressing that more involvement in this direction should be sought by IT organi-
zations. An educational approach blending psychology, coaching and mentoring is
proposed while the chapter can represent a mini-tutorial on the subject for project
managers and other stakeholders in IT industry.

Keywords Coaching � Mentoring � Software psychology � Project management

1 Introduction

The chapter introduces the concepts of coaching and mentoring in the context of
Information Technology (IT) project management. It is well known that the IT
sector is characterized by relevant records of unsuccessful projects and looks like a
risky business. According to the well known CHAOS report [1], two-thirds of IT
projects are not successful in terms of the critical ‘triangle’ objectives (time–cost-
quality), and literature is plenty of epic failures. There are several reasons for this
phenomenon, but one can infer that the most cases are due to ‘‘human factors’’:
being too much risk appetizers and not giving proper considerations to so called
soft skills, may be the major cause of so many project failures. Being an IT project
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a very human value added business, the same ‘‘content’’ should give account of its
historical rate of unsuccessful ventures. Psychological attitudes and other human
factors of the leading stakeholders—i.e. sponsors, project managers and organi-
zations—may be accountable of so many failures; a strong hypothesis to deal with
for deeper understanding and maybe more scientific verification. But if that is the
case, we should be working much more on the human side of the projects to help
these be successful.

During the last decades the ‘‘soft skills’’ have been increasingly addressed as
important elements of the project management discipline, in addition to so called
‘‘hard skills’’. The latter are traditionally related to quantitative aspects of project
management—such as scheduling, cost budgeting, quality measures etc…—while
the formers are more human and behavior centered, such as leadership, motivation,
negotiation, and alike. If we would provide a project analysis in terms of its human
versus other costs, we certainly would understand how much care should be given
to human resources and their characteristics (attitudes, personal traits, training and
experience).

The present essay will focus on two concepts of human resource management,
which are having increasing interest in IT project management: coaching and
mentoring (C&M), with some insight of psychology. Our scope is to introduce
these concepts, which are sometimes misused or misunderstood, and provide a
mini-tutorial for those who would be willing to dedicate more study and (in)formal
attention to these themes, assuming they can improve their own and projects life.
The subject is not specific to IT, but this sector can record relevant developments
and experiences, which can provide a new methodological chapter of the disci-
pline, in terms of the software engineering and project management ‘‘bodies of
knowledge’’. As it is often the case, these can formalize into more conscious
knowledge, methods and practices which may have been naturally applied by
practitioners in their working experience.

The chapter is organized as follows. Following the present introduction, Sect.
2—Definitions and descriptions—surveys basic principles on coaching and men-
toring. Section 3 introduces the ‘‘Psy-Co-Men’’ approach, attempting to synthesize
the subject and motivate its adoption; moreover we provide some references of
C&M opportunities, project management standards and specific applications
traced in the IT business (agile coaching). Finally Sect. 4 points out some of
author’s experience in the field and Sect. 5 provides some conclusions.

2 Definitions and Descriptions

Mentoring and coaching are words sometimes used interchangeably; moreover
they are adopted in practical applications with some differences or ‘‘dialects’’ in
respect of original settings and definitions of the disciplines.

As recalled in [2], the concept of mentoring dates back to the earliest stages of
human civilization. The origin of the term can be traced back to the legendary
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history of Ancient Greece. According to ‘‘The Odyssey’’ by Homer, Ulysses, king
of Ithaca, before leaving for the Troy war, delegates his house and the education of
his son Telemachus to Mentor, one of his friends.

Mentoring implies relationships between two individuals, the mentor and the
mentee or protégé, where the former provides his own experience and knowledge
in favor of the latter. The mentee can achieve improvement in his professional
learning, while the mentor can also benefit in other ways (income, more satis-
faction and social acceptance in the working environment). The ‘‘third’’ and
sponsoring actor, organizations, can finally gain more productivity, motivation,
stability in the workforce, know-how transfer and shorter time for developing
skills. In particular Landaeta et al. [3] refer to formal mentoring as management
practice to support knowledge transfer across projects. Some types of informal or
natural approach of mentoring may also develop in working environments, more
or less acknowledged and encouraged by the management, particularly for
apprentices. In broader acceptance, mentoring is an improvement process con-
cerning both aspects related to a professional career and more global development
of the individual.

Coaching in management jargon is a much more recent concept, introduced in
the 80s, when it was imported from other sources, namely academic training and
sport.

Wikipedia helps us about the etymological origin of the English term ‘‘coach’’,
derived from a transport vehicle that traces its origins to the Hungarian word
‘‘kocsi’’, a particular carriage, named after the village where it was first made [4].
The first use of the term in relation to sports came in early ‘800 and is nowadays
very well known. The facilitative approach to coaching in sport was pioneered by
Gallwey [5] and divulgated in more management oriented style by Whitmore [6].
This author reports one of the most known methods of coaching, which favors a
style in which the coach asks questions and offers opportunities that will challenge
the coachee to find answers from within himself. This also has some historic origin
from the so-called ‘‘Socratic method’’, after the Greek philosopher Socrates (5th
cent. B.C.) who facilitated the learner to discover answers and new ways of being,
based on their own perspective and values. According to this literature, the coach
is a motivation builder and should not intervene or even be expert of the coachee’s
world.

Other contexts, forms and schools for coaching have since developed, includ-
ing: executive or business coaching, life coaching, team coaching, wealth
coaching, emotional intelligence coaching, even self-coaching and so on. Since the
mid-90s, coaching has developed into more independent discipline and profes-
sional associations. Needless to say the evolution of coaching has been influenced
by many other fields of study including those of personal development, adult
education, psychology (sports, clinical, developmental, organizational, social and
industrial) and other organizational or leadership theories and practices; another
sister discipline to coaching for human motivation and behavior improvement is
the Neuro Linguistic Programming (NLP), first pioneered by Richard Bandler and
others.
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Moreover the ‘‘pure’’ concept of coaching, where the coach should be not be
cognizant of the coachee’s professional knowledge and experience, has evolved
indeed into more ‘‘contextual’’ forms, where the motivation builder is required to
have knowledge of his/her coachee business environment. This is also the case of
the sport coach, who is not required to be great performer in the athletic field, but
should be expert of the methods and techniques in the discipline, in addition to
having other qualities, such as leadership, team building and alike. The contex-
tualization of coaching—as we would describe it—has therefore introduced new
coaching practices and professionals aimed at specific roles and applications.
Through the marketing pages of internet, today one can thus find coaches who
promote themselves for projects and project management. Furthermore the IT
world and literature have been fairly open to the new discipline, particularly
related to more recent evolutions, like the Agile movement, which have originated
agile software engineering and agile project management. Finally the first books
on Agile coaching have been delivered [7, 8].

The embedding of contextual or technical know-how into some schools of
coaching is not a mistake by itself, given that one can reconcile this to the true
origins of the discipline, and the human more than engineering side of the coin is
duly taken into account. Eventually following the coaching contextual path, some
combination of coaching and mentoring competences can be produced, the level
and depth of each practice being appropriately considered for any specific project
intervention.

2.1 Coaching and Mentoring in Project Management
Standards

Coaching and mentoring already appear in the project management reference
standards, or so-called ‘‘Bodies of Knowledge’’, respectively by Project Man-
agement Institute (PMI), International Project Management Association (IPMA)
and Association of Project Management (APM). For instance in PMBoK [9] these
terms are cited among the techniques of the ‘‘Develop Project Team’’ process, as a
means of improving the team’s performance. In the ICB (Competence Baseline)
[10], one reads that the project director coaches project managers, and coaching
actions are relevant in several competences (teamwork, leadership and personnel
management) and the APM BoK [11] includes this topic too. Some of these
generic standards acknowledge C&M among the activities of project management
offices (PMOs).

Another point of interest is assessing the project management or organizational
‘‘maturity’’ as a means to measure the level of growth and mastering of the
industry core processes. In this regard one of the more complete models focused
on human resources is the People-CMM [12] which aims to broaden the CMMI
model to organizational maturity. It is noteworthy that in the P-CMM framework,
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Mentoring is one of the 22 key processes against which enterprise ‘‘capability
maturity’’ should be evaluated.

Once appraised the importance of introducing (better) formal C&M programs,
we would like to focus on some project situations where planning and putting at
work some coaching activities can be beneficial.

2.2 Projects Difficult or ‘‘In Crisis’’

There are projects which can be difficult and complex at their initiation or any
intermediate phase of the life cycle. In these cases the management should con-
sider the intervention of coaching in support of project managers and other team
members, particularly if they are novice to these venture or may require to
strengthen specific abilities. This may be more convenient and in the end beneficial
than hiring full or part-time consultants. Another case is when the project is in
crisis, and some actions are needed in the area of human resources; a snapshot
from the author’s experience is given in following Sect. 4.

2.3 Organizational Project Changes

This can be an extension of the foregoing, for instance regarding the situation
where the project or the project manager are faced with particular transition or
transformation program (e.g. acquisitions and mergers, organizational change
management) or even project closure or anticipated termination, which may have
particular impact on human resources. In the case it is important that the team
members do not feel ‘‘left alone’’ and best competences and mental energies are
preserved for next project ventures.

2.4 Specific Project Environments

There are specific project environments which may require some coaching as well.
In a conference the author recently attended on so called ‘‘mega projects’’ we were
exposed to some case studies, like building of a new oil-and-gas plant in the desert,
where manpower had to peak 20.000 units, being multi-ethnic and coming from all
parts of the world. In the round table which followed, the subject of having a
project manager coached for this mission was particularly addressed. Ideally large
companies may resort to already experienced professionals in the task, but the
opportunity may not always occur.

In the IT sector, as already said, some forms of specialist coaching have
emerged, as one queries the literature databases on the subject, like IEEEXplore.
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One of the best chapter is by Paasivaara [13], who presents a multiple-case study
on how various globally distributed software projects introduced agile practices
with the help of company internal coaching team. The case of some projects in
crisis is also discussed. The chapter describes an organizational approach how to
organize and learn lessons from agile coaching in international, multi-site project
context, where a large IT company set up a coaching team for the benefit of their
distributed projects.

Current low-cost technologies, like real-time world-wide chatting and Skype
videoconferencing can also favor coaching programs in efficient and economical
way, say with one professional or internal coach taking care of several project
managers worldwide.

2.5 Project Management Career Development

One of the more classical uses of mentoring/coaching is in the area of support to
career development of the mentee/coachee. This may be generic for any kind of
application and management roles, but again the IT sector can provide specific
opportunities for personal and professional development. It is well known the case
where technical professionals and senior team leaders may find difficulties in
dressing the new project management roles, and ‘‘old habits’’ remain on so called
technical project managers. We are not venturing in the long debate about the
generic competencies of an IT project manager, which may be a false problem due
to very different project context and conditions; but we should point out the
question how to transport, say coach, a promising individual from the technical to
management career.

It is known the condition that, particularly for small projects, one cannot have only
project ‘‘managers’’. Even in small projects, however, where some re-organization
occurs—say in agile perspective—and several projects follow the agile paradigm,
the project manager would increasingly detach from the technical issues, left to
the Scrum-master, and be freed to manage more projects. In the agile model the
project manager would thus be playing more coaching roles, with appropriate
leadership styles.

In more general terms, increasing the dimension, complexity and global dis-
persion of projects, the project manager is required to improve his/her manage-
ment competencies, shifting to more soft and general management skills. For some
persons this may be more difficult to achieve, as Pressman [14] and others have
already discussed. ‘‘And yet,—remarks Pressman—few senior managers would
argue that poor project management is the number one cause of project failure.
(…omissis…) I’ve come to believe that successful projects have much more to do
with the person leading the team than with project management techniques and
tools’’. The author stresses the learning necessity of rookie project managers,
receiving formal training in negotiation and communication.
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The art of communication, as touched passing by in previous notes, is at the
heart of coaching and mentoring, in its more diverse aspects. Therefore one could
assume that a project manager or any team member coached by this art, would in
turn be able to better communicate and coach others as well. The sub-art of
listening, in addition, is a building block of coaching, and this can also become
part of the training programs.

3 The Psy-Co-Men Approach

Another question that may arise spontaneously is how C&M relate to psychology,
its Greek etymology meaning the discourse (logos) on soul (psukà). In fact psy-
chology is the study of the mind, occurring via the study of behavior, aiming at
understanding individuals and groups and establishing general principles. The
discipline has many subfields, in social, behavior and cognitive applications, while
interpretation of mental functions can help understand and cure mind diseases and
pathologies (counseling and clinical therapy). Excluding this side of the discipline
about treatment of mental health, study of individuals and groups in work envi-
ronments in principle can aid coaching and mentoring programs.

Among the many different spheres of human activity, psychology has also
developed a specific stream of research and studies in computer and software
engineering, thanks to the seminal book by Weinberg [15].

Some exposure to psychology studies by anyone playing some organizational
role is desirable, and may complement any management curriculum, though it is
not the scope of the chapter to explore this immense field with reference to
coaching and mentoring. However we do not abstain from noticing how modern
and interesting remains the reading of some sections by Weinberg after four
decades he published his The Psychology of computer programming, with par-
ticular reference to characteristics of the Group, Team and Project within the
software industry, linked to personality factors, motivation, leadership and training
of the ‘‘programming’’ resources., The same author points out some traits of the
software psychology that should be taken into account when considering any
coaching or mentoring approach. In particular, among the factors which go into
satisfaction of working groups, the competence of supervisors and leaders looks
like to play a fundamental role. To summarize the Weinberg’s conclusions for our
theme, three concepts are worth summarizing:

• project managers and team leaders, where not specifically involved as ‘‘gurus’’
in the technical project work, should best direct their energies towards demo-
cratic leadership style, where more appreciation and value should come from
their soft management capabilities;

• democratic groups, where knowledge sharing and informal collaboration are
practiced as normal rule, are more stable and to be preferred over more
authoritatively leaded groups;
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• ‘‘it is useful to consider the work of the team in two categories, work directed at
accomplishing the team goals and work directed at maintaining the effective
functioning of the team (…) To social psychologists, these activities are des-
ignated as ‘‘task-oriented’’ and ‘‘maintenance-oriented’’. In certain types of
groups, and often in programming teams, the group tends to choose two com-
plementary leaders—a task specialist who sets, allocates and coordinates the
work; and a maintenance specialist, who irons out conflict among group
members or between individual goals and group goals’’ [15, p. 85].

According to this model, the task-specialist position should be internal or
‘‘elected’’ by the group and replaced by this if not displaying the necessary
competence; and the maintenance-specialist can come from anywhere.

It is amazing how this text is so close (forerunner ?) to more current and
renovated literature on agile principles, like the ‘‘Self-Organizing Roles on Agile
Software Development Teams’’, described in the more recent chapter by Hoda
et al. [9]. Specifically, one should outline that the maintenance-oriented leading
role could be assigned to the coach-project manager of IT agile projects, and this
figure should demonstrate coaching skills for being accepted by democratic
groups.

The analysis of the role played by individual and group socio-psychology helps
understanding why the persons manifest some kinds of behavior and their expected
reactions once exposed to certain environment or human relations. Moreover
psychology can introduce better ways to have the mentee learn and the coachee be
motivated. As Weinberg puts it, psychologists know that human performance on a
given task is a function of the task itself and as understood by the subject. They
also know that performance will be influenced by individual differences in such
areas as personality and intelligence. Once these are given, along with all the
training and experience, the ‘‘residue’’ left of unexplained performance is called
‘‘motivation’’ [15].

To integrate the three aspects introduced so far, i.e. psychology, coaching and
mentoring, we would like to introduce the ‘‘Psy-Co-Men’’ term to memorize into
one figure the various concepts, and look at the continuum of techniques used for
the purpose of improving the human performance. The following picture (Fig. 1)
is adapted from a note by Pitcher [16], with addition of the psychological frame;
this reference may be adapted by the learner according to his/her own view with
other specific techniques as appropriate.

The Psycomen term is introduced for the first time in this chapter, and the
proposed framework could represent the basis for designing specific educational
programs for sponsors, IT project managers and other team members.

In particular some points are worth further elaborating on this scheme:

• how psychology will relate to the other elements;
• how to implement a methodology based on this approach;
• how to view the IT project manager as coach and coachee.
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3.1 Psychology Contribution

The theme may be very broad for the purpose of this introductory chapter. In our
view the main contribution is from Weinberg’s remind of two group leaders, i.e.
task and maintenance oriented, since a coaching and/or mentoring function sup-
porting the project manager might work, in very simple terms, as the latter (the
maintainer).

In addition the psychology contribution to the benefit of project teams could
come from three mainstream topics of the discipline:

• knowledge of social or group psychology for team management. This is also
discussed in team building and team dynamics flavor found in project man-
agement textbooks, based on seminal models by Tuckman [17], Satir [18] and
others. However more recommendation should be provided in operational terms
to the project manager readership, e.g. as to behave proactively for relieving
group conflict and enhancing performances;

• improve the awareness of cognitive psychology. This could help decision
making fallacies be recognized and more easily tackled, and improve risk taking
attitudes and risk management processes; furthermore recognition of so called
cognitive traps could support decision making in more appropriate way;

• facilitate motivation in distressed team. This may often occur in very demanding
projects and should be managed in more contextual and higher level perspective
than projects alone (i.e. aiming at broader organizational level).

3.2 Methodological Approach

The issue how to implement in more methodological terms the PsyCoMen
approach can follow three paths.

Fig. 1 Psycomen approach
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First is the buy-in of the IT management and governance, that is looking at IT
projects as complex socio-technical undertaking than difficult software engineer-
ing ventures. This chapter would like to contribute and extend discussion on this
perspective.

Another path is more structured research on the PsyCoMen opportunity in IT
industry. Besides past and already quoted works, a research project should be
carried out to finalize this synthesis into more complete methodology. Within this
framework, one should set the objective of laying out a method for assessing the
project status in regard to its human related traits and requirements. As we are
already used to adopt ‘‘health check’’ questionnaires and templates to assess the
project or organizational maturity with reference to some methodological scale; a
similar approach could be sought to assess the deeper human aspects of project
teams. The methodology would have more general audience, however the IT
sector would appear an appropriate field of application, due to aforementioned
trends and other features of interest. The sector has been forerunner of related
project management methodologies (agile methods) putting in crisis ‘‘old models’’
and can facilitate some field development where many teams are at work in large
corporations. Nevertheless, some approach in this direction could also be expe-
rienced in less structured way by IT project managers, Project Management Offices
and consultants providing specific training.

3.3 The IT Project Manager, Coachee and Coach

From the foregoing, it should be clear how the Project Manager would benefit
from the proposed approach. Being the joint figure between the organization and
the team members, the PM would become the ‘‘object’’ of some Psycomen pro-
gram by the Organization, that would aim to improve the performance of this
figure, and hence have better managed projects. On the other hand it is natural
thinking of PM as the subject or actor of the program, becoming and being the
coach of his team. This does not preclude having other or complementary persons
playing this role, but it would be normal that a PM, after being grown by some
professional coach, would in turn become and provide some coaching to the
benefit of the project team, mainly as the maintenance leader. Incidentally we
recall that GROW is a specific acronym used in coaching circles as: Goals,
Reality, Options, Will [6].

4 The Naïve Coach

This author thinks to have become a naïve coach after his 25 years of work
experience in IT, essentially devoted to system analysis, project and program
management. At this time the author understood that having a more formal training

366 P. L. Guida



in coaching when he was younger should have provided him with better knowl-
edge, methods and consciousness to his working life.

Our last (at the moment) experience was a project-in-crisis which could not
reach its final delivery after a troubled life, for several reasons that would be too
long to discuss here.

We have been working in the Client organization, where the IT projects are
outsourced to an external supplier. The latter also supplies (and is paid for) the
project manager (PM), while the Client plays the role of sponsor and product
owner (PO, say the writer of this chapter). Among others, this project suffered
from a lot of change requests, even in its final phase, and a very ‘‘administrative’’
management humiliated creativity and motivation of team members. The PM, and
his higher management, used to restrain resources for the fixed-price contract, had
delegated the most work to subcontractors and used to set milestones seldom
respected. Members of the project teams were severely understaffed and the life
cycle management was relatively undisciplined; moreover some key persons from
the subcontractors had become the technical owners of the project know-how,
inducing leadership problems. Application of contractual penalties on the Out-
sourcer could not resolve the question but interrupting the work and likely putting
it into a never-ending legal spiral. In this context, the project could hardly be able
to be over. The Client was frustrated for the visible illness of the project, until a
breakpoint was reached by introducing a quasi-agile approach.

First a ‘‘conference’’ of all project stakeholders was organized by the product
owner (PO), as a moment to recollect ideas, freeze objectives/requirements, and
set up new issue log/change request procedures. A new users focus group was set
up and a new external subcontractor was hired by the Client in order to provide
testing, independent verification and validation (IVV) and supporting the accep-
tance tests by the users; this IVV team was co-located with the development
(Outsourcer’s) project team. A new procedure for structured daily issue log, time-
boxed software release and weekly progress review meetings was agreed between
the PM and the PO, in order to provide better project governance.

In particular, for the interest of this chapter, a schedule of informal coaching
sessions was carried out with the subcontractors’ team leaders by the product
owner, being the PM apparently intolerant and suspicious about the interference of
the Client PO (who however had some governance role, being responsible of
certifying work progress and releasing payment notes).

The project organization was slowly transforming from a traditional and
bureaucratic client-supplier model, to more agile and coupled project team
between client and supplier’s team members. Other internal politics were fairly
hard to manage, i.e. roles respectively played by the Supplier’s PM and Client’s
PO, which may be fairly usual situation. Though at the time we were not very
aware of the ‘‘two leaders’’ model anticipated by Weinberg, in fact we had been
drifting to it.

In fact the PO, being neither technical manager nor software guru, but counting
on some referential leadership from his Client role, tried to manage the key
technical experts on other grounds. During the ‘‘coffee machine’’ and more formal
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meetings, the PO behaved as a naïve coach trying to improve the motivation and
self-esteem of the team leaders, shaping and putting them questions like these:

• Do you think it is difficult to work on this change request ? If so, why ?
• Do you think the user is right in raising this issue ? If not, why ?
• What would you like to do to improve your task progress status ?
• What would you recommend to raise the users’ trust in the project ?
• Would you have any issue you’d like to discuss with the project manager ?
• Etc …

Some these points were not only addressed to improve personal motivation, but
also relieve project pressures and tensions, which may be blocking factors of
human actions. Moreover, did also help introducing more project discipline
through process than personal management. Another area of team and self
improvement through C&M should regard the risk attitude and ability to manage it
(though it would take another chapter to discuss this).

5 Conclusions

The emergent project model of the reported experience followed the Weinberg’s
hints and some Psy-Co efforts. A more structured case would require to envision
this organizational option since the beginning or as prerequisite to better manage
difficult or in-crisis projects, where some individual or group coaching would be
working alongside the project manager.

When played by two individuals—task and team maintenance managers,
though the latter being part-time—appropriate agreement and mutual acceptance
should be granted, with frictionless and no overlapping influence. In particular the
maintainer, i.e. person dressing the coach habit, should be regarded as external
advisor and supporter of the same project manager, given appropriate investiture
by the company management or project sponsor. As already pointed out, evolution
towards more agile project management would be better prone to accept this socio-
behavioral model, which might recast the ‘‘two-parents diarchy’’.

Also when playing alone, the project manager should be constantly serving the
two roles, task and maintenance manager, as necessary or deserved by the team.
Progress status meetings are good and natural occasions where the project team
would be exposed to motivation stimulus, same as basket teams are manifestly
seen ‘‘recharging’’ and shaking their hands after the break called up by their coach.

The calibration between mentoring and coaching actions should be considered,
but some general rules could not be given and remain dependent upon the context
and organizational policy, in addition to situations and persons being addressed. In
the case, a psychological profile or assessment could help in tailoring the support
program, at least from a methodology point of view. As a general principle, the
coaching content (see Fig. 1) would increase as project managers and team
member would grow their seniority and competence level; while mentoring would
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have increasing effect as more juniors would be accompanied and more actions
toward organization values and culture creation should be required. Mentoring and
coaching should overall be regarded as best practices and professional values of
the company and their intervention be so gentle and well accepted by the human
resources with no reaction or sense of frustration; which might be the main issue
for psychological attention. For instance actions for C&M could be outlined in
organizational policies and procedures, and divulgated in regular training pro-
grams, besides audits and quality assurance reviews. Efficiency and coherence
should be as present as usual. A very healthy project or capable project manager,
maybe well trained or skilled as coach as well, would likely deserve no additional
support. Medium to large corporations, where IT development workforce out-
number hundreds or a thousand, should consider this approach as organizational
rule, and smaller realities be supported by some consultancy or professional ser-
vices. When important projects are at the stake, so are the human resources, being
the project quality dependent on the latters’.

It looks like that the actions summoned in the above short experience had some
beneficial effect on the project health, though not being the only ones, to recover
this venture; that, according to the CHAOS metric, should be classified as partially
failed project. For the Client and Supplier, it can have been a success in the end.
Recovering a trembling project can be a greater success, which is likely not taken
into proper weight by CHAOS. Further we would like to remark that definition of
‘‘naïve coach’’ was introduced only to the benefit of this chapter, being not yet
recognized by the formal accreditation of professional associations.
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Mentoring and Technology
in the Learning Process: E-mentoring

Luisa Varriale

Abstract The aim of this chapter is to investigate the technology inside the
learning process by evidencing how these new tools can improve this significant
and critical process examining one innovative technique: mentoring. I want to
examine mentoring, recognized as a learning and competence development goal-
driven process, supported by new technology in order to understand context and
factors of technology that affect mentoring relationships within learning process in
any organizations considering their own specific characteristics. This is a theo-
retical study conducted through a review of the literature, in order to systematize
and clarify the main contributions on this topic and to identify new research
perspectives.

Keywords Technology � Learning � E-mentoring

1 Learning Process, New Technologies and Mentoring

Individuals learn a great deal through interactions with others, especially those
with different background, expertise, and seniority in their organizations [1]. One
important relationship that serves as a forum for personal learning is mentoring
[2]. Somewhat surprisingly, personal learning has not been empirically studied in
the mentoring literature [3]. In the management literature, learning has generally
been studied in the context of information seeking during socialization [4]. Some
scholars recognize the importance of ‘‘learning to learn’’ [2, 5]. Kram [2] defined
‘‘personal learning’’ as knowledge acquisition, skills or competences contributing
to individual development, including the interpersonal competences of self-
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reflection, self-disclosure, active listening, empathy, and feedback. Mentoring is
also described as a learning and competence development goal-driven process [6].
Furthermore, the quality of individual and collective learning is a key for the
organizational success. Lank and Lank [7] advocate the ‘‘continuously learning
organization’’ and de Geus [8] argues that the ability to learn faster than com-
petitors maybe is the only sustainable competitive advantage [1]. According to
research, mentoring is an innovative learning technique that is affected from new
technologies too.

In the traditional learning and training process, many educators consider that
physical contact with learners (students, employees, etc.) is necessary. This
medium by which educators touch and partner with students is changing dra-
matically with the Internet as a vehicle to deliver course content [9]. Hence, with
new technologies, academics and practitioners in educational system and in each
organizational setting talk about e-learning process, with different rules, instru-
ments and procedures, and also with several effects. People use e-learning
programs because they can save time and money [10]. In the last decade the use
of the Internet especially for management education has increased, but the
research on technology-mediated learning has not connected with this practice
[11–13].

Mentoring within organizational context is a relationship where there are two
individuals, a senior person (mentor) who, thanks to his/her advanced experience
and knowledge and maturity, has the duty to guide, to advise, to suggest junior
individual (protégé/mentee) in his/her professional and personal development; it’s
an exclusive relationship ‘‘person to person’’ between protégé and mentor, there is
a dyadic personal and constant relationship (one-to-one) [14–18]. Last studies
evidence that a protégé can establish relationships with more than a mentor within
organizational context with a different vision of mentoring relationship [19, 20] as
a multiple developmental relationship phenomenon [20], where a protégé has not
only one mentor, but he/she has multiple relationships with a variety of mentors
who give more contributions in terms of perspectives, knowledge and skills.

Regarding mentoring functions, mentors provide career development support,
which involve coaching, sponsoring advancement, providing challenging assign-
ments, protecting protégés from adverse forces, and foresting positive visibility.
Moreover, mentors provide psychosocial roles, which include such functions as
personal support, friendship, acceptance, counseling, and role modeling [21].

Within organizational settings mentoring has positive outcomes in terms of
higher levels of job satisfaction and promotions [18, 21, 22] and support, coun-
seling, friendship in terms of psychological dimensions [15].

Mentoring as instrument of human resources management is an innovative
learning instrument or instrument for organizational socialization. In this direction,
because of the need to formalize mentoring relationships, some studies distinguish
formal or informal mentoring programs in terms of formality and length of the
relationship, and purpose of the relationship meant like specific objective [3, 21].
In terms of choice of techniques or systems of communication, face-to-face or with
other typologies, protégé can build their relationships with mentor thanks new
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technologies, for example, thanks to channel internet/e-mail [23] developing inno-
vative typologies of mentoring programs, e-mentoring, also named electronic men-
toring or mentoring online or telementoring, we know still little about this new
approach because prior studies consider above all traditional mentoring (t-mentoring)
schemes.

2 E-mentoring: Characteristics and Functions

Single and Mueller [24] defined e-mentoring as ‘‘a relationship that is established
between a more senior individual (mentor) and a lesser skilled or experienced
individual (protégé), primarily using electronic communications, and that is
intended to develop and grow the skills, knowledge, confidence, and cultural
understanding of the protégé to help him or her succeed, while also assisting in the
development of the mentor’’ [24, p. 108]. According to Bierema and Merriam [25]
e-mentoring is ‘‘a computer mediated, mutually beneficial relationship between a
mentor and a protégé which provides learning, advising, encouraging, promoting,
and modeling, that is often boundaryless, egalitarian, and qualitatively different
than face-to-face mentoring’’ [25, p. 212]. In e-mentoring programs, traditional
mentoring scheme is over, because the relationship between mentor and protégé
uses no traditional face-to-face scheme but considers distance communication
ways, internet, email, chat rooms, and so on. E-mentoring is not limited by
organizational or geographical boundaries and can thus pair individuals or groups
from organizations that may be totally dissimilar. Any problems inherent in doing
this can be more easily addressed if a cross-boundary code of practice is in place.

There is a lack of empirical evidence from schemes that exploit the full potential
of computer-mediated-communication (CMC) [26, 27]. Developing online com-
munities involves a blend of technical planning and social development [28].

E-mentoring can support more effectively career process for individuals,
especially for women [29, 30]. Thompson and colleagues’ study [31] explored the
viability and effectiveness of e-mentoring for an e-learning module development
within arts and humanities.

McLoughlin and colleagues [32], in their study, created a peer-to-peer e-
mentoring framework, facilitated by a Web 2.0-based technology model that is
integrated with the university’s learning management system. This framework had
to support students completing their practicum placements as part of a one-year
Graduate Diploma of Secondary Education. They adopted a community of practice
(CoP) approach to facilitate and support interactions among students with virtual
mentors hence it could establish ‘‘an effective peer support system offering
mentoring capacities such as emotional support, feedback and encouragement that
can help mitigate issues related to professional isolation and anxiety’’ [32, p. 1].
Other scholars analyze online discussions in a course portal that supplemented
class discussion in three continuing education courses; they emphasized the role
of e-mentors in promoting and mediating the discussions among students [33].
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Mueller [30] describes MentorNet (www.MentorNet.net), a large-scale e-mentoring
network for women in engineering and related sciences. Also Kasprisin and col-
leagues [34] focused on MentorNet to investigate the benefits in terms of time and
distance. Otherwise, the literature evidences that the first large-scale e-mentoring
program was the Electronic Emissary Project, founded in 1993 with the main focus to
match K-12 public school students working on discipline-specific projects with
subject-matter experts in those disciplines [35]. In the next years, other e-mentoring
programs emerged such as the Telementoring Young Women in Engineering and
Computing Project (Telementoring Young Women Project), founded in 1994, that
was the first federally funded research project; this project examining the efficacy of
using e-mentoring, encouraged female high school students’ interests in computers
and computer-related fields, fields in which women were (and are) underrepresented
[36, 37]. Another e-mentoring program was the International Telementoring Project
that was being piloted in 1994 as the Hewlett Packard Email Mentoring Project [38],
which paired K-12 public school students with professionals in partnering corpo-
rations to assist students with their class projects. Many other e-mentoring programs
were founded in public and private organizations in the last three decades with many
important positive effects that support the interesting and numerous studies on this
topic.

It is possible to identify five clear advantages of online mentoring: greater
access, reduced costs, and equalization of status, decreased emphasis on demo-
graphics and a record of interactions. E-mentoring also allows flexibility with time
and space since protégés and mentors do not have to be in the same place at
the same time, thanks to the overcoming of geographic, space and time limitations,
e-mentoring also facilitates the development of a professional network [39] by
supporting the career process [40]. In particular, de Janasz, Ensher and Heun [40]
studied e-mentoring in a population of business students that were mentored by
practicing managers showing the positive effects of this program evaluated in
terms of similarity and frequency of interactions. In addition, interactions needed
to address complex problems can be facilitated more thoughtful by the asyn-
chronous nature of e-mentoring [41]. Otherwise, considering the issues of personal
contact, ‘‘protégés in any context learn from their mentors by directly or indirectly
observing their behaviors, discussing professional challenges and receiving per-
formance-related feedback’’ [40, p. 395]. In a virtual context the observational
component is difficult to replicate given the current constraints of technology and
accessibility, for this reason protégés in e-mentoring programs are less likely to
receive the role modeling available in fate-to-face mentoring programs (traditional
mentoring or t-mentoring) [40]; paradoxically, this limited personal contact in
e-mentoring can be advantageous, in fact, ‘‘because electronic communication
lacks the visual cues that can lead to or reinforce bias or stereotypes based on
demographic or status differences’’ [40, p. 395], e-mentoring, as opposed to
t-mentoring, helps and supports considerably disadvantaged groups such as women
and people of color and any minorities especially at the upper levels of organizations
[26, 42]; ‘‘the use of electronic means to establish mentoring relationships reduce the
salience of observable differences in favor of value similarity’’ [40, p. 405].
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Single and Single [43] evidenced that e-mentoring, in the literature, ‘‘is not a
panacea, neither is it an inexpensive alternative to face-to-face mentoring’’.

The main advantage, as with other e-learning programs, is the cost effectiveness
with high start-up costs but low operational costs. Costs related to travel or time
away from the job and costs of updating learning resources can be reduced [26].
Even if there are many experiences of e-mentoring in several organizational
contexts, ‘‘we not only wonder whether face-to-face mentoring can be replaced by
an electronic doppelganger (i.e. a phantom twin), but also encounter questions that
deal with the fundamental nature of mentoring’’ [44, p. 119].

By operating in a virtual environment without hierarchies, e-mentoring offers
an organizational and personal means of minimizing status barriers and of chal-
lenging the power relations evident in the physical world [29]. These benefits in
terms of overcoming barriers of different typology, are more important for women;
who receive an indirect benefit of e-mentoring as the development of skills and
confidence in using information and communications technologies (ICT) [26].

Furthermore, some authors recognize two critical forces that affect this rela-
tionship: the human dynamic of two people interacting, and the environment of the
individuals and their relationships. While the mentor-protégé dyad is central to e-
mentoring, CMC also offers opportunities to establish a community of practice
[45, 46]. While e-mentoring is clearly a godsend to such groups, others perceive its
value in complementing face-to-face meetings and contact by telephone. Other
scholars compare the relative impact of peer-mentoring that took place either face-
to-face or through electronic chat, more specifically they tried to evidence also the
impact of e-mentoring on gender effects in the effectiveness of mentoring rela-
tionships in terms of its functions [47].

Moreover, e-mentoring benefits should be greater in number and available to a
larger audience utilizing a range of mentors throughout the organization for different
objectives. Hence, e-mentoring provides flexibility and easy access which is highly
beneficial to those who would normally face barriers to being mentored because of
their gender, ethnicity, disability or geographical location. The flexibility offered by
its asynchronous communication methods also means that it does not have to
interfere with other daily commitments. A further advantage of e-mentoring is that
the protégés are able to take responsibility for initiating contact and to play an active
role in online discussions. E-mentoring offers the opportunity to set up dynamic
two-way learning networks, and, in online group mentoring, the opportunity for the
learning networks to be multidimensional [26].

Some studies evidence that e-mentoring has a number of key challenges, such
as the likelihood of miscommunication, a slower development of relationships
online, negative effects of computer malfunctions, issues of privacy and confi-
dentiality [39]. However, the main negative outcomes of e-mentoring programs
concern the lack of feedback and the lack of training and support for mentor.
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3 Conclusions

Previous studies evidence that technology may have high value and important
results, but the quality of mentoring is the main factor for a success of the rela-
tionship scheme. Sometimes, many protégés prefer to use only emails and not chat
rooms or message boards, because they consider them too impersonal. It is pos-
sible to help e-mentoring programs with a relevant preparatory training to ensure
that participants acquire sufficient information technology (IT) skills. In this case,
e-mentoring has built a community in which the participants can communicate in
confidence and share information, but mentoring is, and should remain, a very
personal experience. Technology should help to achieve this goal [48].

E-communication can be useful for both participants and can overcome some
difficulties of t-mentoring, such as power differences, especially the level of for-
mality that is present in some hierarchical organizations such as Military school,
educational organizations or manufacturing industry. People can reflect before
responding thanks to the asynchronous nature of e-mail. There are not barriers
in terms of geographical distance; location is not an issue, for the participants at
e-mentoring programs, it is very important because mentors and protégés are
usually all over the world, i.e. in academic settings scholars tend to receive support
and share knowledge and skills with colleagues abroad. Furthermore, race, power,
and other barriers are removed. Time is easier to manage, no costly meetings; and
a record of the discussion exists for later reflection and learning.

This chapter shows the viability of an innovation in education process, espe-
cially in a process of personal and professional development with the imple-
mentation of two different innovations: new technology and mentoring programs,
together they form an e-mentoring program. Final considerations of the study are:
using IT we can create valued-added relationships between mentors and protégé;
the protégé have an innovative learning experience with multiple sets of resources
and technology and the possibility to consider new skills and knowledge; this
experience is very important also for their future, professional and personnel
development.

As evidenced, this is a theoretical study that can be considered as a research
starting point in order to examine in the future perspective, through a quantitative
method, the effectiveness of technology for mentoring programs with the appli-
cation of an evaluating model after defining a clear research design. In particular, it
will be useful and more effective to examine some empirical case studies in order
to better identify the main factors that affect the effectiveness of an e-mentoring
program, in terms of both real e-mentoring experiences and a specific software that
supports the program. In the future development of this study, the intention is to
identify and measure the main variables in a wide research design on e-mentoring
also investigating if and how communities of practice and more specifically
‘‘legitimate peripheral participation’’ [49] could play a central role in e-mentoring
programs in the learning processes by contributing to a more interesting debate in
the human resources management policies.
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Public Policy Innovation in Distance
and On-Line Learning: Reflections
on the Italian Case

Enrico Maria Mosconi, Cecilia Silvestri, Stefano Poponi
and Alessio Maria Braccini

Abstract The dynamic evolution of competences required by professions has to
match ever-evolving contexts, in which the growth of the demand of new pro-
fessionals, poses the threat of a skill shortage. The role of learning and training is
strategic to this regard, also thanks to the use of on-line and distance learning that
use Internet based technologies to allow learning to be administered in context
different than the traditional face-to-face. Literature highlights that e-learning has
to be implemented following specific strategies. Within this perspective, this
chapter presents and discusses the recent experiences of the public policies for
e-learning in Italy.

1 Introduction

Innovation on the one side, and economic turmoil on the other, make competences
required by professional in current working activities ever-evolving. There is a
continuous demand for new professionals that, in some fields, poses a skill
shortage problem. The role of continuous learning and training are crucial to this
regard. Especially in learning, Information and Communications Technologies
(ICT), and especially Internet technologies, were since a long-time implemented
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both in academic and professional settings [1, 2], such applications go under
several names like e-learning technologies, web based technologies, Internet based
training technologies [3]. In the reminder of the chapter only the ‘‘e-learning’’ term
will be used to indicate all these kinds of technologies.

E-learning technologies make use of e-learning platforms to provide a virtual
space capable of distributing course-related contents, using either the Internet [4],
or other digital media like satellite transmission, interactive TV, or audio/video
media (tape, CD-ROM, DVD) for communication [5].

Within the framework of e-learning technologies and e-learning theories this
chapter presents and discusses the public policies for innovation in e-learning in
Italy. The structure of the chapter is as follows: Sect. 2 will discuss theoretical
contribution regarding the application of ICTs to e-learning, Sect. 3 will provide
some brief considerations regarding the research methodology, the public policies
adopted by the Italian government will be introduced and described in Sect. 4,
these policies will be briefly discussed in Sect. 5, and some final thoughts will
conclude the chapter in Sect. 6.

2 Technology Applied to Learning Processes: E-learning

As already mentioned, the application of a set of different technologies to learning
processes goes under the name of e-learning [1–3]. The set of technologies used
include almost every kind of multi-media technologies that allow learning pro-
cesses to be performed over the distance (where distance indicates both geo-
graphical and temporal distance) [5]. The most traditional technologies applied to
e-learning are audio–video media (like CD-ROM or DVD) for asynchronous
transmission, or other media that also involve synchronous and interactive trans-
mission like satellite communication, interactive TV, and the Internet [5, 6]. More
recently also more innovative media like 3D virtual platforms were used for
e-learning purposes [7].

Usually these technologies are assembled in the form of platforms called
learning management systems (LMS) that are used both by administrative per-
sonnel, instructors/professors, and students. These LMS offer features and func-
tionalities that allow administrative personnel and instructors to manage the
training process and to distribute learning contents and lectures on-line, and, on the
other side, allow students to receive learning contents and administrative infor-
mation [8]. Even though LMS were created with the intention to manage all
aspects of learning processes, it has been reported that they are mainly used to
manage administrative aspects of traditional learning processes [8]. Moreover due
to their nature of document repositories they limit instructors in the design of more
innovative courses falling back on traditional course centered approaches [9].

E-learning is not only about technology. To be effective e-learning must be
applied following specific e-learning strategies. Usually there are three different
strategies with which e-learning can be applied [10]. These are: the open and
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flexible learning, the distributed learning, and the collaborative learning. In each of
these strategies the role of the different actors involved, and of the underpinning
learning processes, changes [11]. An e-learning application following an open and
flexible strategy focuses on the creation of a learning environment that better suits
students’ need. This is a student centered perspective in which the student is free to
navigate into learning contents whenever and wherever it is more convenient form
him/her. The distributed learning is similar to the open and flexible learning
strategy since it still focuses on the role of the student. The idea is again to provide
an environment where students can access training contents wherever and when-
ever they want, thanks to the use of an appropriate mix of technologies [12].
Learning contents are in this case grouped in learning paths students can follow.
Finally the collaborative learning strategy sees an active role of the students who,
together with professors and tutors, are all part of learning communities where
learning takes place in a cumulative knowledge generating process [13, 14].

3 Research Methodology

This chapter aims at describing and discussing recent public policies for the
application of technologies to learning and education, at all levels from primary
school to university, in Italy. The chapter adopts a qualitative research methodo-
logical approach based on the descriptive case study protocol defined by Yin [15].
The sources of information adopted for this case study are mainly formed by
policies and official documents released by the Italian central government. Pre-
vious study and personal experience complement these information sources. While
analyzing these information sources we have focused mainly on the policies, and
on the subsequent projects started, that could affect, in different ways, Italian
education institutions (primary schools, secondary schools, and universities) how
and when e-learning technologies shall be used by them in their traditional edu-
cation offering and activity. Such discussion is of course made in the light of the
characteristics of the Italian education system which were also described.

4 Public Policies for E-learning in Italy

Within the landscape of the evolution of learning needs, products, and offerings, in
Italy education in general is positioned below the level of the European average.
According to recent data:

• A quota equal to 20.6 % of the total population of age 18–24 with at maximum
an Italian primary school degree is not involved in further learning activities in
spite of the 14.9 % UE-25 average, and of the objective (to be achieved in 2010)
of 10 %;
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• A quota equal to 74.8 % of the total population of age 20–24 has a high school
degree compared to the 77.5 % UE-25 average;

• The percentage of people with an academic degree in scientific and techno-
logical topics per 1,000 inhabitants of age 20–29 was, in 2005, 10.7 %, lower
than the UE-25 average of 12.6 %.

The government recognized the need of necessary systematic interventions
(both in terms of access, inclusion, and fairness) on the overall Italian training and
education system. One of the principles identified as suitable to achieve such
objectives was identified in the use of ICT. Learning and training are indeed one of
the main fields of ICT applications since:

• The body of knowledge used in learning initiatives is more and more digitalized,
and ICTs are the best tools to manage it;

• The competences required by the job market need a continuous update, and they
necessarily include ICTs;

• ICT is a tool to sustain inclusion and accessibility policies that are crucial in the
field of learning.

4.1 The Primary and Secondary Education System

The Italian education system is composed by different actors with different tasks,
roles, and responsibilities: the central government, the regions, the provinces, the
municipalities, ad the single—independent—education institutions. This frag-
mented organizational landscape in practical terms discharges responsibilities and
decisions concerning didactic activities, education paths, and also the development
and use of ICTs in the Italian education system to the base. Single institutions, their
managers, and their teaching staffs are frequently addressing these problems. This
produced in the recent years a fragmented development of single initiatives all
targeted to stimulate the use of ICTs in single institutions, with a low level of reuse,
with necessary restrained objectives, and without and integrated development plan.

In the recent years the numerous projects started contributed to improve the
informatics endowment of Italian education institutions that were insufficient in
many cases, and in some others even absent as indicated by the Permanent
Observatory on Learning Technologies: in the 10.293 schools investigated (about
94 % of the total) in the period 2005–2006, the number of desktop PCs and
notebooks reached the level of 580.900 units, and the number of students per PC
decreased from 28 (2000–2001) to 11. An improvement of the accessibility to the
Internet network was also achieved, since almost all schools have now access to
the Internet connection, and 54 % of them use broadband connections.

The progresses made are anyhow not homogenous on the whole Italian terri-
tory. The distribution of the equipment is for example uneven since the majority of
PCs are polarized in highs schools. Also the use of Internet and network shows
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significant differences from primary schools (where in 96 % of the cases these
technologies are used in didactic activities) to secondary schools (where the
technologies are used in 80 % of the cases). In general there are teachers that do
not make use of Internet technologies and resort to traditional didactic methods.
Moreover, the use of ICTs and Internet technologies in Italian schools is activity,
and location, dependent. For example the role of laboratories is still relevant: 77 %
of the laboratories in Italian schools are connected to the Internet, and the labo-
ratories connected to the network are mainly informatics laboratories (that are the
82 % of all the laboratories presents in primary schools), and linguistic labora-
tories (Table 1).

4.2 Market Trends and Policies of Italian
E-learning Services

At the international level the e-learning market is continuously evolving with
positive trends due to a growing use of e-learning as a support to continuous
learning, and to the increase of the training needs of markets. In Italy, in 2011, the
total amount of the market for Education and Training services was of € 416
millions, and showed a decrement of about 7 % compared to the amount of the
previous year.

A proper implementation of e-learning technologies in education and learning
systems necessarily requires an initial phase of study and evaluation of the project,
with the objective of calculating its strategic convenience. Effectiveness is then
more important than efficiency, and aspects like learning contents, and learning
services quality are relevant (Table 2).

The objectives identified by the e-Gov 2012 Plan, presented by the Italian
government in 2009, were first to provide a complete diffusion of Internet tech-
nologies in Italian schools, and then to provide technologically advanced tools and
services for learning and didactic to families.

In particular the projects included in the plan were:

• Networked schools: to allow each Italian school to have secure broadband, even
mobile if necessary, Internet connection;

• Digital didactic: to introduce digital contents and online textbooks in didactic; to
allow schools to access to platform on which learning contents distributed by

Table 1 Major ICTs projects on e-learning in Italy (Source Net Consulting)

ITC provision ITC for school community ITC For teaching and learning

Innova Scuola Scuole in rete
PON—UE Digiscuola Didattica digitale
Società dell’informazione—UE Piano Min. ForTic2 Servizi Scuola famiglia via Web

Compagno di classe
Anagrafe Scolastica Nazionale
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editors, and also freely usable by teachers, are made available; to improve the
technology facilities of Italian school, and diffuse distant learning;

• School-Family Services via Web: to simplify the communications between
schools and families (i.e. electronic record, electronic colloquia, electronic forms
for enrolment), digitalization of administrative services, and use of multiple
channels for communications (i.e. web, e-mail, sms);

• National Schools Registry Office: to create of a registry office for Italian schools
to improve the national monitoring of education policies, and to allow the
publication of performance evaluations of schools;

• Project ‘‘Compagno di Classe’’: to give each primary school student a sturdy,
secure, and low cost, personal PC as a didactic tool.

Table 3 provides a quantitative overview of the projects started in Italian
schools following the e-Gov 2012 Plan.

4.3 E-learning Services in Italian Universities

Generally speaking, e-learning services in Italian Universities is still under
development. The main characteristics of the current e-learning offering are the
flexibility and quality. E-learning services are used with the intent of improving
the quality of didactic, and to respond to worker students’ needs.

Specific digital governance projects, following the e-Gov 2012 plan, were
addressed to Italian universities, stimulating and investment program that, before
the year 2012, should have seen all Italian universities employ advanced services
for students, professors, and administrative personnel, including a complete WiFi
coverage, and the availability of VoIP services on all their locations.

In particular, the projects included in the plan were:

• Online services and WiFi networks: to boost the adoption of online didactic and
administrative services by Italian universities, using also WiFi technologies, and
reducing the fragmentation of services provision;

Table 2 Composition of IT service market in Italy

2009 Var (%) 2010 Var (%) 2011

Sistemi embledded 986 -0.4 982 1.1 993
Education and training 489 -8.6 447 -6.9 416
Counselling 950 -3.2 920 -2.5 897
Sviluppo manutenzione 1.957 -5.3 1.854 -3.7 1.786
System integration 993 -3.0 963 -2.4 940
Servizi di elaborazione 827 -8.2 759 -6.7 708
Outsourcing/FM 2.548 -1.6 2.507 -1.4 2.472

Total 8.750 -3.6 8.432 -2.6 8.212

Source Assinform 2012
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• Digital University: to make simplification and digitalization systematic in Italian
universities through a complete WiFi and VoIP coverage, online services for
students, the standardization of internal processes, and the avoidance of chapter
based information and communication flows involving universities and the
Italian Ministry of Education, University, and Research.

Table 4 shows an overview of all the projects started in Italian Universities
following the e-Gov 2012 Plan.

Table 3 Current state of projects in the e-Gov 2012 plan

2009 2010 2011 2012 Total program

Networked schools
Connection of plexes 11 14 14 14 53
Connection of classrooms 5 15 20 40
Internet in classrooms 5 10 10 10 35
Digital didactic project
Computer Labs 25 20 10 55
Platform Innova Schola 4 6 9 10 29
Project school-family services via web
Development and diffusion 4 4 6 6 20
Project ‘‘Compagno di Classe’’
Tutoring ad communication 1
Project national schools registry office
Development and diffusion 2 2 2 2 8

Total 52 61 66 62 240

Source elaboration CSI&T on Osservatorio Attrezzature Tecnologice, Italian Education Ministry

Table 4 Projects for universities in the e-Gov 2012 plan, values in millions of euros

2009 2010 2011 2012 Total program

On-line services
Iniziative wi-fi Sud 6 6
Iniziative digital campus 3.15 3.15
Iniziative digital campus (extension) 1 1
Iniziative AFAM WiFi 1.5 1 2.5
Project digital university
Tor Vergata—La Sapienza university protocol 0.9 0.9
Iniziative digital university 2.5 2.5
Iniziative digital university 2009 2.5 2.5
Iniziative digital university—subsequent phases 10 10 10 30

Total 17.55 10 11 10 48.55

Source elaboration CSI&T on Osservatorio Attrezzature Tecnologiche, Ministero dell’Istruzione
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5 Discussion

The data described provided in Sect. 4 depict an improving situation. On the one
side it can be noticed that in the recent years there was a remarkable effort in
reducing the gap in this area with the rest of the EU. Moreover the actions taken at
the level of national policies are addressed to homogenize the landscape of
informatics endowments of Italian schools. Given the characteristics of the Italian
education system, and the current situation of education in general in Italy, the use
of e-learning technologies is potentially relevant since it could contribute to absorb
into continuous learning processes the quota of people who are no longer receiving
learning after their degrees, and could help in overpassing burdens imposed by
work or family problem.

The focus of the identified policy is anyhow still too shifted to the technological
perspective. It emerges quite clear the necessity to catch up with the gap in terms of
technological equipment of Italian schools. A large part of the objectives and of the
action areas of the policies are in fact targeted to improve network coverage, and
computers diffusion in schools (both in laboratories and at the individual level).

Regarding a more systemic perspective of the actions proposed and stimulated
by the Italian public policies, it emerges quite clear, at all levels of the Italian
education system, that the main advantages sought are those of simplification and
rationalization of administrative processes. In particular many actions are target to
the reduction of chapter-based interaction between schools and students or their
relatives. This is also strengthened by the recent simplification actions taken by the
current government, specifically regarding information that Universities must
distribute to students enrolled or enrolling at their courses.

These are the most generic advantages that the application of e-learning tech-
nologies might produce for the education system. This application is of course in
line with what is stated by the literature, but this has to be intended, according to
us, as a necessary starting point for a more fruitful application of e-learning
technologies in the Italian education system.

6 Conclusion

In this chapter we described and discussed the recent public policies adopted by
the Italian government for the improvement and the diffusion of e-learning tech-
nologies in the Italian education system. In the discussion of the characteristics and
of the contents of the policies, and of the subsequent actions, we highlighted a
strong focus on the technological perspective with the intent of providing benefits
in terms of simplification of administrative burdens for schools and university.
While the need to fill the gap in term of technology facilities for schools and
universities is a necessary step for a profitable application of e-learning technol-
ogies, we argue that this is not the only aspect necessary, and that, even in the light
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of the current policies, innovative e-learning applications are still left to the ini-
tiative of single professors and/or institutions, without a potential comprehensive
approach that might help in circulating best practices or in creating a critical mass
for e-learning investments.
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Does Technology-Mediated Learning
Matter for Effective Teams?

Leonardo Caporarello and Giacomo Sarchioni

Abstract Many research and studies have discussed the importance of under-
standing and measuring the effectiveness of technology-mediated learning initia-
tives. Most of the research analyses the effectiveness of such initiatives at the
individual level [1, 2]. This research aims to provide insights on the effectiveness
of technology-mediated learning (TML) when working in teams. In particular, we
intend to investigate whether the usage of ‘‘new technologies’’ might have a
beneficial impact on the activities of university students when organized as a team.
The ‘‘new technologies’’ considered in the study belong to the following list: blog,
e-learning platform, online encyclopaedia, e-mail, online word processing/
spreadsheet/presentation software (e.g. Google Docs), smartphone, tablet, gaming
console, Internet-connected TV, chat and/or VoIP, Wiki, social network and web
hosting/syncing services (e.g. Dropbox). The first results of this research confirm
our expectations. Technology allows teams of students to significantly improve
their performances on all the dimensions considered.

Keywords Technology-mediated learning � Team learning � Enhancing learning
processes

This chapter intends to formalize and share first findings of a research-in-progress.TML is
referred ‘‘to a learning experience that is significantly moderated through the use of information
and communication technology’’ [2].

L. Caporarello (&) � G. Sarchioni
SDA Bocconi, School of Management, Learning Lab, Milan, Italy
e-mail: leonardo.caporarello@unibocconi.it

G. Sarchioni
e-mail: giacomo.sarchioni@gmail.com

P. Spagnoletti (ed.), Organizational Change and Information Systems, Lecture Notes
in Information Systems and Organisation 2, DOI: 10.1007/978-3-642-37228-5_38,
� Springer-Verlag Berlin Heidelberg 2013

391



1 Introduction

The role of technology in education has been a ‘‘hot’’ topic in the last 20 years. In
1999 an article by Dr. Constance A. Mellon was published in the Journal of
Research on Computing in Education. The author presented the interesting theory
of ‘‘The Great Pendulum of Education’’ according to which educational paradigms
continuously shift from one extreme to another. ‘‘When the idea loses favor, the
pendulum swings again, all the way to the other side’’ [3]. The author claimed that
the pendulum of education was focusing on technology. In her work, Mellon
presents the two—only apparently—contrasting views of Richard Clark and
Robert Kozma. While the former, in fact, believes that educational media (e.g.
textbooks, computers, the Internet) are mere vehicles that do not alter the way we
learn [4], the latter simply shifts the level of analysis from the media to the ways
media themselves can be used to influence learning [5]. Mellon [3] agrees with the
fact that technology is ‘‘one of the tools for learning’’ and ‘‘… may not even be the
best tool for learning’’.

Those studies, however, probably suffered from being pioneering researches in
a relatively new field. Recent findings, in fact, demonstrated how technology-
based education could actually improve learning performances. Joy and Garcia [6]
explained how educational media comparison and research presented flaws in the
experimental research. They selected five studies cited in a previous study [7], and
related to the effectiveness of technology in schools, and recorded numerous errors
regarding sampling techniques and non-usage or erroneous usage of control
variables.

Bryant et al. [8] found significant differences in the creation of a better learning
environment when web technologies are used. In a dissertation given at Fielding
Graduate University in f, it was proved the existence of ‘‘significant differences in
final exam and overall course scores between the traditional and online learners
taking nearly identical introductory environmental science courses with the same
instructor’’ [9].

An interesting research [10] showed that culture—and not cost factors—does
represent the biggest impediment to effective TML implementation in schools. The
fact that some TML initiatives do not work as expected can be the result of a
refractory culture rather than the inefficacy of the technology itself. This implies
that when it comes to evaluating the effectiveness of TML there might be hidden
factors—e.g. culture—that could explain not significantly different or even lower
performances.

In this research, following Kozma’s philosophy, it is necessary to ‘‘reframe’’ the
debate over the influence of media on learning [5]. Technology would be con-
sidered as a supportive—and not alternative—tool to be used in educational
environments. In particular, we will look for the existence of a possible ancillary
role that technology might have in the context of team working in the academic
environment.
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2 Background

Referring to the team behaviorial integration model [11], we intend to test dif-
ferences in the way students communicate, collaborate, decide and perform in both
the situations of usage and non-usage of technology-mediated learning when
working in team. This research will address the effectiveness of TML in the very
specific situation of student team working in University contexts. Aziz et al. [12]
have demonstrated that use of computers help ‘‘students in being more actively
engaged in learning’’ and increases ‘‘student interactions with fellow students and/
or instructors’’, but their analysis did not measure the ultimate students’ perfor-
mances and, additionally, had the individual—and not the team—as the point of
reference. While Easley et al. [13] demonstrated that a well performing team (in
terms of communication, coordination, balance, support, effort and cohesion) is
more likely to use technological collaborative systems, the authors of this research
aim at finding the existence of the opposite relationship, i.e. the impact of the
usage of technology itself on variables such as communication (Comm.), collab-
oration (Coll.), joint decision making (JDM) and overall performance (Ov. Perf.)
in a team of learners.

The figure below shows the research framework, and hypotheses (Fig. 1).
More precisely the hypotheses that will be tested are:

• H1: the higher the usage of technology, the higher the perceived communication
level when students are organized in teams.

• H2: the higher the usage of technology, the higher the perceived collaboration
level when students are organized in teams.

• H3: the higher the usage of technology, the higher the perceived decision
making effectiveness when students are organized in teams.

Usage of technology

Non-usage of technology

SITUATION DIMENSIONS MEASURED

SITUATION DIMENSIONS MEASURED

Com Coll. JDM Ov. 

Com Coor. JDM Ov. 

One-sample T-test H1 H2
H3 H4

Fig. 1 Research framework and hypotheses
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• H4: the higher the usage of technology, the higher the perceived overall per-
formance level when students are organized in teams.

3 Methodology and Data Analysis

The study is conducted through an online questionnaire. We have already analysed
the literature to find appropriate measures for our model.

Fourteen items aim at measuring the dimensions highlighted in the framework
of behavioral integration [10]—communication among team members, collabo-
ration and joint decision making—and a synthetic variable of overall performance
always with regards to the context of team working at university.

Items are measured through a five-point Likert scale.
The link to the online questionnaire was sent to university students attending

Italian academic institutions.
Respondents were asked to measure items in both the two situations of non-

technology mediation, and of technology mediation.
One-sample T test analysis will be run to look for any significant difference

(p \ 0.05) on the four dimensions above mentioned for the cases of usage and
non-usage of technology.

We expect to obtain significant differences for all the dimensions. This implies
that student teams should prove that they communicate, collaborate, decide and,
overall, perform better when using the technology in their learning activities.

4 Results and Implications

The sample obtained is composed of 141 students attending Italian universities.
As expected all the T-tests are significant. The following table compares the

mean scores (on a 1–5 Likert scale) for the four dimensions measured, both in the
case of usage and non-usage of technology. P values for H1, H2, H3 and H4 are
reported in the last column.

Hypothesis Mean scores P-
value

Technology
usage

Technology non-
usage

H1, perceived communication 3.9096 2.8706 0.0000
H2, perceived collaboration 3.6619 2.7423 0.0000
H3, perceived decision making effectiveness 3.5035 3.0307 0.0000
H4, perceived overall performance 3.8422 3.3209 0.0000
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The results confirm that using technology in teams improves communication,
collaboration, decision making effectiveness and overall performance.

Accordingly, the usage of technology in students’ team activities does guar-
antee superior performances.

The most immediate implication is that of favouring the adoption of such
technological tools among students who are required to work in teams. In par-
ticular, communication and collaboration are the dimensions that benefit the most
from the usage of technology. Accordingly, Facebook, Twitter, Dropbox, Google
Docs, Blogs, Wikis and all the other tools addressed in this study should be seen as
‘‘good partners’’ in the students’ activities rather than potential ‘‘enemies’’.

5 Possible Limitations and Future Research

The findings of this research demonstrate that technology does have a positive
impact on student-teams’ performances. However, the reader should be aware that
simply forcing students to use technology might not be sufficient to increase their
team performances. Statistics confirm the positive impact of technology, but
problems in the implementation of TML solutions should be seriously taken into
account. In other words, the mere presence of technology may not be sufficient to
increase team performances. Future research should investigate the eventual effect
of other factors that ultimately operate as catalysts for the beneficial effect of
technology.

In addition to that, it would be interesting to replicate the same research in other
contexts. While maintaining the focus on the impact of technology on team per-
formances, future researches might broaden the scope of the study beyond that of
the academic world.
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Building Social Life Networks Through
Mobile Interfaces: The Case Study of Sri
Lanka Farmers

Pasquale Di Giovanni, Marco Romano, Monica Sebillo, Genoveffa
Tortora, Giuliana Vitiello, Tamara Ginige, Lasanthi De Silva,
Jeevani Goonethilaka, Gihan Wikramanayake and Athula Ginige

Abstract The development of mobile applications is paramount to support users
living in developing countries to improve their lives. One of the major research
challenges is to develop a user interface suitable for such users. In this chapter we
present the design process we applied in order to develop a mobile application
oriented to farmers living in Sri Lanka. The application prototype developed so far
has been evaluated against usability requirements and a usability evaluation
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framework has been devised, which can be used to replicate the tests as the
application iteratively reaches its final release. This work represents a pilot study
within a wider international research project aiming to provide real-time infor-
mation to support activities related to livelihood delivered using mobile phone
applications targeted to meet the needs of people in developing countries.

1 Introduction

The Social Life Networks for the Middle of the Pyramid (SLN4MoP) is an
International Collaborative research program that aims to provide real-time
information to support activities related to livelihood delivered by mobile phone
applications targeted to meet the needs of people in developing countries [1].
These applications are expected to harness the rich information available in social
networks, public data sources including spatio-temporal sensor data as well as the
emerging cloud infrastructure.

The goal of SLN4MOP project is to leverage the enormous reach of mobile
phones equipped with myriads of sensors such as GPS and camera, to develop the
next generation of social networks that not only connect people to people, but also
have the capability of providing real-time, context-sensitive local information by
aggregating data from a variety of sources. In order to move towards that goal, we
chose the agricultural area as the context were a pilot research study could start.

Agriculture in most developing countries represents a major economic sector,
employing the largest share of the workforce, while suffering from low produc-
tivity. The reasons for this low productivity may include land fragmentation, lack
of postharvest infrastructure, weak market linkages, information and knowledge
asymmetries (or lack thereof), and, most important, low technology utilization. A

Fig. 1 The crop selection activity
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recent survey conducted in Bangladesh, India, Sri Lanka and Thailand investigated
the information and knowledge needs as well as the communication patterns
among farming stakeholders [2]. It revealed that while sources of information and
advice for farmers at present mainly consist in self-knowledge, family and friends,
and other traders, the potential benefits which may come from delivering the
unmet information needs through the ubiquitous mobile technology are well
understood.

The goal of our pilot study was to develop a usable and useful mobile user
interface to help Sri Lankan farmers improve their rural activities and gain higher
incomes. We followed a user-centered design approach: we studied potential users
and included them in the initial conceptual design activities. Relying on a sce-
nario-based methodology, as suggested in [3], the research work evolved from a
contextual inquiry we conducted with real stakeholders in Sri Lanka to investigate
the possible causes for an oversupply of products, which is giving rise to a drastic
lowering of selling prices when products are sold at the markets.

In this chapter we present the user-centered design activities, which have fol-
lowed and have given rise to the present prototype of mobile application. In order
to devise appropriate usability field tests with Sri Lankan farmers, we have
designed a scenario-based usability evaluation framework, which we have
experimented with a group of Sri Lankan immigrants living in Italy. The results of
the experiment will allow us to identify the relevant usability evaluation goals and
decide what data to collect before starting the usability testing phase of the project
in Sri Lanka. The same evaluation framework will be used later on to replicate
tests.

2 The Usability Focused Requirements Engineering
Phase of the SLN4MOP Project

The initial activities of this pilot research project concerned the usability
requirements elicitation, analysis and specification. In particular, the project goal
led us to a completely user-centered approach, were potential users were studied in
detail and their needs considered throughout the development process.

Initially a survey was conducted with real stakeholders to investigate the pos-
sible causes for an oversupply of agricultural products. The survey involved 20
farmers and 1 agri-officer from the main government seed distribution center. The
farmers were selected to represent different cultivation regions in Sri Lanka. All
the participants had over 3 years of farming experience and owned a farmland
between half and four acres. All were less than 50 years old and 90 % of the
farmers were Sinhalese. All participants were able to read and write while none
had failed Ordinary level examination. Moreover, some had successfully com-
pleted Advance levels, whereas one had obtained a degree. In addition to that,
70 % of the farmers were mobile phone users.
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Sri Lanka has a tropical climate and rich soil. This has made agriculture the
most dominant sector in Sri Lankan economy [4]. Thus, the necessity to focus on
this community, identify existing problems associated with farming and develop
solutions using the existing and emerging technology is crucial for the sustain-
ability of this sector. Further details on the survey can be found in [5].

2.1 Application Requirements

We capitalized the knowledge gained from the fieldwork and envisaged some
scenarios of working practices, from which we could start our brainstorming
activity for the design of a possible solution. In Ref. [5], we envisaged a scenario
of truck farming practices which gave us the opportunity to reason about what
were the major requirements that emerged from the rural Sri Lankan context. We
were therefore able to elicit an initial set of requirements divided into five cate-
gories according to the classification described by Preece et al. [6]. Due to space
limitation we cannot describe in detail each requirement in the list. We will only
mention the relevant requirements for the crop selection module (Table 1).

Since users are distrustful of technology with the exception of mobile devices,
developing a mobile application seemed to be the right direction. The application
should receive the geographic coordinates of user’s land location and should
provide him/her with valuable information about the crops from neighboring
farms. Users may use that information to decide what crops to cultivate.

Table 1 Application requirements

Application requirements Rationale

The application allows the exchange of
heterogeneous data between neighboring
users guaranteeing anonymity

By sharing valuable information on crop
cultivations, users would be able to make
better decisions during the crop selection
activities. Furthermore, because of social
phobia and the competition among farmers,
users are more conformable by preserving
anonymity

Users may need training provided by experts Users are not in habit to work with advanced
technological instrumentation. Therefore,
they may need training

The application has the access to data related to
the distribution of crops located around
user’s farm

Farmers are interested to get information just
about neighboring crops that are supposed
to be sold to the same market

The application should be easy to use and
should require a little training effort

The application is used mainly in specific and
not frequent tasks

The user interface should be effective: it should
provide a simple management of users
mistakes

The application provides support to a critical
task on the basis of data updated directly by
users. Therefore, it is paramount to reduce
the number of possible unintentional user
mistakes
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The brainstorming activities led us to identify a set of interface design scenarios
from which the relevant design claims were derived. Among others, two most
significant claims were:

Design claim 1. Data presentation should exploit the communicative power of
images and color language to provide users with complex information through the
small screen of mobile devices.

Design claim 2. The interface should provide users with a small number of
menu levels and operations. Farmers need to be able to use the application without
a long training effort.

2.2 Designing the Mobile User Interface

The two categories we mention in this chapter, namely data presentation and data
entry cover the two aspects of a traditional user interface. The former is related to
the information output that has to be clear and fully comprehensible for users of
different cultural levels; the latter is related to the input modalities. The complete
list of requirements can be found in [5].

Following the list of requirements, a first prototype has been developed as a
mobile application running on the Android 2.2 platform. In the remaining part of
this section we describe an interaction scenario we developed to specify the
mechanisms for accessing and manipulating task information and show the
effectiveness of the developed interface.

Personal
Sirisena is a 45 years old farmer with long experience in truck farming. Sirisena is part of
Sinhalese ethnic group. He does not have advanced technical skills; the only technological
instrument is his mobile phone that he uses everyday. Sirisena lives in Sigiriya, a village in the
central Matale District of Sri Lanka, where he owns four acres of farmland. Since Sirisena has a
long experience in truck farming he manages the crop production of his family farm. His role is to
make decisions on critical aspects of the production. He takes decisions on the kind of production,
the time to start it and he establishes an indicative selling price
Scenario
Sirisena is interested in producing convenient crops, i.e. crops which produce high yield within a
short time. He launches the application that displays the three colored buttons, green for
undersupplied products, amber for average supplied products and red for oversupplied products
(Fig. 1a). Siresena selects the green buttons and the list of products in that category is displayed.
Products are framed in a variety of decreasing intensity of green, with the darkest corresponding
to the highest demand and the lightest to the lowest demand (Fig. 1b). Observing the proposed
list, Sirisena is primarily interested in the production of tomatoes and potatoes and secondly in the
production of bananas and strawberries. So he selects these four products of interest and taps on
the compare button. On the basis of the information provided by the application, as illustrated in
Fig. 1c, Sirisena decides to grow bananas. Selecting the desired product, the application displays
the form where he can enter the amount of product he wishes to cultivate (Fig. 1d). The green
frame around the desired product still confirms that the selected quantity does not move crop
production level from under supply level to a higher level. Therefore Sirisena decides to confirm
his choice
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In order to satisfy the interface requirements, we have taken into account a set
of specific design guidelines for mobile applications as well as a precious col-
lection of design patterns [7]. As an example, for the initial interface, the traffic
lights colors are used, as a universally understood metaphor. To display all
products in the given scenario, the virtual page pattern has been chosen, with the
aim to avoid using nested menus to search for a product. The application uses
icons to describe crops and a colored frame to indicate the approximate quantity of
each crop already in production. The selection of a product triggers a textual
description of the product. Furthermore, a vibration is used as a further confir-
mation of the selection. Finally, after the selection, the color of the frame may
change to amber or red, if the specified amount moves the product to a different
category of demand.

3 The Usability Evaluation

In order to devise appropriate usability field tests with Sri Lankan farmers, we
have designed a scenario-based usability evaluation framework, which can be later
used to replicate the tests at different stages of the development process. The idea
was to use the prototype developed in the HCI lab of the University of Salerno to
conduct a pilot study which could help us tune the usability evaluation goals. The
results of the study will be used to set up the usability testing activities.

The pilot study involved people belonging to a Sri Lankan ethnic group living
in Salerno, in Italy. This group is composed of approximately one hundred people.
After the presentation of the SLN project during a plenary meeting of that com-
munity, we were able to select 20 people who were motivated and knowledgeable
enough to play the role of farmers in our experiment.

In order to gauge the potential effectiveness and usefulness of the application,
we applied a ‘‘think-aloud’’ technique, inviting participants to perform some
representative tasks with the current prototype with the twofold aim to gain pre-
cious suggestions on how to improve it and to verify whether the appropriate data
are being collected.

During the pilot study, we focused on three aspects of the interface, namely

1. the capability to understand the interface: we checked whether the information
clues and their layout are effective to guide users in accomplishing their tasks.
The interface must not confuse user or make him/her feel awkward.

2. the capability to navigate the menu: we needed to determine the best way to
structure the menu in order to avoid user getting lost during the interaction.

3. the capability to analyze results: we wanted to evaluate whether the informa-
tion provided by the application is appropriate to lead users towards the
selection of the most convenient crops.
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Users and instrumentation
The pilot test has been performed simulating the real environment in the rural

area around the city of Salerno. We used a Huawei Ideos smartphone, an entry
level model with a 600 MHz processor, 256 megabytes of central memory and a
2.8 inches screen with a resolution of 320 9 240 pixels. This choice is consistent
with the kind of smartphones really available in countries where people cannot
afford big expenses.

The 20 participants belong to the Sinhalese ethnic group and are members of an
acceptance center for Sri Lankan immigrants. All of them are well-integrated in
the local Italian society. Nevertheless, they are all knowledgeable about the rural
issue in Sri Lanka, in most cases being the reason for their emigration, and they
appeared to be highly motivated in performing the tests.

As part of the study, the scenario described in Sect. 2 was decomposed into
three critical subtasks. Each subtask represents a key feature that influences user’s
capability. To this aim, we asked subjects to adopt the perspective of Sirisena and
to simulate the scenario activity by carrying out the tasks while commenting any
critical step. We decided to start the experiment with no preliminary training on
the application module, overall aiming to verify the learn ability degree of the
interface.

Subtask description Usability evaluation goal

1. The user explores the application. He/
she presses one of the three buttons in the
initial page and visualizes the list of
products in the corresponding category.
Considering the first ten items in the
catalog he/she annotates what is the
current ‘‘production level’’ he/she
perceives for each item

Understand whether the color intensity scale
used in the list is perceived by user as a
measure of the current product demand

2. The user finds and selects four specific
kinds of crop displayed in the catalog. He
compares them

The aim is to verify whether the user is able
to navigate the one level catalog menu

3. He ultimately makes a selection We want to verify whether the user can
correctly interpret the feedback received
from the application and make the right
choice

The results were compared against a set of usability specifications, which we
elaborated for the envisaged scenario (see Table 2). As usual, the performance
measures are based on time to perform a subtask and number of errors. Satisfaction
is measured on a 5-point attitude scale. For example, ‘‘predictability’’ after the first
subtask was rated on a scale from 1 = ‘‘not at all predictable’’ to 5 = ‘‘fully
predictable’’.

Some relevant results are reported in Table 3. For the first subtask, it shows that
the use of the traffic light metaphor to group the products combined with the
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intensity color scale, proved to be a good choice, also supporting predictability of
the interface. Users were able to easily guess the production level of a crop by
simply observing the color of the frame around it.

Regarding the second subtask, while the average number of errors is compa-
rable to that of the first subtask, the execution time suggests that the use of the
virtual page pattern might be too complex for our target users. This was confirmed
by the rating assigned by users to complexity and by their comments during the
think-aloud session. Some users also suggested a subdivision of the product cat-
alog by type of crop: tubers, vegetables and fruits, asserting that such a division
could facilitate the search.

Finally, the last subtask shows how the majority of participants was able to
select the product for which the highest income can be expected. The interviews
revealed that participants were satisfied with the choice of graphics and color
usage. High appreciation received the possibility to compare two or more products.
When information such as average price or quantity sold in the previous year were
similar for more than one product, the frame indicating the production level was
used as a discriminating factor in selecting the best product. Finally, perhaps the
most interesting outcome of the experiment was the identification of changes
needed in the current usability evaluation framework. Thus, for example, we
realized that before starting the testing activities in Sri Lanka, the usability eval-
uation goal ‘‘verify whether the user is able to navigate the one level catalog

Table 2 Excerpt from the usability specifications related to the given scenario

Subtask Worst case Planned Best case

1. Deduce the expected
production
level for the
envisioned crops

3 errors 1 error 0 errors
2 min 1 min 30 s
2 on predictability 3 on predictability 4 on predictability

2. Select and compare 4
specific products

3 errors 1 error 0 errors
4 min 2 min 1 min
3 on complexity 2 on complexity 1 on complexity

3.Select the best crop
out of 4 specific
products

Bad choice Optimal choice Optimal choice
5 min 2 min 1 min
3 on confusion 2 on confusion 1 on confusion

Table 3 Some relevant
results from the pilot study

Subtask no Participants results

1 Mean errors: 2
Mean time to completion: 74 s

2 Mean errors: 1
Mean time to completion: 170 s

3 Percentage of participants who made
the right choice: 70 %

Mean time to completion: 105 s
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menu’’, should be tuned towards a comparative evaluation of the virtual page
solution against alternative design solutions, such as a grid layout interface, with or
without the suggested subdivision of products into categories. The test also
revealed that the ease of use should be considered as a primary usability specifi-
cation feature and its qualitative measure added to the satisfaction parameters in
the evaluation framework.

4 Concluding Remarks

The development of mobile applications is paramount to support users living in
developing countries to improve their lives. One of the major research challenges
is to develop a user interface suitable for such users.

In the first part of this chapter we presented the design process we applied in
order to develop a mobile application oriented to people living in Sri Lanka.
During the design process we took in account several factors such as users level of
literacy, familiarity in using the device, users cultural background, language
beliefs.

In the second part of the chapter we described a pilot study for an experimental
usability evaluation we have performed involving a group of Sri Lankan users
living in Italy. The analysis of the experimental results and the comments given
during the think-aloud session by participants, allowed us to draw major claims on
which we should focus when planning the usability evaluation activities in Sri
Lanka.

Even if the participants differ from our target users, having higher confidence in
technology and living in a different social context, their cultural background and
their motivation reduced the biases to validity of the test and were useful to
understand how to improve the developed usability evaluation framework before
going onto the actual testing phase of the project.
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Can Design Science Research Bridge
Computer Human Interaction
and Information Systems?

Laura Tarantino and Paolo Spagnoletti

Abstract The initial view of the Information System (IS) community was to
consider IS as an ‘‘applied’’ discipline borrowing theories and methods from more
mature ‘‘reference disciplines’’. As ISs shifted from a techno-centric focus to a
more balanced view of technology, organizational, management, and social focus,
traditional reference disciplines proved to be poor models for emergent goals of IS
studies, and the IS field began to pose itself as independent of them. A further shift
was advocated in 2002 by Baskerville and Myers who suggested that IS was
mature enough to start to create a bidirectional flow of knowledge with other
fields. Though this view has been recently challenged by some empirical studies,
in this Chapter we contribute to this intellectual discourse through a conceptual
analysis of links between the IS and the HCI body of knowledge. In particular we
discuss about a possible role of Design Science Research as a cultural and
methodological bridge between the two disciplines.

Keywords Information systems � Computer human interaction � Design theory

1 Introduction

Many studies have investigated the relationships of the Information System (IS)
field with other interrelated disciplines. The initial view of the IS community is
well represented by Keen, who in 1980 argued that ISs, as an ‘‘applied’’ discipline,
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had to borrow theories, methods and research best practices from more mature
‘‘reference disciplines’’ upon which the field was drawn [1]. If the initial list of
references disciplines was quite restricted (including engineering, computer sci-
ence, mathematics, management science, cybernetic systems theory and behav-
ioral decision theory), while the field grew the list expanded considerably, with,
e.g., political science, psychology, sociology, accounting, and finance included in
the classification proposed by Culnan [2]. Gregor observes that IS shows com-
monalities also with architecture, which concern people and artifacts, or with
applied disciplines as medicine, where the products of scientific knowledge (e.g.,
drugs, treatments) are used by people [3].

Notwithstanding this great bunch of relationships, the conventional view in the
1980s and 1990s was to pose IS near the end of an intellectual food chain, con-
suming theories and results from other disciplines, with a flow of knowledge and
information entirely one way [4]. Scholars then changed their position and started
to recognize that the IS field had fully emerged as a discipline in its own right. In
2000 Davis, in an analysis of bodies of concepts, theories, processes, and appli-
cation systems (somewhat) unique to ISs, identified five bodies of knowledge that
had developed in the IS tradition [5]. In 2001 Lee observes that the reference
disciplines ‘‘are actually poor models for our own field. They focus on the
behavioral or the technological, but not on the emergent socio-technological
phenomena that set our field apart’’ and for this reason suggests to refer to these
disciplines as ‘‘contributing disciplines’’ [6].

The shift in perspective is then further underlined by Baskerville and Myers that
suggested a new scenario in which not only did the IS field pose itself as inde-
pendent from traditional reference disciplines (with IS research serving as a
foundation for further IS research), but it could also issue a challenge to become
itself a reference disciplines for others, even for fields previously serving as IS
reference disciplines [4]. This opportunity arises because, given the growing
impact of information technology in business and society as a whole, almost every
other human discipline is now a potential consumer of IS research discoveries. In
this new model the flow of knowledge among inter-related fields become multi-
directional, and IS scholars, instead of just importing knowledge, should consider
the possibility to cooperate with scholars in other fields. IS ceases to be the end of
the chain and becomes ‘‘one of the many reference disciplines exchanging ideas in
an intellectual discourse’’ [4].

Subsequent empirical studies based on citation analyses have either challenged
[7, 8] or supported [9] such optimistic view of cross-contamination. These studies
have addressed the problem from a general perspective by analyzing a broad
spectrum of scientific publications and defining strategies for increasing the
external influence of IS contributions. We adopt a narrower perspective by arguing
that a more focused exploration of some of these links can provide useful con-
tributions to this debate by guiding authors in both fields to exploit the benefits of
intellectual bridges. In this chapter we focus on the relationship between Human
Computer Interaction (HCI) and IS studies for achieving a better understanding on
the nature of this link and on the possible benefits of a cross-contamination
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between these two fields. To this aim, we first discuss in Sect. 2 interrelationships
between IS and HCI (in particular trying to underline reasons for existing distances
among scholars of the two fields), and then, in Sect. 3, we argue for a possible role
of IS Design Science Research (ISDSR) and IS Design Theory (ISDT) results as a
conceptual framework bridging the two communities. As conclusions underline in
Sect. 4, rather than proposing a ‘‘closed reference framework’’ we aim at opening a
discussion to which scholars of the two communities can contribute bringing their
field’s specificity, in a mutual enrichment.

2 IS and HCI do Relate

In the view of Avison and Fitzgerald ISs concern ‘‘the effective design, delivery, use,
and impact of information technology in organizations and society’’ [10, p. xi].
Gregor contrasts Webster and Watson’s view of IS being just another management
field like organizational behavior [11] by observing that a characteristic that
distinguishes IS from these fields is that it concerns the use of artifacts in human–
machine systems, so that ‘‘we have a discipline that is at the intersection of
knowledge of the properties of physical objects (machines) and knowledge of human
behaviour’’ [3]. With the words of Lee, ‘‘research in the information systems field
examines more than just the technological system, or just the social system, or even
the two side by side; in addition, it investigates the phenomena that emerge when the
two interact’’ [6, p. iii]. On the other hand HCI is defined by ACM-SIGCHI (Special
Interest Group on Computer Human Interaction) as ‘‘the discipline concerned with
the design, evaluation, and implementation of interactive computing systems for
human use and with the study of the major phenomena surrounding them’’ [12], with
a clear overlapping between IS and HCI intents and goals. This overlapping is
witnessed also by the achievements of leading scholars that have contributed across
the two fields of research (e.g., [13]).

The overlapping between the two fields suggests to investigate, both at the
theoretical/methodological level and at the empirical level, possible contamina-
tions enriching the body of knowledge on which HCI and IS rely and, in particular,
to investigate whether and to which extent can the research on IS contribute to the
design of interactive systems. Whilst we have already addressed this problem in a
previous work on the design of user centered systems [14], we maintain here that
fueling a more general debate on this matter can be relevant for achieving a more
effective cross-contamination between these two fields.

IS-oriented HCI issues have been debated in the literature since IS’s early
studies, whether focused on user attitudes, perceptions, acceptance of Information
Technology (IT) (e.g., [15]) or on the interrelation between human-factors,
usability, and HCI on the one side, and the systems development life cycle on the
other side (e.g., [16, 17]). Zhang and Li present HCI as a sub-discipline of the
Management Information Systems (MISs) field [18], specifying that HCI studies in
MIS are ‘‘concerned with the ways humans interact with information,
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technologies, and tasks, especially in business, managerial, organizational, and
cultural contexts’’ [19]. They also propose an overview of the broad HCI research
area composed by five main players: human, technology, interaction (relating the
first two), and task/job and context, which together assign dynamic meaning to the
interaction experience. Located within interaction authors single out the two
subareas denoted design and use impact, referring to studies traditionally carried
on by the CHI and the IS communities, respectively.

It is quite unlikely, anyhow, that CHI scholars may identify their research work
as a sub-discipline of IS, given also the growing diffusion of personal-use oriented
IT products, and the consequent great differences in designing and evaluating IT
for non discretionary job use and discretionary personal use. An overview of HCI
studies under this perspective is offered by Grudin [20] who recognizes the
existence of three major (non converging) research threads in HCI that, though
sharing some issues and methods, emerged at different times within distinct
‘‘parent disciplines’’ and relying on different approaches, attitudes and terminol-
ogy: the first thread origins from the Human Factors and Ergonomics field and
focuses predominantly on nondiscretionary use; the second one is HCI in MIS (or
IS) and, developed when mainframes spawned business computing in the 1960s,
focuses on relatively nondiscretionary use; finally, the third one is CHI (and its
antecedents) that, arisen with minicomputer and home computer and burgeoned
with personal computing in the 1980s, focuses predominantly on individual dis-
cretionary use. Grudin observes that, despite a significant common focus, there has
been limited interaction among the three threads, because different perspectives,
priorities, and generational attitudes reduced enthusiasm for building bridges and
exploring each other literatures. Furthermore, both Grudin [20] and Baskerville
and Myers [4] underline the linguistic divide as a crucial problem that sets apart
different disciplines: Grudin brings the examples of the terms task analysis and
implementation, used with different meanings by IS and CHI, and of the lack of
agreement even on basic terms likes operator, user, and end user.

Notwithstanding distances, a cultural bridge between IS and CHI is desirable,
also considering that the pace of evolution in IT rapidly makes mandatory today
what was discretionary yesterday. Cross-contaminating discourses between the
two fields would add efficacy to the transition, thus laying down foundations for
usability. In the next section, we reason on a possible role of ISDSR as a bridge
between the two fields.

3 HCI Paradigms and ISDT Schools do Mirror

A growing stream of research in IS is characterized by the design science para-
digm, which has been also recently advocated by Lee as being the theoretical
orientation that needs more developments in the next years [21]. With the words of
Hevner, March, Park, and Ram, design science research ‘‘seeks to extend the
boundaries of human and organizational capabilities by creating new and
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innovative artifacts’’ instead of analyzing existing phenomena [22]. According to
this paradigm, knowledge and understanding of a problem domain and its solution
are achieved in the building and the application of the desired artifact. Theories
play a dual role in this design process: they constitute the ground of the artifact
construction, but they can also be the outcome of the design process (‘‘IS design
theory’’, ISDT). Given the centrality of the design of artifacts in HCI research, in
this section we discuss possible parallels among ISDT schools of thought and HCI
paradigms. Actually, design, prototyping and evaluation of interactive systems are
based on the knowledge of users, technology and tasks, that, at least for meta-
requirements, comes in the form of analytical, explanatory or predictive rules
resulting in design prescriptive rules (e.g., knowledge on the human eye and the
visual perception may result in rules about where to put a visual item on
the screen, or knowledge about the human memory may result in rules about the
optimal length of chunks of visualized information). With respect to Gregor’s
framework for classifying theories in Information Systems [3], the knowledge base
to which HCI methods and methodologies belong can be rooted in the design
science research tradition and it is therefore reasonable to try to look at them from
a design theory perspective.

3.1 The Three Paradigms of HCI

Following Kuhn’s view of scientific revolutions as a succession of overlapping
waves in which ideas are re-framed [23] and with the aim of bringing clarity in the
broad research in HCI and its evolution, Harrison, Sengers and Tatar order the field
into three ‘‘paradigms’’ [24]. The paradigm shift from a wave to another is traced
by tracing shifts in the underlying metaphors of interaction, according to Agre’s
theory of generative metaphors in technical work [25] developed for analyzing the
typical questions of interest for a research stream and the corresponding methods
and criteria for knowledge creation: each metaphor of interaction bring certain
phenomena into the center of investigation, while marginalizing others. Phe-
nomena of interest, questions, methods and validation procedures are the main
constructs used by Harrison et al. to single out and characterize three paradigms in
HCI literature.

The first paradigm is based on the metaphor of ‘‘interaction as man–machine
coupling’’: the central goal of the design is to optimize the fit between man and
machine and a typical question of interest would be ‘‘how can we fix specific
problems that arise in interaction?’’. This human factors perspective is an a-the-
oretic and pragmatic approach to which engineering, programming and ergo-
nomics disciplines provide the grounding for empirically validated objective
hypotheses.

The second paradigm dominates the HCI discourse and is based on the meta-
phor of ‘‘interaction as information communication’’: the primary goal is opti-
mizing the accuracy and the efficiency of information transfer among computers
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and their users, and typical questions of interest are ‘‘how can we accurately model
what people do?’’ or ‘‘how can we improve the efficiency of computer use?’’. This
objective is achieved through the definition of abstract models of interactions that
enable to systematically compare alternative design solutions.

The third paradigm, rooted in the concept of embodied interaction as introduced
by Dourish [26], is based on the metaphor of ‘‘interaction as phenomenologically
situated’’: its main focus is on the construction of meaning and on the complexity
around the system and typical questions of interest are ‘‘what existing situated
activities in the world should we support?’’ or ‘‘how do users appropriate tech-
nology, and how can we support these appropriations?’’. The paradigm refocuses
attention from single user/single computer paradigm that dominated the 1st and
2nd paradigms towards collaboration and communication through physically
shared objects. A specific characteristic of the 3rd paradigm is a preference for
multiple interpretations and, for this reason, rather than adopting a single, correct
set of methods and actions, it relies on a variety of approach that Harrison et al.
denote phenomenological matrix.

The three paradigms highlight different questions and methods for answering
them, and may clash. For example, while the 1st and the 2nd paradigms emphasize
the importance of objective knowledge, the 3rd paradigm sees knowledge as
arising from situated viewpoints in the world. While laboratory and theoretical
behavioral science can be an appropriate discipline for the 2nd paradigm, the 3rd
paradigm would rather rely on ethnography, action research, and practice-based
research. It is emphasized in [24] that to allow the 3rd paradigm to bear full fruit, it
is necessary to recognize and accommodate its notion of validity, and that it is
desirable that research works in the 3rd paradigm explain their phenomenological
matrix and their measures of success.

3.2 The Design Theory framework

In a seminal chapter of 1992, Walls et al. [27] asserted that design research (DR)
provides a theoretical contribution in the form of an ISDT (defined as ‘‘a pre-
scriptive theory based on theoretical underpinnings which says how a design
process can be carried out in a way which is both effective and feasible’’) having
five components (meta requirements, meta design, design method, kernel theories,
testable hypothesis). Gregor and Jones revise this work and define a set of six core
components (purpose and scope, constructs, principles of form and functions,
artifact mutability, testable propositions, justificatory knowledge) and two addi-
tional components (principle of implementation, expository instantiations) for
specifying a design theory so that it can be communicated, justified, and developed
cumulatively [28]. These two chapters share the view of considering an ISDT as
grounded on kernel theories and being itself the main outcome of a DR effort.

A different perspective has been proposed by Hevner et al. [22] who put the IT
artifact at the center of a DR effort, maintaining that constructs, models, methods
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and instantiations are ‘‘the concrete prescriptions that enable IT researchers and
practitioners to understand and address the problems inherent in developing and
successfully implementing information systems within organizations’’. They pro-
vide seven guidelines (Design an artifact, Problem relevance, Design evaluation,
Research contributions, Research rigor, Design as a search process, Communi-
cation of research) and propose an IS reference framework based on environment,
IS research and knowledge base (which is the base of the Hevner ‘‘three cycle
view’’ of ISDSR [29]). According to this view, ISDSR is not necessarily grounded
on kernel theories and, although not clearly expressed, an artifact should satisfy a
certain degree of generality.

A third position is by Goldkuhl who emphasizes the importance of artifact
impact and utility with respect to artifact grounding, although considering the
contribution of external explanatory theories in enhancing the design theory
validity [30]. As to ISDTs, he argues that practical knowledge per se is not nec-
essarily a design theory and that ‘‘only theorized practical knowledge should be
conceived a design theory’’.

By referring to these three views on the input and output role of theories with
respect to a DR process, a recent contribution of Fischer, Winter, and Wortmann
has identified three schools of thought: for ‘‘kernel theory fundamentalists’’ ISDTs
are necessary output of an ISDSR and kernel theories are mandatory components,
for ‘‘design theory opponents’’ ISDTs are not necessary output of an ISDSR and
kernel theories are not emphasized, and, finally, for ‘‘kernel theory pragmatists’’
ISDTs are necessary output of an ISDSR, and kernel theory are only one way of
grounding [31].

3.3 ISDT Schools as Lens on HCI Paradigms

The role of theories in the HCI field is somehow evolving with consequences on
the epistemological positions of the different paradigms. Referring to the current
debate on ISDSR, we argue that analyzing the relationships among design com-
ponents within the HCI paradigms can lead to achieve a better understanding on
these positions. In fact, since almost any HCI development can be seen as an
instantiation of the general ISDT concept, a deep investigation on the nature of its
components can set up the floor for generating new theories bridging the HCI and
the IS fields.

The analysis proposed in [24] represents a first step in this direction since, as
authors says, ‘‘recognizing a set of ideas as a paradigm is important because it
allows us to perceive and discuss the organization of thought at the level of a
system rather than just as component pieces’’. Our goal is to move one step further,
with the final goal of providing a framework for systematically analyzing the
ontological and epistemological nature of HCI contributions. As a first move in
this direction we draw here a parallel with the three schools of thought charac-
terizing the ISDT literature (Fig. 1).
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In HCI contributions belonging to the 1st paradigm theories may (not neces-
sarily) inform both the purpose and scope definition and the principles of form and
function. This condition can be assimilated to the KT pragmatists school where the
focus is on solving the problem of maximizing some utility function by the means
of a technological tool with a pragmatic approach.

A different epistemological position can be assigned to most of the 2nd para-
digm HCI contributions. These indeed share the characters of the DT opponents
school, in which the knowledge base has the twofold role of providing input and
receiving feedbacks in the form of scientific theories and methods, experience and
expertise and previously developed design product and processes. In this case the
design and the evaluation of the IT artifact plays the central role and the process
for creating knowledge is well represented in Hevner’s three cycle view [29]. In
this view an iterative process bridges the design science activities with the con-
textual environment of the research project on the one side, and with the knowl-
edge base of scientific foundations, experience, and expertise that informs the
research project on the other.

The third paradigm is more difficult to conceptualize since purpose and scope of
the theory and its principles of form and function are dependent on the context and
on the construction of meaning that surrounds the situated activities in which
technology is appropriated: the justificatory knowledge becomes a fundamental
tool for providing the researcher with a palette of situated design and evaluation
strategies and at the same time it is enriched by the better understanding of situated
complex phenomena.

Fig. 1 Design Theory schools (P&S Purpose and Scope, JK Justificatory Knowledge, ISA IS
Artifact)
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4 Conclusions

This chapter intends to be a first step of an intellectual discourse among IS and
CHI scholars. Rather than at providing a closed reference framework, it aims at
opening a debate on possible mutual enrichments. To this aim, we surveyed the
epistemological positions of the two disciplines trying to underline distances and
points of contact, and drew a parallel among HCI paradigms as delineated in [24]
and the ISDT schools as proposed by [31], which we suggest as a possible ‘‘field
for contaminations’’. Additional works surveying evaluation methods and results’
generalization can further contribute to this debate informing the activities of
researchers in these two fields.
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Enabling Domain Experts to Develop
Usable Software Artifacts

Daniela Fogli and Antonio Piccinno

Abstract End-user development techniques are recently becoming a fundamental
added value of information systems, since they allow system adaptation to the
evolving needs of a company’s users. To adequately manage the life cycle and
code quality of software created through end-user development activities, end-user
software engineering literature proposes a variety of methods. However, the
underlying assumption is that end users carry out end-user development activities
to adapt or develop software artifacts for their personal use. For this reason, the
usability of the software artifacts resulting from the end user’s work becomes a
secondary issue. But, this is not true for multi-tiered proxy design problems, where
the usability of software artifacts created by domain experts for other people is
instead a fundamental issue. In this chapter, we analyze the approaches presented
in literature that address this kind of problem, and propose a preliminary solution
based on meta-design and meta-modeling.

Keywords End-user development � Meta-design � Meta-modeling � Usability

1 Introduction

The human–computer interaction (HCI) community has promoted user-centered
design (UCD) approaches for more than twenty-five years, in order to favor the
development of systems that end users find easy to use and to learn [1]. While in
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UCD potential end users are only interviewed or observed, thus playing a passive
role in design, participatory design (PD) approaches make a step further, by
promoting a more active involvement of end users throughout the system design
process [2].

On the other hand, private and public companies are more and more frequently
requiring information systems that are flexible enough to be adapted to the variety
of their users and to the dynamic markets in which they need to operate [3]. End-
user development (EUD) methods are recently proposed to build such flexible
systems and support their adaptation directly on behalf of end users [4]. More
specifically, EUD leads to transfer to end users part of the activities that are
traditionally performed by software developers, namely, not only software adap-
tation and extension by means of end-user programming (EUP) techniques, but
also interaction design, system prototyping, and software design, customization,
and maintenance. Particularly, EUD research focuses the attention on those people
who use software systems as part of their daily life or daily work, but who are not
interested in computers per se [5]. These people have no or few competencies in
information technologies and often are not willing to acquire them. This aspect
raises many doubts in the software engineering community, which insists on the
importance of skilled, professional software developers to guarantee software
correctness, efficiency, maintainability, and security [6].

The issue of software quality in EUD is being addressed in the so-called end-
user software engineering (EUSE) area [7]. A variety of methods are proposed for
requirement analysis and specification, system design and reuse, verification and
testing, code debugging, which could be easily applied by non-professional soft-
ware developers. However, a further and important issue related to EUD that has
not been adequately addressed yet is the usability of the software artifacts
developed by end users. In fact, in this research area, the term ‘usability’ is usually
referred to the easiness of use of the end-user programming language/paradigm [8]
or to the engaging metaphor of the EUD environment [9]; whilst, few words are
spent for the usability of the results of the EUD activity.

On the other hand, EUSE mainly considers EUP and EUD as activities that
create programs for personal rather than public use, thus distinguishing them from
professional programming, which has the goal of developing code for others to use
[7]. In this perspective, the usability issue may not be a priority. However, this
distinction becomes blurred when the so-called multi-tiered proxy design problems
are considered [10]. These kinds of problems can be described as follows: (1) in a
given domain there are end users who need software artifacts to carry out some
personal activity, but who are neither able nor interested in participating in their
development; (2) in the same domain, there are also domain experts, who are able
to describe the software artifacts that should be designed for the end users, but who
are not able to create the needed technologies; (3) finally, there are software
professionals who know how to develop technical systems, but who are unable to
offer this service directly to end users without the help of domain experts. This
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situation occurred for example in the MAPS project, which aimed to provide a
simple, PDA-based device that prompts instructions to support a person with
cognitive disabilities in the accomplishment of her/his daily tasks [10]. Software
professionals created a simple editing tool to allow caregivers (domain experts)
developing prompting systems customized to the characteristics of the disabled
people (end users). The use of the editing tool does not require caregivers to have
programming skills.

As the MAPS project, most proposals addressing multi-tiered proxy design
problems are based on a meta-design paradigm [11] and on the development of a
hierarchy of interactive environments (e.g., [12–14]). Particularly, in this hierar-
chy, EUD environments are crucial to support domain experts to play the role of
end-user developers by creating software artifacts for the actual end users. As a
consequence, the usability of such software artifacts goes back to being a funda-
mental feature. Here, we have a situation similar to that one leading to UCD and
PD approaches: ‘‘designers are not users’’ [15] and this favors the development of
systems that users find difficult to use. In addition, when such designers are end-
user developers, the creation of usable systems becomes a greater challenge,
because end-user developers are often unwitting programmers and have a vague
understanding of the usability concept. In fact, the knowledge needed to design an
effective and usable interactive system is usually distributed among domain
experts, software engineers and HCI experts. Hence, the design of an interactive
system should be a multi-facet activity requiring the collaboration of experts from
these communities [16].

To cope with the multi-tiered and multi-facet design problem, we need a design
approach where the usability of software artifacts is guaranteed in advance by the
approach itself. In the following, we propose an approach that capitalizes on the
ideas at the basis of the software shaping workshop (SSW) methodology [14], but
that generalizes them to take care of the usability issue. For the sake of chapter
clearness, let us briefly recall here the main characteristics of the SSW method-
ology. SSWs are software environments where professional or non-professional
software developers find all and only the objects and tools necessary to shape their
software artifacts. SSWs are organized according to a three-level hierarchy: (1) at
the meta-design level, there are SSWs used by software engineers to create system
workshops for domain experts; (2) at the design level, domain experts use system
workshops to cooperate in the design, implementation, and validation of appli-
cation workshops for end users; (3) at the use level, end users carry out their tasks
through application workshops created at the design level and customized to their
needs, culture, and skills.

In this chapter, we describe an approach to enabling domain experts to cope
with the usability of the software artifacts they develop (application workshops, in
the SSW terminology). Then, we show how the proposed solution has been
implemented in two different domains.
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2 Addressing Usability Through Meta-Design
and Meta-Modeling

With respect to the SSW methodology, the approach proposed here deepens the
activities to be carried out in the meta-design phase. Particularly, a (meta-)design
team, including not only software engineers, but also HCI specialists and domain
experts, defines at first the conceptual model of the software environments devoted
to end users. This activity should be carried out through participatory design
techniques [2], such as meetings among all stakeholders to perform task and
scenario-based analysis, or mock-up development. Metaphor and interaction style
of the environments for end users are thus defined; they will strongly depend on
domain characteristics and users’ habits. For example, in Ref. [12] the logbook
metaphor was proposed to support the work of epathologists: a virtual logbook is
the digital counterpart of a paper-based archive used by physicians to record their
data and activities. In the mechanical engineering domain, we adopted the meta-
phor of the artisan workshop [9]; whilst, in the neuroradiology field, a workbench
enriched with a virtual diaphanoscope became the metaphor to support medical
image annotation and consultation exchange [14].

After the conceptual model definition, the design team must define a meta-model
that describes and generalizes the structure and properties of the software envi-
ronments devoted to end users. This meta-model could be represented as a UML
class diagram, an ontology, or an XML schema. Then, members of the design team
will collaborate to the development of the EUD environment that supports the
creation of instances of the meta-model, namely of specifications of the software
environments for end users. To conclude the meta-design phase, software engineers
must create an interpreter of the meta-model instances, capable of generating the
software environments described by such instances. This interpreter must generate
environments that satisfy the conceptual model previously defined by the design
team. In this way, the usability of EUD products does not depend anymore on the
capability of end-user developers, but is a responsibility of the design team that
designs the conceptual model, defines the meta-model and creates the EUD envi-
ronment, and of the software developers who develop the software generator
according to the defined conceptual model. Even though one can object that this
approach may limit end user developers’ creativity, this is a way to have more
control on their activity and avoid the creation of unusable products.

3 First Case Study: EUD in the e-Government Domain

In Ref. [17] we presented a meta-design approach to the development of
e-government services. Here, software engineers, HCI specialists and civil ser-
vants (domain experts), i.e., the design team, have collaborated to define the
characteristics of online services for booking appointments at the different
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counters of a government agency. The conceptual model of these services is based
on a form-based, step-by-step interaction style; indeed, it recalls the traditional
way of communication between citizens and government agencies. The design
activity led then to define a meta-model representing the considered class of
services, which was then represented by software engineers through an XML
schema. Then, the team designed an EUD environment able to support civil ser-
vants in creating instances of the XML schema, namely XML documents
describing the steps of the appointment reservation services. The EUD environ-
ment does not force domain experts to write any XML code, neither to know the
underlying meta-model, but just requires them filling in forms that allow defining
the requests for citizens in each interaction step of the service under creation. Steps
may be mandatory or optional, and the civil servant can decide their sequence
order.

A screenshot of the EUD environment is shown in Fig. 1. Here, the user has just
created two steps of the e-government services: (1) the step for choosing the date
of the appointment among a set of dates specified by the civil servant through a set
of constraints, (2) the step for choosing the time of the appointment from a list of
times. These two steps have been created by selecting the respective buttons in the
toolbar on the top of the page, and have become available for future access and
modification as selectable widgets in the summary section on the right side of the
page. In the current state (Fig. 1), the domain expert is defining the step ‘‘Topics
and Notes’’, by creating the list of appointment topics among which the citizen can
make a selection and by associating text that indicates the papers the citizen must
bring to the appointment. The domain expert can also add a request for notes, but,

Fig. 1 EUD environment for the e-government case study
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in this case, she decided not to include it. The XML document obtained after the
interaction with the EUD environment is interpreted by a software application
developed by software engineers to generate the actual web pages of the service.
For example, Fig. 2 shows the page implementing the ‘‘Topics and Notes’’ step
defined in the EUD environment.

Both the EUD environment and the web applications created through EUD
have been judged usable by civil servants and citizens respectively [17]. In par-
ticular, we have conducted a test with four citizens to assess the usability of two
appointment reservation services created with our EUD environment. Only the two
oldest participants (age ranging from 60 to 70) encountered some minor problems,
due to their low familiarity with computer technologies. However, their perfor-
mance improved significantly during the use of the second service, thus demon-
strating that a little experience is sufficient to interact easily with e-government
services generated with this approach.

4 Second Case Study: EUD for Mass Customization

The second case study is in the classic style furniture domain [18]. In this case, a
company (Maiellaro s.r.l.) producing classic style furniture only produces those
pieces that are ordered by a customer. Customers provide a description of the piece of

Fig. 2 A step of a web application for citizens
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furniture they want, which may be composed of parts chosen from different items in
the available catalogues, by possibly specifying dimensions, type of wood and other
characteristics. One of the main problems in this case study is that the information
needed to customize a piece of furniture are scattered in different archives, i.e., the
catalogue of Maiellaro company and the catalogues of Maiellaro’s suppliers. These
suppliers’ catalogues are very diverse and heterogeneous because they refer to
various crafts and arts (e.g., glass suppliers, wood artisans). Thus, it is really difficult
to have an overall view on all existing information. Another problem is driving
customers in selecting components of items in the catalogues and allowing them to
assemble such components in reasonable ways to create a new piece.

To cope with this problem, the design team including software engineers, HCI
experts, and domain experts (managing director, technical department employees,
sales office employees) defined the conceptual model of a software environment
for customers (end users). This conceptual model resembles the current end-user
practice: the sales office employee helps customers choose and customize their
pieces of furniture by showing pieces in different catalogues taken from a bookcase
and put on a bench; customers are thus allowed to customize the desired furniture
by replacing and personalizing components chosen from different pieces of fur-
niture belonging to possibly different catalogues.

As a consequence, the adopted meta-model consists of an ontology describing
the components of each piece of furniture and their properties. The ontology allows
also setting all rules and constraints to assemble various components in order to
generate all and only those pieces of furniture that are considered by the ontology.

The design activity then led the design team to develop a prototype of an
environment able to support technical department employees in accessing and
updating ontology properties and rules (Fig. 3), without being aware that they are
manipulating an ontology.

Fig. 3 EUD environment for the classic style furniture case study
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The design team finally developed the software environment for customers,
whose specific instantiation depends on the underlying ontology. A possible
environment for customers is reported in Fig. 4, which shows a bench providing a
unified view of all available catalogues of Maiellaro and Maiellaro’s suppliers and
allowing the shaping of the desired piece of furniture by means of piece selection
and composition. A preliminary usability evaluation of this environment, involv-
ing three customers, has been conducted with very positive results.

5 Discussion and Conclusion

The approach presented in this chapter does not conceive EUD as direct creation
of code on behalf of end-user developers, but as the instantiation of a meta-model
that represents a domain-dependent class of software environments for end users.
Usability of the resulting environments is achieved through a meta-design activity,
carried out through user-centered and participatory methods. To guarantee
usability, however, flexibility of the EUD activities must be restricted. In our
approach this is obtained by creating domain-dependent conceptual models and by
driving and controlling end-user developers’ interaction with the EUD environ-
ment. The trade-off between the flexibility of EUD tools and the usability of EUD
products is an important aspect that deserves, in our opinion, an additional

Fig. 4 The customization of classic style furniture by end users
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reflection within the EUD community in the next years. This aspect is even of
particular importance in the case of information systems, where end-user devel-
opers are often business managers who must design or customize software artifacts
for other users, such as company employees or customers. Maybe the trade-off
could be balanced by realizing the vision of ‘‘EUD as a learning process’’ dis-
cussed in [19]. Anyway, the approach proposed in this chapter tries to respond to
the doubts of the software engineering community with respect to EUP and EUD
[6]: the responsibility of developing the meta-model and its interpreter should
remain on the shoulder of software engineers, who may thus guarantee that what is
created by end-user developers is not only usable, but also effective and efficient.
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Interactive Visualization Modeling
with CoDe: An Application
to Entomological Data

Stefania Laudonia, Marina Margiotta and Maurizio Tucci

Abstract A taxonomy of typical interaction techniques is proposed in [1], where
seven categories of information visualizations provided by commercial systems
are considered. This framework gives an initial foundation toward a deeper
understanding of interaction in Information Visualization, helping discussion and
evaluation of interaction techniques. In this chapter we propose a methodology for
the specification and design of complex interactive visualizations as an extension
of the graphic language CoDe [2]. Based on the seven categories introduced in [1],
we add new interaction operators to CoDe, to enable a visualization designer to
specify multiple perspectives of a data set, without losing the underlying mental
map of the considered information. The new version of CoDe allows to manage
some interaction techniques which are difficult to classify and do not quite fit into
any of the categories above. Some applications of the proposed methodology to
design interactive visualizations of entomological data are provided as a case
study.
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1 Introduction

Information Visualization systems provide users with a broad set of interaction
techniques to achieve a variety of views that help understanding of the represented
information amplifying human cognitive capabilities [3, 4].

Observing that many different styles of interaction serve a relative small set of
user purposes, in [1] the authors propose seven categories of interaction techniques
denoted as: Select, Explore, Reconfigure, Encode, Abstract/Elaborate, Filter,
Connect. This taxonomy classifies several types of interactions with respect to the
user objectives and the visualization techniques used to accomplish them. How-
ever, some techniques are difficult to classify and do not quite fit into any one of
the categories, as the ‘‘water level’’ feature, a technique that adds a layer to mark a
threshold, which play the role of a cognitive aid to augment user’s ability to
compare values.

On the other hand, faced with the considerable attention to the development of
new techniques for interaction, less emphasis is placed on the definition of
methodologies that allow the user to effectively manage the mental map associated
with each complex view, both to control the effects of modifications of dynamic
interactions and to orient the choice in the large number of available techniques.

With the aim of providing a contribution to these issues, this work proposes an
approach to model interaction by exploiting the design methodology of complex
visualizations based on the graphic language Complexity Design (CoDe) intro-
duced in [2]. This methodology allows designers to specify the structure of a
complex visualization, named CoDe Model, by means of the relationship con-
nections between the considered information items that the user aims to highlight
in the view. Then, the design of the visualization is completed by a choice of
aesthetic features concerning the representation of information items by means of
standard graphs properly interconnected.

The CoDe graphic language is based on the First Order Logic paradigm.
Several functions allow the designer to build complex graphic terms using the
available information items which are represented by standard graphs that may
overlap, even by sharing part of the display area. A different kind of functions,
named visualization operators, do not concern the structure of terms since only
modifies viewing parameters to improve the efficiency and the aesthetic impact of
visual representation. The design process based on the CoDe Model has an
interactive part. Indeed, the user can iteratively edit the CoDe Model by adding or
deleting items and relations that, through a user interface, are connected to the
available data and are consistently displayed. A first system that allows the con-
struction of the CoDe Model and the implementation of its views has been
developed in order to visualize static reports extracted from a data warehouse by
using OLAP operations [5].

In this work the CoDe Model is exploited to model interactive visualizations.
This can be achieved by extending the set of visualization operators on the basis of
the taxonomy proposed in [1]. Interactive operators, explicitly represented in the
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CoDe Model, support data exploration and enable users to have multiple per-
spectives and gain insight on the data set, without losing the underling mental map
of the considered information items. In other words, a CoDe Model represents in
the same framework both the relationship network of the information items, and
the temporal characteristics of the interaction which involves changes over time of
the visualization [1].

In Sect. 2 we describe the main features of the CoDe Model and its ability to
model interaction. Defining two levels of interaction, we also clarify the notion of
equivalence between views obtained through interaction techniques. Section 3
provides some examples of application of the proposed methodology on various
kinds of entomological data. Section 4 gives some concluding remarks and future
works.

2 Modeling Interaction with the Graphic Language CoDe

The graphic language CoDe [2] aims to provide an easy translation medium
between the ground data and the conceptual organization of their visualization.
The definition of CoDe is based on the idea that a visual representation of complex
information should be considered as a ‘‘statement’’ of a formal language in the
First Order Logic paradigm [6]. Thus, by an ontological point of view, a graphic
visualization can be considered as made of terms, i.e. information items repre-
sented by means of suitable graph structures, and relations between these terms.
According to this paradigm, the architectural organization of a display can be
described at an abstract level by a graphic representation named CoDe Model.

Following [7], we define a graph the visualization of information carried out by
a double-entry table. Graphs are the starting set of terms in CoDe. These infor-
mation items are represented by blue rectangles with a label denoting the related
double-entry table, as shown in Fig. 1.

To increase the information carried out by a graph, additional visual elements
can be obtained by using composition or transformation functions applied to
information items. These functions are constructors of graphs representing more
complex information, and are represented as blue arrows connecting the involved
terms. Another kind of functions, named visualization operators, do not concern
the structure of the considered data, and are introduced to modify the aesthetic
impact or to add labels and cognitive aids. They are represented as green ellipses
and are connected to the involved terms by green arrows. Some examples of CoDe
Model representing the structure of complex visualizations are given in [2, 5].

In [2] the syntactic and semantic formal definitions of the CoDe language can
be found. Here we provide an intuitive idea of the basic features by describing the

title_name [C1, …, Cn]
Fig. 1 A double entry table
and the related term in the
graphic language CoDe
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SUM_i function. This function applies to a couple of double entry tables such that
the value of the ith component in the first table is the sum of the data series in the
second one. As an example, let a first table contain the total numbers of enrolled,
no longer enrolled and graduate students at the end of a fixed period of three years,
and let a second table contain the number of graduate students in each year of the
fixed period.

Since the third component of the first table is the sum of the values in the
second one, we can use the SUM_3 function to construct a more complex infor-
mation item to summarize the two tables in a single structure. A new CoDe term
represents the relation between the two tables as shown in the left side of Fig. 2.
The right side shows two possible visualizations by standard graphs Bar-Chart, Pie
and Histogram.

Changing the choice of graph types, we obtain visualizations that can appear
very different, but that are semantically equivalent, as they represent the same
information. Thus, the CoDe model can be considered as a sort of conceptual map
providing a tool to manage the complexity of visualized information, in order to
organize them in efficient graphical view, according to the definition of efficiency
of a visualization given by Bertin [7]: ‘‘The most efficient (graphic) construction
are those in which any question, whatever its type and level, can be answered in a
single instant of perception, that is, in a single image’’.

By adding suitable visualization operators to the CoDe Model, we can represent
the application of several types of interaction techniques. To this aim, we have
extended the set of visualization operators to include the taxonomy proposed in [1]
based on a classification of the interaction techniques into seven categories called:
Select, Explore, Reconfigure, Encode, Abstract/Elaborate, Filter, Connect. Then,
the label of a visualization operator provides both the name of the interaction
technique and the category to which it belongs. As an example, the category
Encode includes the interaction technique which allows to represent values by
using a spectrum of color, and this technique is represented by the visualization
operator of the CoDe language named COLOR. Thus the label is Encode COLOR.

It is also possible to represent interaction techniques that do not fit easily into
any category proposed in [1]. In that chapter, the authors mention the ‘‘water

total [E,nE,G]

graduates[07,08, 09]

Fig. 2 CoDe Model of SUM_3 function and two possible visualizations

432 S. Laudonia et al.



level’’ technique which adds a layer to only visualize the values over a given
threshold in order to make easier to compare the displayed values. This technique
can be represented by the ADD visualization operator, which allows to enter user-
defined graphic elements in the view.

To represent the various kinds of interaction techniques in a CoDe Model, let us
define two interaction levels:

• Bottom-level interactions, that modify aesthetic features or introduce cognitive
aids, without changing the information items and their relationships in the CoDe
Model;

• Top-level interactions, that introduce new items or relations which change the
CoDe Model structure.

The bottom-level interactions provide equivalent visualizations, while the top-
level interactions provide non equivalent visualizations. In the next section some
examples of these interaction levels are given.

3 Statistics and Relational Network Visualization
in Entomology

The CoDe based approach to the design of visualizations can be applied to display
statistical data in a very intuitive way, enhancing the communication impact of
visualization. As a case study, we have applied the methodology based on CoDe
model extended with interactive operators to design views of statistical analysis in
Entomology. In a first example of application, the average number of eggs of
Glycaspis brimblecombei Moore (Hemiptera: Psyllidae) is considered, where the
data are collected in a series of samples on eucalyptus plants in a given site [8].

The aim of data visualization is to display data in a form that emphasizes the
connections between the four types of standard graphs given in Fig. 3. Each graph
separately represents one of the following statistical concepts: (1) sample values,
(2) frequency distribution, (3) cumulative frequency function, (4) statistical
indexes given by minimum, maximum and quartiles (box-whiskers plot).

We notice that it is usual to see separate representations of these concepts with
a wide variety of techniques, but there is a lack of visualization techniques to
represent functional ties that exist between these notions. While expert users
develop their own conceptual maps to read the proper connections between sep-
arate graphs, this information is not apparent to people not familiar with statistical
concepts. In addition, even an expert user can benefit from the unitary view of the
four graphs with related functional links, since it provides an organic framework
and an overall representation of all considered information.

In Fig. 4 the four graphs are suitably connected and this view allows to stress
the functional relationships existing between data. In particular, the position of
quartiles is included consistently in all charts, explicitly highlighting its meaning.

Interactive Visualization Modeling with CoDe 433



The CoDe Model of complex visualization in Fig. 4 is given on the right side of
Fig. 5.

The interaction operator Reconfigure in the CoDe Model allows the application
of interaction techniques belonging to this category. As an example, we can
overlap the two graphs providing the frequency distribution and the cumulative
function. This is a bottom-level interaction that does not change the relationships
layout represented in the CoDe Model of Fig. 5. Then, a possible equivalent
visualization obtained by applying this interaction operator is given in the left side
of Fig. 5.

The position of the mean value can be marked exploiting the ‘‘water level’’
interactive technique, in order to aid an easy comparison with quartiles in each
graph. This kind of interaction does not fall into the categories considered in [1],
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Fig. 4 A first visualization of the CoDe model of Fig. 5
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but it can be represented in CoDe using the visualization operator PLUS, which
allows the insertion in the view of user-defined graphic elements.

As another example, let us consider the entomophagus enemies of the
Phyllonorycter (=Lithocolletis) millierella (Stgr.) [9]. In this case non-quantitative
information is represented, namely a network of interrelations described by yes/no
Boolean functions. The CoDe Model in Fig. 6 provides the relations between
predator/parasite and prey at three different stages of development, and the rela-
tionships between the various species. A possible visualization is given in Fig. 7.

The enemies are represented by squares on the bottom of the display, while the
three rectangles grouped on the top represent the three preimmaginal stages of the
prey (larva 1, larva 2, chrysalis). Moreover, in order to provide an efficient rep-
resentation of the various kinds of enemy attack (endofagus parasite, ectofagus
parasite, predator), the visualization function PLUS allows to include a legend
providing a suitable graphic encoding of these attacks. In particular, the difference
between endofagus and ectofagus is represented by the position of a dot inside or
outside, respectively, of the ellipse in the rectangle representing a stage of the prey.

FREQ

Sample [d1, …, dN]

Frequencies [1, …, K] 

Cumulative [1, ..., K] 

PLUS mean

Box-whiskers plot [1
,

..., K]

Reconfigure OVERLAP

COMMON

Fig. 5 Visualization of the CoDe model by applying a Reconfigure operator

Enemy_1 [CI,CO, L1I, L1O, L2I, L2O, E1I, E1O, ... , E9I, E9O] 

Enemy_9 [CI,CO, L1I, L1O, L2I, L2O, E1I, E1O, ... , E9I, E9O] 

Explore MAIN
[CI,CO, L1I, L1O, L2I,L2O]

PLUS Legend

Fig. 6 CoDe Model of Lithocolletis Millierella’s predator/parasite relations
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The visualization function ‘‘Explore’’ shown in the CoDe Model, allows the
application of the ‘‘Direct-Walk’’ interaction technique belonging to this category.
Then, when one of the squares on the bottom of the visualization is clicked, the
related insect moves to the top of the display and it becomes the reference for the
enumeration of the predators/parasites enemies. In the CoDe Model the reference
specification is given by the MAIN visualization operator. Since the choice of a
new reference insect provides a different set of enemies, the information items
represented into the CoDe Model are changed. This is a top-level interaction which
modify the CoDe Model thus providing non equivalent visualizations.

4 Conclusions and Future Work

The strengthening of tools providing more and more interaction techniques can
lead to confused and intricated images, which emphasize aesthetic effects at the
expense of information’s clarity. Moreover, user’s creativity can represent the
same semantic contents through visualizations with extremely different graphic
impact.

The extension of the CoDe Model by adding the interactive operators based on
the taxonomy proposed in [1] as visualization operators allows to represent
interaction in the design of complex visualizations as well as the relationships
between the considered information items. Thus, two levels of interaction in
information visualization are defined: changes at the bottom-level that affect only
the aesthetic aspects or the inclusion of cognitive aids (for example, by selecting
different types of graphs to represent the information items or by entering ‘‘water

Fig. 7 Visualization of Lithocolletis Millierella’s predator/parasite relations
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level’’ features, etc.). In these cases the CoDe Model structure is not modified and
we obtain equivalent visualizations. On the contrary, interactions at the top-level,
are changes that modify the relation structure and/or the information items (for
example, by selecting a different element with the ‘‘Direct-Walk’’ interaction
technique). In these cases the CoDe Model can be modified and semantically
different visualizations are obtained.

The CoDe Model based modeling allows to capture a broader spectrum of
interaction techniques, by merging the taxonomy proposed in [1] into the
descriptive capabilities of the CoDe language. The flexibility of the relationships
network of the Code Model allows the user both to experiment different organi-
zation of information items and to vary the aesthetic choices. Finally, user’s
creativity is enhanced thanks to the fact that in the design of complex view, the
CoDe Model eliminates the need to choose the graph types for the representation
of information items, as well as all the features of aesthetic style, thus leaving the
attention focused on the structuring and the significance of the view. In the phase
of implementation of the CoDe Model, these choices can be accomplished with
great flexibility, and made even more effective thanks to interaction operators that
provide a guide to the use of available interactive techniques.

As a future work, we plan to apply the proposed extension of the CoDe Model
in the design of interactive visualizations in a GIS project that provides infor-
mation to support the integrated pest management in precision agriculture.
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Automatic Usability Evaluation of GUI:
A Front-side Approach Using No Source
Code Information

Rosanna Cassino and Maurizio Tucci

Abstract The usability of a software system and especially of its user interface
now has become crucial and decisive for the success of the application itself. The
usability evaluation can be performed by several techniques: classical methods
such as tests are performed by experts or end users tester. These approaches
require long and expensive testing phases. For this reason, in recent years there has
been a rapid spread of automatic tools of evaluation, which allow achieving more
objectives in a simple, rapid and economical manner. In this work, we describe an
approach to evaluate the usability of a GUI analyzing only its graphical output.
The implemented tool allows measuring any usability metrics of usability of the
graphical interface of an application using a front-size technique that adopts image
processing algorithms to identify and classify the interface components and an
automatic interaction system to analyze the dynamic mechanisms. The approach is
illustrated using the example of the analysis of a web interface.

Keywords GUI usability � Evaluation tools

1 Introduction

The GUI is a development paradigm that allows the user to interact directly with
the computer by manipulating graphical objects. In other words, it is the level of a
software application that takes care of the dialogue between the user and the
system using a graphical environment. In this perspective, several application
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support sophisticated interfaces often characterized by an ever increasing com-
plexity in terms of functionality, look and feel and behavior. Then, since much of
the judgment of a user about an application is determined by the quality of its
interface, it follows that the design of the same can be considered one of the most
important steps in the development of an entire software system.

The interface design includes at least 29 % of the development software bud-
get; data analysis also showed that the user interface contains 47–60 % of the total
lines of a simple application code [1].

The evolution of the various versions of popular operating systems has focused
mainly on changing the graphical interface and its interaction mode. Similarly, a
web site consists of a set of web pages that represent the interface through the
users access to web content. These are just some examples of applications marked
by graphical user interfaces. Then, the interest in the design and development of
interactive visual applications has increased dramatically in recent years.

In this perspective, the usability of an interface is fundamental to the success of
an application. A poor user interface can make the application not useful or not
accepted [2].

The most intuitive definition of usability it is the property of the system that
defines its degree of simplicity of use in terms of learning, storage and efficiency.

To create a ‘‘usable’’ system, the designer must create a good conceptual model
of the system (correct, consistent, simple) and must be able to effectively transmit
to the user through the interface that must ‘‘accommodate’’ the expectations of the
system mental model of the end user.

It is possible to measure how a GUI is ‘‘usable’’ by several evaluation methods
and tools of the same.

Formal techniques support the process of usability engineering. Campos and
Harrison [3] describes a technique that explores those features of a specific design
that fail to satisfy a set of properties. It also analyzes those aspects of the design
where it is possible to quantify the cost of use. The IVY implemented tool is
concerned with modeling interactive devices and the analysis of models using
model checking tools. The results of the analysis is presented both in terms of
animations or prototypes of scenarios and the understanding of the scenarios
themselves.

In [4] we have presented a methodology to specify and evaluate interactive
visual environments, in particular web interfaces, based on the SR-Action
Grammars formalism and we present a bottom-up approach to aid the designer to
develop graphical applications that automatically respect a significant number of
usability rules before the software is released and tested by standard methods. We
show how it is possible to assess the usability metrics of consistency, completeness
and user control by means of checks performed at a high level of abstraction.

On the other hand, the evaluation programs typically analyze the underlying
interface source code that, obviously, must be available, if the source code is not
available is impossible to perform such automatic evaluation. The process
described in [5] analyzes the source code of a visual application, the design model
of its interface, the graphical aspects and the interaction mechanisms implemented
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in each frame, panel and/or page of the system, to produce a report of the quan-
titative evaluation of heuristic factors.

Silva et al. [6] describes the use static analysis techniques to generate models of
the user interface behavior from source code. One particular type of model that the
tool is able to generate is state machines. Models help in graphical user interface
inspection by allowing designers to concentrate on its more important aspects.

The systems AETCC (automatic evaluation tool for consistency checking) base
their approach on a essential prerequisite: have access to software source code in
question. Of course, this prerequisite is satisfied in the case in which the evaluation is
performed, for example, by the developers of the product, or in the case of open
source programs, otherwise, it is evident the impossibility of using these instruments.

In this perspective, in this chapter we present a fully automated system that uses
an alternative approach for the evaluation of some metrics of usability of GUIs,
independent of the source code and based only on the analysis of visual compo-
nents identified and classified using image processing algorithms. The next section
describes the implemented tool. Section 3 presents some conclusions and further
refinements.

2 The Implemented Tool

The automated tools previously examined use a back-side approach, which derive
from the analysis of the ‘‘hidden’’ elements (source code, logs, etc.) of the system,
to evaluate graphical interfaces.

Our idea, on the contrary, is to use a front-side type approach: starting from the
visual information of the system or by what the user sees on his monitor and the
related objects with which he interacts, in a deductive manner, we deduce the
structure and the type of the elements of the interface. In particular, the graphical
components of the examined interface are identified and classified by image
processing algorithms; an automated mechanisms of interaction is implemented to
check the interaction points. In this perspective, we have implemented a tool in
Java (named JSherlock, variant of the name of the program written in ANSI C
from Mahajan and Shneiderman [1]) using the MVC (Model-View-Control)
architectural pattern.

Here we limit ourselves to the description of the implemented tool without
showing the details of the methodology underlying the algorithms defined.

The execution flow is divided in the following six modules:

1. Capture and cleaning
2. Segmentation
3. Hierarchy building
4. Automatic interaction
5. Evaluation
6. Result display.
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The structure of the several packages reflects, at implementation level, the
modules of the system. The it.unibas.jsherlock.view includes the classes relating to
the rendering of the model, the controller sends the requests of the user and allows
the controller to select a particular view.

The it.unibas.jsherlock.controller defines the flow of execution. It maps the user
requests into actions performed on the model and select a view in relation to this
requests. For each input event has been written a class that describes the action to
be performed on the model and selects the next view. The image segmentation, the
hierarchy tree construction, the automatic interaction process and the consistency
evaluation of the GUI are delegated to specialized classes defined ‘‘engine’’:
‘‘Engine Segmentation’’, ‘‘Engine Hierarchy’’, ‘‘Engine Interaction’’, ‘‘Engine
Evaluation’’.

The it.unibas.jsherlock.model encapsulates the application state.
Figure 1a shows an example of capture of a page of a web site to analyze. At

present, the tool has been tested for web interfaces, and then the input data
required are the web page URL to be evaluated and the path of the browser. The
‘‘Engine Interaction’’ orders to the browser, by pressing a button, to switch to full
screen mode, performs a series of screenshots of the monitor (10) at intervals of
1 s, returns to the main process list of the captured images.

Figure 1b shows the result of the segmentation phase. The implemented seg-
mentation strategy is the split and merge type. At first, the split phase divides the
image into many regions as there are pixels in the image, each region will be
composed initially of a single pixel. Then, a connection is created for each pair of
adjacent regions in one of 4 directions; a connection is an abstraction that
encapsulates the following information: a reference to the two connecting regions,
the degree of similarity of the regions involved by the connection.

Fig. 1 a. Interface capture. b. Interface segmentation
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The third task of our algorithm is to create the hierarchy of elements: the correct
taxonomy of the objects on the page is reconstructed through the creation of
relationships between them. The tree is the data structure used to describe the
relations between the several elements of the GUI and their hierarchical
composition.

The father–son type relationship allows us, in fact, to assert that one or more
elements (child nodes) are contained in an element ‘‘container’’ (father node)
(Fig. 2).

The approach is bottom-up. At first, are inserted all the regions in a list and
sorted according to their coverage area (i.e. the area of the minimum rectangle that
contains all the pixels of the region). It will always greater than or equal to the
number of pixels present in the same. An iterative loop is performed on each
region of the list obtained (the region is named ‘‘examined region’’ or ‘‘son
candidate region’’). At each step of the main loop, a nested loop to the first is
performed from the smallest region with an area greater than that at issue and
iterates until the end of the list (this region is named ‘‘compared region’’ or ‘‘father
candidate region’’). At each step of the nested loop is executed the following
check: if the surface of the examined region is fully understood in the surface of
the compared region, the iteration stops and the examined region is included in the
set of child-nodes of the father candidate region, creating a new type of parent–
child hierarchical relationship; otherwise the cycle continues repeating on the next
father candidate region. At the end, we will have a certain number of nodes with
one or more child nodes without parent node (root), some with one or more child
nodes and a single parent node (intermediate nodes) and then some with a single
parent node without child nodes (leaves). If there are nodes without a parent node
is created a dummy node that will become the new root of the tree and all nodes in
the previous step become his children.

To analyze the interaction mechanism of the examined interface, an automatic
interaction process is implemented. The task was divided into two modules: an
automatic interaction module that simulates the input events generation, a decision
algorithm that chooses with which interface element to interact (and what type of

Fig. 2 The hierarchy tree
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input generate) and deduces, according changes to the graphics output, the class of
object. The automatic interaction module is implemented using the Robot class of
the java.awt package, the related methods allow the generation of system native
input events. The decision algorithm is implemented using the ‘‘Interaction
Engine’’. Starting from the hierarchy of elements, the program performs a post-
order visit of the tree and for each object indicates to the Robot to interact with it
through the following events:

• Input/output of the mouse in/out the region;
• Click of the left button of the mouse on the median pixel of the region;
• Double click of the left button of the mouse on the median pixel of the region;
• Enter a character.

For each event you enter will be made a new screenshot of the page. Next, we
will examine the results of the XOR logical operator between the screenshot of the
captured image and the screenshot before interaction. If the result is true, the robot
concludes that the element with which it has interacted is dynamic and its type
(button, text area, links). The automatic interaction phase ends with a step of
refinement of the results by implosion of buttons, links or defragmentation of
introducing a new hierarchy among the elements of the tree.

The ‘‘Evaluator Engine’’ performs the GUI evaluation of the inconsistencies.
Based on Nielsen’s heuristics examined [7], were identified 15 usability metrics

for the automatic evaluation of the consistency of the interface through the pro-
posed approach:

1. Aspect ratio. It is the ratio between the height of a window and its width. The
numbers in the range from 0.5 to 0.8 are acceptable. This ratio must be the
same if there are more screens of the same system, including dialog boxes.

2. Widget nesting. A nesting high imply an incorrect design and excessive use of
containers. The widgets such as buttons, labels and text-area should not
exceed the third level of nesting.

3. Relationship between background and widgets. It is the ratio between the non-
widget and the total area of the interface, expressed in percentage. High
numbers ([80) interfaces are ‘‘thin’’, low numbers (\30) show interfaces too
‘‘heavy’’.

4. Widgets density. It is the number of widgets divided by the total area of the
screen (multiplied by 100,000 to carry out normalization). Numbers greater
than 100 indicate that in a small area are present a relatively large number of
widgets. This number is a measure of the crowding of the widgets on the
screen.

5. Widgets deployment. It indicates a measure of how equally distributed the
widget on the screen. Are measured twice: one to measure the horizontal
balance (the ratio of the total area of the widget, in the left half of the screen,
with the total area of the widget in the right half) and the vertical equilibrium,
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which compares the top with the lower one. Higher values, between 4 and 10,
show screens unbalanced. A limit value 10 represents areas empty or nearly
empty (for example, a dialog box which has a single button).

6. Margins between widgets. The measure of the margin between a widget and
another and between a widget and the edge of the screen. Values below a
certain level (i.e. 5 pixels, or 1/10 of its size) are considered inappropriate. In
addition, children of the same container widget should have the same margins.

7. Widgets alignment. All nodes, children of the same node (‘‘brothers’’ node),
must have at least one coordinate in common among those of the 4 possible
corners. Otherwise, a mismatch is reported.

8. Color widgets. The color distribution (histogram), applied only to the widget
is calculated, with the exception of the pictures (if possible). A good
deployment must contain 2 or 3 peaks: a greater number of peaks or a flat
histogram indicate the use of an excessive number of colors.

9. Background color. The color distribution (histogram), applied only to the non-
widgets area is calculated. A good deployment must bear only one peak of
color: a greater number of peaks or a flat histogram indicate that the interface
has an unclear background.

10. Easily recognizable edges in widgets. Widget free edge are acceptable only if
they have a very high contrast with the background (in the case of the
Euclidean distance at least greater than the value 100).

11. Widgets shape and size. The widgets that are contained in the same physical or
logical container (brother nodes in the tree hierarchy) should have similar
values such as size, shape and aspect ratio, (same order of magnitude or ratio
close to the value 1).

12. Clear and recognizable buttons. Each button interface must know them well
in terms of contrast, that there must be a high contrast between a button node
and its father node (in the case of the Euclidean distance at least greater than
the value 200). In addition, each node button (identified by mouse click) must
show a clear change of state on mouse over.

13. Permitted actions and immediate feedback. Each input action should not lead
in an inconsistent state or system failure. For every action there must be a
clear and visible change. In the case of lengthy operations, the processing state
of the system must be communicated to the user.

14. Reversibility. At any time should be possible to return to the previous state of
the system.

15. Enter text (input area). The text area should have a single background color.
The contrast between the entered text and the background must be very high
(in the case of the Euclidean distance for example at least greater than the
value 300).

Then, the evaluation process will run for each element or set of elements
classified, all the controls listed above. At the end of the evaluation process, each
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node is assigned a list of the inconsistencies identified and a score (rating between
1 and 10), which should indicate the ‘‘quality’’ of the node. The evaluation result
will be shown to the user in a simplified or detailed manner. The ‘‘aggregated’’ first
form for each element shows a numerical score between 1 (maximum score) and 0
(minimum score). For the root node, the score is computed using a recursive
relationship that links the inconsistencies of the node to the score of its child-
nodes. The second form of use of the visualization of the output is to display a list
that lists the inconsistencies identified for each node of the hierarchy. For the i-th
element, the list presents the following information: the upper-left pixel coordi-
nates, size (width and height), surface, medium color, dynamic nature, listened the
event list, inconsistencies list; evaluation degree.

3 Conclusions

In this chapter, we have presented a tool that implement a methodology ‘‘front-
end’’ to evaluate the graphical properties of visual user interfaces using image
processing algorithms and an automatic interaction technique to analyze the
interaction elements of the GUI. Using this system, we have examined any web
interfaces and it has proved to be easy to use and objective in the production of the
results. However, the efficiency of the tool could be improved through the use of:
OCR systems and inference engines.

Obviously subjective aspects of usability as the sense of satisfaction are not
measurable characteristics with automated methods. But the metrics evaluated
using the proposed methodology is a useful complement to standard techniques of
evaluation.
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The Role of Roles in Eunomos, a Legal
Document and Knowledge Management
System for Regulatory Compliance

Guido Boella, Llio Humphreys and Leendert van der Torre

Abstract Legal ontology is one of the most researched areas of Artificial
Intelligence and Law, but is less applied in the compliance world. In this chapter
we discuss the application of a domain-specific ontology building tool used for
compliance monitoring with suitable extensions for modelling duties and roles.
We first provide a description of the Eunomos package, before describing in detail
the extensions with duties and roles applied to the Eunonmos ontology so that
compliance officers can research laws and monitor compliance within the same
web environment.

1 Motivations and Research Question

The law is getting more and more complex and difficult to understand due to
subsidiarity, specialisation and the increasing power of state authorities. In Italy,
for example, finance law is one area of the law which is so complex and ever-
changing that they employ or sub-contract compliance officers to monitor and
check that banking processes remain compliant. This is largely due to a funda-
mental change in the law on accountability of financial institutions, a change that
has resulted in continuous clarification and extension of the law over the last
decade.
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Until ten years ago Societas delinquere non potest1 was the dominant doctrine
in Italian financial law. This meant that if the director of a bank or insurance
company committed a crime, he may be tried and punished, but the company
would not be liable. Legislative Decree 231/2001 was a radical piece of legislation
that changed the nature of legal obligations for banks and insurance companies.
Now such organisations can be held responsible for criminal activities carried out
by their employees even when such activities were not prescribed or authorised.
Legislative Decree 231/2001 and related legislation impose permissions, obliga-
tions and constraints on financial professionals in given situations.

Financial institutions have a strong business motivation for ensuring they
comply with the law, and demonstrating that they have systems and procedures for
compliance monitoring. If a financial organisation has demonstrated that they have
a responsible monitoring system in place but an employee still manages to engage
in illegal activities under their watch, the organisation can avoid paying out
substantial fines and incurring damage to its reputation. Financial institutions
manage compliance law by summarizing the legislation in a series of so-called
prescriptions and mapping them to processes in the workflow. However, financial
institutions do not make the best use of technology. They employ legal researchers
who trawl through various sources to manage information about legislative
changes and influential cases. For particularly difficult areas, they seek the
expensive guidance of lawyers expert in this field. But the information is sought on
an ad-hoc basis, is not stored and managed effectively, and not linked to termi-
nology and relevant legislation that are crucial to a true understanding of the law.

Boella et al. [1] provides a general description of Eunomos, a legal document
management system developed by the University of Turin for researching legis-
lation and legal terminology. Boella et al. [2] describes the extension of the
Eunomos ontology with a prescription data type so that a compliance officer can
view related legal requirements, accountable job roles and sanctions in one web
view. This bases on the Eunomos system and introduces in it the notion of role.
Roles have several uses in a system to support compliance:

• Prescriptions are associated with roles rather than individuals.
• Participation in processes is distributed in terms of roles.
• Permissions to access resources, primarily to information systems, are associ-

ated with roles, as in the Role Based Access Control (RBAC) methodology.
• Constraints like separation of duties are expressed in terms of roles, e.g., pre-

venting role combinations such as receiving checks (payment on account) and
approving write-offs, depositing cash and reconciling bank statements,
approving time cards and having custody of pay checks.

• Risk management is often based on the responsibilities assigned to the different
roles.

1 (Savigny - XIX Century)
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However, often all these dimensions are kept separate, leading to problems when
they interact. For examples, access permissions are assigned by offices which do
not have a complete picture of the evolution of who plays which role. Analogously
separation of duties fails when people change role after static verification of the
constraints. Finally—the example we will consider in this chapter—roles associ-
ated with duties in the law are not always immediately mapped onto processes of
an organization. The problem is that there is no common conceptual framework
defining the notion of a role. Ontology is the discipline in Computer Science which
studies how to provide a formal, explicit specification of a shared conceptualisa-
tion. The research question of the chapter is: how to construct an ontologically
well founded notion of role that is practical at the same time?

The methodology of this chapter is to start from the foundational work of
Boella and van der Torre [3] on roles and adapt it to a practical scenario. In this
chapter we will focus on the interplay between roles and duties and processes,
while we leave other issues as future work. Moreover, here we do not consider in
detail the ontology of processes and we abstract them as concepts with relation-
ships concerning the participants.

The intersection between legal and organisational knowledge is a difficult
domain to model in an ontology because many legal and organisational concepts
are socially constructed objects that may or may not have a close connection to
physical reality. Moreover, relating organisational roles as defined in legislation to
other concepts is impossible with classical is-a hierarchies only [4].

2 Eunomos for Compliance

2.1 The Eunomos’ Infrastructure

Eunomos is a knowledge management system that enables users to research laws
and legal concepts. Eunomos offers a highly structured framework with legislative
XML, enabling users to view relevant legislation from various sources from the
same web interface, and access a database of duties and prohibitions, annotated
with explanations in natural language, as well as an ontology of terms that are
relevant for particular domains. Each piece of legislation in the Eunomos database
is stored in accordance with the Norme in Rete (NIR) legislative XML standard
using the ITTIG CNR parser2.

The Legal Taxonomy Syllabus ontology [5] integrated in Eunomos was orig-
inally modelled on European Consumer Law, where terms can mean different
things in different languages, within European versus national jurisdictions, and

2 The conversion in the current version of the software is done using the XMLeges Marker tool
developed by Istituto di Teoria e Tecniche dell’ Informazione Giuridica (ITTIG) of Florence
(http://www.xmleges.org)
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within different domains. As such the main assumptions of the Legal Taxonomy
Syllabus ontology come from studies in comparative law and ontologies engi-
neering. Eunomos also contains an extended structure for certain concept types.
We discuss the Prescriptions and Roles extensions below.

2.2 Prescriptions

Within Eunomos, a prescription is a legal rule abstracted from legislation and
linked to information that is relevant to that particular rule. Each prescription is
necessarily connected to other concepts in the ontology by the relations:

Deontic clause: the type of prescription: obligation, prohibition, permission,
exception.
Active role: the addressee of the norm (e.g., director, employee).
Passive role: the beneficiary of the norm (e.g., customer).
Crime: the type of crime resulting from violation of the prescription, often defined
in other legislation such as the Penal Code.
Sanction: a concept describing the sanction resulting from the violation.

Figure 1 illustrates a prescription together with its links to other concepts.
Each prescription contains links to the articles of legislation in which the

prescription is defined. Note that some prescriptions can span several paragraphs
and/or articles of a piece of legislation; conversely a single paragraph within one
article can include more than one prescription. A macro-prescription can also be
stored which specifies a general principle and contains links to specific prescrip-
tions that come under this principle. For each prescription, the relevant text are
quoted and then described in natural language.

2.3 Roles

To ensure traceability and accountability, each business process is subject to
prescriptions either directly or via the links to roles and the individuals who act in
those roles, depending on whether the prescription refers to processes or roles.

Modelling roles is not as easy as it seems—how can ontologies model the fact
that roles can be held by more than one person, that roles can be vacant, that
individuals can change jobs or hold multiple roles concurrently or switch between
different roles at different times, or that roles can take on other roles. The latter is a
real issue in compliance—a general manager or managing director assumes the
role of a public officer in situations where the bank performs services in the public
interest, e.g., collecting taxes on behalf of the state, and is then subject to pre-
scriptions that apply to public officers. The issue of changing jobs can also cause
problems such as conflict of interest. For instance, the law states that the same
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person cannot approve their own expenses. However it is perfectly conceivable
that an employee might submit an expenses claim as a sales representative, move
to an expenses administration role, and end up monitoring their own expenses
claims.

Even if it is well recognized that roles are a representation primitive which
should be described in the meta-ontology, we adopt a pattern based approach
which allows roles to be expressed in current ontology formats such as Web
Ontology Language (OWL), the de facto standard language for ontology. This not
only simplifies the adoption of the notion of roles but also allows roles to be
integrated with legacy systems.

In this chapter we use as an example a subtle interaction between roles con-
cerning prescriptions and roles concerning processes.

In art. 318 of the Penal Code ‘‘public officers‘‘ or persons involved in functions
of public service (pubblica utilità) are subject to obligations to prevent corruption.
This norm would not appear to be relevant for a private institution like a bank.

Fig. 1 The description of a prescription with the related concepts
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However, in Italy, there is a relationship, since banks can provide functions of
public service, and banks need to know which employees are subject to these
obligations. We can make this reasoning only by analysing which roles in the
organization participate in processes which can be considered a public service: the
reasoning pattern is that the subjects (here called activeRole) of the obligations are
not only agents playing the role of public officer, but also further roles (e.g., bank
director) when they are considered as public officers, due to the kind of processes
they are involved into.

Note that there are several complexities concerning the meanings of the term
‘‘role’’ in this example. First of all, we have the notion of social role, an individual of
type agentive entity, which is part of an organization. E.g., the director is a role of a
bank and public officer a role of the public administration. The second issue is the
notion of a participant in a process, a processual role. There are subtle interplays
between these two notions. On the one hand, processual roles connect processes to
social roles: e.g., the bank director (a social role) is the activeRole of the process of
giving loans or collecting taxes. On the other hand, as agentive entities, social roles
such as bank director can play other social roles. Hence, the bank director plays the
role of public officer when involved in some process. Due to the anti-rigidity of this
property (i.e., it can change over time), the director cannot be considered as a
specification of public officer so the former is not connected to the latter in the ‘‘is-a’’
hierarchy but by a playerOf relation. Note that in our model it is the director role
instance which is playing the role of public officer and not the directly the person
who is acting as director: the rationale is that in the latter case we would lose the
intuition that the person is a public officer only qua director.

To model these distinctions, we resort to two patterns for modelling roles in
ontologies. The first is to model processual roles, with a simplified view of roles.
The other is to model social roles in a full fledged mode. To model processual roles
we regard them as properties or relations, without introducing a proper role con-
cept to be instantiated. E.g., the active role is represented with an activeRole
property. Its domain and range represent the context on which the role depends and
the potential players that can play the role, respectively. Therefore, the role makes
sense only if individuals of the process and players exist.

We adopt the same solution for roles concerning prescriptions: active and
passive roles. Using [6]’s terminology, we call them relational roles.

Meanwhile, social roles, since they are individuals, are modelled using a more
complex pattern (see Fig. 2). We introduce role concepts, and specifications of that
class, e.g., director. Roles are related to a context, the organization class via a
roleOf relation and their possible players are connected via a playerOf relation
(a person in the case of a director). On the one hand, role concepts are associated
with an organization concept which provides the context of the role. On the other
hand, they are also associated with the class of the player, creating a restriction on
the possible players. The introduction of role concepts means that the roles are
treated as instances separated from the instance of their players. This allows
properties to be associated with the role, which are different from that of the
player. Moreover, it allows for identity of roles (thereby addressing the so-called
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counting problem) and the possibility that an individual can play multiple roles:
this is represented by connecting the same individual as the player of several role
instances. Dynamics of roles (players can stop playing roles) is ensured by
changing the playerOf relationship.

Since Eunomos uses a lightweight ontology, in our model we do not consider
explicitly restrictions on fillers of relations. However, constraints are ensured at the
level of the insertion and modification interfaces and at the level of database, with a
system of triggers for ensuring consistency. The reason for this is that roles have
been added to a legacy system which started with the Legal Taxonomy Syllabus
whose first aim is the acceptability to law scholars and practitioners. For example, a
role instance must be always connected to an instance of an organization by a roleOf
relation and to an instance of a class connected by the playerOf relation to the role
class. Thus, the latter arrow in the figure does not mean that the instances of a player
class must be always connected to an instance of the role class, since roles are anti-
rigid by definition. Moreover, roles can be played by instances of different classes.

Figure 2 illustrates the example about public officers. On the top left corner we
have the role concept associated with its context: an organization related with the
roleOf relation. Each role can belong only to one organization, due to definitional
dependence, while organizations can have multiple roles. However, as discussed
above, we do not have such explicit constraint in the ontology. Each specialization
of the role concept is related to a specialization of the organization class. In the
figure, the director role is associated with a bank. Instances of director roles can be
played only by instances of persons (see the playerOf relation). The director role
participates in the process of collecting taxes with the processual role activeRole.
Note that this process is also considered a public service besides being a process of
a bank (processOf).

bank director

organization role
roleOf

is ais a

roleOf

person playerOf

public 
administration

public
officer

roleOf

prescription
activeRole

no corruption

is a

activeRole

tax collect

process

is a

public service

activeRole

playerOf

passiveRole

processOf

is a is a

Fig. 2 The ontology of roles.
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Analogously, the public officer role is a role of the public administration and
can be played only by persons. The public officer is subject to the obligation not to
be corrupted. The relation between the prescription and the social role of public
officer is similar to the processual roles: the public officer is the active role in the
prescription, while the public administration is the passive role (i.e., the benefi-
ciary of the obligation). For simplicity we do not represent in the figure the link
between processes and the organizations defining them: e.g., a public service is a
process within a public organization. The link with the regulations (Art. 318 of
Penal code) is not illustrated in the figure, but it is an essential component of
Eunomos’ ontology.

Coming to the main question of the example, the bank can understand who is
subject in the bank to the prescription against corruption when there is a link
playerOf between an instance of the role director and and one of the role public
officer, a link which must be set when a director plays the role of public officer in
the context of a process which is a public service.

The key to unravelling these problems is to look at the context—namely pre-
scriptions, process universals and process instances. Prescriptions are assigned
active and passive role relations to universal role concepts which are defined by
the law. Universal processes are assigned active and passive role relations to
universal role concepts defined by the organisation. Instance processes are
assigned active and passive role relations to instances of roles defined by the
organisation.

3 Related Work and Conclusions

There is a wealth of literature about roles [7], and we will focus here on only the
most relevant work. The distinction between processual and social roles is inspired
by Loebe [6], however we have a simplified view of processual roles in our model.
Loebe [6], for the sake of generality proposes a unified model of processual and
social roles, in which the former also have instances of role concepts. In our model
processual roles are modelled as relations connecting processes (and prescriptions)
to the players (which happen to be social roles). The model is very similar to the
one of HOZO [8], with the exception that we do not model the aggregation of the
role instance and the role player. In particular, we are inspired by the HOZO
philosophy of mapping the notion of role onto traditional ontology patterns.

We have described a practical use of an ontological model of roles within a
legal monitoring system for regulatory compliance. The basic ontology of pre-
scriptions for compliance as described in [2] is suitable not only for navigating
conceptual terms and linking to source legislation in a highly complex area of the
law but also for managing structured information about the ever-evolving series of
prescriptions that apply to the financial sector. This chapter has discussed a further
extension to the ontology to reason about roles so as to enable monitoring of actual
processes and ensure accountability on an individual level.
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Modeling Collaboration for Mashup
Design

Devis Bianchini, Valeria De Antonellis and Michele Melchiori

Abstract Enterprises often promote internal collaboration to improve perfor-
mances, in terms of time and quality, of their design and operational processes.
Recently, enterprise mashup has been introduced as an approach for quick
developing applications which are created to satisfy short term business needs.
Mashup development leverages on collaboration to integrate software components,
called Web APIs, which can provide access to complex functionalities and rich
data sources. To this aim, we propose a collaboration model-based approach that
includes description of Web API features based on the ProgrammableWeb.com
public repository and social relationships among developers. This model is pro-
posed as part of the Enterprise 2.0 paradigm, that has been recently introduced as
application of the Web 2.0 technologies and ideas to the enterprise environment.
In the discussed model, a mashup developer is supported in searching for the other
developers’ assistance and advices according to different perspectives reflecting
typical collaboration patterns: (1) experience on the use of specific Web APIs;
(2) experiences on specific Web API technologies; (3) competencies in developing
specific types of mashups.

1 Introduction

Collaboration is often promoted in enterprises to improve performances of
enterprise processes in terms both of time and quality of the outputs. Recently,
collaboration in enterprises can take advantage of the specialization of Web 2.0
social-based technologies to enterprise needs and requirements. This specialization
is commonly referred as Enterprise 2.0 [1] and provides the knowledge workers
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with models and tools to enhance collaboration and content/application joint
creation. Currently, a number of collaboration platforms is appearing [2–4] to
provide enterprises with tools that allow for social linking and tagging of
resources, that support the user feedback/opinions, and user-produced content
management platforms (blogs and Wikis). For example, the YAMMER Web
platform1 allows an enterprise to create a private social network implementing
collaborative workspaces for project team members and external selected partners.
Another recent trend in enterprises is mashup [5] that has been introduced as
development style for quick-to-build applications which are created to satisfy
situational short term business needs by combining more Web APIs into a single
lightweight Web application. A Web API can provide access to complex func-
tionalities and rich data provided by sources either internal or external to the
company. Mashup design and implementation typically leverages on collaboration
to discover, understand and integrate Web APIs. On the one hand, developers can
exploit a large and always growing collection of Web APIs described in public
Web registries like ProgrammableWeb2 or made available inside enterprises by
means of searchable catalogs (e.g., IBM Mashup Center Catalog3). Beside tech-
nical documentation, Web registries provide also information about how APIs are
used in mashups and user community feedback. On the other hand, mashup
development is hindered by the heterogeneity of Web APIs and related
documentation.

Basic steps in mashup development are: (1) searching and identifying the most
suitable APIs; (2) understanding functional and nonfunctional features of the
selected APIs with the purpose to compose them. Accordingly, research has been
done to define search tools based on semantic/functional/non functional charac-
terization of APIs [5], on their social characterization/tagging [6, 7], on past use/
collective knowledge of APIs [8], on techniques that mix social and functional
features [9]. Some of these approaches support API composition based on
semantic matching of I/O parameters [9, 10]. Mashup development exploiting
collaboration in Enterprise 2.0 has been studied in [4] that propose reference
architecture for a collaboration platform to provide knowledge workers with a
component catalog and tools to simplify composition.

Also our proposal focuses on collaborative development in Enterprise 2.0
contexts. Specifically, with reference to mashup development, the cited search
approaches focus on recommending Web APIs to the developer. Our proposal is
complementary to these approaches and comes as a successive phase by sug-
gesting to the developer those colleagues inside the enterprise that have useful
knowledge about the selected Web APIs. We define the kind of advice that the
developer can request on the basis of typical mashup collaboration patterns:

1 https://www.yammer.com/
2 www.programmableweb.com
3 http://www-10.lotus.com/ldd/mashupswiki.nsf/dx/Introduction__Mashup_Center_2.0.0.2
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(1) experience on the use of specific Web APIs; (2) experiences on specific Web
API technologies; (3) competencies in developing specific types of mashups.

The main contributions of this chapter are: (1) a lightweight model based on
largely accepted requirements to support the collaboration; (2) definition of col-
laboration use cases and patterns based on the model. The chapter is organized as
follows. In Sect. 1.1 we present a brief motivating scenario. In Sect. 2, we
introduce the collaborative model based on the concepts of: developer, Web API,
mashup. In Sect. 3, we define the support given to developers in terms of use cases
and collaboration patterns. In Sect. 4 we discuss some architectural issues of the
proposal and in Sect. 5 we provide conclusive remarks and future work.

1.1 Motivating Scenario

Let us consider an enterprise with various branches and departments in which
operate expert users and developers that need sometime to implement situational
applications. For example, consider also a webmaster working for the marketing
department of this enterprise that has to build an application to visualize on an
interactive map, information about the customers, about sales and demographic
data. The webmaster finds the APIs (developed internally, as part of the ERP, and
published on the Web) that she/he needs implementing the single functional
blocks. However, now she/he can face difficulties in: (1) using a specific API,
because of not clear API documentation/semantics or because of the I/O param-
eters data format; (2) integrating the selected APIs, because of heterogeneity of
documentation, languages, technologies.

2 Modeling for Collaborative Mashups Development

In this section we propose a lightweight model for collaborative developing in
enterprises including social and usage information on Web APIs. Without losing
generality, we can assume that this model maintains at least:

• Web APIs descriptions at the same level of detail of public registries like
ProgrammableWeb.

• Social information about developers based on a specialization of FOAF4.

ProgrammableWeb has been chosen because it is the most complete public
registry of Web APIs and mashups. The choice of FOAF is due to the fact that it is
a well known and standard proposal of ontology for conceptualization of people
and social relationships. The model of social network, shown in Fig. 1, includes

4 http://www.foaf-project.org/
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that information that satisfies the requirements for the collaboration scenario
considered in the following section. Note that the Person class of FOAF has been
here specialized in the class Internal Developer. An Internal Developer can have
knowledge about technologies used by Web API. The classes External Provider
and External Developer allow keeping supplementary information about providers
and developer of public Web APIs and mashups.

In the model we focus specifically on the classes Internal Developer, Mashup,
Web API. We associate each object of these classes with a set of descriptors.
A descriptor Desp(oi) for an object oi according to a perspective p is defined as:

DesP oið Þ ¼ tpi

� �
ð1Þ

where tpi are terms extracted from the object descriptions, specifically from class
attribute values and relationships involving the class of oi. In Table 1 is shown the
applicability of perspectives to each considered class.

A developer is described by an organizational perspective (office/department,
current projects, past projects), the Web APIs she/he has used/developed, the
mashups developed, the technologies on which she/he has expertise and her/his
social connections (developers that she/he knows, developers belonging to the
same office, that have worked on the same project or on the same mashup). A Web
API is described by the mashups in which it has been used, the technologies
(programming languages, protocols, messaging formats), the developers that used
or provided it. Finally, a mashup is specified by the Web APIs that it includes and
the developer/s that developed it.
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3 Collaboration Patterns

Descriptors associated with developers, mashups and Web APIs enable the defi-
nition of collaboration patterns. A collaboration pattern is identified by a type of
request. We define in a general way a request R for collaboration submitted by a
developer DR as follows.

R ¼\TR; DR; MR; WR [ ð2Þ

where TR is the type of request, MR = {WRi} is a set of Web APIs WRi, possibly
empty, selected for implementing a mashup. For simplicity we can refer to this set
as the mashup MR. WR is a Web API optionally specified.

With reference to the example described in Sect. 1.1, we distinguish three
different collaboration use cases that DR can invoke:

1. Search for specific Web API collaboration: the mashup designer is looking
for collaboration from developers that have experience with a specific Web API
WR she/he has chosen and needs to use in the mashup. In this case,
R ¼\wApi; DR; ;; WR [:

2. Search for Web API technology collaboration: the mashup designer is
looking for developers that have experience with specific technologies of the
Web API WR. For example, this case is invoked, as second option, if the result
of application of the previous case Search for specific Web API collaboration is
empty. As a consequence, the developer shifts the request to collaboration on
the WR technologies. In this case, R ¼\tech; DR; ;; WR [:

3. Search for Mashup collaboration: the mashup designer is looking for col-
laboration with developers that have experience in mashups built with the same
set of Web APIs of MR or at least with a subset of it. In this case,
R ¼\mash; DR; MR [ with MR not empty.

Table 1 Applicability of perspectives

Perspectives

Organizational Web
API

Mashup Technologies Developer SocialConnectivity

Developer X X X X X
Web API X X X
Mashup X X
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3.1 Definition of Collaboration Patterns

The illustrated use cases are implemented by the following collaboration patterns
that provide the functionalities to satisfy a request. Formally, a collaboration
pattern is defined as a 4-uple:

CPp ¼\Rp; mp; dp; \p [ ð3Þ

where p is the goal of the collaboration pattern. The goal p is chosen in the set
fwApi; tech; mashg on the basis of the invoked collaboration use case. The
purpose of a pattern CPp is to suggest a ranked list of developers satisfying the
request Rp. The metrics mp are used to evaluate the degree of matching between a
developer and the request R, on the basis of the specified goal. The threshold dp is
used to filter out developers with low relevance with respect to Rp. A developer Dj
is proposed to the mashup designer if mp(Rp, Dj) [ dp. Finally, \p is a ranking
function to present the developers relevant for Rp. In particular, Di \p Dj, that is Di

precedes Dj in the ranking, if mp(Rp, Dj) C mp(Rp, Dj)
Collaboration pattern metrics mp are based on a notion of similarity between

descriptors. The similarity between pairs of descriptors is defined according to the
classical Dice’s formula for similarity over sets:

Sim(DesPðoi1Þ; DesPðoi2ÞÞ¼
2 � DesPðoi1Þ \ DesPðoi2Þj j
DesPðoi1Þj j þ DesPðoi2Þj j 2 ½0. . .1� ð4Þ

• With reference to the definition (3) of collaboration pattern, let be p = ‘wApi’
and let be R ¼\wApi; DR; ;; WR [ the request (that is, Rp = R). The metric
mp used to evaluate the degree of matching of a candidate for collaboration Dj

with the request Rp is defined as:

mpðRp;Dj ¼
0 if WR 62 DesP1ðDjÞ
a SimP2ðDRÞ;DesP2ðDjÞÞ
þ b SimðDesP3ðDRÞ;DesP3ðDjÞÞ

otherwise

8
<

:
ð5Þ

with a ? b [ [0…1] and a, b C 0. The perspective P1 is ‘Web API’, P2 is
‘Organizational’ and P3 is ‘SocialConnectivity’. That is, if the developer Dj has
experience with WR then her/his evaluation is not zero and is based on a
weighted sum of two terms: (1) similarity of Dj and DR with respect the
Organizational perspective, (2) similarity of Dj and DR with respect to the
SocialConnectivity perspective. So, developers that have a higher number of
social/organizational connections with DR receive a higher degree because it is
supposed to be easier to contact and involve them.
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• Let be p = ‘tech’ and R = \tech, DR, [, WR[ the request. The metric mp is
defined for this case as:

mp Rp;Dj

� �
¼

0 if Sim DesP1 Dj

� �
;DesP1 WRð Þ

� �
¼ 0

a Sim DesP1 Dj

� �
;DesP1 WRð Þ

� �

þ b Sim DesP2 DRð Þ;DesP2 Dj

� �� �

þ c Sim DesP3 DRð Þ;DesP3 Dj

� �� �
otherwise

8
>>>>><

>>>>>:

ð6Þ

with a ? b ? c [ [0…1] and a, b, c C 0. The perspective P1 is ‘Technologies’,
P2 is ‘Organizational’ and P3 is ‘SocialConnectivity’. That is, if the developer
Dj has used (at least partially) the technologies of WR then her/his evaluation is
not zero and is based on a weighted sum of three terms: (1) similarity between
technologies on which Dj has expertise and the technologies used by WR, (2)
similarity of Dj and DR with respect the Organizational perspective, (3) simi-
larity of Dj and DR with respect to the SocialConnectivity perspective.

• Let be p = ‘mash’ and R = \mash, DR, MR [ the request. The metric mp is
defined for this case as:

mp Rp;Dj

� �
¼

0 if Sim DesP1 Dj

� �
;MR

� �
¼ 0

a Sim DesP1 Dj

� �
;MR

� �

þ b Sim DesP2 DRð Þ;DesP2 Dj

� �� �

þ c Sim DesP3 DRð Þ;DesP3 Dj

� �� �
otherwise

8
>>><

>>>:

ð7Þ

with a ? b ? c [ [0…1] and a, b, c C 0. The perspective P1 is‘Web API, P2 is
‘Organizational’ and P3 is‘SocialConnectivity’. DesP1(Dj) includes the Web
APIs used in the mashups developed by Dj. That is, if the developer Dj has used
(at least one of) the Web APIs in MR then her/his evaluation is not zero and is
based on a weighted sum of three terms: (1) her/his similarity with MR with
respect the Web API perspective, that is high similarity if Dj has developed
mashups using the APIs in MR, (2) similarity of Dj and DR with respect the
Organizational perspective, (3) similarity of Dj and DR with respect to the
SocialConnectivity perspective. Note that DesP1(Dj) and MR are both sets of
Web APIs so it is meaningful to evaluate their similarity.

For each of these patterns, the parameters a, b, c are initially set to default
values. During a training phase with the involvement of developers, the values are
adjusted to obtain the expected ranking.
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4 Architectural Issues

In this section we briefly discuss some architectural points of our proposal. The
architecture in Fig. 2 shows how developers can receive support by the joint use of
a Web APIs searching tool and the collaboration patterns tool based on our pro-
posal. In particular, the API searching tool allows the developer to explore and
select the APIs described in a socially enriched registry based on the model
presented in Sect. 2. The registry includes information also about public APIs
whose description is obtained by accessing the programmableWeb content through
a proxy that uses the programmableWeb API.5 A prototype of the registry is under
development based on the Neo4J NoSQL DBMS (http://neo4j.org/). The graph
data model made available by Neo4J is suitable to represent social networks in a
natural schema-less way as graphs. The selected APIs can be integrated by the
developer inside an IDE mashup tool. The collaboration pattern tool allows the
developer to select and invoke a collaboration use case. The matchmaker selects
developer’s descriptions from the registry and evaluates them with respect to the
request. Finally, the ranking module orders the list of results to be returned to the
developer.

5 Conclusions

In this chapter, we have proposed a collaboration model-based approach for ma-
shup development in the context of Enterprise 2.0. Specifically, we introduce
collaboration use cases to support the developer in automatically discovering

Fig. 2 Reference architecture for collaborative mashup development

5 http://api.programmableweb.com/
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potential collaboration with other developers in the enterprise. Future work
includes the extension of the model by considering additional information, like
tags, Web APIs categories and user’s feedbacks. Moreover, completing the
development of the collaboration patterns tool and testing it on real case scenarios.
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Tabularizing the Business Knowledge:
Modeling, Maintenance and Validation

Nicola Boffoli, Daniela Castelluccia and Giuseppe Visaggio

Abstract Achieving business flexibility implies to explicitly represent business
knowledge and make it easy to understand for decision-makers. There is a renewed
interest for decision tables as knowledge modeling formalism able to provide
representation of the relationships among business conditions, actions and deci-
sions with completeness and consistency. We explore the benefits of decision
tables applied to modeling and management of business rules and constraints,
finding the major advantages in their compact formalization, safe maintenance and
automated validation.

Keywords Business knowledge � Business rules � Decision tables

1 Introduction

Today, companies operate in an ever-changing business environment, where web
applications and web services are required to react quick and flexible in order to
adapt to new business strategies and new products.
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However, when a significant amount of business knowledge is contained only
in the source code of applications or represented in the database tables, the
communication between ICT professionals and business managers is difficult.
Achieving flexibility implies to explicitly represent business knowledge and make
it easy to understand for decision makers.

In particular, companies operate according to business rules and constraints that
are not explicitly documented, but they are hidden inside the ICT system. The
design document explains the ICT system in terms of business operations to be
executed, business functions to be performed, data structure to be used, but often
design doesn’t model business rules and constraints. Modeling explicitly the
business knowledge is the main challenge today.

In this context, there is a renewed interest for decision tables as knowledge
modeling formalism. Though originally used as a technique to support program-
ming, decision tables have proven an useful aid in modeling complex decision
situations of various sorts [1–5], so that they are now spreading as an accepted
approach focused on understanding business logic.

The reasons lie in a representation of the relationships among business condi-
tions, constraints and rules in a complete manner, without inconsistencies. Deci-
sion tables assure a compact overview of a large number of information, modular
knowledge organization, effective evaluation of consistency, completeness and
redundancy.

In summary, the focal point of this chapter is decision tables as a modeling
formalism for expressing the business knowledge.

We explore the benefits of decision tables searching for the following major
advantages:

• they formalize knowledge and provide a compact and customizable view;
• they maintain knowledge as the business rules evolve and can be easily updated

by decision makers;
• they validate knowledge by automated verification and validation checkers for

preventing and detecting anomalies in decision points.

The chapter is structured as follows: the Sect. 2 introduces the decision table
approach in order to represent the business knowledge; the Sect. 3 focuses on the
decision table modeling and maintenance; the Sect. 4 explains the technique of
knowledge verification and validation and the use of the decision table checkers;
finally, the conclusions are drawn.

2 Business Rules and Decision Tables

Nowadays decision tables are continuously being used in representing and vali-
dating the complex business knowledge, so that business rules and constraints have
to be modeled and managed. The essence of the business rules approach is to
describe and automate aspects of the business function in a declarative instead of a
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procedural way. Odell defines business rules as ‘‘declarations of policy or con-
ditions that must be satisfied’’ [6]. Decision tables seem to be particularly
appropriate for eliciting, modeling and maintaining business rules.

A decision table is a tabular representation used to describe and analyze
decision situations, where the state of a number of conditions determines the
execution of a set of actions. Not just any combinations, however, but one in which
all distinct situations are shown as columns in a table, such that every possible case
is included in one and only one column (completeness and exclusivity).

Moreover, it is clear that the quality of the set of business rules is essential: that
rules should not duplicate or conflict other rules, and they are correct, complete
and simple. We give more details in the following (Sects. 3 and 4).

3 Business Knowledge Modeling and Maintenance

One of the main problems in modeling business knowledge is eliciting all the
business rules and constraints in a complete and coherent manner. A list of
business rules expressed in a formal language usually inherits a lot of contradic-
tions and insufficiencies that have to be detected and solved. So business managers
have to look inside the rule list for incomplete specifications, ambiguities,
redundancies in order to direct and improve the elicitation process.

Otherwise, modeling with decision tables strategically supports the knowledge
elicitation because they are able to address the complexity of the business domain
and drive managers for thinking about all possible values of business conditions
that imply several set of rules. Therefore, the number of conditions is only limited
by human capabilities during the knowledge modeling using decision tables, that
don’t limit the size of decision space (Fig. 1).

Fig. 1 A decision-table schema
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A decision-making task can be tabularized by a decision table, where the state
of a set of conditions determines the execution of a set of actions [7, 8]. A decision
table has four quadrants: condition subjects, condition states, action subjects and
action values. In details:

• the condition subjects quadrant contains all the possible decision points that may
affect the set of actions to be performed;

• the condition states quadrant contains all the alternative values that are mean-
ingful for the condition subjects;

• the action subjects quadrant contains all the possible actions to be performed;
• the action values quadrant identifies the relationship between each condition

state and the corresponding actions.

The table is defined so that each combination of condition values corresponds to
a set of actions to be performed.

Concerning the business rule formalism, it is based on premises that lead to
conclusions by means of inferences. A mapping between business rule formalism
and decision table formalism is in the following:

• each premise is represented by a combination of condition states;
• each conclusion is represented by a set of action subjects;
• each inference is represented by a column containing the action values entries.

In order to explain the application of decision table formalism, we provide the
following illustrative example. A sales company offers special shipping fees,
according to the number of items and the type of delivery. Basically, the business
rules are the following ones:

1. if the delivery is by 1 day then the basic cost is € 35;
2. if the delivery is by 2 days then the basic cost is € 15;
3. if the delivery is ordinary then the basic cost is € 10;
4. if the number of items is up to 3 then the cost has no extra else the cost depends

from the delivery type;
5. if the number of items is more 3 then, for each extra item, add € 7 if ‘‘1 day’’

delivery, add € 3 if ‘‘2 days’’ delivery and add € 2 if ordinary one.

The list of business rules can be modeled by the decision table formalism as
follows (Fig. 2):

In case of business evolution, decision tables are easy to be maintained, sup-
porting the dynamic reengineering of the represented relationships among business
conditions, actions and decisions. Usually, when a new business need occurs, the
condition set is modified (i.e. insert/update/delete conditions), a set of appropriate
actions is defined, finally a new set of decisions is introduced in order to execute
such actions according to the selected conditions. Exploiting the decision table
formalism:

• if we need to formalize a new premise, we have to insert a new condition in the
condition stub and enter new columns as many as its possible condition states;
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• if we need to formalize a new conclusion, we have to insert new rows in the
action stub as many as the actions needed for implementing the conclusion;

• if we need to formalize a new inference, we have to relate conditions state to
actions through new decisions in the action values quadrant.

In this way, decision tables are able to track and manage all the emerging
business needs with the purpose of maintaining their relationships with conditions
and rules.

Even in more complex scenarios, decision tables are able to dominate the
scalability issue. In fact, whenever domain requires decision table to grow quickly,
decision table is able to minimize the size of decision space by means of columns
contraction (excluding irrelevant combinations) and assures a compact and cus-
tomizable view.

Resuming the illustrative example, the company needs to introduce a new
shipping criterion, which provides the following business rule:

6. if the purchase amount is more than € 300 then the ordinary delivery is free
(Fig. 3).

Fig. 2 First modeling of the ‘‘Shipping’’ decision-table

Fig. 3 Maintenance of the ‘‘Shipping’’ decision-table
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The new business rule can be easily embedded in the decision table by adding a
new condition (C3 in bold-italic font), a new action subject (A7 in bold-italic font),
and two appropriate action values (‘‘x’’ in bold-italic font). New columns have
been generated and added in the table (yellow columns).

4 Business Knowledge Verification and Validation

It is important that knowledge in specifications is correct, consistent, complete and
non-redundant. However, validating a set of business rules is not a trivial task and
often introduces unnoticed inconsistencies, contradictions or other anomalies.

The strength of decision table formalism is the prevention of a large number of
anomaly types in decision points by means of an automated verification, that
guarantees consistency of the business knowledge model and makes possible to
integrate an incremental validation step into the modeling phase itself.

Starting from the classification by Preece et al. [9] it was investigated how these
types of anomalies can be detected by decision table approach [10].

(a) Non redundancy of decisions. Redundancy usually does not lead to errors
although it may harm efficiency. Redundancy affects maintenance and con-
sistencies when changing the specifications. Some common forms of redun-
dancy are the following: subsumption, duplication, unfirable rule, unusable
consequent, unnecessary condition.

Table 1 Definitions of types of anomaly

Redundancy
Redundant rule 1 rule is the combination of 2 other rules
Subsumed rule 2 rules with the same conclusion:

the rule having the more specific premise appears before the rule having the
less specific one

Duplicate rule 2 rules with the same premises and same conclusion
Unfirable rule There is a combination of the condition values that is inconsistent and

therefore the rule is unfirable
Unusable

consequent
1 consequence not linked to any of the possible premises of the rules

Unnecessary
condition

2 ore more rules whose combination makes irrelevant all (or part) the inputs
of the premises

Inconsistency
Ambivalent rules 2 rules (having the same or subsumed premises) lead to different conclusions.

It is an anomaly if the problem domain requires one and only one
conclusion

Conflicting rules 2 rules (having same or subsumed premises) lead to different AND
conflicting conclusions

Deficiency
Missing rules There is a combination of allowable inputs for which it produces no

conclusion
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(b) Consistency of decisions. Splitting the knowledge over a large number of
rules, designed independently, may lead to problems of inconsistency, such as:
ambivalent rules, conflicting rules.

(c) Completeness of decisions. Within a specific domain area, omissions often
occur (missing rules)

In details, Table 1 contains the definitions of the main types of anomaly and
Table 2 explains who decision table approach solves the different types of
anomaly.

In the example (Fig. 4) a ‘‘conflicting rule’’ anomaly has been detected. The
yellow columns highlight the inconsistency between the action A7 ‘‘FREE’’ and
other actions (A3 and A6) that charge extra shipping cost. Such inconsistency can
be easily removed by fixing the appropriate action values (changing each circled
‘‘X’’ in ‘‘-’’).

Table 2 Decision table-based prevention of anomalies

Redundancy
Redundant rule Anomalies prevention at table building time: the definition of a decision table

only allows for tables where every possible case is included in one
(completeness criterion) and only one (exclusivity criterion) column. The
exclusivity criterion enables the prevention of duplicate and subsumed
column pairs

Subsumed rule
Duplicate rule

Unfirable rule Check on a column level: removal of the column that has inconsistent
condition

Unusable
consequent

Check on a row level: removal of the blank row

Unnecessary
condition

Anomaly prevention at table construction time: the contracted decision table,
which is obtained by merging neighboring columns with identical action
values, will show a ‘‘-’’ entry for all condition entries associated with an
irrelevant condition subject. If necessary the irrelevant condition subject
can be removed

Inconsistency
Ambivalent rules Check on a column level:

searching for columns which have more than ‘‘x’’
- removal of all the ambivalent ‘‘x’’ automated check: max 1 ‘‘x’’ per column

Conflicting rules Check on a column level:
Searching for columns which have more than ‘‘x’’
- removal of all the conflicting ‘‘x’’
- automated check:
- max 1 ‘‘x’’ per column
- rule constraint that avoid conflicting ‘‘x’’

Deficiency
Missing rules Check on a column level: fill the blank column
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5 Conclusion

Achieving business flexibility implies to explicitly represent business knowledge
and make it easy to understand for decision-makers. There is a renewed interest for
decision tables as knowledge modeling formalism. We explore the benefits of
decision tables applied to modeling and management of business rules and con-
straints, finding the major advantages in their compact formalization, safe main-
tenance and automated validation.

By deepening the application of decision tables to modeling and maintenance of
business knowledge, we find that decision tables strategically support knowledge
elicitation and update with a compact and intuitive representation of the rela-
tionships among business conditions, actions and rules with completeness and
consistency. Also in case of business evolution, our illustrative example proves
that decision tables are easy to be maintained, supporting the dynamic reengi-
neering of the represented relationships.

By analyzing the application of decision tables to knowledge verification and
validation, we find that decision tables help preventing and detecting several types of
anomalies in decision points by means of automated verification, that guarantees
consistency of the business knowledge formalization and makes possible to integrate
an incremental validation step into the modeling phase itself. The illustrative
example shows how easy the detection of a ‘‘conflicting rule’’ anomaly is.

The study is encouraging and opens to further application of decision tables in
different knowledge domains.
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