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Abstract. Moving objects detection is a fundamental step for automated video 
analysis, robot visual system and many other vision applications. There are li-
mitations in the existing algorithms, such as assuming a static camera, a smooth 
motion and rigid motion of target objects, etc. In this paper, we present a novel 
model named IRTSW-model; a moving objects detection model which can 
work effectively no matter the camera is moving or static. In the approach, im-
ages registration is used to eliminate the relative movements between the back-
ground and the camera; unsupervised codebook model is constructed to model 
the background; and then the moving objects are detected accurately. Experi-
ments on the segtrack database demonstrate the effectiveness of our model.   

Keywords: Moving objects detection, images registration, unsupervised code-
book model, time sliding window.  

1 Introduction 

The moving objects detection approach intends to separate all the moving objects 
from background. It is important for many vision applications such as surveillance, 
traffic monitoring, augmented reality, vehicle navigation, robot visual system, 
etc.[1][2]. Its algorithms are divided into two kinds: ones working in a static scene 
and ones working in a dynamic scene, depending on the camera is static or moving 
(the camera position changes or the camera rotates or both). [3]. 

Moving objects detection methods in static scenes include background subtraction 
method [4], inter-frame difference method, as well as some background modeling 
methods such as codebook model[5][6] and Gaussian mixture model, and so on. Al-
though they have their own advantages in different situations, they have some com-
mon drawbacks, such as training procedures are required and the limitation of they 
can only be used in a static scene. Moving objects detection methods in dynamic 
scenes include algorithms based on object detectors, optical flow algorithm [7], block-
matching algorithm[8] and several motion segmentation algorithms[9][10]. In the 
algorithms based on object detectors, classifiers should be trained and built either by 
off-line learning on separate databases [10] or by on-line learning initialized with a 
manually labeled frame at the start of a video [11]. The optical flow method and mo-
tion segmentation algorithms separate moving targets from background using the 
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motion information. Although they avoid training phases, however, they assume rigid 
motion [9] or smooth motion [10] in respective regions, which is not generally true in 
practice.  

In this paper, we present a novel moving objects detection model named IRTSW-
model (a moving objects detection model based on Images Registration within Sliding 
Time Window). In our approach, we find a way to build a background model for the 
scene (both dynamic and static). The moving objects are detected based on the back-
ground model. It is robust, effective and has a wide application.  

The main contributions can be summarized as: First, we present a sliding time 
window method for processing prolonged videos effectively. Second, we present the 
background modeling method for dynamic scenes based on images registration. 
Third, we present an unsupervised codebook model which classifies pixels depending 
on the statistical characteristics of the observation value sequences. 

2 IRTSW Model Description 

A video is defined as: ∆ܸ௧ ൌ ሾܫ଴, ,ଶܫ … ,  is the time interval between ݐ∆ ,ேିଵ ሿ. Whereܫ
adjacent frames. N is the number of frames in the video. ܫ௜ሺ0 ൑ ݅ ൏ Nሻ is the i-th 
frame in ∆ܸ௧. Usually, the camera gets more than 24 frames per second. So, ∆ݐ is 
very small, and the adjacent frames, ܫ௜  and ܫ௜ାଵ, have most of their contents over-
lapped. During ∆ݐ , the motion of camera could be approximately regarded as self-
rotation, or small-scale panning, in which conditions homography works well. We 
extend this from two to several frames adjacent, and get a short time made up with 
several ∆ݐ. During the short time, the motion of camera is still simple and homogra-
phy works well within error tolerance. We call the short time as a time window, and 
the part of video inside it is a video clip.  

The detection result of each frame ܫ௜  is denoted as ݇ݎܽܯழ௢௕௝,௜வ, which is a 2D 
binary matrix having the same length and width with ܫ௜ ,ݔழ௢௕௝,௜வሺ݇ݎܽܯ  . yሻ is the 
classification result of ܫ௜ሺݔ, yሻ. If  ܫ௜ሺݔ, yሻ is a pixel on background, the value is 0; 
otherwise, the value is 1. 

Processes of IRSTW-model are described as follows: 

1) The video ∆ܸ௧ is divided into lots of clips, ሼܵ଴, … , ܵ௡ିଵሽ. Each clip ௧ܵ corres-
ponds to a time window and contains certain number of frames:  ௧ܵ ൌሾܫ଴, … , ௠ሿሺ0ܫ ൑ ݐ ൏ n; m, n ൐ 0ሻ. The adjacent clips, ௜ܵ and ௜ܵାଵ, are partially 
overlapped, which means there exist some frames shared by ௜ܵ and ௜ܵାଵ. The 
algorithm processes the clips one after another. When one clip is finished and the 
next is started, it is called the time window is sliding. When the time window 
slides, homography matrix between the previous coordinate space and the new 
one is calculated, and then the background model and arguments will be pro-
jected into the new coordinate space according to the homography.  

2) Within each time window, we select the coordinate space of the first frame in the 
clip, ࣬ூబ, as the projection coordinate space. Then, homography matrix, ܪழ௧బ,௜வ, 
between frame ܫ௜  and ࣬ூబ  is calculated. Using ܪழ௧బ,௜வ, ܫ௜  can be mapped into ࣬ூబ . The corresponding projection image is denoted as ܫ௜כ. 
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3) In  ࣬ூబ , the average of all the projection images is calculated as the fusion im-
age, denoted as ܬ. At the same time, a background model is built using unsuper-
vised codebook model algorithm which will be described later, according to the 
observation value sequences at each coordinate location through all projection 
images. 

4) In ࣬ூబ , the pixels are classified in each projection image ܫ௜כ. Then, using homo-
graphy matrix ܪழ௧బ,௜வ, we can get the classification result in each frame  ܫ௜ . 
Thus, the moving objects in each frame are detected.  

The procedure of images registration within the time window, the algorithm of unsu-
pervised codebook model and the acquisition of moving objects detection results will 
be detailed described below. 

2.1 Images Registration within Time Window 

Given a video ∆ܸ௧ and the time window length ܶሺ1 ൑ ܶ ൑ Nሻ, the video clip which 
starts with ܫ௧బ  as the first frame can be denoted as ܵழ௧బ,்வ ൌ ሾܫ௧బ, ,௧బାଵܫ … , ௧బା௜ሺ0ܫ .௧బା்ିଵሿܫ ൑ ݅ ൑ T െ 1ሻ is the ሺ݅ ൅ 1ሻ-th frame inside ܵழ௧బ,்வ . As we said before, a 
point in the real world is projected into different locations of different frames in ܵழ௧బ,்வ  due to the camera motion. It is called that different frames, e.g. ܫ௧బା௜ and ܫ௧బା௝, are in different coordinate spaces. The goal of images registration is to project 
images into a same coordinate space, so that they are free to compute with each other. 
In this paper, the projection coordinate space, which is denoted as ࣬ூ೟బ, is always 
selected to be the coordinate space of the first frame in the clip. In ࣬ூ೟బ, a fusion im-
age ܬ is calculated, because we need it to locate each pixel position.  ܬ is the aver-
age of projection images of all the processed frames within the clip. Obviously, ܬ is 
an image in ࣬0ݐܫ , so the homography between ܫ௧బା௜ and ܬ is also the one between ܫ௧బା௜ and  ࣬0ݐܫ . 

Images registration is an iterative procedure. One frame is processed per iteration. 
We uses a SIFT+RANSAC method similar to Matthew Brown [18] to calculate the 
homography matrix between ܬ and ܫ௧బା௜ . For more details about getting a homo-
graphy using a SIFT+RANSAC method, you may refer to the paper [18]. 

As shown in Alg.1, Ж,  ܬ and  Vழ௫,୷வሺ௫,୷ሻאR಻ are outputted. Ж is an array saving all 

the homography matrix which can project each frame in the clip into ࣬ூ೟బ. Once a 
homography ܪழ௧బ,௜வ is calculated, it is saved in Ж, as shown at line 6 of Alg.1.  ܬ 
is the fusion image which is the average of all the projection images. In each iteration, ܬ is updated by : ܬ ൌ ூ೟బାூ೟బశభכ ାڮାூ೟బశ೔כ௜ାଵ ൌ ௃כ௜ାூ೟బశ೔כ௜ାଵ . We use ሺݔ, yሻ א R௃ to represent 

every pixel location in ܬ. And Vழ௫,୷வሺ௫,୷ሻאR಻ means the sequences of observation values at 

each pixel location of ܬ. Vழ௫,୷வ is the sequence of observations at the coordinate ሺݔ, ,ݔሻ, and is the array of pixel values at  ሺݕ   .ሻ location in each projection imageݕ
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Fig.1 shows the homography matrixes and the fusion image of a series of images. 
In the fusion image, the background is the merger of backgrounds in all the input 
images, while the foregrounds (i.e. the moving objects) disappear gradually.  

 

Fig. 1. Homography matrixes and fusion image of image series 

Alg.1. Images Registration within the Time Window 
1. Input: ܵழ௧బ,்வ ൌ ሾܫ௧బ, ,௧బାଵܫ … ,  ௧బା்ିଵሿܫ
2. Initialize: ܬ ՚ ݅ ,௧బܫ ՚ 1, Жሾ0ሿ ՚ ൥ 1 1 1 ൩, ழܸ௫,௬வሾ0ሿሺ௫,௬ሻאோ಻ ՚ ,ݔ௧బሺܫ  .ܶ ,ሻݕ

3. for ݅ ൌ 0 to ܶ െ 1 do 
4.     Extract SIFT features for ܬ and ܫ௧బା୧ 
5.     Compute homographic matrix ܪழ௧బ,௜வ  between ܬ  and ܫ௧బା୧  using 

RANSAC 
6.     Жሾiሿ ՚  ழ௧బ,௜வܪ
כ௧బା௜ܫ     .7 ՚ ழ௧బ,௜வܪ כ  ௧బା௜ܫ
8.     for each ሺݔ, כ௧బା௜ܫ ሻ inݕ  
9.        Vழ௫,୷வሾiሿሺ௫,୷ሻאR಻ ՚ כ௧బା௜ܫ ሺx, yሻ 

10.     next 

ܬ     .11 ՚ ௃כ௜ାூ೟బశ೔כ௜ାଵ  

12.     ݅ ՚ ݅ ൅ 1 
13. next 
14. Output: Ж, Vழ௫,୷வሺ௫,୷ሻאR಻, ܬ 

2.2 Unsupervised Codebook Model 

The unsupervised codebook model takes the outputs of Algorithm 1 as inputs.  
It produces background codewords at a pixel location from the statistical characteris-
tics of the observation value sequence there. In ࣬ூ೟బ, the observation value sequence 
at location ሺݔ, ሻݕ  is ழܸ௫,௬வ ൌ ,ழ௫,௬,଴வݒൣ … , ழ௫,௬,்ିଵவ൧ݒ ழ୶,୷,௜வݒ  .  means the  
pixel value at ሺݔ, ሻݕ  on ܫ௧బା௜כ ழ୶,୷,௜வݒ  : ൌ כ௧బା௜ܫ ሺx, yሻ ൌ ,ழ௫,୷,௜வݎۃ ݃ழ୶,୷,௜வ, ܾழ୶,୷,௜வۄ . 
Here  ݎழ௫,୷,௜வ , ݃ழ୶,୷,௜வ and ܾழ୶,୷,௜வ  represent the RGB values of ݒழ୶,୷,௜வ  
respectively. The intensity (brightness) of ݒழ୶,୷,௜வ  can be calculated by:  
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ழ௫,୷,୧வ൯ݒ൫ݐ݊݅ ൌ ටݎழ୶,୷,௜வଶ ൅ ݃ழ୶,୷,௜வଶ ൅ ܾழ୶,୷,௜வଶ . For each observation value sequence 

ழܸ௫,௬வ , we create a model containing several codewords:  ܥழ௫,୷வ ൌ ൛ܿழ୶,୷,଴வ, … , ܿழ୶,୷,௅ିଵவൟ. Where, each ܿழ௫,௬,௜வ൫0 ൑ ݅ ൏  ழ௫,௬வ൯  representsܮ
a codeword. Different from classic codebook model, ܿழ௫,௬,௜வ not only could be a 
background codeword, but also could be a foreground codeword. ܿழ௫,௬,௜வ is a fore-
ground codeword when it has not been identified as a background codeword. A co-
deword is a multi-tuple: ܿழ௫,௬,௜வ ൌ൏ ,ሙܫ ,መܫ ሙ݀ , መ݀ , ,݉ݑ݊ ,ݐ∆ ݈, ߬, ,ݏ ,݌ ,ݍ ݂ ൐. The meaning 
of each parameter is described below: ܫሙ, ሙܫ .መ: the min and max brightness, respectively, that the codeword acceptedܫ ൌ min௜אሾଵ,Nሿൣ݅݊ݐ൫ݒழ୶,୷,௜வ൯൧，ܫመ ൌ max௜אሾଵ,Nሿൣ݅݊ݐ൫ݒழ୶,୷,௜வ൯൧. ሙ݀ , መ݀: the min and max brightness of the decision boundary of the codeword. 

If the intensity of an observation value is between ሙ݀ and መ݀ of a codeword, it is 
called they are matched [6]. ሙ݀ ൌ αܫሙ， መ݀ ൌ min ሺβܫመ, ,݌ .the time when the codeword is created :ݏ .the appearance interval time of the codeword. ݈: the duration time of the codeword. ߬: the time tolerance parameter :ݐ∆ .the cycle number of a cyclical background codeword : ݉ݑ݊  .ሙ/αሻܫ -the last start and end time, respectively, that the codeword has occurred. ݂: the codeword type identifier. If the value is 0 or 2, indicating a background code :ݍ

word; if the value is 1, indicating a foreground codeword. 
At a certain location in ࣬ூ೟బ, the foreground parts appear suddenly, and the dura-

tion is short. Thus, the corresponding codewords appear suddenly, and they rarely 
appear before and after. Their durations are short too. The background parts may be 
static or move regularly and cyclically.  

Two types of background codeword patterns are defined. (a). The static background 
codeword. The observation value sequence matched with it has the same or similar 
pixel values for a long time, continuously. Parameters are like : ∆t ൌ 0, ݈ ൌ 1, τ ൌ 2. 
(b). The cyclical moving background codeword. It could be used to express back-
ground like shaking branches and fluttering flags etc. Parameters are like: ∆t ൌ Δtଵ ൅Δtଶ ൐ 0, ݈ ൌ Δtଵ, 0 ൏ ߬ ൑ ݐ∆ כ Where, γ .ߛ א ሺ0,1ሻ. 

To decide whether a codeword should be a background code word or not, it should 
be monitored for a certain period of time, λ. If a codeword ܿழ௫,௬,௜வ meets one of the 
backgrounds codeword patterns for more than λ time, it is converted to be a back-
ground codeword; otherwise, it is cleared up (line 18 to 23 in Alg.2). For improving 
the accuracy, we create a special background codeword using the fusion image ܬ. It is 
the similar thought with the mean background subtraction method. The special back-
ground codeword is identified as: ݂ ൌ 2. It is updated by recreating per iteration (line 
5 in Alg.2). Whenever an observation value ݒழ௫,௬,௧வ is matched with a codeword ܿழ௫,௬,௜வ , the parameters of ܿழ௫,௬,௜வ are judged and then updated according to several 
cases defined as follows: 
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૚: if  ∆tۻ ൌ 0, f ൌ 1, t െ q ൐ ߬ 
Do updates: ∆ݐ ൌ ݐ െ s,݈ ൌ ݍ െ ݌,݌ ൌ ݉ݑ݊ ,ݐ ൌ ݉ݑ݊ ൅ 1, q ൌ t ۻ૛: if  ∆ݐ ൐ 0, f ൌ 1, t െ q ൑ τ 

  Do updates: ݈ ൌ max ሺ݈, ݐ െ ሻ, q݌ ൌ t ۻ૜: if  ∆ݐ ൐ 0, f ൌ 1, t െ q ൐ τ 

  Do updates: ∆ݐ ൌ ∆௧כ୬୳୫ାሺ୲ି୯ሻሺ௡௨௠ାଵሻ , τ ൌ max ሺ|∆ݐ ൅ q െ t|, |q െ p െ l|, τሻ ݉ݑ݊  , ൌ ݉ݑ݊ ൅ 1, q ൌ t ۻ૝: if otherwise 
  Do updates : q ൌ t  
In ሾۻ૚, … ,  and ߬ should be updated ݍ, ݌ ,݈ ,ݐ∆ ૝ሿ, the other parameters exceptۻ
according to their definition. 

Alg.2. Unsupervised codebook model 
1. Input: Vழ௫,୷வሺ௫,୷ሻאR಻, ܬ,λ 

2. Initialize: Decழ௫,୷,୧வሺ௫,୷ሻאR಻,୧אሾ଴,Tିଵሿ ՚ 0, Lழ௫,୷வሺ௫,୷ሻאR಻ ՚ 0, t ՚ 0, Cழ௫,୷வሺ௫,୷ሻאR಻ ՚ ሼሽ 

3. for each ሺݔ, yሻ א R௃ do 
4.   for t ՚ 0 to T െ 1  do 
5.        ܿழ௫,௬,଴வ ՚൏ ,ݔሺܬሺݐ݊݅ yሻሻ, ,ݔሺܬሺݐ݊݅ yሻሻ, ሙ݀ , መ݀ , 0,0,1,2, ,ݐ ,ݐ ,ݐ 2 ൐ 
6.        if ݒழ௫,௬,௧வ does not match any codeword within ܥழ௫,௬வ then 
7.          Lழ௫,୷வ ՚ Lழ௫,୷வ ൅ 1 

8.          ܿழ௫,௬,௅வ ՚൏ ,ழ௫,௬,௧வ൯ݒ൫ݐ݊݅ ,ழ௫,௬,௧வ൯ݒ൫ݐ݊݅ ሙ݀ , መ݀ , 0,0,1,2, ,ݐ ,ݐ ,ݐ 1 ൐ 
9.        elseif  ݒழ௫,௬,௧வ matches with codeword ܿழ௫,௬,௜வ א  ழ௫,௬வ thenܥ
10.           Update parameters of ܿழ௫,௬,௜வ according to the cases ሾܯଵ, … , Mସሿ  
11.           if f ൌ 1 then 
12.             Decழ௫,୷,୲வ ൌ 1 
13.           elseif f ൌ 0 or f ൌ 2 then 
14.             Decழ௫,୷,୲வ ൌ 0 
15.           endif 
16.        endif 
17.        for each ܿழ௫,௬,௜வ א  ழ௫,௬வܥ
18.          if parameters of ܿழ௫,௬,௜வ  have : t െ q ൐  then ߣ
19.             clear ܿழ௫,௬,௜வ 
20.             Lழ௫,୷வ ՚ Lழ௫,୷வ െ 1 
21.          elseif ሺ∆ݐ ൌ 0 or  τ ൑ ∆t כ γሻ and q െ s ൐ ݂  ݀݊ܽ  ߣ ൌ 1 then 
22.             set parameter of ܿழ௫,௬,௜வ : f ൌ 0 
23.          endif 
24.        next 
25.     next         
26. next 
27. Output: Decழ௫,୷,୧வሺ௫,୷ሻאR಻,୧אሾ଴,Tିଵሿ 
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As shown in Alg.2 from line 11 to line 15, the moving objects detection results in ࣬ூ೟బ are obtained at the same time when the codebook models are built and updated. 
If ݒழ௫,௬,௧வ is matched with ܿழ௫,௬,௜வ whose parameter f ൌ 0 or f ൌ 2, then the pixel 
at ሺݔ, ሻݕ  position of ܫ௧బା௧כ  is regarded as a background pixel; if  ݒழ௫,௬,௧வ  is 
matched with a foreground codeword, then the corresponding pixel is regarded as a 
foreground pixel. Decழ௫,୷,୲வ is the classification result of the pixel at location ሺݔ,  ሻݕ
on I௧బା୲כ . Decழ௫,୷,୧வሺ௫,୷ሻאR಻,୧אሾ଴,Tିଵሿmeans the classification results of all the pixels in all projec-

tion images in the time window. 
In Alg.2, given a video containing N frames, about N*m*n*L times codewords are 

created and updated. Where, m and n are the max length and width of the fusion im-
ages of all the clips respectively. L is the max of the numbers of codewords appeared, 
generally ܮ ൏ 10.  So, the time complexity of Alg.2 is about ܱሺܰ݉݊ሻ. 

2.3 Moving Objects Detection Results 

In Alg.2, we have already gotten ܿ݁ܦழ௫,௬,௜வሺ௫,௬ሻאோ಻,௜אሾ଴,்ିଵሿ , the detection results at each loca-

tion in each projection image. ܿ݁ܦழ௫,௬,௧வሺ௫,௬ሻאோ಻  is the detection result of ܫ௧బା௧כ  which can 

be abbreviated as ܿ݁ܦ௧ ௧ܿ݁ܦ .  is in ࣬ூ೟బ, using the reverse of homography Жሾݐሿ we 
can transfer ܿ݁ܦ௧  to the original coordinate space to get the detection result of ܫ௧బା௧: ݇ݏܽܯழ௢௕௝,௧வ ൌ Жሾݐሿିଵ כ ௧ܿ݁ܦ , as shown in Fig.2. In ݇ݏܽܯழ௢௕௝,௧வ, there is some 
noise. Some operations such as deleting the detected areas and the dilation and ero-
sion operations of the image are used to eliminate the noise. 

 

Fig. 2. Moving objects detection in a frame 

3 Experiments 

Four videos in SegTrack Database (2011) [19] are selected as our experimental data. 
Background parts and foreground parts (moving objects) in these videos are without 
any ambiguity. In these videos, foreground parts are the running girl in the girl se-
quence, the falling bird in the birdfall2 sequence, the running monkey as well as the 
moving dog in the monkeydog sequence, and the cheetah as well as the antelope in 
the cheetah sequence. 
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Our model is compared with three other approaches, which are the classic code-
book model [20], the optical flow method [21] and the adaptive fragments-based 
tracking proposed by Prakash Chockalingam in ICCV 2009 [8]. In this paper, we 
represent these algorithms as Ori_codebook, Horn_OpticalFlow and P.C.ICCV09 for 
short, respectively. 

To provide quantitative evaluation of our model, we use an evaluation method the 
same as the method in the paper [8], which is NER (normalized error rate). NER can 
be computed by counting the number of misclassification pixels and normalizing it by 
the image size [8]. 

Our model is implemented in matlab R2011b on Linux CentOS operating system. 
Ori_codebook model is implemented in VS 2008 C++ using the opencv [22] library 
functions. Modh Kharbat’s source codes [23] are used to get the Horn_OpticalFlow 
method’s detection results. The results of P.C.ICCV09 method are obtained by a vid-
eo published on the internet [24].  

In our experiments, the length of time window is set by ܶ ൌ 10; the step length for 

each window sliding is set by ΔT ൌ ଵଷ ܶ; the parameters in the unsupervised codebook 

are set by λ ൌ 8，α ൌ 0.8，β ൌ 1.2. 

 
            (a).birdfall2 sequence              (b).girl sequence 

 
         (c).monkey-dog sequence             (d).cheetah sequence 

Fig. 3. NER of each approach on four sequences 

Fig.3 shows the NER of each algorithm on four sequences. On all the four se-
quences, our model shows better NER than the other three approaches. The compari-
son with the Ori_codebook illustrates the effectiveness of images registration phase in 
our model, and the possibility of transplanting static scene detection algorithms into 
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dynamic scenes. The camera taken the birdfall2 sequence is static, while the ones 
taken the other three are moving. The NER of the Horn_OpticalFlow method is below 
0.01 on the birdfall2 but above 0.06 on the other sequences, which illustrates the limi-
tations of the Horn_OpticalFlow when it is used to handle a scene taken by a quickly 
moving camera or containing a non-rigid shape deformation object.  The data in 
Fig.3 also illustrates that our model gets good detection results both in a dynamic 
scene and in a static scene. 

4 Conclusion and Future Work  

The moving objects detection model proposed in this paper eliminates the relative 
movements between the background parts of different frames, then builds a 
background model using a unsupervised codebook model, and detects the moving 
objects in each frame precisely based on the background model. The comparasion 
with the classic codebook model illustrates the effectiveness of the images registration 
procedure on eliminating the motion of the camera, and the comparasions with the 
optical flow method and P.C.ICCV09 method illustrate the robustness and higher 
accuracy of our model.  

But there are some defects in our model. The model contains some procedures with 
a high time complexity, such as extracting the SIFT features and computing the 
homography matrixes using a RANSAC method. It is difficult to be used in a real-
time application temporarily. And exploring the speed up techniques, such as finding 
some faster image feature extraction methods and some faster way to get the 
homography matrixes, will be our future study. 
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