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Abstract. We initiate a multivariate analysis of two well-known NP-
hard decision problems on DFAs: the problem of finding a short syn-
chronizing word and that of finding a DFA on few states consistent with
a given sample of the intended language and its complement. For both
problems, we study natural parameterizations and classify them with the
tools provided by Parameterized Complexity. Somewhat surprisingly, in
both cases, rather simple FPT algorithms can be shown to be optimal,
mostly assuming the (Strong) Exponential Time Hypothesis.
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1 Introduction

Multivariate analysis of computationally hard problems [16] tries to answer the
question what actually makes a problem hard by systematically considering so-
called natural parameters that can be singled out in an instance or in some target
structure. In problems dealing with finite automata, such parameters could be
the size of the input alphabet, or the number of states. For instance, if some
hardness reduction produces or requires automata with large input alphabets,
then this proof does not reveal much if only binary input alphabets are of in-
terest. Parameterized Complexity offers tools to tell if hardness result could
be expected when fixing, say, the alphabet size. In other words, we target the
question what aspects of our problem cause it to become hard. As the possible
choices of parameters are very abundant, we consider our paper rather as the
starting point of this line of research within the theory of finite automata. Only
limited multivariate analysis research has been undertaken so far on finite au-
tomata problems, NFA minimization being one exception [5], Mealy machines
with census requirements another one [I8], offering ample ground to work on.
In this paper, we study the parameterized complexity of two problems related
to finite automata: the problem of finding a shortest synchronizing word in a
deterministic finite automaton (DFA) and that of finding the smallest DFA con-
sistent with a given sample consisting of positive and of negative examples of the
intended language. Both problems have a long history, dating back to the very
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beginning of automata theory, and both questions have found many practical
applications.

The SYNCHRONIZING WORD (SW) problem is the following one: Given a
DFA A = (S,1,96, so, F') with state set S, input alphabet I, transition function
0 : S x I — S, initial state sy and set of final states F', together with some
integer k > 0, decide if there exists a synchronizing word of length at most k
for A. Here, a synchronizing word is a string x € I* such that there exists
some state s; € S such that, for any start state s € S, §*(s,z) = s;. Hence,
a synchronizing word enables to reset an automaton to some well-defined state,
wherever it may start. Therefore, it is also known as a reset sequence and also
under many other different names. This notion and several related ones that we
are going to discuss draw their practical motivation from testing circuits and
automata, cf. [26127129].

Eppstein showed [I5] that SW is NP-complete. Later, Berlinkov proved in [4]
that the related optimization problem MIN-SW cannot belong to APX under
some complexity assumptions. Walker [33] observed that Eppstein’s reduction
not only works when starting from 3-SAT, but also when using SAT. This will
be useful for our purposes.

We show that SW is W[2]-hard when parameterized by the natural parame-
ter k. This provides an alternative proof of the mentioned NP-hardness result.
As our reduction is from HITTING SET, it also shows that MIN-SW cannot be
approximated even up to some logarithmic factor depending on the size of the
input alphabet [27/1]. This is not the same as Berlinkov’s result, as he focuses
on small alphabet sizes. It would be interesting to know if SW with parameter k
actually belongs to W[2]. Otherwise, it might be one of the few natural problems
known to be placed in higher levels of the W-hierarchy, cf. the discussions in [g].

The related combinatorial questions are nicely reported and reviewed in [29J32].
The most important question in that area is settling or disproving Cerny’s con-
jecture [7] that each t¢-state DFA that has a synchronizing word has also one of
length at most t(t;). Currently best upper bounds are of size cubic in ¢, the
record holder being [31].

As our second problem on automata, we consider the DFA CONSISTENCY
problem. Here, the input consists in an alphabet I, two finite disjoint sets of
words X, X~ C I*, and an integer t. The question is to decide if there exists
some DFA A with at most ¢ states such that X* C L(A) and X~ N L(A) = 0.
This problem was extensively studied in the area of Algorithmic Learning Theory,
especially in Grammatical Inference, as it is central to the model of Learning in
the Limit, initiated by Gold’s seminal work [21I]. As the problem was shown
to be NP-hard [2[2223] and even hard to approximate [28], several heuristics
and translations to other problems were proposed. In our context, reductions
to coloring problems seem to be most relevant, see [10]. We can underline our
approach with a quotation from [23] p. 139]: Alternative proofs of the hardness
of the consistency problem would be of help, in order to better understand what
is really hard. This can be seen as a quest for a multivariate analysis for DFA
CONSISTENCY, as we commence in this paper.
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Notice that DFA CONSISTENCY can be seen as an implementation of Oc-
cam’s razor in the sense that the shortest explanation (in terms of DFA) for the
given sample is aimed at. This principle can also lead to computationally hard
problems in the context of regular languages if only positive examples are given,
taking into account questions concerning the representability or coding of the
sample words. This kind of question was investigated in [17] from the viewpoint
of Parameterized Complexity. Clearly, the consistency problem can be also asked
for other types of automata and grammars. As long as the universal language I*
has a simple representation in the corresponding class, the consistency problem
is trivial if X~ = (). However, there are also interesting classes of languages where
this is not the case. For instance, it has been shown in [9] that this type of con-
sistency problem is W[2]-hard for a whole range of categorial grammar families.
Further Parameterized Complexity results for algorithmic learning problems can
be found in [3I3I30]. There are also not so many papers dealing with Parame-
terized Complexity classification of questions on finite automata, cf. [I8/34] in
this context.

In this extended abstract, we had to omit most of the proofs. A long version
of the paper can be obtained from the authors on request.

2 Preliminaries

A graph G = (V, E) is undirected and unweighted, with vertex set V' and edge
set E. Given a subset X C V| the subgraph of G induced by X is denoted by
G[X]. A vertex subset X is an independent set if G[X] has no edges. A partition
of V into Vi, Va,..., V. is called a proper r-coloring if G[V;] is an independent
set for 1 <7 <r.

A deterministic finite automaton (DFA) A is a tuple (S, 1,9, sg, F'), where S is
the set of states, I is the input alphabet, § : S x I — S is the transition function,
so is the initial state, and F' is the set of final states. We will use ¢t = |S|.

For an introduction to the by now well established field of Parameterized
Complexity, we refer the reader to the textbook [I4]. Here we give a short and
informal overview. A decision problem is said to be a parameterized problem if its
input can be partitioned into a main part J and a parameter P. A parameterized
problem with main input size |J| and parameter size |P| is said to be fized-
parameter tractable (FPT) if it can be solved by an algorithm with running time
O*(f(|P])), where f is a computable function depending only on P and not on
J, and the O*-notation suppresses all factors that are polynomial in |J|. Tt is
well-known that a parameterized problem is FPT if and only if it has a kernel,
meaning that there is a polynomial time algorithm that produces an equivalent
instance J' of size |J'| € O(g(|P|)), where g is again a function depending only on
P. If g is a polynomial function, then the problem is said to admit a polynomial
kernel. Whether or not a fixed-parameter tractable problem admits a polynomial
kernel is a broad subfield of Parameterized Complexity.

In the same way as NP-hardness of a decision problem indicates that we cannot
expect a polynomial time algorithm, there exists a hierarchy of complexity classes
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above FPT, and showing that a parameterized problem is hard for any of these
classes makes it unlikely to be FPT. The main classes are: FPT C WJ[1] C
W[2] C ... € W[P] C XP, where XP is the class of parameterized problems
that are solvable in time O(|J|MI”D) for some function h. Consequently, if the
problem is NP-hard when the parameter size is bounded by a constant, then it
is not even likely to belong to XP.

Next we define some well-known problems and complexity theoretical assump-
tions, which will be useful for proving hardness results and lower bounds.

Problem: r-SAT

Input: A boolean CNF formula ¢ on n variables and m clauses, where each
clause contains at most r literals.

Question: Is there a truth assignment that satisfies ¢?

If there is no bound on the number of literals that a clause can contain, then
we simply refer to the problem as SAT.

One common way to argue for the unlikeness of a subexponential algorithm
is to use the Ezponential Time Hypothesis (ETH). By the observation that each
variable is used at least once, and by the Sparsification Lemma [25], ETH can
be expanded to:

Exponential Time Hypothesis (ETH)[25]: There is a positive real s such
that 3-SAT instances on n variables and m clauses cannot be solved in time
23”(?’7/ + m)O(l).

Most useful is the following corollary: There is a real s’ > 0 such that 3-SAT
instances on m clauses cannot be solved in time 25 (n 4+ m)°™).

A slightly stronger assumption is the following one.
Strong Exponential Time Hypothesis (SETH)[25][6]: SAT cannot be
solved in time 25" (n +m)°™ for s < 1.

In order to argue for the unlikeliness of polynomial kernels we use:

Proposition 1 ([19]). SAT, parameterized by the number n of variables, does
not have a kernel that is polynomial in n unless NP C coNP /poly.

We make use of the following NP-complete problems in our reductions [I4120].

Problem: r-COLORING
Input: A graph G on n vertices and m edges.
Question: Is there a proper r-coloring of G7

Problem: HITTING SET

Input: A family F of sets over a universe i and an integer k.
Parameter: k

Question: Does there exist a set S C U such that |[S| < k and FNS # 0
for each F' € F?
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3 Shortest Synchronizing Word

We consider different parameterizations of the following problem.

Problem: SYNCHRONIZING WORD (SW)
Input: A DFA A = (S,1,0,s0, F) and an integer k.
Question: Is there a k-synchronizing word for A?

The most natural parameter is of course k. As we will show, the problem is
W{2]-hard with this parameter. We will consider other natural parameters as
well; these are t = |S| and |I|. Note that so and F are simply irrelevant for SW,
and |0] is simply ¢ times |I|. Table [l summarizes the results of this section.

Table 1. A summary of the results of this section. In addition, we show that the two
given running time upper bounds are tight in the sense that we cannot expect to solve
SW in time O*(2°®) or in time O*((|I| — €)*) for any € > 0.

Parameter Parameterized Complexity Polynomial Kernel
k W{2]-hard —
|1] NP-complete for |I| = 2 —

kand |[I| FPT with running time O*(]I|¥) Not unless NP C coNP/poly
t FPT with running time O*(2") Open

For the first hardness result, we first need the following lemma.

Lemma 2. Given a HITTING SET instance with family F and universe U, a
DFA A = (5,1,6,s0, F) can be constructed in time O(|F||U|), such that |S| =
|FI+k+1, |I| = U], and A has a k-synchronizing word iff F has a hitting set
of size k.

Theorem 3. SYNCHRONIZING WORD is W/[2]-hard, parameterized with k.

If we instead parameterize SW with |I|, we obtain that the problem is not even
in XP. For that result, we first need the following.

Proposition 4 ([15],[33]). Given a SAT formula ¢ with n variables and m
clauses, a DFA A = (S,1,6,s0, F) can be constructed in O(nm) time, such that
|S|=nm+m+1, |I| =2, and A has an n-synchronizing word if and only if ¢
has a satisfying truth assignment.

Theorem 5. SYNCHRONIZING WORD is NP-complete when |I| = 2.

As neither parameter k nor parameter |I| is useful for fixed-parameter tractabil-
ity, a natural next step is to use both k and |I| as a combined parameter.

Theorem 6. SYNCHRONIZING WORD is FPT when parameterized with |I| and
k; it can be solved in time O*(|I|¥).



280 H. Fernau, P. Heggernes, and Y. Villanger

The above result is straight-forward, and one could hope for an improvement or a
polynomial kernel for SW when parameterized with both k and |I|. Interestingly,
no such improvement seems likely, as we show next.

Lemma 7. Given a CNF formula ¢ with n variables and m clauses, a DFA
A= (S,1,6,s0, F) can be constructed in O(nm) time, such that |S| =n+m+1,
|[I| = 2n, and A has an n-synchronizing word if and only if ¢ is satisfiable.

Proof. Let V.= {z1,...,2,} be a set of variables in ¢. Let C' = {c1,...,¢cm}
be the set of clauses in ¢. We assume, w.l.o.g., that no variable occurs twice
in any clause. The alphabet I contains 2n symbols z; and z; for 1 < ¢ < n,
corresponding to the literals in the formula. We have the following n + m + 1
states:

Variable states ¢;, 1 <i < n; clause states ¢; , 1 < j < m; one sink state s.
The transitions are as follows:

L. 0(qi, i) = 6(¢i, i) = Giv1, With gny1 = 85 6(qs, 75) = 8(¢i, z;) = ¢; if j # i.
2. 6(cj,1) = ¢; for literal 1 if I ¢ ¢;. 6(cj,1) = s for literal [ if | € ¢;.
3. §(s,1) = s for any literal [.

Notice that, as there are no transitions leading from the sink state to any other
state, the state in which the synchronizing word (if it exists) must end is clear,
it must be s. Any synchronizing word must be of length at least n as this is the
length of the shortest path from ¢ to s. More precisely, any synchronizing word
must be of the form described by the following regular expression:

(z1Uz) T (2 Um)T (2 Uzy) T (m Uz Uzg Uma U=+ - Uz, Umy,)™.

This word should reflect the variable assignment. Namely, if there is a synchro-
nizing word o = [y - - - [,, of length n, then we can read off a variable assignment
$:V — {0,1} as follows:

N o 1, ifli:l‘i
@(xz){o, if li:.’IIZ‘

As o leads into s in particular for each state c;, this means that each clause c;
is satisfied by construction. The converse is similarly seen. O

Theorem 8. SYNCHRONIZING WORD cannot be solved in time O*(2°)) unless
ETH fails.

Proof. We start by using Lemma [7l to reduce a 3-SAT instance on n variables
and m clauses to a SW instance (A = (S,1,0,s0, F), k) where t = n+m + 1,
|[I| = 2n, and k = n. If an algorithm existed that solved any SW instance in
0*(2°®), then it would also solve 3-SAT in O*(2°("*™)) time, contradicting
ETH. O

Theorem 9. SYNCHRONIZING WORD does not have a polynomial kernel when
parameterized with both k and |I| unless NP C coNP /poly.
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Proof. By Proposition @ any CNF formula can be reduced to a SW instance
(A = (S,1,0,50, F), k) with |I| = 2 and k = n. If there existed a polynomial
algorithm that produced an equivalent instance of size polynomial in k, |I|, this
would mean that the number of states is reduced. As SW is NP-complete, there
exists a polynomial time reduction back to a CNF formula with n’ variables
and m’ clauses where n’ + m/ is polynomial in k, |I|. This would imply that the
number of clauses in this new CNF formula is bounded by a polynomial in n,
and it is thus a polynomial kernel for SAT when parameterized by the number
of variables n. By Proposition [ this implies that NP C coN P/poly. O

Finally we turn our attention to parameter t. Again, there is a straight-forward
FPT algorithm which is best possible.

Theorem 10 ([29]). SYNCHRONIZING WORD is FPT when parameterized with
t; it can be solved in time O*(2%).

Theorem 11. SYNCHRONIZING WORD cannot be solved in time O*((|I| — €)¥)
for any € > 0 unless SETH fails.

Table 2. The table summarizes the results of this section. In addition we show that
the parameter combination (¢, |I|) does not admit a polynomial kernel.

Parameter Parameterized Complexity Running time lower bound
t NP-complete for t = 2 -
L NP-complete for ¢ =2 -
|1] NP-complete for |I| =2 -
c Open -
(4 NP-complete for t¢£ = 6
t,|I|  FPT, running time O*(¢t!!'1) No O*(t°*11D)-time algorlthm under ETH
t,c Open -

t,c,f  FPT, running time O*(t°Y) No O*(t°(*Y))-time algorithm under ETH

4 DFA Consistency

In this section, we consider various parameterizations of the following problem:

Problem: DFA CONSISTENCY
Input: An alphabet I, two finite disjoint sets X, X~ C I'*, and an integer ¢
Question: Is there a DFA A with at most ¢ states such that X is accepted
by A and X~ is rejected by A?

The natural parameters we work with here are the number of states ¢ in the
target DFA, the alphabet size |I|, the number of words ¢ = | X U X |, and the
maximum length ¢ of any of the words in X TUX ~, i.e., max{|o| | c € XTUX}.
The results of this section are summarized in Table 2l Notice that for the special
case where ¢ = 2 this problem is called the SEPARATING WORD PROBLEM (for
DFA), a recent overview can be found in [12].
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Lemma 12. Given a CNF formula ¢ with n variables and m clauses, an in-
stance of the DFA CONSISTENCY problem can be constructed in time O(nm),
where t =2, |I| =3n+1, £ = 2n, and ¢ = 6n+ m + 3, such that there is a DFA
on these parameters that distinguishes X and X~ iff © is satisfiable.

A similar statement was shown by D. Angluin in 1989, but never published.

Lemma 13. Let G = (V, E) on n wvertices and m edges be an instance of 3-
COLORING. Then an instance of DFA CONSISTENCY can be constructed in time
O(n+m), where t =3, [I| =n+m, £ =2, c = 2m, and such that there exists
a DFA on these parameters that distinguishes X+ and X~ iff G is 3-colorable.

Proof. Let us first construct the DFA CONSISTENCY instance and then argue
that it is a YES instance if and only if the 3-COLORING instance is a YES
instance. We start by setting ¢ = 3 and I = V U E, which leaves the definition
of XT and X~. Let vy,...,v, be an arbitrary numbering of the vertices in V.
The sets of words X and X~ are now constructed as follows:

— X+:{’l}i6‘€:UinEEai<j};
— X—:{Uje‘6=U¢Uj€E7i<j}'

This completes the construction of the DFA CONSISTENCY instance.

Let us now argue for the equivalence of the two instances. For the first direc-
tion we assume that there exists a DFA A = (5,1, 4, so, F') on three states and
alphabet I = V U E that accept X and rejects X . Let sg, 51, s2 be the states
of A and let v; be contained in V; for 0 < ¢ < 2 if §(s1,v;) = s4. This gives us
a partitioning Vp, Vi1, Vo of V. Our objective will now be to argue that V; is an
independent set in G for 0 < ¢ < 2. On the contrary, let e = v;v; € E where
i < j be an edge such that v;,v; € V,. From the construction of X* and X~
it is clear that set X' contains word v;e and set X~ contains v,je. As the only
difference between these two words is the first symbol and one word is accepted
and the other one is rejected, it is clear that different states are reached by read-
ing v; and v; from the start state so. Thus, either v; or v; is not contained in V,
and the contradiction is obtained.

For the second direction assume that there is a partitioning Vg, Vi, Vo of V'
such that V; is an independent set for 0 < ¢ < 2. Name the three states sg, 51, 52
and let sg be the start state and s; the only accepting state. Function § is now
defined as follows:

1. d(s1,vi) = sq, for v; € V, where 0 < ¢ < 2;
2. §(sq,vv5) =s1 for 0 < g <2andi<yj;
3. 6(sq,vv5) = s2 for 0 < g <2 andi > j;

It is not hard to verify that all words in X are accepted and all words in X~
are rejected. a

Lemma 14. (also see [23]) Given a CNF formula ¢ with n variables and m
clauses, an instance of the DFA CONSISTENCY problem can be constructed in
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time O((n+m)?), where t =n+m+1, |I| =2, L =m+n, and ¢ = 5m+n+4,
such that there exists a DFA on these parameters that distinguishes X+ and X~
iff ¢ is satisfiable.

Theorem 15. DFA CONSISTENCY cannot be solved in time O* (t°D) unless
ETH fails.

Proof. Through the standard reduction from 3-SAT to 3-COLORING it follows
that that 3-COLORING instance on n vertices and m edges can not be solved in
time O*(2°("*™)) unless ETH fails.

By the reduction of Lemma we get an instance of DFA CONSISTENCY
where t = 3, |[I| =n+m,£ = 2, and ¢ = 2m. Any algorithm for DFA CoNSsIs-
TENCY solving it in O*(t°(1D) time will also solve 3-COLORING in O*(2°(n+m))
and ETH will fail. O

Theorem 16. DFA CONSISTENCY does not have a polynomial kernel when pa-
rameterized with both t and |I| unless NP C coNP /poly.

Proof. By Lemma any CNF formula can be reduced to a a DFA CONsIs-
TENCY instance where ¢t = 2, |[I| = 3n+1,¢ = 2n, and ¢ = 6n+ m + 3
in polynomial time. If there existed a polynomial algorithm that produced an
equivalent instance of size polynomial in ¢, |I|, this would mean that the number
of words in XT U X~ is reduced. As DFA CONSISTENCY is NP-complete, there
exists a polynomial time reduction back to a SAT instance with n’ variables
and m’ clauses where n’ + m’ is polynomial in ¢, |I|. This would imply that the
number of clauses in this CNF formula is bounded by a polynomial in n, and
it is thus a polynomial kernel for SAT when parameterized by the number of
variables. By Proposition [[] this implies that NP C coN P/poly. O

Next we turn to parameter combination (¢, ¢, £), which again gives a trivial FPT
algorithm whose running time seems unlikely to be improvable.

Theorem 17. DFA CONSISTENCY is FPT when parameterized with t, ¢, and
¢; it can be solved in time O*(t°°).

Theorem 18. DFA CONSISTENCY cannot be solved in time O*(t°°)) unless
ETH fails.

Proof. Through the standard reduction from 3-SAT to 3-COLORING it follows
that that 3-COLORING instance on n vertices and m edges can not be solved in
time O*(2°("+™)) unless ETH fails. By the reduction of Lemma [3 we get an
instance of the DFA CONSISTENCY problem where ¢t = 3,|I| = n + m,{ = 2,
and ¢ = 2m. Any algorithm for the DFA CONSISTENCY problem solving the
problem in O*(t°(¢9)) time will also solve the 3-COLORING problem in O*(2°("))
and ETH will fail. O

We end this section by turning our attention to parameter ¢. Could it be that
DFA CoONSISTENCY is NP-hard when ¢ = 2 and c is bounded by a constant? We
are able to answer this question partially with the below positive result.

Theorem 19. DFA CONSISTENCY can be solved in polynomial time when t = 2
and ¢ = 2.
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Table 3. A summary of the results on Q-SYNCHRONIZING WORD

Parameter Parameterized Complexity
t FPT with running time O*(2")
| PSPACE-complete for || = 2
k W{2]-hard

kand |I| FPT with running time O*(|I|*)

|Q| and k W{1]-hard

|Q| and |1 W/t]-hard for all ¢

5 Other Related Problems

The two core problems we investigated so far have quite a number of interesting
variants for which several of our results carry over. We focus on SW-variants,
often computationally harder than SW.

Based on the assumption that some partial information on the current state of
a DFA might be known, formalized by a set of states @), the Q-SYNCHRONIZING
WORD (Q-SW) problem was introduced. In this problem we are only interested
in finding a word z, |z| < k, that synchronizes all states from Q, i.e., |6*(Q, z)| =
1. From [34] and the reduction from DFA INTERSECTION NONEMPTINESS given
in [29] that shows PSPACE-hardness of this problem, we can immediately de-
duce the last two rows of Table Bl The only technical problem is that in the
parameterized analogue DFA INTERSECTION, the length parameter m is an ex-
act bound, while the length parameter k is an upper bound. However, by adding
a sequence of m “new” states starting from some @-state sy, we can enforce
the constructed DFA to have a word of length at least m + 1 as its shortest
Q-synchronizing word. The reduction given in [29] will increase the word length
by one.

Our parameterized complexity results for parameters ¢, |I|, and k transfer
from SYNCHRONIZING WORD to this more general setting. Table [B] summarizes
our results.

We also considered related problems on Mealy machines. For reasons of space,
we only mention that finding short homing sequences leads to complexity results
similar to synchronizing words, while finding short distinguishing sequences is
more complex, simmilar to @-synchronizing words.

6 Conclusion and Questions for Future Research

With this paper, we started some first steps in the multivariate analysis of several
DFA (and Mealy machine) problems. Several questions emerge.

— Does SYNCHRONIZING WORD have a polynomial kernel with parameter ¢?
— Is DFA CoNSISTENCY FPT when parameterized with ¢ or with ¢ and ¢7
— Does DFA CONSISTENCY have a polynomial kernel with parameter (¢, c, £)?
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— There are other natural variants of DFA CONSISTENCY. Angluin showed [2]

that REGULAR EXPRESSION CONSISTENCY is even hard for regular expres-
sions of a very simple structure, without any nested Kleene stars, which sits
very low in the famous star height hierarchy, see [I1]. In view of the fact
that for many applications, regular expressions are considered as important
as DFAs, this could give an interesting line of research.

What could be further natural parameters for problems on regular languages?
Discovering these as possible sources of hardness could be a very fruitful
line of research for both problem classes that we considered in this paper.
Thoughts from the classical theory of Formal Languages could become very
helpful, for instance, from Descriptional Complexity [24].
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