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ERP Future 2012

Felix Piazolo and Michael Felderer

Abstract This is the introduction of the ERP Future 2012 Research Conference
proceedings. It provides a short motivation and an overview of the topics covered
by the conference.

Todays distributed business processes cannot be managed efficiently without the
use of information technology. In particular, enterprise resource planning (ERP)
systems have significantly increased the profitability, productivity and competi-
tiveness of corporations by removing the barriers to sharing information between
functional areas and managing processes holistically. The key driver for this
productivity and efficiency is the ability of modern ERP systems to manage
business processes from beginning to end in an integrated, consistent and highly
effective manner. But ERP systems are very complex information systems and the
business as well as the technical environment is steadily evolving. Therefore
innovations in business and IT resulting in suitable implementations have to be
developed, adopted and evaluated to profit from the benefits of ERP systems
permanently. According to the customer needs and influences of the rapidly
changing business and technological environment the paradigm for ERP systems
in general will change in the future.

Actual trends in ERP include without limitation software as a service (SaaS),
cloud services in general, mobile solutions, ERP for small and medium sized
enterprises (SME), open source and freeware solutions, e-learning support, social
media integration, efficient and effective quality management and planning
methods as well as techniques and criteria for the selection and evaluation process.
The decision whether and how to take these trends into account has to be sup-
ported by scientifically evaluated studies. To provide a realistic result, such studies

F. Piazolo (&) � M. Felderer
University of Innsbruck, Innsbruck, Austria
e-mail: felix.piazolo@uibk.ac.at

M. Felderer
e-mail: michael.felderer@uibk.ac.at

F. Piazolo and M. Felderer (eds.), Innovation and Future of Enterprise
Information Systems, Lecture Notes in Information Systems and Organisation 4,
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have to consider business and IT aspects. For instance, software as a service, i.e.
on-demand software hosted on the cloud, comprises business challenges like total
cost of ownership or ERP for SME as well as technical challenges like application
integration or IT-security.

The ERP Future 2012 Research conference is a platform for research in ERP
systems and closely related topics like business processes, business intelligence,
and enterprise information systems in general. To master the challenges of ERP
comprehensively, the ERP Future 2012 Research conference accepted contribu-
tions with a business as well as an IT focus to consider enterprise resource
planning from various viewpoints. This combination of business and IT aspects is
a unique characteristic of the conference that resulted in several valuable contri-
butions with high practical impact. Revised versions of these conference contri-
butions are collected in the present proceedings of the ERP Future 2012 Research
conference entitled ‘‘Innovation and Future of Enterprise Information Systems’’.

A critical outlook regarding the future of ERP is given by the initial keynote
speaker [1]. Two contribution related to keynotes discuss on how ERP systems and
Lean Management methods fit together [2] and the challenges and potentials for
organizations realized by Social Content Management Systems (SCMS) [3].

Understanding critical factors for successful implementation of ERP systems is
essential for organizations. On the one hand, critical success factors of SaaS in
SME are investigated [4]. On the other hand, critical success factors of imple-
mentation projects in U.S. federal offices are analyzed by a survey [5]. Addi-
tionally it is investigated, whether predefined ERP implementation methodology
works for public companies in transitioning countries [6] and how cross-functional
collaboration influences ERP benefits in ERP post-implementation integration
projects [7].

Innovative business concepts require suitable implementations in ERP systems.
In this context, the consideration of supply uncertainty of renewable resources in
the basic data structures of ERP systems [8] as well as total budgeting and the
interactive budget warehouse are presented [9].

ERP planning requirements are looked at by two contributions. One addresses
the ERP planning garbage and how to prevent it in the manufacturing industry
[10], and the other evaluates the need of semantic verification in planning
requirements in general [11].

For taking the business perspective in testing ERP systems into account value-
based requirements coverage [12] and a cost-benefit analysis for automated testing
of ERP GUIs are proposed [13]. Additionally, one contribution presents a quality
analysis procedure for request data of ERP systems that is applied in an industrial
case study [14].

As SaaS is a major trend influencing the ERP market the analysis pattern for the
transformation of ERP system landscapes by SaaS [15] and the customization of
on-demand ERP software for SMEs [16] are discussed. To manage business
processes, one contribution presents a platform for mobile, distributed workflow
enactment services [17].

2 F. Piazolo and M. Felderer



Looking at the human interaction with ERP systems, it is evaluated based on
user perceptions whether a browser-based or a dedicated ERP client is needed [18]
and what the critical success factors for e-learning as an end-user training method
are [19].

Finally, to what extent ERP is utilized and suitable for decision making is also
presented [20].

We thank all authors for their contributions. We hope that the contributions are
interesting for the reader and valuable for the scientific community as well as for
industrial application.

Special thanks go to Kerstin Fink, rector of the Salzburg University of Applied
Sciences, and her team for their commitment and cooperativeness to host the ERP
Future 2012 Research conference, Kurt Promberger and Christoph Weiss for
initializing the ERP Future Business conferences in 2009, Ruth Breu for sup-
porting the set-up of the first ERP Future Research conference, Comarch, Comarch
Innovation Lab (CIL) and SIS Consulting as premium sponsors and last but not
least all members of the ERP Future 2012 team who enabled us to organize such a
very successful and valuable conference.

Thank you,
Felix Piazolo, Michael Felderer
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6. Kraljić, A., Delismajlović, D., Kraljić, T.: Does predefined ERP implementation
methodology work for public companies in transitioning country? In: Piazolo, F., Felderer,

ERP Future 2012 3



M. (eds.) Innovation and Future of Enterprise Information Systems. ERP Future 2012
Research Conference Proceedings. Lecture Notes in Information Systems and Organisation,
vol. 2, pp. 71–86. Springer, Berlin, Heidelberg (2013)

7. Rich, D., Dibbern, J.: A team-oriented investigation of ERP post-implementation integration
projects: how cross-functional collaboration influences ERP benefits. In: Piazolo, F.,
Felderer, M. (eds.) Innovation and Future of Enterprise Information Systems. ERP Future
2012 Research Conference Proceedings. Lecture Notes in Information Systems and
Organisation, vol. 2, pp. 87–100. Springer, Berlin, Heidelberg (2013)

8. Friedemann, S., Schumann, M.: How to consider supply uncertainty of renewable resources in
the basic data structures of ERP-systems. In: Piazolo, F., Felderer, M. (eds.) Innovation and
Future of Enterprise Information Systems. ERP Future 2012 Research Conference Proceedings.
Lecture Notes in Information Systems and Organisation, vol. 2, pp. 103–113. Springer, Berlin,
Heidelberg (2013)

9. Draheim, D.: Towards total budgeting and the interactive budget warehouse. In: Piazolo, F.,
Felderer, M. (eds.) Innovation and Future of Enterprise Information Systems. ERP Future
2012 Research Conference Proceedings. Lecture Notes in Information Systems and
Organisation, vol. 2, pp. 115–127. Springer, Berlin, Heidelberg (2013)

10. Haberlandt, K.: ERP-Planning garbage—realizing and preventing. In: Piazolo, F., Felderer,
M. (eds.) Innovation and future of enterprise information systems. ERP Future 2012 Research
Conference Proceedings. Lecture Notes in Information Systems and Organisation, vol. 2,
pp. 131–139. Springer, Berlin, Heidelberg (2013)

11. Bollen P (2013) Enterprise Resource Planning Requirements Process: The need for Semantic
Verification. In: Piazolo, F., Felderer, M. (eds.) Innovation and Future of Enterprise
Information Systems. ERP Future 2012 Research Conference Proceedings. Lecture Notes in
Information Systems and Organisation, vol. 2, pp. 143–151. Springer, Berlin, Heidelberg
(2013)

12. Ramler, R., Kopetzky, T., Platz, W. A business view on testing ERP systems with value-based
requirements coverage. In: Piazolo, F., Felderer, M. (eds.) Innovation and Future of Enterprise
Information Systems. ERP Future 2012 Research Conference Proceedings. Lecture Notes in
Information Systems and Organisation, vol. 2, pp. 153–168. Springer, Berlin, Heidelberg
(2013)

13. Keckeis, J., et al.: Automated testing of ERP GUI—a cost-benefit analysis. In: Piazolo, F.,
Felderer, M. (eds.) Innovation and Future of Enterprise Information Systems. ERP Future
2012 Research Conference Proceedings. Lecture Notes in Information Systems and
Organisation, vol. 2, pp. 171–182. Springer, Berlin, Heidelberg, (2013)

14. Felderer, M., et al.: A quality analysis procedure for request data of ERP systems. In: Piazolo,
F., Felderer, M. (eds.) Innovation and Future of Enterprise Information Systems. ERP Future
2012 Research Conference Proceedings. Lecture Notes in Information Systems and
Organisation, vol. 2, pp. 183–198. Springer, Berlin, Heidelberg (2013)

15. Porkert, K., Sutton, H.: Analysis pattern for the transformation of ERP system landscapes by
SaaS. In: Piazolo, F., Felderer, M. (eds.) Innovation and Future of Enterprise Information
Systems. ERP Future 2012 Research Conference Proceedings. Lecture Notes in Information
Systems and Organisation, vol 2, pp. 201–215. Springer, Berlin, Heidelberg (2013)

16. Kurbel, K., Nowak, D.: Customization of On-demand ERP software using SAP business by
design as an example. In: Piazolo, F., Felderer, M. (eds.) Innovation and Future of Enterprise
Information Systems. ERP Future 2012 Research Conference Proceedings. Lecture Notes in
Information Systems and Organisation, vol. 2, pp. 219–234. Springer, Berlin, Heidelberg
(2013)

17. Auer, D., et al.: Towards a framework and platform for mobile, distributed workflow
enactment services. In: Piazolo, F., Felderer, M. (eds.) Innovation and Future of Enterprise
Information Systems. ERP Future 2012 Research Conference Proceedings. Lecture Notes in
Information Systems and Organisation, vol. 2, pp. 235–249. Springer, Berlin, Heidelberg
(2013)

4 F. Piazolo and M. Felderer



18. Leyh, C., Heger, W.: ERP clients: browser-based or dedicated—do we need both?—an
evaluation based on user perceptions. In: Piazolo, F., Felderer, M. (eds.) Innovation and
Future of Enterprise Information Systems. ERP Future 2012 Research Conference
Proceedings. Lecture Notes in Information Systems and Organisation, vol. 2, pp. 253–269.
Springer, Berlin, Heidelberg (2013)

19. Paa, L., Ates, N.: Critical success factors of e-learning scenarios for ERP end-user training.
In: Piazolo, F., Felderer, M. (eds.) Innovation and Future of Enterprise Information Systems.
ERP Future 2012 Research Conference Proceedings. Lecture Notes in Information Systems
and Organisation, vol. 2, pp. 271–286. Springer, Berlin, Heidelberg (2013)

20. Bahrami, B., Jordan, E.: Utilizing enterprise resource planning in decision-making Processes.
In: Piazolo, F., Felderer, M. (eds.) Innovation and Future of Enterprise Information Systems.
ERP Future 2012 Research Conference Proceedings. Lecture Notes in Information Systems
and Organisation, vol. 2, pp. 289–297. Springer, Berlin, Heidelberg (2013)

ERP Future 2012 5



Part I
ERP Future



The Future of ERP: A Critical Outlook

Helmut Guembel

Abstract This is a short and critical outlook regarding the future of ERP systems
given by the keynote speaker of the ERP Future 2012 Research conference.

Enterprise Resource Planning software is the standard commercial software
backbone in enterprises, many financial services companies and even in govern-
ment agencies, including defense organizations. It has developed over decades and
has been around since about 1990. Since then, it has expanded considerably in
functionality. Today, organizations using ERP find themselves allocating an ever
increasing portion of their IT-budget.

This is accompanied by a strong sense of disillusionment as most of the original
expectations have not been met. The once so attractive integration has grown quite
uneven in quality and plans to roll out all available functionality globally have
been either curtailed or tacitly shelved. In particular, the leading ERP vendors have
been very successful in achieving customer lock-in as the costs for switching to
other solutions is prohibitively high. Due to the common practice of precluding
partial cancellations of maintenance agreements, customers cannot easily migrate
function-by-function to a better fitting solution. In some cases, customers are
paying for thousands of users that once existed but are no longer required due to
organizational changes. This has caused them to think harder when buying ERP
software—but by no means hard enough. ERP vendors find new ways to sell
additional and often unnecessary software and they really have become good at it.

Well protected by this situation, ERP vendors seek to leverage the situation.
Under the pressure of their investors who pride themselves with having achieved
maintenance income margins around or exceeding the 90 % level, they have
grown into huge organizations with painfully low productivity levels. Huge
development budgets have created dozens of mediocre extensions that permeated
the installed base in a snail’s pace. While the ERP customers were reluctant to
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spend millions migrating to newer versions without any positive effect to their own
bottom line, the vendors found themselves having lost contact with their installed
base. The newer products often required updating to the latest ERP base product
version before a customer could install them.

Sustainability was and is not part of the vendors’ agenda. With enormous
creativity, they found new ways to make their customers buy add-ons regardless of
their ability to install and use them productively. Products that sit on the shelf
create maintenance revenue without burdening the vendor as products that are not
installed will not break.

In the longer run, however, this is likely to harm both ERP customers and ERP
vendors. The customers lose their ability to innovate for a number of reasons:

• Their budgets are increasingly confined to software that is not used.
• The architecture of the ERP products is both antiquated and hard to understand

making extensions of any kind difficult.
• The ERP software, once viewed as a business enabler, causes enterprises to

adapt to newer market scenarios slowly.

The ERP vendors, on the other hand, face new competition and are increasingly
exposed to plans of line of business managers that do not primarily focus on ERP.
They rather fancy pursuing their own route to what they believe is emancipation
from the limitations imposed by the ERP behemoth. It is a clear repeat of what
happened when mainframes started to vanish and departmental computing became
a key trend. Cloud computing, mobile applications, and, in some cases, even Open
Source offerings challenge the incumbent vendors. They find it difficult to leave
their lucrative business models behind. This, however, is a key pre-requisite for
their own transformation into a next generation vendor.

In the interim, they aim at achieving this transformation on a cosmetic level.
Through acquisitions they increase both their functional footprint and market
share. Cleverly working some impressive key performance indicators, they try to
convey the impression that they have a leading position in every respect. In actual
fact, it is the stable core ERP business that creates 80 % of their revenue with the
new business contributing much less. It remains to be seen if the incumbent
vendors will continue to prevail or if they will be replaced by new and more agile
players who neither want to be in their footsteps nor believe in the once so
promising tight integration from a single source—a paradigm that the big vendors
themselves can no longer deliver on.

The current ‘‘sea of tranquility’’ may be challenged in the near future. The
advent of machine to machine (M2M) communication capabilities can easily
increase transaction volumes by orders of magnitude. Data volume will explode
and transaction networks will emerge. Both Oracle and SAP have understood the
impact on data management and preparing themselves to take advantage of ‘‘Big
Data’’ even though there are still only a few projects. Financial analysts have
bought the story and SAP’s stock has climbed to new all-time record levels.

While this certainly will influence the whole ERP market in a great way, it will
not unfold overnight. Nor will the effect reach all industries and market segments
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at the same time. It will, however, quite likely put up as many challenges for the
incumbent vendors as it creates opportunities. It is hard to see the kind of domi-
nance recurring that we have experienced in the ERP market as we know it for the
very reason that these transaction networks cannot be dominated by a few vendors.
They are much more volatile and we are heading towards increased requirements
for openness and interconnectivity. There is no room for the lock-in that we see
today.

There are a few requirements that have been stubbornly ignored by the ERP
industry. They will become increasingly important in the dawning age of the
Internet of things. One is the possibility to scale back maintenance agreements or
to replace them altogether by maintenance on demand models. Another require-
ment is to provide management tools for distributed processes. New requirements
in the governance area will cause users to install tools to manage these that are
application independent. The user empowerment caused by a plethora of smart
devices will create a new breed of ERP users. As the current philosophy of the
leading ERP products has its roots in the pre-Internet era, we can sense the
approach of a turning point. ERP will not survive as the holy grail of its protag-
onists hoping for an ERPIII. It rather may quite likely emerge in a quite different
guise—this time a lot closer to a ‘‘best of breed’’ approach.

Haven’t we made good progress with application integration recently?
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Lean ERP: How ERP Systems and Lean
Management Fit Together

Martin Adam, Johannes Keckeis, Peter Kostenzer
and Heiner Klepzig

Abstract Lean Management and ERP systems are seen as contradicting each
other. Lean Management goes for low cost automation, simplicity and high visi-
bility of information flow whereas ERP systems might become complex and in-
transparent. This article outlines a research project that combines pros of both.
This is called Lean ERP. First results of a study showed that it really is a niche
market while a surprisingly high number of ERP providers already offer Lean
support in their software.

1 Introduction

1.1 Lean Management and its Cons

Lean Management has its origin in the Toyota Production System (TPS). TPS is a
management philosophy that includes the entire organization—people, culture,
processes. Its first elements go back to the 19200s and were meant to fix cost
problems when Toyota was still a loom company. Further elements were devel-
oped by Taiichi Ohno to cope with new challenges concerning flexibility in the
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1950’s. Low costs, high flexibility and quality lead to profitability which is the
ultimate goal of TPS. Costs are reduced by eliminating waste, demand-driven
planning and balanced processes. Small batch sizes reduce lead time and drive
flexibility. Enabling employees and customer orientation helps to reach quality [1].
‘‘Lean Management’’ as a term was introduced by Womack et al. [2] in the 1990’s
after having studied the TPS.

Lean Management nowadays is widely applied in the automotive industry. It
also became popular in other industries, even in services. New terms like Lean
Accounting, Lean Office or Lean IT demonstrate its popularity. Nevertheless, cons
were expressed that will be discussed in the following [3]. As excessive inventory
raises costs and huge batch sizes lowers flexibility, Lean Management goes for
short planning horizons and produces only according to customer demand. By
nature Lean is reaction-based as it does not consider forecast. Lean is more tactical
and job-floor oriented than strategic. This might be a problem for companies with
long production cycles or for companies that rely on high demand components
with long order lead times.

Ideally, production is balanced and the product flows without interruption from
one step to the other. If cycle times of the process steps vary too much, balancing
is not possible and Kanban signals are used to pull from downstream. The most
downstream process step triggers the entire production line. This simplifies
planning a lot as only one step in the entire production lines needs to be scheduled.
As Supply Chain Management becomes more integrated, critics argue that phys-
ical Kanban signals cannot move out of the plant to suppliers. This might also be a
problem in case of multisite companies.

Data handling engenders criticism as well. A core element in Lean is Visual
Management. Current performance data are displayed on the job floor to every-
body. Employees and management see at a glance if the process is in or out of
control. Correction actions can be taken immediately. Therefore current perfor-
mance data are needed. Critics argue that without adequate IT support, data
gathering, formatting and displaying might become exhaustive and lead to errors.

1.2 ERP Systems and its Cons

Similar to Lean Management, ‘‘Enterprise Resource Planning Systems’’ (ERP)
also face its challenges. ERP started from simple Material Requirements Planning
Systems (MRP) and moved into all aspects of a company including its relationship
with suppliers and customers. Functionality steadily grows and with it ERP are
getting complex. Visibility of processes gets lost.

ERP provide workflows for business processes that are often best practice. On
the one hand, companies may reach a better level of process support by imple-
menting ERP. On the other hand, this promotes inflexibility as the processes are
primarily hard coded and modification is mostly limited by the companies to a
minimum in order to avoid additional costs.
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One big advantage of ERP is data handling. All relevant data are inside the ERP
database. Decomposing bills of material, analyzing component order lead times,
calculating tact, timing and sequencing orders is done automatically. On the other
hand, data are often average and variation is not considered. Job floor scheduling
ignores real demand and central steering does not react properly to unplanned
incidents like broken die.

1.3 Lean Management Versus ERP Systems

Lean Management and high cost automation are often seen as contradictory [4].
This also applies to IT support. Lean advocates argue that IT leads to intrans-
parency of the process flow as visibility is lost. Job floor employees no longer see
the information flow. They cannot react immediately if something happens, like
postponing material replenishment due to longer change over times, as everything
is preplanned and steered centrally by computers in large scale. In that case, IT
diminishes the problem solving ability of a single worker just where continuous
improvement is essential to Lean. Companies often move towards Lean Man-
agement as a response to the complexities and intransparency brought in by IT. So,
typically, the Lean advocates resist using IT until lean principles are implemented
manually [5].

Nevertheless, IT systems are heavily used in most of the companies. So,
whenever, a company moves toward Lean Management, and as we have noticed, a
growing number of companies does this, there are always discussions of pros and
cons of ERP. Sometimes they follow more the ideological path than the rational.
Sometimes simple questions occur like, how much ‘‘pull’’ is needed? Do we still
need our push signals from ERP or do we rely purely on paper based pull signals
from downstream? Shall we skip forecasting and rely entirely on current demand?
These are the kind of questions that laid the ground for the following research.

1.4 Lean Management and ERP Systems

Having highlighted some of the challenges that Lean Management and ERP face
today, we argue that both complement each other well. As discussed before, Lean
Management has its pros in demand driveness and its short comings in forecasting
and coping with long ordering lead times. As far as ERP is concerned it is not able
to handle unplanned situations on the job floor. Combining both ERP forecasting
functions, including decompositions of complex bills of material with Lean pull
job scheduling might help [6].

One main reason why ERP is implemented is accurate real time reporting. This
is exactly what Lean needs for its continuous improvement principle: accurate data
of current performance with high visibility to those who are concerned. Without a
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single database, dedicated data entry points and analyzing and displaying functions
as it is offered by ERP and Business Intelligence systems this might become time
consuming and error prone. ERP can make these processes less labor intensive and
provide visibility to performance, error handling, job status and inventory more
easily [7].

So this is what we call Lean ERP: ERP systems that support Lean principles.

2 Spread of Lean ERP

In a recent study conducted by the University of Applied Science in Kufstein/Tyrol
21 out of 35 ERP software producers reported that their systems offered some sort
of Lean Management support. These functions have been developed in the last
2–4 years in most cases. Consequently, supporting Lean principles within ERP are
quite a new phenomenon. Software producers that are new in business and those
that are well-established offer more Lean support than others. The new and small
companies often built their ERP on the base of Lean principles and found a new
niche. Whereas the established ones, like SAP, Oracle or Infor, augmented their
existing wide range of functionalities with Lean support.

Whether an ERP system has implemented Lean functions or not also depends
on the industry, e.g. ERP for the construction branch have less Lean support. The
more international the users of an ERP system are, the more they use ERP with
Lean functionalities. ERP support Lean principles mainly in their material man-
agement, production and sales modules. This is not surprising, as this is where
Lean comes from and where Lean is mostly applied. Interestingly most of the ERP
producers do not plan to further develop into Lean as customer demand is low.

This leads us to the second part of the study. Although many software providers
offer Lean functionalities in their systems only 4 out of 80 companies within our
study are using them. This means that it is really a niche market. As stated above,
Lean advocates are ambiguous about IT support, this has also be proven in the
study: companies who go for Lean do not automatically use Lean ERP. They often
modify functionalities in their classical ERP systems and they don’t buy specific
Lean ERP software. On the other hand, if an ERP system offers Lean support,
companies are likely to use them. The use of Lean ERP systems depends of the
size of the company, showing that mid-size companies are more ahead than small
or large ones.

3 Areas of Research in Lean ERP

We found that Lean Management and ERP systems is not a question of one or the
other but that they might fit together. We have identified fives areas of interest for
further research (see Fig. 1).
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A first comparison of the Toyota Production System and a modern ERP system
showed the following differences (see Fig. 2).
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The comparison shows that modern ERP systems follow a philosophy that
emphasizes on large-scale production and full load of machinery. This is contrary
to the Lean principles.

4 Conclusion and Further Research

In this paper we have outlined that Lean Management and ERP systems are seen as
contradicting each other. On the one hand, modern ERP systems implemented a
production system that focuses more on equipment efficiency than on demand
flexibility. On the other hand, Lean advocates have their doubts about the in-
transparency and complexity of fully IT-automated processes. Nevertheless, most
of the companies have implemented ERP systems in order to overcome some of
the cons of Lean Management. This is the motivation of a research project which
looks for opportunities to combine both, Lean Management and ERP systems. This
is called Lean ERP. First results of a study showed that Lean ERP is a niche
market while a high number of ERP providers already offer Lean support in their
software. Further areas of research were, besides the realization of Lean principles
in ERP systems, the modification of classical ERP towards Lean and a roadmap for
Lean ERP.
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Social Content Management Systems:
Challenges and Potential
for Organizations

Andrea Herbst and Jan vom Brocke

Abstract At around the time of the new millennium, Enterprise Content Manage-
ment (ECM), a concept for the enterprise-wide management of information,
emerged. However, the trend toward adapting social media technology brings a new
situation for ECM, as organizations are challenged to manage diverse ‘‘social con-
tent’’ from social media in order to ensure quality and compliance. At the same time
new opportunities arise from social content as a powerful asset for creating business
value. Recognizing the importance of social content has led to the development of a
new generation of information systems, Social Content Management Systems
(SCMS). SCMS are ECM systems that focus on the management of social content.
SCMS have yet to receive much attention in research, particularly in terms of their
potential benefits and the challenges organizations may face in using them. This
paper evaluates the importance, potential benefits, and challenges of SCMS for
organizations through a survey of 89 professionals from several countries and
industries. For the survey we draw on challenges and potential addressed in the
existing literature of SCMS and social media use in organizations.

1 Introduction

Organizations are continuously challenged by the management of increasing
amounts and varieties of digital information types and formats [24]. Particularly
the management of unstructured information, such as emails, presentations, and
Word documents, which constitutes around 80 % of an organization’s information
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assets [13], presents major difficulties. Around the time of the new millennium,
Enterprise Content Management (ECM) a concept for the enterprise-wide man-
agement of information, emerged [13, 14, 23]. ECM can be defined as ‘‘the
strategies, tools, processes, and skills an organization needs to manage its infor-
mation assets over their lifecycle’’ [20].

The emergence of social media in organizations has created a paradigm shift in
how people interact and communicate [1, 16]. Organizations have come to rec-
ognize the benefits of using social media technology for internal purposes, such as
improved collaboration and knowledge sharing [15]. However, the growing use of
social media in organizations has also led to high volumes of social content [6]
which are not managed by most organizations yet. Nevertheless, it has to be
acknowledged that social content, such as expert answers, team chats, and blogs,
can be powerful business assets for creating business value over time [1]. Man-
aging and controlling social content may further play an important role for quality
and compliance purposes [1]. Recognizing the importance of controlling social
content over its entire lifecycle has led to the development of a new generation of
information systems for the management of content that is created through using
social media, Social Content Management Systems (SCMS).

SCMS are ECM systems that focus in particular on the management of social
content [6, 8]. Vendors promise that, through SCMS, organizations can enhance
information sharing, improve collaboration, and increase productivity (e.g.,
[3, 11]). However, research has yet to systematically investigate SCMS, particu-
larly in terms of the organizational need for SCMS and its potential and challenges.

In order to address this gap, we draw potential benefits and challenges from
existing literature on SCMS as well as organizational use of social media and
conducted a survey with 89 professionals from eleven industries in seven coun-
tries. Our evaluation of the potential and challenges of SCMS is not meant to be
exhaustive but to provide a starting point for discussions on the significance of the
emerging concept of SCMS.

The paper is structured as follows: First, we provide general background about
SCMS and its potential benefits and challenges, drawn from the existing literature.
Next, we give an overview of the data collection process (Sect. 3) and present the
results of the study (Sect. 4). Then Sect. 5 discusses selected results of the study,
and Sect. 6 concludes the paper with a brief summary as well as the implications
and limitations of the study.

2 Background

2.1 Social Content Management Systems

SCMS is a new generation of ECM systems. The term ‘‘social content management,’’
coined by software vendors, refers to traditional ECM systems with built-in social
media functionalities, such as commenting, chats, or blogs, that are designed to
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manage content in a social world [6]. SCMS create an environment for communi-
cation and collaboration with a business purpose that provides information and
content for discussions and is able to capture the results of these discussions [8].

The use of social media in organizations can be distinguished in two ways: the
internal perspective, which is the use of social media technology within the
organization to make employees more productive [7], and the external perspective,
which uses social media technology to connect with customers, business partners,
suppliers, or other external parties [19]. These two perspectives can also be dif-
ferentiated in terms of how the social content is managed: the internal perspective
refers to the creation and management of social content through the use of social
media within the organization, while the external perspective refers to the con-
trolled generation and publication of content on external social media platforms
like Facebook, Twitter, and Xing. Although some SCMS offer both functionalities,
this article focuses on the internal perspective of managing social content.

The next section discusses some of the potential benefits associated with SCMS
that have been presented in the literature

2.2 SCMS Potential

The literature has reported a number of potential benefits in the context of social
media usage in organizations and SCMS. One major benefit of using social media
in organizations is transparency [4, 27]. SCMS can support transparency by
capturing social content, such as interactions and discussions between employees.
This transparency supports organizations in complying with legal regulations but
can also be used to generate business value.

Another potential benefit mentioned in the literature is that of improving
organizational knowledge management [1, 18, 22] by capturing social content in
SCMS and providing the content to other employees in the form of, for example,
FAQs and wikis. This benefit is in line with improving communication and
interaction in the organization [27], a potential benefit mentioned in the context of
social media usage in organizations. SCMS support communication and interac-
tion by providing tools needed for communication, such as chats or forums, and it
supports interaction by making required content available to fellow employees.

Especially for teams that are geographically dispersed, such a virtual social
environment can help to overcome geographical barriers [1, 12]. This environ-
ment provides easy-to-use virtual communication tools and ensures that all group
members have the same level of knowledge by facilitating their ability to follow
the activities in the environment independent of their location or time zone.

Another potential benefit of SCMS mentioned in the literature is improvement of
the team efficiency, such that teams can achieve the same results in collaborative
projects in shorter times [1] because of social media technology and the availability
of required content. Finally, through a social environment that supports interaction
and communication, organizations can realize cost reductions by minimizing the
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need for travel and reducing communication that uses more expensive, traditional
communication tools, such as telephones and fax machines [2, 27].

The next section presents some of the challenges organizations may face when
adopting SCMS.

2.3 SCMS Challenges

A common challenge reported in the context of social business systems in general
is the reluctance of the users to contribute [2]. Differences in age, personal atti-
tudes toward social media, and hierarchical positions in the organization are just a
few of the factors that can influence willingness to use such a system. SCMS that
no one uses are clearly no benefit for the organization.

The second challenge concerning the use of social media in organizations is the
additional cost of usage in terms of time and effort [21]. For an employee, con-
tributing to SCMS may mean the expenditure of additional effort or time that he or
she may not be willing to make if it is faster and easier simply to call or meet with
someone to solve a problem. Another issue that has been mentioned in the liter-
ature is the system as a barrier if willing users perceive using SCMS as difficult
and cumbersome [9]. Especially for people who are minimally IT-adept, this might
hold them back from contributing to virtual communication and interaction.

Another possible challenge is that presented by users who are just not willing to
share any information or knowledge because they fear losing power by giving up
their exclusive hold on information to an environment like SCMS [26]. In addition,
while transparency created through SCMS can be an important benefit for orga-
nizations, for employees it might be perceived as a threat since transparency also
allows organizations to monitor an employee’s actions and interactions. For
example, organizations might be able to identify the person responsible for errors
or problems, leaving the employee fearful of consequences and sanctions [17].

Finally, a challenge reported in the context of using social media technology in
organizations is the codification of knowledge [25], which refers to the transfer of
knowledge into accessible and applicable formats [5]. Although people might have
the skills and knowledge to contribute in a social environment, in some cases it
might not be possible to transfer their knowledge into a format that can be com-
municated easily.

The next section begins our report on the empirical study we conducted in
November 2012.

3 Study Overview

We conducted a survey to evaluate the potential benefits and challenges of SCMS,
to measure its importance from the internal and external perspectives and to assess
the use of social media in organizations. Most of the survey questions used a
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5-point Likert scale (1 = ‘‘very unimportant’’ to 5 = ‘‘very important’’), with the
option to mark items as ‘‘I can’t say’’. After conducting a pretest to ensure the
questions’ comprehensibility, we slightly rephrased some of the questions. Data
from the pretest was not further considered. The survey was then distributed as a
paper questionnaire at a practitioner conference in Austria and was in addition
transferred in an electronic version via email to professionals in Switzerland,
Austria, Liechtenstein, and Germany.

The survey returned 89 valid responses. The software IBM SPSS Statistics 20
was used for data analysis. The size of the organizations the respondents repre-
sented ranged from 1 to more than 10,000 employees. However, about half of the
organizations had fewer than 500 employees. Forty-three percent of the organi-
zations were from the manufacturing branch, 11 % were from the information and
communication branch, and another 11 % were from the financial activities
branch. While the turnover of the organizations ranged from less than
500,000 euros to more than 10 billion euros, most of the organizations (66 %) had
a turnover between 1 million and 5 billion euros.

The next section presents the results of the study.

4 Study Results

Nearly 80 % of the respondents reported that their organizations are using social
media. Comparing the size of the organization with the use of social media in
organizations showed a significant (p = 0.002) positive correlation (contingency
coefficient: c = 0.4).

More respondents who indicated that their companies were using social media
agreed that it is used more for internal communication (3.2) than for external
communication (3.0). When asked what type of social media technology is used in
the organization, 60 % named messaging, 59 % wikis, 51 % project sites, and
between 20 and 26 % for newsfeeds, forums and blogs. Although they played a
secondary role, forums (c = 0.404) and blogs (c = 0.423) showed a significant
(p \ 0.003) positive correlation with the organization size.

Nearly 33 % of respondents from organizations that use social media for
internal communication said that their organizations store content created in this
way, while another nearly 23 % stated that they didn’t know. Around 44 %
reported that their organizations provide stored social content to other employees,
so more people agreed that social content is provided to other employees than that
the content is stored in the organization.

We asked the respondents to evaluate the importance of SCMS in their orga-
nizations’ internal and external communications, and most confirmed that both
perspectives were important for their organizations. However, the average value
shows a slightly higher result for the internal (3.3) than for the external perspective
(3.1). Comparing the organization size with these results showed a low but sig-
nificant (p = 0.002) correlation (Kendall-tau b: s ¼ 0:248) between the size of the
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organization and the importance of SCMS for the internal perspective. However,
no relationship was identified for the external perspective.

Finally, we asked for the respondents’ assessment of the identified SCMS
potential benefits for their organizations. All SCMS potential benefits had a value
above 3, so all were rated as important.

The two highest-rated SCMS potential benefits were knowledge management
(3.9) and improved communication (3.8), whereas cost reduction (3.2) had the
lowest value (Fig. 1). The average number of people who couldn’t evaluate the
importance of the SCMS potential benefits was only 7 %. With one exception, we
found no relationships between SCMS potential benefits and demographic data
like organization size, branch, or turnover: there is a low but significant
(p = 0.003) correlation (s ¼ 0:241) between the potential of costs savings and
turnover.

The respondents rated the challenges of SCMS lower than the benefits (see
Fig. 2). All challenges had an average value around 3, with problems with
knowledge codification (3.4) and reluctance of the user (3.3) the two highest-rated
challenges, and cost of usage (2.9) the lowest-rated. The average number of people
who couldn’t rate the challenges was again relatively low, at 7 %. We tested for
correlations between demographic data and the challenges and found no significant
relationships.
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5 Discussion of Selected Results

This section focuses on a few selected results from the survey that concern mainly
the SCMS potential benefits and challenges. The results suggest that organizations
in general recognize the importance of SCMS, especially for the internal per-
spective, and that the SCMS potential benefits tend to be rated in average higher
(3.6) than the challenges (3.2), although the difference is moderate.

Interesting is also the fact that the reduction of costs has the lowest value of the
SCMS potential benefits, although it still has a value above 3. This indicates that
for organizations improving their practices by enhancing their knowledge man-
agement, communication, and team efficiency has a higher importance than
reducing costs.

Another finding worth review is that improving knowledge management was
suggested as the biggest potential benefit of SCMS (3.9), while problems with
knowledge codification was rated as the biggest challenge (3.4). The two items are
moderately but significantly correlated (Pearson’s R: r = 0.508; p \ 0.001).
Previous research has shown that the conversion of tacit knowledge to explicit
knowledge is often problematic and time-consuming (e.g., [5]), and the present
research shows that organizations also see knowledge codification as a problem in
the context of SCMS.

It is also interesting that the costs of usage had the lowest rating among the
SCMS challenges. A qualitative study we conducted in the area of ECM showed
that users are often not willing to spend additional time and effort using systems,
including ECM systems, to store and search for information and content [10], even
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though doing so would benefit the organization. The study also showed that users
would rather use faster and easier ways to get their work done, such as calling a
colleague [10]. Nevertheless, it seems that the participants in the SCMS survey did
not perceive this challenge as highly problematic.

Finally, we find that neither the SCMS potential benefits nor the challenges are
related to any particular organization size, branch, or level of turnover, suggesting
that these potential benefits and challenges are likely to be of concern to any
organization.

6 Conclusion

The present paper reports on an emerging concept of SCMS through a survey
fielded to evaluate the relevance of the SCMS’ potential benefits and challenges
drawn from existing literature. The survey, which was conducted with 89 pro-
fessionals from several countries and industries, also assessed the importance of
SCMS for organizations and the organizational adoption of social media. The
study is not meant to be exhaustive but should be seen as a first attempt to
understand the relevance of SCMS for organizations.

The results indicate that organizations have recognized the importance of SCMS,
especially for their internal communications. Further, there were above-average
ratings for all of the potential benefits of SCMS, particularly improving knowledge
management and enhancing internal communication. The challenges of SCMS were
rated somewhat lower, but the results still indicate that the challenges are relevant for
organizations, particularly the challenge related to knowledge codification.

For research this study is an initial step in investigating the emerging concept of
SCMS and its relevance for organizations. Practitioners can gain an understanding
of what organizations could gain through SCMS but also what challenges they
might face when using SCMS.

The study’s limitations include the comparatively small number of survey
participants, which cannot be considered representative. In addition, the survey
addresses only a few selected SCMS potential benefits and challenges and cannot
be seen as exhaustive. However, the study should be understood as a good starting
point from which to begin to understand SCMS and its relevance to organizations.
We will address this study’s limitations through further research.

References

1. AIIM: Managing social content—to maximize value and minimize risk. http://www.aiim.org/
pdfdocuments/MIWP_Manage-Social-Content_2011.pdf (2011). Accessed 20 Oct 2012

2. AIIM: The social business system—connecting people and content. http://www.aiim.org/
pdfdocuments/MIWP_SocialBus-PeopleContent_2012.pdf (2012). Accessed 19 Oct 2012

26 A. Herbst and J. vom Brocke

http://www.aiim.org/pdfdocuments/MIWP_Manage-Social-Content_2011.pdf
http://www.aiim.org/pdfdocuments/MIWP_Manage-Social-Content_2011.pdf
http://www.aiim.org/pdfdocuments/MIWP_SocialBus-PeopleContent_2012.pdf
http://www.aiim.org/pdfdocuments/MIWP_SocialBus-PeopleContent_2012.pdf


3. Alfresco: Alfresco’s new cloud connected content platform enables enterprise tablet
productivity. http://www.alfresco.com/news/press-releases/alfrescos-new-cloud-connected-
content-platform-enables-enterprise-tablet (2012). Accessed 20 Oct 2012

4. Buhse, W., Stamer, S.: Enterprise 2.0—The Art of Letting Go. iUniverse, New York (2008)
5. Davenport, T.H., Prusak, L.: Working Knowledge: How Organizations Manage What They

Know. Harvard Business Press, Boston (2000)
6. Entertainment Close Up: Alfresco provides critical foundation for social content management

with new enterprise release. http://search.proquest.com/docview/847911633?accountid=
143123 (2012). Accessed 20 Oct 2012

7. Fraser, M., Dutta, S.: Throwing Sheep in the Boardroom: How Online Social Networking will
Transform Your Life, Work and World. Wiley, Chichester (2008)

8. Gartner: Magic quadrant for enterprise content management. http://www.adobe.com/content/
dam/Adobe/en/enterprise/pdfs/magic-quadrant-for-enterprise-content-management.pdf
(2013). Accessed 02 Jan 2013

9. Hatala, J.P., Lutta, G.J.: Managing information sharing within an organizational setting: a
social network perspective. Perform. Improv. Q. 21, 5–33 (2009)

10. Herbst, A., Brocke, J.: Information seeking strategies in organizational information
architecture. In: Rahman, H., Mesquita, A., Ramos, I., Pernici, B. (eds.) Knowledge and
Technologies in Innovative Information Systems, vol. 129, pp. 36–50. Springer, Berlin
(2012)

11. IBM: Social content management. http://www-01.ibm.com/software/ecm/social-content-
management/ (2012). Accessed 20 Oct 2012

12. Lai, L.L., Turban, E.: Groups formation and operations in the Web 2.0 environment and
social networks. Group Decis. Negot. 17, 387–402 (2008)

13. O’Callaghan, R., Smits, M.: A strategy development process for enterprise content
management. In: 13th European Conference on Information Systems (ECIS 2005) (2005)

14. Päivärinta, T., Munkvold, B.E.: Enterprise content management: an integrated perspective on
information management. In: 38th Annual Hawaii International Conference on System
Sciences (HICSS ‘05) (2005)

15. Postman, J.: SocialCorp: Social Media Goes Corporate. New Riders Publishing, Berkeley
(2009)

16. Richter, D., Riemer, K., vom Brocke, J.: Internet social networking. Bus. Inf. Syst. Eng. 3,
89–101 (2011)

17. Schmiedel, T., vom Brocke, J.: Cultural values matter: the role of organizational culture in
ECM. In: vom Brocke, J., Simons, A. (eds.) Enterprise Content Management in Information
Systems Research: Foundations and Cases. Springer, Berlin (in print)

18. Schneckenberg, D.: Web 2.0 and the empowerment of the knowledge worker. J. Knowl.
Manag. 13, 509–520 (2009)

19. Schneckenberg, D.: Web 2.0 and the shift in corporate governance from control to
democracy. Knowl. Manag. Res. Pract. 7, 234–248 (2009)

20. Smith, H.A., McKeen, J.D.: Developments in practice VIII: enterprise content management.
Commun. Assoc. Inf. Syst. 11, 647–659 (2003)

21. Thackeray, R., Neiger, B.L., Hanson, C.L., McKenzie, J.F.: Enhancing promotional strategies
within social marketing programs: use of Web 2.0 social media. Health Promot. Pract. 9,
338–343 (2008)

22. Velev, D., Zlateva, P.: Enterprise 2.0 knowledge management development trends. In:
International Conference on Economics, Business Innovation (ICEBI ‘12) (2012)

23. vom Brocke, J., Simons, A.: Enterprise Content Management in Information Systems
Research: Foundations and Cases. Springer, Berlin (in print)

24. vom Brocke, J., Simons, A., Cleven, A.: Towards a business process-oriented approach to
enterprise content management: the ECM-blueprinting framework. Inf. Syst. e-Bus. Manag.
9, 475–496 (2011)

Social Content Management Systems 27

http://www.alfresco.com/news/press-releases/alfrescos-new-cloud-connected-content-platform-enables-enterprise-tablet
http://www.alfresco.com/news/press-releases/alfrescos-new-cloud-connected-content-platform-enables-enterprise-tablet
http://search.proquest.com/docview/847911633?accountid=143123
http://search.proquest.com/docview/847911633?accountid=143123
http://www.adobe.com/content/dam/Adobe/en/enterprise/pdfs/magic-quadrant-for-enterprise-content-management.pdf
http://www.adobe.com/content/dam/Adobe/en/enterprise/pdfs/magic-quadrant-for-enterprise-content-management.pdf
http://www-01.ibm.com/software/ecm/social-content-management/
http://www-01.ibm.com/software/ecm/social-content-management/


25. Wahlroos, J.K.: Social media as a form of organizational knowledge sharing. https://
helda.helsinki.fi/bitstream/handle/10138/24624/Thesis.Johanna.Wahlroos.pdf?sequence=1
(2012). Accessed 20 Dec 2012

26. Wang, S., Noe, R.A.: Knowledge sharing: a review and directions for future research. Hum.
Resour. Manag. Rev. 20, 115–131 (2010)

27. Wilkins, J., Baker, A.: Social business roadmap. http://www.aiim.org/*/media/Files/
AIIM%20White%20Papers/Social-Business-Roadmap/Social-Business-Roadmap-Paper.ashx
(2013). Accessed 02 Jan 2013

28 A. Herbst and J. vom Brocke

https://helda.helsinki.fi/bitstream/handle/10138/24624/Thesis.Johanna.Wahlroos.pdf?sequence=1
https://helda.helsinki.fi/bitstream/handle/10138/24624/Thesis.Johanna.Wahlroos.pdf?sequence=1
http://www.aiim.org/~/media/Files/AIIM%20White%20Papers/Social-Business-Roadmap/Social-Business-Roadmap-Paper.ashx
http://www.aiim.org/~/media/Files/AIIM%20White%20Papers/Social-Business-Roadmap/Social-Business-Roadmap-Paper.ashx


Part II
ERP Planning Requirements



ERP-Planning Garbage: Realizing
and Preventing

Karlheinz Haberlandt

Abstract MRP II is still the planning core of most ERP-software systems and
practically usage with well known but often ignored weaknesses. These weak-
nesses and their reasons are described in detail. Most APS are concentrated only
on partial planning aspects with insufficient results. Until now all well known OR
methods prove as unsuitable to solve the high complex planning ERP tasks for
practical use. Rolling Detail Planning (RDP) is an approach, which changes
fundamentally ERP-MRP II philosophy. TPS is an innovative alternative software
system based on simulation techniques and fuzzy logic by realizing RDP. It claims
to avoid the faults of MRP II based software systems and to get over the weak-
nesses in calculation, concepts, transparency, and cost of OR based APS.

1 MRP II is Still the ERP Planning Core

In ancient times the powerful King Agram reigned a large empire. His people were
living in peace, freedom and wealth. One day Agram fell off his horse and broke
both of his legs. The doctors were unable to heal his legs so that he could not walk
again without crutches. He lost his will to live and neglected his royal duties. An
assembly of the elders therefore decided to force all the people also to walk on
crutches as a sign of solidarity. With time walking with crutches became normal
and identified the people. Only a few could image life without crutches. These few
began to realize that only those can be happy who throw away their crutches and
walk on two legs [1].

For over than 40 years Manufacturing Resource Planning (MRP II) has been
the planning core of the most of Enterprise Resource Planning Systems (ERP) with
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all its well known but often also hidden and forgotten weaknesses. Nevertheless
most ERP users are well satisfied with their ERP software, as is shown by the 9th
worldwide satisfaction study (Zufriedenheitsstudie) in 2012, containing 1923
companies in 17 countries. But only 69 % of them still define functionality as the
primary software selection criteria. Focus is shifting to internationalizing, adapt-
ability, and ergonomics of the systems [2]. In addition to the development of many
specialized ERP software solutions countless so called advanced planning systems
(APS) appeared and much of them also disappeared again during the last 30 years.
That’s the fate of weak systems, that they are depending on ‘‘the basic law of
systems: poor systems breed more systems’’ [3]. For many software companies’
life is not too bad by only partly curing ERP weaknesses (they are recycling the
planning garbage by serving golden crutches) and most users and many of their
employees are well accustomed to live with those weaknesses and all their lovely
crutches they have. Often they are defending violently those crutches, fearing
changes or fearing to lose their job when the crutches are taken away from them.

Most ERP-solutions and other IT-applications in usage today are based on MRP
II. Precursors are the Bill of Material Processor (BOMB), early in the 1960
pleaded by Josef Orlicky, and Material Requirement Planning (MRP) already early
in 1972 pleaded by Oliver Wright [4]. The impetuous IT-development made it
possible to expand MRP by including capacity planning, shop floor control, and
purchasing at least theoretically to ‘‘Closed Loop MRP’’, and by including the
important financial functions to Manufacturing Resource Planning (MRP II) [5].
Oliver Wright stated in 1981 that MRP II ‘‘is not a new ‘theory’ on industrial
behaviour, it is all fact. MRP II is what’s happening today in a number of com-
panies’’ [6] and he mentioned Black & Decker, Cameron Iron Works, Corning
Glass, Hewlett Packard, Steelcase, Tennant, Xerox [6]. The extension of MRP II to
ERP (Enterprise Resource Planning) includes all pre- and post-manufacturing
activities from order acquisition up to the after sales services. This also will
include SCM and CRM, whereas MRP II still remains as operating planning core.
In effect, ERP could be thought of as a customer-to-customer cycle [7].

Figure 1 shows Wight’s MRP II Standard Diagram. At a first glance it appears
relatively simple. But also it is very comprehensive. It could include the total
planning system of every manufacturing company. All steps also include financial
activities and constraints and scheduling. It is applicable to all production sys-
tems—discrete, process, line—, and to all marketing strategies—make to stock
(MTS), assemble to order (ATO), make to order (MTO), and engineering to order
(ETO). In 1980 increased computer capacity already made it possible, to break
down the time phase of ordering into monthly and weekly time periods [8]. But the
main attention has to be directed to the closed loop idea and its requirements. The
numerous arrows within the diagram should clarify this. Rescheduling on all levels
has to ensure, that all production, procurements, financial activities, policies, and
regulations are to be synchronized within the total company.

Already in 1980 Wight emphasized, that modern computers and the knowledge
that had been developed in the application of this knowhow over the last 30 years,
made it possible, to provide the techniques for the company game plan. ‘‘How
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effectively these techniques are put to work is up to the people who run a man-
ufacturing business’’ [9]. However the question at present is how IT-companies
30 years later have carried out this origin MRPII vision by developing adequate
software solutions as well as how the users are handling the planning of their
manufacturing business.

2 ERP Planning Software Weaknesses

In order to be correct, the original MRP II vision of Oliver Wight, as shown in
Fig. 1 contains no statement about any planning method. The idea is just a
sequential planning in several steps, with an overall synchronisation of all activ-
ities in order to fulfill customers’ requirements by means of companies’ produc-
tion. ERP Planning weaknesses therefore are weaknesses of software systems and
its usage.

2.1 Demarcation of ERP Software Planning Solutions

Over the last 30 years ERP software solutions have developed dramatically in
functionality, but today still don’t include the first two stages of business planning

Fig. 1 MRP II standard diagram
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and production planning. Both are planning activities with a strategic dimension.
They not are involved with operational activities. Fact is that in reality business
and production planning are still and often pretty miserable. The business plan
should deal with policies that among others aim at market position and manu-
facturing shape. The production plan contains in more detail organisational
strategies and development of marketing strategies as well as production systems.
So far ERP software solutions mostly deal exclusively with operational planning
carrying out manufacturing to fulfill the market demand. In the 80s those systems
were called Production Planning Systems (PPS). In 2011 the ERP-systems of some
well known IT-vendors (APplus; Canias ERP; EPICOR 9; M3; Microsoft
Dynamics; SAP ERP; Semiramis/Comarch ERP) where tested by GPSmbH and all
were awarded with ‘‘ERP Excellence’’. All had to undergo eight different test
scenarios, but again typically no test referred to planning or planning methodol-
ogies [10, 11]. For many years this has actually been no subject of a discussion.
Only partial planning and its methodologies are mentioned in context with man-
ufacturing execution systems (MES) and APS.

Most of ERP-vendors nowadays are not only selling solutions imbedded with
simple MRP II functionality. All above mentioned ERP-solutions provide an
Advanced Planning System (APS), but without describing the planning method-
ologies that are applied and the interface to the planning functionality of the main
MRP II system. Nevertheless it seems convenient at first to explain the weaknesses
of ERP-systems without APS. This also makes sense because many users still are
using older ERP or PPS systems without APS. As a typical application of a MRP II
based ERP software solution the well known SAP R/3 will be used as an example.
In addition and on the contrary to other ERP-vendors’ systems a huge series of
publications are describing SAP R/3, SAP ERP, SAP SCM inclusive enhanced
Advanced Planner & Optimizer (APO), and many additional ERP modules; for
details see:[12]. Gronau reports, that in 1998 SAP had installed about 20.000 R/3
systems [13] and 14 years later, in 2012, SAP informs having about 183.000
costumers [14].

2.2 ERP-MRP II Weaknesses

Weaknesses of a manufacturing scheduling system have to been judged by their
ability to calculate and maintain valid due dates of requirements and availability of
resources. Those dates are start- and end dates of any manufacturing activities, of
any type of orders, of resource availability, promising, delivering, and ordering.
Wrong, rough-cut, or inaccurate dates will cause delays, bottlenecks, inadequate
availability of resources, additional costs, and simply many not assessable prob-
lems. Inadequate time periods such as weeks, months, or determined by dates, also
have a big influence on the calculated quantities of all sorts of inventories and
backlogs. This will influence availability of resources and of course the cost of
manufacturing.
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Without a doubt, weaknesses of an ERP-IT-Solution are causing errors in the
manufacturing process which results in financial losses. Consequently the manu-
facturing activities meet the company’s’ customer requirements insufficiently.
Dealing with those problems, we have to distinguish software construction faults,
inadequate handling by users, and inflexibility of both to cope with the continuous
environmental changes in the market requirements, technique and business.

Another point of view is the tremendous interdependence of a fault or defect
caused by a weakness e.g. customer order backward scheduling of a deeply
structured product without attention to constraint capacities; look at Fig. 4. This
causes a long chain reaction:—false purchase and manufacturing start dates—
insufficient inventory of parts—higher costs—waiting periods in the shop
floor—higher work in process and higher costs—additional production bottle-
necks—longer lead times—delays of delivery—annoyed customers—and so forth,
and so on. Such a functional system weakness is causing every day with each
customer order results in hundreds and more mistakes and defects. Perhaps some
of them will neutralize one another on another level within planning or production.
More of such weak planning points, caused by software functions are multiplying
defects in the manufacturing process. All three MRP II operating stages show
together some quite serious and coherent weaknesses. The most important are false
start- and end dates of orders and of most manufacturing processes, caused by
scheduling ignoring limited capacities, backward scheduling, and rough cut
planning [15]. The following numerical and graphical examples should clarify
these statements and support the understanding of the serious reproachful claims
regarding the present ERP planning solutions.

Table 1 Comparison scheduling with unlimited and limited capacity

Orders Requirements Income
day

Unlimited
start day

Capacity
end day

Limited
start day

Capacity
end day

1 2 3

Order 1 1500 1000 1500 1 1 3 1 5
Order 2 1300 400 500 1 1 3 2 5
Order 3 1500 600 2000 2 2 4 3 7
Order 4 2000 1500 1000 3 3 5 4 9
Order 5 2500 1200 2000 4 4 6 6 11
Order 6 2000 300 1750 5 5 7 8 12
Total 10500 5000 8750

Max.capacity
per day/shift

1200 1000 1500

Assumptions
3 capacity units
Wanted delivery day = 8
handling over next day

1 shift per day
Leadtime = 3 days ? 1 day savety
handling over time : 4 h
(quality control,transport)
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2.3 Scheduling Examples

Table 1 shows a simple scheduling example with 6 orders to produce on 3 different
working places (e.g. machines) with different time requirements.

Further assumptions are: one shift per day with different time capacities per
manufacturing unit, order income from day 1 to day 5, due date for all 6 orders is
day 8; handing over from one machine to the following one needs 4 h (e.g. quality
control, transport, set up); planning rule unlimited is handing over next day; cal-
culated lead time therefore is 3 days plus one safety day.

Table 1 shows the different start and end dates between scheduling with
unlimited capacities and limited capacities. In case unlimited all is o.k., in case
limited only the first 3 orders can be delivered in time. Figure 2 and 3 clarify the
problem in detail.

The ignorance of capacity constraints in Fig. 2 leads to quite false results, no
start and end date reflects the real possibilities. Figure 3 shows workplace 1
obviously as a bottleneck unit with the consequence of underemployment of the
two following workstations. Both units show typical gaps, which normally occur
in scheduling process. Most ERP-vendors and numerous IT- and OR specialists
often futile try to stop or to avoid these gaps in a convenient way. Looking at six
orders one can recognize the gaps, its causes and development. But on scheduling
some hundreds of orders already in a midrange manufacturing company gaps are
often covert by evasive orders or jobs. Fact is that early recognition and avoidance
of bottlenecks and gaps in manufacturing processes need a scheduling in view of
restraints of all necessary recourses.

In this context backward scheduling with unlimited capacities as shown in
Fig. 4 appear as an absolutely incomprehensible and really ridiculous planning
method.

Fig. 2 Forward scheduling with unlimited capacity (1 shift per day, handling over next day)
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In Fig. 4 using backward scheduling the start date of all 6 jobs for workplace 1
are concentrated upon the 5th day with 10.800 time units and an available capacity
of 1.200 units per day. We know that already starting at the 1st day is necessary to
deliver at least the half of orders in time on day 8. Also as far as unlimited
backward scheduling it used only as rough cut planning the date for provision of
all sort of recourses always is false with all negative consequences.

And in general backward scheduling without or with limited capacities is a
futile attempt also some ERP vendors are advertising with these method. Often

Fig. 3 Forward scheduling with limited capacity (1 shift per day, handling over next day)

Fig. 4 Comparision unlimited backward schedudling with real forward scheduling
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backward scheduling is ending in the past as shown in Fig. 5. Only three orders
can be produced, obviously starting with order 4 instead of order 1. That’s why a
start at actual date with all orders forward scheduling is to be done. An other
crucial point is the question in what sequence or with what priorities backward
scheduling has to start. Starting with the highest priority results, that orders with
lower priorities are earlier finished. Starting with the lowest normally ends in the
past.

We can conclude that scheduling without regard to limited recourses results in
false start and end dates and that backward scheduling in this context is an
inappropriate planning method.

Fig. 5 Futile attemept at backward scheduling with limited capacity

Fig. 6 Rough cut planning versus detailed planning

38 K. Haberlandt



Figure 6 shows the problems of rough cut planning versus detailed operating
planning. Planning with time buckets (weeks or months) with available due dates
within the buckets make plans as basis for decisions unnecessary misty and
spongy. Limited IT capacity and missing planning know how only could be an
argument 30 years ago.

Rough cut planning make day precise Available to Promise impossible, dis-
cernible bottlenecks unknown and countermeasures in time impossible. Always
rescheduling and troubleshooting within actual time buckets is necessary. Orders
with lead time longer than a time bucket (see Fig 6, order 2 and 3) or across time
buckets are causing daily many manufacturing challenges or troubles. To provide
material and capacities in time needs detailed scheduling for the total operating
planning period.

Details and explanations of these serious reproachful claims will be treated with
regard to the three MRP II stages that ERP-software solutions normally contain.

2.4 Master Production Scheduling (Master Plan)

Figure 7 shows the rendering of the MRP II idea to the software system SAP R/3.
It contains the operational part of MRP II with master production scheduling,

Fig. 7 SAP R/3 production
planning (PP)
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material requirements planning, and capacity requirements scheduling. In contrary
to the MRPII standard diagram (Fig. 1) Fig. 7 contains no recurring arrows. This
means, the software itself is running without the necessary closed loops. Regarding
this planning approach, it’s a poor hierarchal sequential system and an insufficient
reflection of MRP II regarding the planning part; details refer to publications [12].

Demand and Rough-Cut Production Planning and Production Range Planning
correspond to MRP II Master Production Scheduling. It has two functions: demand
or sales planning (sales plan and forecast) and production planning. The sales
planning horizon is usually 1 year divided into 12 months and should be organized
with monthly reviews rolling 1 month forward. In real life many small and mid-
range companies are not planning monthly sales in product units, but if they are,
than only as monetary amounts of sales income. In this case the total manufac-
turing planning depends on sales order backlog and new incoming orders. Occa-
sionally the material management indirectly assumes the necessary forecasts by
anticipated purchasing. This situation could be adequate in some business envi-
ronments (e.g. long range projects, machinery). But otherwise it represents a
severe management inability which is causing many uncertainties and fluctuations
in all the following planning and operating processes.

In order to reduce calculation time demand planning and forecasting is done in
product groups or only for the critical units (lead units—Leitteile), in cases were a
company has very many items [16]. Production planning is a rough-cut capacity
planning. Also resources (e.g. workplaces) are aggregated to capacity production
groups. Comparison between demand and relevant capacity within the different
planning time periods—normally month or weeks—shows capacity overloads.
These overloads have to be balanced interactively, that means manually to the
rough-cut production plan. In the next module, production range planning, the
output of the rough-cut production plan is matched with the backlog of customer
orders. Monthly output of the production plan has to be distributed to the days of
the period, while the integrated customer orders from the beginning are scheduled
for the delivery days. All delivery dates are assumed to be requirements which
could be fulfilled without checking resource availability. The output is a plan
containing sales, production, and inventories of planned products distributed
within the time periods of the planning horizon.

This output of the master plan contains a series of weaknesses regarding the
further planning process. Planning with product groups and only critical parts as
requirements against group resources using big time buckets is absolutely not
satisfactory to ensure the proper identification of temporary overloads on pro-
duction resources. Planned delivery dates don’t correspond with the required start
date and work period of required resources. Further on the daily required avail-
ability of a single resource within a single time period is very uncertain. Bottle-
necks within and during the planed time periods can not be discovered. As a result
dates and quantities of the primary requirements submitted to material require-
ments planning are not only uncertain but show inaccurate and therefore incorrect
dates, due to the rough cut master planning. But master schedules are the basis for
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scheduling material requirements and accepting new incoming demands by the
process called available to promise (ATP).

2.5 Material Requirements Planning

MRP corresponds to SAP module MM. In general it comprises the coordination of
customer demand and requirements of material within the limits of an unsatis-
factory master plans’ output. This involves promising customer demands (ATP
Available to Promise), managing all material inventories, planning purchase and
production of material, and releasing shop floor orders.

A planning run of MPS (Material Planning Schedule) starts by comparison and
reservation of the primary requirements,—these are customer and plan orders—,
with available stocks of products to be sold. If not available the products and it
parts have to be purchased and/or produced. The remaining orders have to be
exploded down through their product structures. Start- and end dates are calculated
for every part of the product in view of its individual lead time. In SAP R/3 and
most other ERP systems order scheduling is done backwards from demanded
delivery date as due date. The start date is calculated by subtracting the lead time
from due date, whereas lead time often is increased by the planner for safety
reasons. Only if the start date lies in past, forward scheduling is executed. First
output is the required quantity of the different parts, with individual start- and end
dates, called gross requirements. Debiting the available stocks, actual purchase
orders and actual shop orders, the net requirements remain. Every part of the net
requirements has quantities and an individual start and an end date. Wrong dates
are normally already applied by using an incorrect lead time and additional safety
time on top. The total calculation, however, is not taking the required capacity
constraints into consideration. As a result often start- and/or end dates of many
orders and their parts of ordered products are assigned to the same planned
manufacturing time period without sufficient production capacity. Another crucial
point is represented by the sequence of the orders to be processed. Most ERP
solutions have no functionality to handle customer and shop floor order priorities
in the required or in a satisfying way.

Net change methodologies are used for new incoming customer orders, in order
to avoid a time consuming new planning run. This software module is generally
called Available to Promise (ATP). It works after a MRS run is already completed
only for a single order, but only the uncommitted amount of the inventory and of
planned purchase- and shop orders within the MM module (Material Requirement
Planning) will be applied as available. Wrong times are like the MPS faults, but
orders with a later delivery date, scheduled earlier or in last MPS run, often are
blocking later urgently required material. Those blocked new orders either
imminently ‘‘get lost’’ because of promising insufficient delivery dates or become
urgent orders with all consequences of trouble shooting within the manufacturing
process.
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A great deal of other planning weaknesses originates from inaccurate inventory,
purchase management and lot sizing. One main issue is planning with high safety
stock. At the end inappropriate stocks are caused by false or missing due dates as a
result of the inaccurate scheduling and often missing customer order planning. The
result is unforeseeable high deviation between planned and actual requirements.
Often some material is required earlier and other material later. Stock replenish-
ment therefore is often uncoupled from MPS (Master Plan Scheduling) through
stochastic inventory planning by the material management. For this R/3 delivers
more than 30 different methodologies in the system. Another source of weaknesses
is lot sizing. No order determined inventory planning and the pooling of common
components necessary for different customer orders uncouple purchasing and
manufacturing from the customer orders. Lot sizes in purchase and manufacturing
often are higher as really required in respect to cost savings. This will increase
inventories, block production capacities and extend lead times.

SAP R/3 offers optionally the module Long-term Planning. This is a tool to
simulate alternative demand forecasts. Scheduling works like material requirement
planning. Therefore it is not really able to measurably reduce or change the above
mentioned weaknesses.

The results of Material requirements planning are purchase proposals and so
called planned orders for parts to be manufactured. The material availability for
these orders is monitored in module Shop Order Opening. Those orders with start
dates within the next time bucket, mostly a week, are released into shop floor to be
executed and controlled either automatically but more often interactively by the
workforce.

2.6 Capacity Requirements Planning

Capacity planning of most ERP-software is defined as detailed short-term exe-
cution and control module of the shop floor orders. The shop floor is the last link of
the continuous requirements planning chain. Looking at the shop floor input one
can see best the consequences of the on-going planning weaknesses. Short-term
time periods normally are days. Machine capacity is planned in detail for work
days or shifts taking into consideration the planned availability of manpower and
partially the availability of required tools in the production process. This is
absolutely insufficient for execution and control for the production on the shop
floor. During a shift every workplace needs a detailed schedule normally based on
minutes and the information of the sequence in which to manufacture the job
orders. In addition the dates of released job orders are results of predetermined
rough lead times which inherently are inaccurate. Scheduling of orders and the
corresponding jobs on different production capacities again is usually done by
scheduling backwards. By scheduling backward as well as by scheduling forward
unavoidable there will occur time leaks of available capacities and job orders with
too long processing times to fit into these leaks. Normally one tries to solve these
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planning problems interactively e.g. manually. Outstanding tools therefore are
‘electronic control stations (Leitstände)’ with user-friendly graphical displays
based upon the classic Gantt chart format.

Altogether planning data input on shop floor result in ‘‘planned garbage’’,
which has to be recycled in order to be at least able to reach a sufficiently accurate
planning result. A detailed fine tuning is necessary which aligns all the require-
ments within the boundaries of the finite capacity that is available.

The weaknesses of applying the origin MRP II goals into sufficiently effective
software systems is demonstrated by the ever increasing development of external
Manufacturing Execution Systems (MES) [17–19] and countless Advanced
Planning and Scheduling (APS) systems. MES solutions have multiple functions
relating to the control the production process in very different environments. But in
respect to planning they are recycling planning garbage of the previously executed
master planning and material resource planning. This can cure only a partial
portion of the total weaknesses thus causing financial losses and insufficient
achievement of the other goals of the company.

2.7 APS Contraints

One major ERP planning weakness generally was accepted by IT- and OR sci-
entists, as well and imperatively by IT companies: scheduling against infinite
resources has to be changed by finite or constraint planning. This is the main
source and objective of the development of most Advanced Planning Systems. The
term Advanced Planning System (APS) might seem to imply that such a system is
beyond and better than a system based on MRP II. But some doubt is required
because of two reasons. First a system containing the entire production func-
tionality as described in Fig. 2 will fail because of its complexity and the
restrictions of applied OR methods like Linear Programming (LP); Mixed Integer
Programming (MIP) [20], Genetic Algorithms (AG) [21], and Constraint Pro-
gramming (CP) [22]. Secondly for this reason most APS deal only with one MRP
II module or with a hierarchy of modules corresponding to MRP II structure [23].
And obviously the same planning approaches as in MRP II are used, with rough
cut planning in Master Plan, with backward scheduling in Material Requirement
Planning [24]. One has to assume, that the same weaknesses and faults are arising,
which are existing in ERP-MRP II solutions.

The SAP APO system corresponds far, with the R/3 solutions [25]. In this
regard one can assume that at least similar faults will occur as described in MRP II.
Apparently again generally a multi level approach, at least a two level approach is
implemented and obviously necessary. The first level (APO-SNP), optional to use,
works as a rough cut scheduling system. The restricted usefulness of such an
output was described above. The second level ‘‘Production Planning/Detailed
Scheduling (APO-PP/DS)’’ again has two levels: Material Requirements Planning
and Capacity Planning, the latter with detailed scheduling based on minutes or
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even seconds. But scheduling works only within a time period of 1 day to 1 week.
As an alternative the planning input for detailed scheduling can be taken from ERP
base system. Many functions have to work interactively, that means by many
different planning specialists at the same time. The applied mathematic methods
and the calculation steps are unknown to the user. The system is like a black box.
Although the APO DS delivers many interesting features, especially with regards
to Online Transaction Processing (OLTP) it appears that it gets planning garbage
again as data input. With very great efforts regarding constructing models, using
highly sophisticated LP software, huge input of manpower, of computer capacity,
and of capital, the output appears to be only recycled planning garbage in regard to
an effective smart operational production planning system. Generally one can
agree to the opinion of Hartmut Stadtler and Christoph Kilger, that it will be a long
way until we will reach satisfying and efficient APS [26].

2.8 Conclusion

On every of the three operating production planning stages ERP solutions show a
multitude of planning weaknesses. The most important are:

• no clear priorities of customer and shop floor orders;
• only rough-cut planning in master production scheduling
• insufficient consideration of capacity constraints;
• often loss of contact between the customer order and shop floor order and

relevant priorities.

Crucial results are false start- and end dates of orders and of most manufac-
turing processes. This causes many unforeseeable and often incomprehensible
faults and leaks on every planning stage. Many of this must and will be cured by
interactions between software system and the manual work of many different
planning specialists. Others insufficiencies are handled from case to case or will be
simply ignored. On this track MRP II, from Oliver W. Wight described as a
formal, optimizing system, is shifting to a fragile informal system. Or, the system
was all the time a weak, delicate, informal system, and software vendors are
arguing, that any faults using their systems always are depending on inadequate or
incomplete usage by the end users.

Mostly companies and their employees have gotten used to those defective
planning-, information-, and manufacturing- processes and activities. Results are:
they have forgotten about the potentials of a smart, cost saving, formal total
manufacturing solution and also to think about and claim a lean, simple and cheap
solution. Every day the upcoming mistakes and defects have to be cured by
additional manual work, by experts, conferences, troubleshooting teams, ‘‘date
chasers’’. The companies and their employees are using crutches like king
Agrams’ people.
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3 Rolling Detail Planning the Planning Paradigm Change

Paradigm change in connection to ERP means a fundamental alternation of the
total operating planning process, its objectives, methods, and applied information
techniques. Instead of separating into long range and short range planning only
detailed short range planning on minute- or second base is used for the entire
operating planning period. No backward only foreword scheduling is done, all in
consideration to finite capacities. Because principally most work on orders can
only be done sequentially, prime attention has to be directed towards the sequence
of processing customer orders, in order to fulfil customer demand in time.
Therefore order priorities are essential elements of the total planning process. Its
data volume is too huge and process structures are too complex in order to solve
the whole detailed finite scheduling with mathematical method as LP, MIP, or CP.
By applying heuristic simulation combined with fuzzy logic the exercise can be
settled relatively easily and that with low computing capacity. In contrast Bella
and Layer are mentioning that LiveCaches of SAP APO not seldom have a
dimension of some dozens of gigabytes [27]. Breakthrough to avoid most weak-
nesses and faults caused by MRP II based software is realised by changing and
simplifying planning process and planning method.

Rolling planning means that daily planning or planning in shorter time periods
is necessary for the execution of a total planning cycle, taking in consideration all
countless changes from order receipt up to recent events on the shop floor. Results
are up to date and flexibly respond to every day’s changes.

RDP uses all available planning information (facts and plans) of the basic ERP
system, and executes an overall capacity plan on a minute base. This will guar-
antee precise start- and end dates on every planning stage.

In order to support and improve forecasts RDP works with flexible planning
horizons for every product. Horizons are determined by lead time of purchase and
production. Using rolling planning it is not necessary to work with longer planning
periods and more planned orders than required.

Although RDP is a sequential planning system it includes in every planning run
all relevant functions with all data relevant to the planning process, thus inte-
grating sales, material, and capacity simultaneously. RDP works with clear pri-
orities, some simple rules, and some optimization criteria. It minimizes the
requirement for interactions by presenting reliable planning information. RDP
looks at company and it operation planning as an open and learning cybernetics
system. It supplies through daily total planning runs all necessary plan corrections
and further adjustments as well as all information to control order promising,
purchasing, inventories and manufacturing.
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4 TPS: Planning and Simulation with Fuzzy Logic

Total Planning System (TPS) is the ERP-APS, which completely incorporates
objectives and methods as used by RDP. Figure 8 shows the planning structure of
TPS. The first stages of Fig. 8 contain the demand planning, which has to be done
by the basic ERP system. It starts with the long range sales plan, the demand
output of the strategic planning and framework for the midrange operating plan.
The operating plan normally has a planning horizon of 1 year and should be
reviewed and performed monthly. The planning horizon also can be shorter as
1 year with regard to shorter lead time of material and production. Only with
regard to the potential availability of a product it is necessary to predict a possible
order receipt. Normally, the shorter the period, the better could be the forecast. In
addition, the planning horizon can be different for the different products. Demand
requirements in a shorter planning horizon cause no difficulties. The planning
horizon of TPS reaches automatically to the latest order delivery date. Output of

Fig. 8 TPS planning structure
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the operating sales plan is the primary requirements. It consists of planned orders,
customer orders in backlog, and daily order receipt. Planned orders are the sum of
sales forecast and sales projects output, not grouped in any way but for every
single sales product. Due dates have to be fixed to a day within the different time
periods, normally towards the middle. The customer order backlog contains all
actual orders, also those already in work in process, those with overdue delivery
date or dates in the past, others beyond the planning horizon, and others with a
fixed and promised delivery date. The status of an order is important for organizing
further planning and manufacturing, and thus to prioritizing. Daily order receipt
changes the stock of primary requirements every day. It contains all different sorts
of delivery request, also very urgent ones. All the new orders coming in will be
promised first after a completed TPS run. Thus all urgent orders are integrated in
the sequence of manufacturing in consideration of availability and urgency. Set off
of new customer orders against planned orders can be worked on before prioriti-
zation or within bill of material processing in an automatically or interactive mode.

The real TPS run starts with the time dynamically prioritizing of all orders
contained in the actual stock of primary requirements. Priorities are calculated by
the user’s individual criteria. This can be different kinds of promising (fixed,
precisely, within a period, and so on), actual dates or planned overdue dates, and
orders for special customers, for stock of sales products, for plan orders. In practice
the desired delivery date often plays a dominating role. Time dynamic prioriti-
zation means, that a promised delivery date gets more urgent every day and will
get a higher priority. The priorities are newly calculated with every TPS-run
regarding the actual status and are passed through to material resource planning,
lot sizing, shop floor orders on all manufacturing levels as the main key to con-
trolling work order sequence, resources availability and fulfilment of promises to
customers.

In next step, bill of material processing, demand and customer orders are
exactly processed successive to the calculated order priorities. All material res-
ervations will be released, in order to save new reservations again and only for one
day for the new calculated urgency of orders. The orders will be debited from
available stock, regular purchase and job orders, and reserved orders until the next
TPS run. The part structures of products consisting of several or many parts will be
exploded down to the lowest level. All parts will be assigned correspondingly with
the priorities of the planned- and customer orders. In case of unavailable purchase
materials, the proposed material availability is calculated under consideration of
individual purchase lead times. Output is proposals of purchase orders and all work
orders, which differ between planned orders and customer orders. Decisive for a
cost saving inventory policy and recommendation for the usage of TPS is, that all
material requirements planning should be bases on this planning process, mini-
mizing all other stochastic planning.

In order to retain work orders, which are meant for use on the shop floor, TPS
contains a module for a dynamic lot sizing optimization. For all material to be
produced minimal and maximal lot sizes and available ranges are calculated using
fuzzy logic. The available ranges determine a number of planning time periods,
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which can be different for every part. The job orders are sorted into the planed
different time periods in accordance with their delivery date. Smaller orders are
bundled to manufacturing orders and large ones are split by requirement and
spread to the next planning time period. Bundling means, that different orders with
different priorities are combined together. In this case the bundled factory order
gets the priority of the order with the highest priority. This is called crown prince
principal and will cause, that parts, designed for other customer orders are earlier
produced as needed in regard to a cost saving lot size. Parts for one customer order
can be spread over manufacturing orders with different time periods. But capacity
planning in sequence to priorities fits the right manufacturing sequence. The total
lot sizing program will change every day because of new customer orders, new
priorities, and events on the shop floor. What counts is the work to be done today
or during the actual shift. Tomorrow the sun rises with a new actual plan to be
executed.

Capacity planning is done sequential accordingly to the order priorities for
every single customer order, mostly with its parts spread over different manu-
facturing orders. Scheduling is executed straight forward and straight against
constraint capacities, bases on 1,440 min a day. Scheduling starts with the part of
the lowest level, which passes on its end date plus transportation lead time as
possible start date to the orders with parts in the following level. Thus product
orders with multi levelled structure are correctly scheduled. In scheduling inevi-
tably leaks of available capacity will occur and in addition orders with too long
processing time for currently available resources. For these cases TPS has a
comfortable tricky solution based on fuzzy logic. The planning of available
manufacturing capacity has to take in account the availability of combined
resources as machines, employees, tools, and miscellaneous other resources. These
different availabilities are also planned and optimized by TPS. A special aspect
and solution refers to set-up optimization. The described scheduling method shows
every bottleneck at each capacity unit for every day and for every minute during
the entire operating period. These are the waiting queues of orders in front of
capacity units to be calculated, analysed, and visualized at every minute of the
total planning period. TPS serves in time the necessary transparency to avoid
bottlenecks, which have to be handled interactively by TPS simulations. In
addition TPS contains a series of program modules to solve special requirements
for instance:

– Alternative working sequences on various capacity units with scheduling and
optimization;

– overlapped production with constraint based scheduling and time optimization;
– tool scheduling under consideration of combined multi tools;
– usage of flexible production lines;
– manpower orientated capacity planning.

TPS output is a detailed production plan, detailed on minute base over the entire
planning horizon, combined with a BI (OLAP-) reporting system. Output can be
sent to every ERP host system. The run time with thousands of factory orders takes
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less than 10 min. TPS is no black box. Every calculation step of every TPS run is
recorded and is understandable in detail by the user.

A big advantage of TPS is its usability for strategic simulations. TPS can be
considered to be the total simulation model of the company’s production. It is
impossible to optimize all the concurring production objectives on every level all
the time. Solutions only can be satisfying in total. Strategies with the emphasis to
individual objectives can easily be executed by changing or adding some TPS
parameters. Thus strategies to be simulated for example could be: increase or
reduce capacity availability by a multiple of different activities; consequences of
any alteration of a product program; absolute emphasis on delivery on time for
every customer order; reducing production costs by alternative lot sizes and/or
extremely set up decisions; reducing lead time through overlapping production.

The author is convinced that applying Rolling Detail Planning in combination
with TPS is able to avoid or at least to minimize the above described weaknesses
of ERP solutions and of all APS, which are based on OR methods. But he also is
convinced that the ERP vendors, the scientific OR community, and most ERP
users and their specialists will defend their crutches violently, some of them are
even gold plated.

5 Conclusion

Oliver W. Wright‘s vision in 1981 of MRP II (closed loop and company game
plan) up to now is absolutely insufficient fulfilled by ERP-IT-solutions.

Due to limited IT-capacities in the 1980s production planning process was
divided into two levels—rough cut planning and short-time fine tuning. This
causes some severe planning weaknesses, which actually are ignored, or forgotten,
or hidden, but until now not solved by ERP-solutions.

Main reasons for ERP planning weaknesses and faults are:

– insufficient consideration of capacity constraints
– backward scheduling
– rough cut planning
– missing of applicable manufacturing priorities
– uncoupling job orders from customer orders

They can be considered as planning knock-out criteria.
Results of ERP planning weaknesses are systematically false calculated due

dates (start dates and end dates) for every type of order and each production
activity. Answer: numerous partial temporary planning solutions (mainly human
interactions).

Until now Advanced Planning Systems only deal with subsets of total PPS.
Applied mathematical methods (OR) already are unable to manage the large scale
and complexity of data of a midrange manufacturing company.
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Since 1981 economical circumstances have changed fundamentally and require
a planning paradigm change.

Answer: a holistic production planning system based on Rolling Detail Plan-
ning (RDP).

Total Planning System (TPS) is able to fulfil RDP requirements. It is based on
heuristic simulation techniques with fuzzy logic. During the last 20 years it was
successively developed to an effective and comprehensive ERP-Planning tool, to
prevent ERP-planning weaknesses.
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Enterprise Resource Planning
Requirements Process: The Need
for Semantic Verification

Peter Bollen

Abstract This paper reviews the relevance of requirements determination in the
commercial-off-the-shelf (COTS) enterprise software era. State-of-the-art
requirements determination methods must contain, facilities for allowing semantic
verification. We will introduce a conceptual modelling approach that fulfills this
requirement and that can be used in the process of ERP configuration and
requirements determination in general. The fact-based conceptual modelling
approach that we will use in this paper is CogNIAM.

1 Introduction

The London Stock exchange automated trading system Taurus, had to be with-
drawn before it ever was used [38]. The failure of National Insurance Recording
System in England lead to tax overpayments by 800,000 people [40]. These are
examples of organizations that have become victims of an unsatisfactory user
requirements determination process. Unsatisfactory user requirements determina-
tion is one of the most prevalent reasons for faulty information systems or
information systems that turn out to be overdue and too costly. Requirements
determination is the least well-defined phase in the systems development process
[17] and: ‘‘has been widely recognized as the most difficult activity of information
systems development.’’ ([10], p. 224). Failures in the requirements determination
process represent one of the leading causes of system failure: ‘‘Given an appro-
priate design, most information systems departments can successfully implement a
system. The big problem is correctly determining information requirements and
designing the right system.’’ ([45], p. 52). Many IS failures can be attributed to a
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lack of clear and specific information requirements.’’ ([11], p. 118). ‘‘The major
reason that IS does not meet user expectation is a failure to obtain the correct and
complete set of user requirements.’’ ([47], p. 412) ‘‘Often, much of post-delivery
maintenance work can be traced to requirements which had been poorly or falsely
described in the system requirements specification (SRS), or were missed alto-
gether.’’ ([22], p. 161). Errors in the requirements specification caused by a faulty
requirements determination process can remain latent until the later stages in the
IS development process ([43], p. 666) and will cost a manifold to fix in these later
stages [3, 4].

The information systems development market place changed in the early
nineties of the last century when the product software-suppliers, e.g. MFG/PRO,
IFS, ORACLE, SAP, BAAN, Marshal, Peoplesoft ([1], p. 369, [34], p. 387–389)
started to sell their enterprise solutions on the waves of the Business Process
Reengineering (BPR) sea [15, 20]. These product software solutions, promised to
solve many problems that were caused by the software crisis and were considered
to be an attractive investment option in ICT for the large (Fortune 500) companies.
The implementation of, for example, ERP systems in a company, however, in most
cases meant that the business process had to be reengineered or redesigned to fit
the ‘reference-model’ that underlies the ERP package. This reengineering process
turned out to be feasible for standard application functionality, for example,
accounting, payroll, human resource management, inventory control. However,
company-specific, functionality remained a problem in the first generation ERP-
solutions. The second generation ERP-solutions, however, tried to redefine the
concept of company-specific functionality, by developing ‘standardized’ software
solutions for specific ‘branches’, for example, health-care, utilities, retail and so
forth [8]. An example is Customer–Relationship Management (CRM) by Siebel
[26]. The development of the additional functionality in these second generation
ERP systems, implied, in many cases, additional reengineering efforts on these
specific application domains before an implementation could take place. In spite of
the availability of the second –generation ERP solutions, many companies needed
customized modules and interfaces that allows them to support the specific parts of
their business [37]. In the last decade firms have added modules that address inter-
firm activities [25] and cross-organizational coordination [13]. We will call these
ERP-implementations third generation ERP systems.

2 Roles in Requirements Determination

The improvement of the requirements determination processes for enterprise
applications is still a relevant research subject within the field of business infor-
mation systems because improving the state of the art in requirements determi-
nation methods to be applied in these requirements determination processes will
have the following impact on organizations:
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• It will enable them to express their (information) requirements using less
(human) resources (more efficient).

• It will enable them to express their (information) requirements in a more precise,
consistent and complete way.

If we now look back at the development in the development of (business)
information systems over the past 60 years we can distinguish a number of roles in
the requirements determination process:

1. The role of user or (business domain expert), these roles involve the knowledge of
the business domain as it exist with the knowledge workers in the enterprise, for
example the knowledge on how to process an invoice or how to approve a loan.

2. The role of the analyst, this role involves the knowledge on how to elicitate the
knowledge of a knowledge worker in the focal enterprise in a format that can be
used by a developer to develop an application system. The result of the work of
the analyst we will call a requirements specification.

3. The role of the systems developer, this role involves the knowledge on how to
transform an information systems specification into a working information
system that complies with the functional requirements as embedded in the
requirements specification.

In Fig. 1 we have illustrated the general relationships between the aforemen-
tioned roles.

The extent in which the role of an analyst can be played perfectly in the
requirements determination process depends upon the availability of ‘a way of
working’, ‘a way of modeling’ and ‘a way of controlling’ ([46], p. 14). A way of
modeling refers to the model types that are required: ‘‘A way of modeling struc-
tures the models which can be used in information systems development. Several
models are usually required for problem specification and solution in the appli-
cation area’’ ([46], p. 15).

A way of working or a prescriptive process model [32]: ‘‘is a description of
processes at the type level. It defines how to use the concepts defined within a
product Model. A prescriptive Process Model is used to describe ‘how things must/
should/could be done.’’ ([32], p. 62). The way of working refers to the process-
oriented view of information system development, whereas the way of modeling
refers to the product-oriented view of information system development.

User or
domain 
expert

Information systems
specification in which
Functional
Requirements are
embedded

Analyst 

Requirements
Determination
Process

Developer

Fig. 1 The roles in the
requirements determination
process in general
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2.1 Sub-Steps in Requirements Determination

The general requirements determination process from Sect. 2.1 is generally
viewed as consisting of three steps [10, 21]:

1. Information gathering (or requirements elicitation), during which an analyst
elicitates requirements from (a) user (s) or domain expert(s),

2. Representation (or requirements specification), in which those requirements are
specified in some modeling language by the analyst,

3. Verification (or requirements validation) in which the analyst verifies the cor-
rectness of these requirements with the user.

If we consider the aforementioned steps in the requirements determination
process, then we can state that the scientific research on these steps has not
exclusively taken place in the fields of Fig. 1. For example, with respect to the step
information gathering or requirements elicitation, substantial research has taken
place within the field of Knowledge Engineering [2] leading to knowledge
acquisition methods like KADS [9]. These approaches are primarily directed at
‘knowledge’ green fields, i.e. those application domains that were generally con-
sidered to contain predominantly ‘tacit’ knowledge and these approaches were not
developed for business application domains in which available knowledge has to
be categorized and at most be made explicit.

With respect to the second step in the general requirements determination
process: representation or requirements specification we can conclude that the
definition of requirements specification languages has been a major research
stream within the conceptual modeling and IS fields of study that deal with
requirements determination. A Major data-oriented ‘language family’ in this
respect is the (extended) ER language [12, 40]. As an example of a ‘process-
oriented’ specification language we can consider Data Flow Diagrams (DFD’s)
[39] or Activity Diagrams (A-schemas) in ISAC [24].

With respect to the third step: requirements validation (or verification) we must
make a distinction into semantic verification and syntactic verification. Semantic
verification is the type of validation that is concerned with the capturing of the
‘right’ domain requirements in terms of the extent in which what the analyst
records is what the domain user intends to express. Dullea et al. ([16], p. 171–172)
define the concept semantic validity as follows: ‘‘An entity-relationship diagram is
semantically valid only when each and every relationship exactly represents the
modeler’s concept of the problem domain’’. We will generalize this concept to
every requirements determination method and more importantly, we will extend
this concept beyond the modeler’s interpretation of the application domain to the
user’s interpretation for the application domain, into our definition of a semantic
correct specification. The outcome of a requirements determination process
expressed in some specification language, therefore, should always be a seman-
tically correct specification.
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Syntactic verification, merely deals with the compliance of a specific applica-
tion specification to the modeling rules that are contained in the meta-model of the
specification language. We must be aware of the possibility that a semantic
incorrect specification can be syntactically correct in any given situation.

The steps in the requirements determination process that cover the semantic
verification are missing in the existing requirements determination methods for
management information systems or business information systems ([18], p. 376).
In this paper we will introduce a requirements determination method in which the
semantic verification is incorporated in an explicit way.

2.2 Eras in Requirements Determination

In the 1970s a clear separation took place between the functional requirements and
the way in which these functional requirements were coded in a specific imple-
mentation technology [42]. The distinction between an information analyst and
systems developer emerged. The application of information systems development
methodologies was aimed at the creation of ‘tailor-made’ information systems in
which the needs of the domain users served as input.

In the ERP era (1990 and onwards) the roles of the user (or domain expert),
analyst and developer were becoming more iterative instead of the linear sequence
in which those roles were performed in the 1970 and 1980s. Because the imple-
mentation of ERP-systems usually is linked to business process redesign [14, 33]
or a business process reengineering exercise ([35], p. 72), the role of the user or
domain expert becomes more complex. In cooperation with the ERP-analyst the
domain expert has to evaluate a number of proposed ways of working that will be
supported by the specific ERP system in the company ([36], p. 183).

The roles that we have depicted in Fig. 1 have deliberately different names in
Fig. 2, because an ERP analyst is not only modeling the user requirement of a
proposed (or ‘to-be’) business process but in addition has to confront the user or
domain expert with the different possible (or ‘to-be’) business logics or best
practices that are available in the chosen ERP system. The business, therefore, is
expected to select and adapt a reference model, based on available solutions with
minimal changes and leaving no record of the enterprise’s original requirements
([36], p. 183). On the other hand, even when they decide to implement an ERP
system some organizations (for example Reebok) still choose to customize ([23],
p. 417) and enhance the standard functionality of the ERP system [37]. We remark,
that the focus of the requirements determination in this article is on the concep-
tualization of the information and decision rules that must be contained in an
(ERP) application. The available functionality in the templates of an ERP product,
however determines the ‘boundaries of practice’ for the organization that wants to
implement an ERP system [44].
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3 A Method for ERP Requirements Determination
and Semantic Verification

In this section we will introduce a conceptual modeling approach that has proven
successfully for the creation of (IS)-specifications that require a built-in semantic
verification process. This approach is called the fact-based conceptual modeling
approach and has evolved over 35 years from an architecture for databases [27]
towards a versatile methodology for specifying knowledge bases, business rules
and business processes [28]. Currently the fact-based approach is embedded in two
main methods : Object Role Modeling (ORM-2) [19] and CogNIAM [28, 29]. Both
methods take a single fact encoding modeling construct as a starting point. Both
methods also apply a rigid ‘way of working’ for creating a conceptual schema for
the data perspective. These methods, differ, however in terms of focus. In ORM-(2)
a very large selection of constraints to model business rules in the data perspective
has been introduced. In CogNIAM the focus is on a generic knowledge architecture
that also covers the process and behavioural perspectives in conceptual modeling.
In this article we will illustrate the application of the fact-based approach by using
CogNIAM’s knowledge architecture and notational convention for fact type dia-
grams. A theoretical foundation for CogNIAM can be found in [5–7].

In fact-based modeling we will use tangible documents or ‘data-use cases’ as a
starting point for the modeling process. In most, if not all cases, a verbalizable
knowledge source is a document that often is incomplete, informal, ambiguous,
possibly redundant and possibly inconsistent. As a result of applying the fact-
oriented knowledge extracting procedure (KEP), we will yield a document that only
contains structured knowledge or a knowledge grammar which structures verbal-
izable knowledge into the following elements (knowledge reference model(KRM))
([29], p. 766):

1. Knowledge domain sentences.
2. Definitions and naming conventions for concepts used in domain sentences.
3. Knowledge domain fact types including sentence group templates.

User or
domain 
expert ERP

specification in which
‘to-be’Functional
Requirements are
embedded

Available
functionality

‘to-be’functionality
propositions

‘to-be’functionality
discussion

‘as-is’ functionality
discussion ERP-Analyst 

Requirements
Determination
Process

ERP-configurer

Fig. 2 The roles in the ERP requirements determination process
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4. Population state (transition) constraints or validation rules for the knowledge
domain.

5. Derivation rules that specify how specific domain sentences can be derived
from other domain sentences.

6. Rules that specify what fact instances can be inserted, updated or deleted.
7. Event rules that specify when a fact is derived from other facts or when a fact

must be inserted, updated or deleted.

A KRM of a complete organization would contain hundreds, possibly thousands
of concept definitions, naming conventions, fact types, population constraints,
derivation rules and event rules. In [30] a successful application of fact-based
modeling using the NIAM2007 method (a predecessor to CogNIAM) for
requirements analysis is documented. In this project 125 fact types were derived,
1260 concept definitions were created, 704 (business rule) constraints were
modeled and 20 derivation rules were derived.

The fact-based knowledge extracting procedure (KEP) specifies how we can
transform a possibly informal, mostly incomplete, mostly undetermined, possibly
redundant and possibly inconsistent description of business domain knowledge
into the following classes: informal comment, non-verbalizable knowledge and
verbalizable knowledge to be classified into types 1 through 7 of the KRM. We
note that the knowledge extraction procedure that is needed to instantiate the
elements 1 through 5 (of the KRM) is an extension of ORM’s conceptual schema
design procedure (CSDP) [19]. In business domains, furthermore, we can capture
the dynamic aspects by defining the exchange rules (element 6 of the KRM) and
the event rules (element 7 of the KRM).

3.1 Knowledge Domain Sentences

The first element in the KRM is the group of sentences that represent an ele-
mentary fact (ground fact) in the domain. In our EOQ determination domain we
encounter following example elementary sentences (that represent elementary
(ground) facts):

The quantity of 1500 is the annual demand for the item ab3456
The quantity of 2500 is the annual demand for the item ab9876
The item ab3456 has an ordering cost of 25 euros
The item ab9876 has an ordering cost of 55 euros
The item ab3456 has a unit holding cost of 0,5 euros
The item ab9876 has a unit holding cost of 0,6 euros
The Item ab3456 has an economic order quantity 387
The Item df4567 has an economic order quantity 677

These sentences have a meaning for the people working in the logistics
department. However, as soon as people communicate with people outside of this
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department, additional semantics have to be captured. For example, it should be
agreed upon to what time-frame the amount of holding costs for a product refers: a
day, a week, a month, a year ?. These agreements should be part of a list of concept
definitions in which it will be recorded that the term unit holding cost always refers
to the unit holding costs per year. Another semantic issue that has to be defined in
a list of concept definitions is the naming conventions for domain concepts. For
example of what name class is ‘ab3456’ an instance? In practice when there is
inter-organizational communication it must be crystal-clear which name classes
can be used in communication. In case more two or more alternative name classes
exist in the domain, it must be agreed upon to explicitly qualify the names used in
the communication with the name classes:

The item with item code ab3456 has an ordering cost of 25
euros
The item with EAN bar code 8734576287465 has an ordering cost
of 55 euros

3.2 Concept Definitions and Naming Conventions
for Concepts Used in Domain Sentences

In order to be able to grasp the meaning of sentences in the business domain it was
argued that when two or more actors are involved in a communication process,
semantic consistency can only be achieved if the different actors have the same
understanding of concepts and naming conventions. This will be established in
CogNIAM by creating (and maintaining) a list of concept definitions. An instance
of such a list of concept definitions for our running example is given in Table 1.

3.3 Knowledge Domain Fact Types

The next step in CogNIAM is the generalization of the ground facts into fact type
forms. The example ground facts from Sect. 3.1 will lead to the following fact type
forms by replacing the variable parts in those sentence by ‘placeholders’ (\..[):

The quantity \Quantity[ is the annual demand for the item
\Item[
The item\Item[has an ordering cost\Cost[
The item\Item[has a unit holding cost\Cost[

Next to the difference in naming conventions, inter-organizational and even
intra-organizational communication might necessitate the existence of two or more
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fact type forms to communicate instances of the same fact type in a target group
specific way. For example for the fact type Annual Demand Quantity the following
two fact type forms might exist together, each serving a different target group
within or outside) the organization:

1: The quantity\Quantity[is the annual demand for the item
\Item[
2: Item\Item[has an annual demand of quantity\Quantity[

In Fig. 3 we have graphically shown the fact type Annual Demand Quantity
together with the defining fact types for the object types that play the ‘variable’
roles in the fact type: Item and Quantity.

We note that we can define as many fact type forms for a fact type as are needed
by the domain(s), e.g. we might add fact type forms in German, Russian, French
and Spanish if a company’s international business contacts require this. The black
rectangles in the low-right corner of a ‘variable’ denote that a value must exist in
order to get a correct sentence.

Table 1 The list of concept definitions fort he EOQ

List of definitions for economic order quantity business process

Item An individual product that has an identifying item code and is held in
inventory somewhere along the value chain.synonym: stock keeping unit

Item code An {Item code} is a unique signification for an [item] that enables us to
identify a specific [Item] within the set of all [Item]s within the context
of a business organization

EAN bar code An {EAN bar code} is a unique signification for an [Item] that enables us to
identify a specific [Item]within the set of all [Item]s within the context
of a business organization in Europe

Lot A {lot} is a quantity of [Item]s that are processed together
Cost A sacrifice or expenditure
Ordering cost The [Cost] of preparing a purchase order for a supplier or a production order

for shop
Inventory holding

cost
The sum of the [Cost] of capital and the variable [Cost]s of keeping [Item]s

on hand, such as storage and handling, taxes, insurance and shrinking,
for a time period of a year

Cycle inventory
cost

The portion of [Inventory Holding Cost] that varies directly with [Lot] size

Economic order
quantity

An {Economic Order Quantity} is the quantity of a [Lot] that minimizes
total annual [Cycle Inventory Cost] and [Ordering Cost] for a given
[item]

Annual demand The yearly total demand for a given [Item]
Natural number A unique signification for an [Economic Order Quantity] or [Annual

Demand] that enables us to identify a specific quantity within the set of
all [Economic Order Quantity]s or [Annual Demand]s

Unit holding costs The costs for holding one unit of an [Item] in inventory for a year
Dollar amount A unique signification for a [Cost] that enables us to identify a specific

[Cost] within the set of all [Cost]s
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3.4 State (Transition) Constraints or Validation Rules

In Fig. 3 we have shown the model for the fact type Annual Demand Quantity. The
next element of the KRM is the detection of those business rules that can be
expressed as constraints or validation rules on the possible populations of the fact
type(s), e.g. business rules that specify which actual sentence combinations are
allowed to exist at any point in time, and which transitions between sentence
combinations are permitted. In fact based modeling a large number of constraint
types exist: uniqueness- mandatory role-, value, set-comparison-, ring constraints
[19]. In this section we will give an illustration of uniqueness constraints and
referential constraints.

Uniqueness Constraints
As an example of the application of a semantic verification process we will

illustrate how we can meticulously derive all uniqueness constraints for a given
fact type, by starting with sentence instances that represent ground facts:

The quantity of 1500 is the annual demand for the item ab3456
(sentence 1)

We will now create a second example sentence in which the value of the 1st
variable or placeholder has changed:

The quantity of 1200 is the annual demand for the item ab3456
(sentence 2)

We confront the domain expert with these two example sentences and ask him/
her whether these sentences can exist in combination at any point in time. The
answer of the domain expert is: No, these sentences can not exist in combination,
because at a given point in time there exists (at most) one specific value for the
annual demand for a given item. This finding now has lead us to the detection of
uniqueness constraint C1 defined as an arrow covering the variable Item of fact
type AnnualDemandQuantity in Fig. 4. We will now create a third example sen-
tence by changing the value of the 2nd variable (of sentence 1):

Fig. 3 Domain model for fact type annual demand quantity including object types
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The quantity of 1500 is the annual demand for the item cd6457
(sentence 3)

In this case the domain expert will confirm that it is possible that sentences 1
and 3 coexist at any point in time. This means that there does not exist an
uniqueness constraint that is defined on the role Quantity of the fact type Annu-
alDemandQuantity (see Fig. 4). Uniqueness constraints C2 and C3 on the object
defining fact types Item and Quantity are implied because these fact types are
unary, i.e. they contain exactly one variable.

Referential Constraints
A second group of constraints or validation rules is concerned with the issue of

which object type is referenced by a variable in a fact type. The variable Quantity
in fact type Annual Demand Quantity is played by the object type Quantity, hence
the subset constraint c5 departing from the variable role quantity in fact type
Annual Demand Quantity and ending in the variable role NaturalNumber from the
object defining fact type Quantity (see Fig. 4). Implying that at any point in time
the set of annual demand quantities has to be a subset of all quantities.

We note that the referential constraint for the variable item from the fact type
Annual Demand Quantity to the object type item is the equality constraint C4 (see
Fig. 4). This means that for every item that exists an annual demand quantity must
be known. Similar reasoning for constraints C7 and C11: for every item a holding
cost and ordering cost must be recorded.

3.5 Derivation Rules

In Fig. 5 we have given a complete domain specific fact type model for the EOQ
domain area in which we have added all uniqueness and referential constraints.

Fig. 4 Fact type annual demand quality including object types and uniqueness- and referential
constraints
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Furthermore, it can be noticed from the referential constraints that we do not
record an Economic Order Quantity for every item. But what we do know is that
for those items that fulfill the EOQ assumptions we will calculate the economic
order quantity using the EOQ formula and rounding it to the next integer number.
We will model this in fact-based modeling using derivation rules. In CogNIAM a
derivation rule is signified by an ‘f’ box connected to the variables in the fact type
that will be derived using the logic from the derivation rule (see Fig. 5).

To specify the logic of the derivation rule we use the notational convention
(definition style) from ORM-2 ([19], p. 99) in Fig. 6.

Fig. 5 Complete domain specific model for economic order quantity
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3.6 Exchange Rules

In the former section we explained how instances of a derived fact type can be
‘calculated’ by using a derivation rule. For those fact types that are non-derivable
or asserted we need to specify how, instances can be added, updated or deleted
from the information base. Basically we distinguish between an insert (I), an
update (U) and a delete (D) exchange rule.

3.7 Event Rules

The final element in the knowledge reference model (KRM) are the event rules. An
event rule basically determines when (an) exchange rule(s) and/or derivation
rules(s) must be executed. In the domain model from Fig. 5 three event rules are
contained. Event rule Er1 (Dr1 � U Item) tells us that whenever an update (U)
takes place on the holding cost for a specific item, derivation rule Dr1 must be
executed. In semantic terms this means that a new EOQ is calculated as soon as the
holding cost of an item change. A similar reasoning applies to event rules Er2 and
Er3 for a change in order costs and annual demand quantity.

4 Conclusion

What we can conclude is that in spite of the trends in information systems
development from ‘tailor-made’ towards ‘commercial-off-the-shelf’ (COTS)
software implementations, the requirement determination process still is a sig-
nificant process in the development life cycle of information systems. Moreover,
the increase in complexity of the requirements determination process due to the
use of ‘pre-fabricated’ software with its numerous implementation options (see the
discussion on configuration tables in [14]) has basically increased the need for
requirements determination methods that have a way of modeling that can capture
the complete set of user requirements and which way of working will guide the
analyst in extracting all relevant business entities and business rules for a specific
application domain. The steps in the requirements determination process that cover
the semantic verification are missing in the existing requirements determination

Fig. 6 Derivation rule logic for derivation rule Dr 1
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methods for management information systems or business information systems
([18], p. 376). We have shown that there exists generic RE models [31], i.e.
CogNIAM [28] that fill this void in semantic-oriented coordination [13] and that
can deliver a semantically verified requirements specification by guiding ERP-
analysts and ERP-configurers in their task.
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Part III
Human Interaction with ERP Systems



ERP Clients: Browser-Based
or Dedicated: Do We Need Both?—An
Evaluation Based on User Perceptions

Christian Leyh and Walter Heger

Abstract Due to recent technological developments, enabling mobility to users
becomes more and more important for ERP manufacturers. With mobile devices
employees can use their ERP applications on the road to take advantage of
business capabilities. Here, ‘‘putting everything into the browser’’ is a challenge
for ERP manufacturers. Additionally, the question arises whether to provide only
one client—a browser-based one—or to still provide additionally a dedicated
client? To gain first insight for answering this question, we measured the workload
of selected ERP users by using NASA’s Task Load Index (TLX) while fulfilling
tasks of a limited business scenario within a dedicated client and within a browser-
based client. According to our results the workload for the dedicated client is lower
whereas usability is rated higher with the browser-based client. Therefore, a
browser-based client could be a good enhancement for ERP systems, but dedicated
clients are still necessary.

1 Introduction

Today’s enterprises are faced with the globalization of markets and fast changes in
the economy. In order to be able to cope with these conditions, the use of information
and communication systems as well as technology is almost mandatory. Specifi-
cally, the adoption of enterprise resource planning (ERP) systems as standardized
systems that encompass the actions of whole enterprises has become an important
factor in today’s business [1]. Therefore, during the last few decades, ERP system
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software represented one of the fastest growing segments in the software market;
indeed, these systems are one of the most important recent developments within
information technology. Due to the saturation of ERP markets targeting large-scaled
enterprises, current ERP system manufacturers are also now concentrating on the
growing market of small and medium-sized enterprises (SMEs) [2, 3]. This has
resulted in a highly fragmented ERP market and a great diffusion of ERP systems
throughout enterprises of nearly every industry and every size [4, 5]. Thereby, ERP
systems claim to combine best business practices that replace separate functional
systems. A properly selected and implemented ERP system offers several benefits
such as considerable reductions in inventory costs, raw material costs, lead time for
customers, production time, and production costs [6, 7]. Therefore, current stan-
dardized ERP systems are used in a majority of enterprises around the world. For
example, according to a survey conducted in Germany in 2009, ERP systems are
used in more than 92 % of all German industrial enterprises [8].

Due to technological revolution and developments, enabling mobility to users
becomes increasingly important [9]. With mobile devices such as laptops, PDAs, and
tablets, employees can use their ERP applications on the road to take advantage of
business capabilities. They can access mobile information from home or any other
location as a place of work [10]. Therefore, the business world is beginning to adopt
mobile capabilities in their evaluation, selection, and implementation or upgrades of
enterprise software systems. Studies from IFS indicate that 47 % of employees
access information on the move once or twice a week. With remote access, 63 %
would even reason to work outside of normal business hours [11].

However, ‘‘putting everything into the browser’’ is a challenge for software and
IT system vendors and manufacturers. For example, it is mandatory for web-based
application not only to provide web-access to all necessary functionalities but also
to ensure clarity and good usability of their user interfaces [12], since much time is
lost by users who encounter frustrating experiences with information systems, for
example, caused by inappropriate usability of user interfaces or missing func-
tionality [13].

Here, ERP systems, as information systems with complex structure and func-
tions, were designed with dedicated clients during the last decades. And even
today, most systems are still using dedicated clients. However, some ERP man-
ufacturers have already shifted towards browser-based clients and are only pro-
viding this type of access for the newer versions of their systems; whereas other
manufacturers provide both—a dedicated client and a browser-based client.
Therefore, the question arises whether to provide only one client—a browser-
based one—or to still provide additionally a dedicated client?

To gain first insight for answering the above question, we focus on user and
expert perceptions. Therefore, we created a scenario that builds upon delimited
business processes that had to be completed by selected experts who had to fulfill
the tasks of the scenario and to evaluate the scenario within a dedicated client and
within a web browser.

As an ERP system, we selected Microsoft Dynamics NAV due to our back-
ground and since the upcoming release of NAV will provide a browser-based
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client parallel to its dedicated one. However, this integration functionality was not
fully provided within the NAV version (NAV 2009) that was available for our
study. Therefore, to test and to evaluate the browser integration we provided a
web-access using Microsoft Office Sharepoint. Selected results of this evaluation
will be presented within this paper.

Therefore, the paper is structured as follows. Next to the introduction we
describe shortly our methodology. We will explain the scenario itself as well as the
evaluation methodology. Afterwards, Sect. 3 will be the main part of this paper.
Here, selected results of the expert evaluation considering the NAV dedicated
client versus the browser-based application will be given. Finally, the paper ends
with the conclusion, limitations, and future work.

2 Data Collection Methodology

2.1 Microsoft Dynamics NAV: Browser Integration

Microsoft Dynamics NAV is an ERP system from Microsoft for medium sized
businesses. It is part of the product group Microsoft Dynamics such as Microsoft
Dynamics AX, Microsoft Dynamics GP, and Microsoft Dynamics SL.

The release used in our study is Microsoft Dynamics NAV 2009 R2. A new
version, Microsoft Dynamics NAV 7, is already under development where browser
integration will be embedded.

Microsoft Dynamics NAV provides two clients to work with, currently. The
Classic Client is the original user interface for working and customizing business
logic. To increase the customizability and flexibility, Microsoft Dynamics NAV
2009 offers the Role-Tailored Client (RTC) based on .NET. With the upcoming
release of Microsoft Dynamics NAV 7, Microsoft provides a third client for
Microsoft Office SharePoint [14]. The user interface of the Classic Client is very
similar to the one of Microsoft Office. The RTC inherits its appearance from a web
browser. Unlike the Classic Client, pages are displayed in independent new
windows and not as inner-framed windows. With Microsoft Dynamics NAV 7 (the
upcoming release), an integration of pages in Microsoft Office SharePoint is
planned. It will include web browser capability to access data in the cloud or on
premises. Integration into a browser application such as Microsoft Office Share-
Point would bring out quite some benefits. Of ERP users, 29 % see the SharePoint
as an alternative to hard-to-use enterprise software. Therefore, they outsource
missing functionality of the ERP system. Even more, 72 % use Microsoft Office
Excel to store data [11]. Since Microsoft Office SharePoint is directly linked to
Microsoft Office products, browser integration could merge functionality of both
systems and allow the user to work with his files more easily.
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2.2 Business Process Scenario

To evaluate the usability of such a browser-based client, we created a scenario
with integration of selected business processes connected to NAV 2009.

According to Holtstiege et al. [14], the major business processes of Microsoft
Dynamics NAV are purchase, warehouse, sales, and finance. Due to a high
complexity of finance, a mainly setting-character of warehouse and a high cus-
tomer need of time reporting, the selection for our study differs. Magal and Word
[15] define the procurement, production, and fulfillment as general key business
processes of an organization. To evaluate possible browser integration we focused
on routine tasks that need a high system support (see [16]). Those tasks are for
example purchase and sales order processing as well as time reporting. The tasks
of the scenario are, therefore, as follows: (1) To create an item; (2) To create a
purchase query; (3) To convert the purchase query into an order; (4) To create a
sales query; (5) To convert the sales query into an order; (6) To report times.

Those business processes have to be done in both systems to be compared. The
complexity of the scenario is orientated on a lower level of understanding ERP
systems. Therefore, the tasks are designed simple with the result that the most
important processes, which need a high system support, are covered. Every process
can be done without completing the previous one. This was necessary to enable
continuous progression even after failing in one of the tasks. The detailed scenario
will not be part of this paper but can be provided upon request.

2.3 Evaluation and Data Collection Methodology

Interacting with an ERP system requires among others a certain amount of con-
centration and time. The Human Performance Group at NASA Ames Research
Center developed a procedure for collecting workload ratings between human and
machines. Asking people to describe the feelings they experienced is one way to
learn about workload. Therefore, the so-called Task Load Index (TLX) uses the
dimensions Mental, Physical and Temporal Demands to the demands imposed on
the subject and Effort, Frustration and Performance to the interaction of a subject
with the task [17]. The TLX represents the workload necessary to fulfill the
completion of a task. To calculate the TLX, all participants had to answer ques-
tions about the mentioned factors directly after accomplishing the scenario tasks.
Therefore, for the TLX the participants had to answer a survey both after per-
forming the scenario tasks with the RTC of Microsoft Dynamics NAV and also
after using the browser-based client. Each factor was rated in a 20-point Likert
scale and mapped on a value between 0 and 100. Comparisons of the workload
according to TLX and additional questions like the needed time and handling of
the tasks give an overview about which system is preferred to fulfill and solve the
task of the scenario and which one is more convenient.
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Besides the workload, we aimed additionally for a ‘‘general’’ evaluation of the
user interfaces of both clients. Therefore, for evaluating ERP user interfaces the
five criteria, Navigation, Presentation, Task Support, Learnability, and Custom-
ization, can be identified to verify usability problems [18]. Navigation is a design
issue that aims to identify how effectively an end-user can access appropriate
information, options, reports, elements, and menus. The Presentation of Screen and
Output defines the suitability of the layout of menus, controls, dialog boxes and
information on the screen, meaning the complexity of the screen display. The Task
Support aims to ensure task completion by identifying accurate alignments
between the real world and the execution of the system. Learnability is used to
assess the effort required to understand and learn the usage. Customization
describes the ability of the system to be suited to specific needs of the enterprise’s
processes [18]. Since our scenario contains only selected and limited business
processes, Learnability and Customization cannot be determined, sufficiently.
Therefore, those two criteria were discarded and were not part of the data
collection.

For understanding what makes socio-technical systems successful, multi-
method approaches involving, e.g., case studies, observations, interviews, or other
longitudinal techniques, may be appropriate [19]. Therefore, we used a combi-
nation of a survey-based data collection and a simple time diary. For our study the
whole evaluation is divided into two main parts (see Fig. 1). The first part is about
the questions necessary for the TLX. Therefore, two nearly equal questionnaires
had to be filled out for this part—one after the completion of the scenario in each

Fig. 1 Study design
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of the systems. These questionnaires contained the workload questions and the
weight of all six factors (Mental, Physical and Temporal Demands as well as
Effort, Frustration and Performance) necessary for the calculation of the TLX. The
second part consisted of a third questionnaire containing general questions
involving both systems. The answer possibilities for the general questions reach
from given options where the user had to select none, one, or multiple possibilities,
to open text fields where the respondents could write their own words and
opinions.

Due to our background, as participants, we focused on a range of experts to
perform and to evaluate the scenario in the RTC and the browser-based client. For
our study, experts are people who have to work frequently with an ERP system and
run parts of business processes. The experts were supposed to be employees of a
German consulting company focusing on Microsoft Business Solution products.
For identifying properties [20] the experts can be separated by their jobs in the
company (e.g., employees of the sales & marketing department, software engi-
neers, software consultants, and trainees). Further separations can be the knowl-
edge and interaction level with Microsoft Dynamics NAV and Microsoft Office
SharePoint as well as the intensity of customer contact. In total the sample had a
size of 20 employees who had to complete the scenario in both systems. After the
completion of the scenario in each system they had to fill out surveys according to
their experience within the systems.

As a pretest (according to [20, 21]), a small group of respondents (experts with
high Microsoft Dynamics NAV knowledge and some people who never had
contact with an ERP system) tested the questionnaires and reviewed the scenario.
After the pretest, only one question was seen as unsure by two respondents and,
therefore, was reviewed and reworded. Additionally, the structure of the TLX
questions was changed from a big block into separate items.

3 Selected Results of the Client’s Evaluation

The processing of data is achieved by using statistical analysis as well as graphical
presentations. The statistical analysis can therefore be distinguished in a
descriptive statistic, meaning the description of data based on measured parame-
ters, and an inferential statistic. In this paper we focus on descriptive statistics to
present the results. The differentiation of property values that display the data
happens by determining categories to delimit and group the information. The
standard deviation is used to describe the variation of the average. It has the same
measuring unit and means based on the arithmetic average that the data deviate
around this value [21].

Each participant completed the scenarios on his own computer without any
additional help besides the accompanying documents. In total, they had 2 weeks,
January 2, 2012 to January 16, 2012, to fulfill the tasks and answer all questions.
Not a single person had problems that led to aborting the study. Therefore, all
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participants who decided to fulfill the scenario completed all tasks and answered
all questions of the questionnaires. One reminder email after the first week helped
to gather additional results. Table 1 shows the response rate of 75 %, itemized by
the occupation. Except the trainees, more than 50 % of each group participated in
the study.

An age analysis (see Fig. 2) shows that the respondents are spread pretty much
even among younger and older employees. 54 % are 30 years or older; 33 % are
between 25 and 30 years; and 13 % are younger than 25 years. The experience
with ERP systems (see Fig. 3) is high with 80 % who has worked 3 years or longer
in the business. The sample represents thereby experienced participants with
excellent knowledge to judge both systems. About 87 % do actually have a deeper
contact with customers and can partially estimate their business processes.

Table 1 Response rate by occupation

Job description Sample Usable responses Response rate (%)

Software engineer 10 8 80
Software consultant 5 5 100
Trainee 3 1 33.3
Sales & marketing 2 1 50
Total 20 15 75

Fig. 2 Respondent’s age

Fig. 3 Respondent’s ERP
experience
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3.1 Results of Working with the RTC of Microsoft Dynamics
NAV

Figure 4 shows the results of the rating for each factor and each respondent. Flat
bars point to low demands or a positive satisfaction (performance). The high
values represent negative characteristics because major effort was necessary to
complete the task.

The results reveal that some factors, especially performance, are rated very
different (see Fig. 4). Some respondents see their accomplishing of the goals as
very good and some see it as very bad. Since everybody successfully finished the
scenario, this could be caused by misunderstanding the question or accidentally
interchanging the scale. Some factors such as effort and physical demand have a
lower variance in answers. A full list of the average values and the variance is
illustrated in Table 2. Since the maximum possible value is 100 and all factors are
less than 30, the tasks seem to be minor demanding. In comparison against each
other, with average values of 25–28, the mental demand, the temporal demand,
and the frustration are assessed highest. In other words, the most stressful were the
thinking, time pressure, and insecurity. The general effort is with about 18.25 a bit
less behind and a value of 7.02 for the physical demand indicates nearly no need in
physical activity at all.

The rating of all factors is subjective and can vary much among different people
(see Fig. 5). Therefore, the TLX procedure weights the items to differ the
importance of each factor for each person. The respondents answered thereby

Fig. 4 TLX factors for the RTC (rectified scale)

Table 2 Average and variance of TLX factors for the RTC

Factors Average Variance Standard deviation

Mental demand 27.37 321.28 17.92
Physical demand 7.02 42.22 6.5
Temporal demand 27.72 603.22 24.56
Performance 27.72 987.12 31.42
Effort 18.25 90.52 9.51
Frustration 25.97 536.07 23.15
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another 15 contractive questions about the factors. Two characteristics are com-
pared and one point could be assigned for the more important one. The number of
favors (points) for each factor is divided by 15 (total number of questions). Fig-
ure 5 shows the results (points) for all answers.

The results of the weighting are numbers that yield totalized in 1 (100 %). On
average, the most important factors, having thereby a high weighting, are the
performance (23.56 %) and the temporal demand (20.4 %). The frustration
(17.33 %) and mental demand (16 %) are slightly behind and followed by the less
important factors of physical demand (12 %) and effort (10.67 %).

All factors are multiplied with their weighting for each participant and sum-
marized in a total workload. This number represents the TLX. The TLX is a value
between 0 and 100. Zero means no effort at all and 100 is an exhausting task
demanding everything from the respondent. The final TLX values for the case
study are illustrated in Fig. 6. The average is 24.44 and the standard deviation is
13.64. This confirms the previous assumption of the single factor’s analysis, which
already indicated minor demands to fulfill the first part of the scenario. This value
does not show any details. It classifies the full workload that was necessary to
complete the tasks while working with the RTC.

A glimpse on the time diaries shows, except for a few aberrations, an obviously
more balanced result than the TLX. The average time needed is 21.8 min with a
standard deviation of 9.79. The variation can result for example from a different
knowledge about the system or a varying of reading speed. Since one participant
noted 23 min just for the first stage of the first part, he might have added the time
for reading the case study introduction.

Fig. 5 TLX weighting (points) for the RTC

Fig. 6 TLX (per participant) for the RTC
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3.2 Results of Working with the Browser-Based Client

All participants had to rate again the six factors for the TLX after completing the
scenario using the browser integration. The results (see Fig. 7) are more
unequivocal among the participants and have in most cases lower variances
compared to the RTC (see Table 3).

Again, the big variance of the factor performance might be caused by misun-
derstanding the question or scale. The differences of the average values are bigger.
The performance is with 42.26 of maximum 100 the highest factor and represents a
mediocre satisfaction of task-completion. The frustration (30.53) is also pretty
high compared to the others. The mental demand, temporal demand, and effort are
among each other similar and in the lower quarter of the scale. Once more, the
physical demand is the lowest factor with a value of 6.32.

The results of the TLX for the browser-based client are displayed in Fig. 8.
With an average value of 26.9 the workload is again rather low. The standard
deviation of 14.95 is slightly higher compared to the RTC. Therefore, the values
are a bit more ambiguous.

The total time needed is, with an average value of 14.67 min, low. A standard
deviation of 2.44 reveals equal times for all participants. Again, the same par-
ticipant as in the RTC part needed again the most time to complete the task.

Fig. 7 TLX factors for browser-based client (rectified scale)

Table 3 Average and variance of TLX factors for browser-based client

Factors Average Standard deviation
browser integration

Standard deviation RTC

Mental demand 21.05 14.62 17.92
Physical demand 6.32 8.01 6.5
Temporal demand 22.11 16.31 24.56
Performance 42.46 33.08 31.42
Effort 21.05 17.0 9.51
Frustration 30.53 22.7 23.15
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3.3 Comparison of Both Clients

Way more important than just an analysis of each system is the analysis about the
changes from RTC to browser integration and thereby a comparison of both
systems as user interfaces.

The average TLX value from the RTC (24.44) is less than the one from the
browser integration (26.9). That implies a 9 % lower workload for the tasks of
the scenario with the Microsoft Dynamics NAV internal client. In total, 47 % of
the participants had a lower TLX value for the browser integration, averagely
30.97 %. The other 53 % of the participants who had an increased workload rated
the index on average 90.47 % higher. This shows that the percentages of each side
are even, but especially those who had a higher workload, had a particularly higher
one. Some of them, such as participant number 11 and 14, show an enormous
difference in their TLX. But this does not apply to all participants, as Fig. 9
illustrates.

Analyzing the TLX by each occupation of the experts leads to the values shown
in Fig. 10. Because the number of participants for the group trainee and sales is
only one each, their results are more ambiguous. Anyhow, they still reflect the
increasing value of the TLX from RTC to browser integration. Thereby the trainee
had a 107.55 % increased workload, whereas the sales person only had a 2.02 %
higher value. The software developers (53 % of the participants) are the only
employees who had a lower TLX value for the browser-based client. With a
decrease of 3.44 % it is still less than the 17.34 % increase of the software

Fig. 8 TLX (per participant) for browser-based client

Fig. 9 TLX comparison (per participant) for RTC and browser-based client
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consultants (33 % of the participants). Since three of four groups have an increased
TLX value, a higher workload for the browser-based client is reasonable.

The same goes for the analysis of the TLX values grouped by the respondent’s
ERP experience. Only one group has a decreased workload, whereas the other
three showed with 9.8 % for the rookies (less than 1 year experience with ERP
systems), 29.4 % for the beginners (1–3 years), and 24.9 % for the experienced
(3–10 years), a nearly constant increase of four to six TLX points. The distribution
of the respondents is more regular, since each of the groups consists of two or
more participants. The analysis reveals that the TLX is higher for the participants
with less experience. Therefore, a higher contact with ERP systems implies a
lower workload for both systems.

Comparing the averages of each of the several factors (see Fig. 11) reveals that
the three demands are conceived as less stressful with the browser-based client,
whereas the accomplishing of the tasks, the degree of work, and the frustration are
assessed higher. Especially, the performance shows a 53.2 % increased value,
whereas the average difference of all other factors is only 14.38 %.

To sum up, NASA’s analysis procedure makes the RTC the better user client to
work with Microsoft Dynamics NAV. The workload is assumed higher with the
browser-based client. A more detailed view clarifies a lower TLX with both
systems for more experienced users. Especially the browser integration profits
from more knowledge.

Beside the TLX values we posed some general questions to evaluate both
clients. Some of those evaluated attributes can be seen in Fig. 12. Noticeable is

Fig. 10 TLX comparison by occupation

Fig. 11 Average TLX factors for both clients
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that every attribute is either rated better with the browser integration, or is
equivalent. All participants prefer averagely the browser integration.

The clarity has the highest difference with an increase of 11.1 %. The browser-
based client does only contain a fractional amount of the functionality. Therefore,
the participants conceive the client in Microsoft Office SharePoint 2010 less
confusing. A further investigation of the reasons is not possible due to a lack of
particularly measurement results. A standard deviation of only 0.737 for the RTC
and 0.9 for the browser integration shows a coherent representation of the results.

The speed (2.86 %), ability to be taught (5 %), and overall impression (2.56 %)
differ only in a small value. However, they are still rated better with the browser-
based client. Interesting is that the participants felt an increase of speed with the
browser-based client and simultaneously the total time needed decreased, too. This
shows compliance in the perception and the actual reality.

The usability is the only value that has the same average rating with both
systems. With an average value of 2.67 of 5 it is only slightly above the half and
additionally the worst rated attribute.

4 Conclusion, Limitations and Future Work

Through mobile devices and an expansion of the Internet, mobility of ERP systems
is getting more important. So, system access via the Internet and web browser
becomes necessary. Therefore, the aim of our study was to gain first insight and
first answer for the question whether ERP systems still need both—a dedicated
client and a browser-based client.

Therefore, we set up a study and a scenario to evaluate one possible realization
of a browser-based client by integrating some selected business processes of
Microsoft Dynamics NAV in Microsoft Sharepoint. Delimited and simplified
modifications of the business processes warehouse, procurement, sales, and time
reporting have been implemented and have been evaluated by 15 experts. They
completed therefore the same scenario in two different client types, the Role-
Tailored Client (RTC), the dedicated client of Microsoft Dynamics NAV, and a

Fig. 12 General evaluation of RTC and browser-based client (rectified scale)
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browser-based client. After fulfilling the tasks of the scenario, the participants had
to answer a questionnaire after each part, as well as a general questionnaire at the
end of the study. Whereas the first two surveys were directed towards a technique
developed by the NASA to measure the workload of a Human Computer Inter-
action, the so called Task Load Index [17], the last questionnaire was used to
collect time diaries, general opinions about characteristics such as the usability,
and personal notifications.

Overall, the results of the evaluation are balanced. Minor differences can often
only be seen by having a detailed look. According to NASA’s analysis procedure,
the RTC is the better user client to work with Microsoft Dynamics NAV according
to the selected processes. The average workload is with 24.44 of 100 assumed 9 %
lower than the TLX value 26.9 of the browser-based client. An analysis of the TLX
based on the ERP experience reveals that the index decreases with an increasing
knowledge. Thereby, especially the browser-based client benefits with a 71.8 %
lower average value for participants who work more than 10 years with ERP
systems, whereas the RTC still showed a 28.4 % enhancement. A glimpse on the
TLX factors showed that the demands are slightly lower with the browser-based
client, while the frustration, effort and performance (dissatisfaction) were obvi-
ously higher. This could be caused among others by the familiarity of the RTC for
most of the experts.

However, the general survey favors the browser integration. The clarity, ability
to be taught, and overall impression were rated averagely 4.8 % higher than using
the RTC. Still, with values between 2.6 and 3.1 out of 5, all characteristics were
rated with mediocre satisfaction.

In summary, it can be stated that the RTC has a lower workload to complete the
scenario, but the participants needed less time with the browser-based client. The
participants preferred the browser-based client and rated thereby among others the
usability and overall impression higher. The integration into the browser still has
weaknesses but wins in a direct comparison three out of four evaluation approa-
ches for the business processes treated in this research’s scenario.

So, as a first answer towards the question whether a dedicated and a browser-based
client are both necessary or not, it can be stated that at the moment both clients should
be provided by ERP manufacturers that are offering systems that provided dedicated
clients in the past. According to our results the workload for those dedicated clients
would be lower whereas usability may be higher with a browser-based client.
Therefore, a browser-based client could be a good enhancement for ERP systems
with dedicated clients since an integration of ERP systems into a browser-based
application is thereby a frequently claimed demand by many customers. However,
some ERP systems may be to complex to put all their functions and functionalities
into a browser-based application. So, the system’s complexity could be another
reason to provide both clients—a dedicated one for the full functionality and a
browser-based one for selected functions and services.

As limitations for our study we have to mention that we only focused on a
specific ERP system and used only selected business processes. Additionally the
used ERP system’s version did not provide a browser-based client; so, we
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therefore integrated the selected functions into Microsoft Sharepoint to provide
web access which is per definition not a classic web client. Another limitation is
the composition and the range of our sample. Here, we focused on 15 ERP experts
due to our background. Also, we applied only the TLX as measurement instru-
ment. We are aware that other evaluation tools and instrument can be used as well.
We will deal with this in future steps.

As for further future work and to cope with those limitations, we seek to extend
the range of our sample as well as the extent of the scenario within the upcoming
release of Microsoft Dynamics NAV. Another step will be to shift towards other
ERP systems, to deepen and widen our insight on the question of the clients.
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Critical Success Factors of e-Learning
Scenarios for ERP End-User Training

Lukas Paa and Nesrin Ates

Abstract Based on the updated DeLone and McLean information system success
model (ISSM) this study examines the determinants for successful use of e-
learning to teach theoretical knowledge and skills concerning an ERP system.
A blended learning scenario applied at an undergraduate course at the University
of Innsbruck served as the object of investigation. Particular attention was paid to
the impact of a reduction in the duration of instructor led lectures on the six
dimensions of the ISSM and the effects among each dimension. The results show
that information quality and service quality have significant influence on the
learners’ satisfaction and success, especially when face-to-face session duration is
reduced. With high quality content on the learn management system and good
support during e-learning periods however, no significant loss in learning success,
perceived by learners as well as measured in test results, could be detected.

1 Targets

The rising number of implementations of enterprise resource planning (ERP)
systems in companies around the world increases the demand for ERP end user
trainings (EUT) as well as the demand for graduates with know how in the field of
ERP [1, 2]. In order to provide sufficiently skilled graduates, the necessity arises
for universities to transfer the demanded knowledge and skills to students and
graduates [3]. The possibilities and advantages of teaching those skills by using
live ERP systems are frequently discussed in literature [4–7]. ERP end user
trainings are most efficient in regard to learning outcome when taught on a live
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ERP-system (hands-on) as mentioned by Noguera and Watson [8]. Especially in
the area of software training there is a vast diversity of previous knowledge, skills,
affinity towards technology and pace of learning. Therefore, e-learning fits per-
fectly for the teaching of basic knowledge as it is learner-centered, self-paced and
cost-effective even for learners as there is no need to travel and pay for printing [9,
10]. For complex and comprehension issues however, a personal and synchronic
meeting of trainer and trainee is hardly avoidable without accepting a major loss in
perceived learning quality [11]. End-user training (EUT), not only in the area of
ERP systems, is one of the most pervasive methods for enhancing the productivity
of individuals. EUT deals with teaching skills to effectively use software and
applications. Today most EUT is done through computer-based training or e-
learning [12]. We believe in a combination of e-learning and a traditional
instructor led lectures approach for the most efficient learning success. This
combination is usually referred to as blended learning (BL). As lectures led by an
instructor are a major cost driver [13, 14], the aim of this study is to understand
how the duration of face-to-face sessions, as part of a blended learning course,
affects learning outcome and satisfaction of learners. [12].

Finally we would like to state if and under which circumstances a reduction of
face-to-face sessions by identical course content is possible in a BL scenario and
which features are most efficient as compensation in perception of end users.

1.1 Object of Investigation

A mandatory course for students of the bachelor of business administration degree
at the University of Innsbruck served as the object of investigation. During one
semester students of this course get taught basic knowledge and skills concerning
an ERP system like purchase, sales, warehousing and production through a learn
management system (LMS) and a web-based live ERP system. The students are
studying the mentioned units via the LMS by themselves prior to face-to-face
lessons with an instructor (Fig. 1).

The knowledge transfer happens mere via e-learning [15]. The e-learning
consists of theoretical input via text, illustrations and video screenings of the ERP-
system which show relevant actions and relations in the ERP system. Additionally
a support forum via which students can communicate with other students and
tutors is provided. For the completion of every single e-learning session, in the
frequency of two weeks, students have to solve a working package (WP), in which
they have to reproduce a process in the live ERP system. For example create a
contractor and order a certain amount of an item. Learners can practice those tasks
as often as they want during a two week period. At the end of each e-learning
session students have to hand in their solutions for the working package through an
upload feature on the LMS. After every e-learning session an attendance session
with 25–30 students per class takes place in which the lecturer explains solutions
to frequent mistakes and problems and answers questions concerning the topic of
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the prior e-learning session. At the end of each instructor led session, a multiple
choice test (MC) in form of an online assessment is conducted on the LMS which
controls theoretical knowledge of learners. This cycle is repeated four times. At
the last attendance session a final test has to be passed in class in which students
have to solve a task similar to one of the working packages.

1.2 Methodology

We researched this course over four consecutive terms, beginning with the sum-
mer term 2010 (ST) and ending with the winter term 2011 (WT). The learning
content concerning the ERP system remained nearly unchanged, except for minor
adaptions and reorganizations. The only parameter that changed considerably is
the duration of instructor led classes. In the first two terms of the research (ST2010
and WT 2010), in the following referred to as ‘‘group 1’’, each attendance session
had a duration of 90 min. In the last two terms (ST2011 and WT2011), in the
following referred to as ‘‘group 2’’, the duration was shortened to 45 min for each
face-to-face session due to restructuring of the course design. We gathered all data
concerning test results in working packages and multiple choice tests, drop outs
and the information from an online survey conducted at the end of each term
concerning the satisfaction of the participants with the LMS during the four
researched terms. In this study we compared those measures between both groups
to gain insight into the relevance of face-to-face session duration in a blended
learning scenario for ERP end-user training.

Fig. 1 Cycle of the course
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2 Examinations of Test Results and Dropout Rates

At the first stage we studied the success of participants by their achieved results in
the working packages, the corresponding theoretical tests and the final test.
Thereby we also analyzed drop outs, whereat we did not differentiate between
students who did not hand in a solution and the ones who did not achieve the
required score.

2.1 Sample

Over the four terms of the study 993 students were enrolled in the examined
course, of which 854 successfully finished it. Students participating in the course
were in their fifth (5.3) term on average. 570 participated in the online survey of
which 271 were female and 286 male with age reaching from 20 to 39 years and
an average age of 23.3 years at the end of the term. 144 of those already had
experience in e-learning courses through other lectures. 112 already had experi-
ence with an ERP system. The sample, consisting merely of young students,
estimated themselves as ones with a high affinity towards the web, 3.9 measured
on a seven-point Likert scale compared to other students. They estimate their
knowledge concerning computers and software as high (Table 1).

Table 1 Test results and dropout rates

Group 1 Group 2

ST2010 WT2010 ST2011 WT2011

Students enrolled 184 268 239 302
Instructor led class 90 min 90 min 45 min 45 min
No line up 12/6.9 % 5/1.9 % 9/3.8 % 7/2.3 %
Dropout at 1st test 4/2.3 % –/– 2/0.8 % 3/1.0 %
Results MC/WP 1 2.89/14.15 2.99/14.59 2.46/14.60 2.67/14.52
Dropout at 2nd test 4/2.3 % 4/1.5 % 7/2.9 % 4/1.3 %
Results MC/WP 2 2.39/14.37 2.84/14.52 2.28/13.54 2.53/13.65
Dropout at 3rd test 2/1.2 % 2/0.8 % 4/1.7 % 4/1.3 %
Results MC/WP 3 2.43/14.18 2.71/14.39 2.61/14.22 2.53/14.21
Dropout at 4th test 2/1.2 % 6/2.2 % –/– –/–
Results MC/WP 4 3.02/13.45 2.82/13.95 2.38/14.78 2.44/14.79
Dropout at final test 7/4.1 % 19/7.3 % 10/4.2 % 20/6.6 %
Total dropouta 19/11 % 31/12 % 23/10 % 31/11 %
Participants survey 142 150 182 65

a Excluding students who never showed up
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2.2 Findings

The following graph shows the test results in working packages, theoretical tests and
the final test summarized for both groups. In each of the four tests learners could
reach a maximum of 20 points, 15 in the working package and five in the theoretical
test. In the final test 20 points where achievable, without a theoretical test. Achieved
points are measured on the left axis. On the right axis dropout rates are shown in
percent of the number of students enrolled in the course at the beginning of the term,
without students who never handed in a solution to the first test.

It can be seen that the dropout rates during the term was relatively low and no
significant difference could be found between the two groups. Drop outs were
calculated by participants who did not hand in a solution or did not achieve the
required score of 60 % of the reachable points, in relation to students enrolled in
the course without the ones who never handed in any test. In the final test, which is
also conducted on the ERP system, there was no relevant negative influence trough
the reduced attendance class duration. Dropout rates were even lower in the second
period of the study when observed in relation to enrolled students. The overall
performance of students in the first two terms concerning the theoretical tests,
conducted as online multiple choice tests, was slightly better than of the ones in
the last two terms. This leads to the conclusion that the more time is spent in
attendance classes and the possibility to explain and discuss some topics helps
learners to gain a slightly better theoretical understanding of ERP systems and
their functionalities. Concerning the skills in the ERP system, which were tested as
working packages on the live system, no significant difference can be seen. So far
we can state that the reduction of face-to-face teaching time has no relevant
influence on dropout rates and learning outcome measured in tests. In the next step
we studied the self-estimation of students with their learning success, measured in
an online survey conducted at the end of each term (Fig. 2).

Fig. 2 Test results and dropout rates compared
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3 Study of the Perceived Benefit of Learners through
the ISSM

The Information System Success Model (ISSM) of DeLone and McLean is one of
the widely recognized models which originated out of a systematic review of 180
studies. The first ISSM presented in 1992 was used by nearly 300 studies. In 2003
DeLone and McLean reviewed another 100 articles regarding information system
success and presented the updated ISSM [16]. A meta-study by Petter et al. [17]
has shown that the updated version of the model has received great appreciation in
the IS community. A relevant aspect for the use of the ISSM in the background of
education at a University is that the ISSM has been empirically tested in a quasi-
voluntary use context as well as in a mandatory one [18]. Those facts led to our
decision to use the ISSM as basis for our study in which we examined the influence
of various parameters (information quality, system quality, service quality and the
relation of face-to-face sessions to e-learning units) on user satisfaction, use and
net benefit. [19].

3.1 Measures of the ISSM

In order to operationalize the constructs of the conceptual model, we have fol-
lowed the recommendation of various authors [20–23] to use tested and proven
measures in order to enhance validity. We have adapted items identified in pre-
vious studies and modified them for use in the e-learning context. However where
we saw the necessity to add items in order to measure the intended dimensions, we
did so but paid particular attention to suggested writing principles [24].

The analysis examines the influence of the five dimensions of the ISSM on net
benefit as well as the impact of the reduction of the duration of face-to-face
sessions on learners’ success and satisfaction. Furthermore changes in the per-
ceived relevance of certain components of the LMS in dependence of the abbre-
viated face-to-face sessions were analyzed.

The dimensions for measuring the LMS success consist of the following items:

• Information Quality measures the perceived quality of the information itself, its
multimedia preparation and its relevance for the aim of the course. Additionally
the arrangement, comprehensibility and the fact that they are unambiguous were
taken into account. Information quality is a prominent success factor when
investigating user satisfaction, especially when face-to-face time gets reduced.

• System quality considers characteristics of the performance like usability,
accessibility, functionality and response time of the LMS.

• Service quality summarizes measures of the support provided by the operator of
the LMS. Distributions of user accounts are as well a criterion as the speed,
helpfulness and kindness of answers on any support inquiry.
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• Use is influenced by the three first mentioned dimensions and covers the per-
ceived use of the LMS by learners in terms of frequency and duration of logins
as well as the intensity of the time spent on the LMS. It is also recommended to
evaluate the use of different content types and functionalities of the LMS.

• User satisfaction captures the affective attitude of learners to the LMS and can
be considered as a very important dimension when investigating the benefit of a
LMS.

• Net benefit measures several aspects of perceived individual benefits experi-
enced by learners through the use of the LMS. Aspects like efficiency, task
performance and overall usefulness are covered by this dimension.

3.2 Analysis and Results of the Survey

Following Gebering and Anderson [25], we conducted a confirmatory factor
analysis to assess the reliability and validity of the multi-item scales. We included
all constructs of the structural equation model as well as the moderators within this
analysis to ensure convergent and discriminant validity. Any observation that had
missing values among the observed variables were dropped from the analysis.
Global fit measures are provided as follows: comparative fit index (CFI) = 0.72,
Tucker-Lewis index (TLI) = 0.69, root mean square error of approximation
(RMSEA) = 0.089. The results of the confirmatory factor analysis are shown in
Table 2. With little exceptions we can see high factor loadings in all dimensions
and high levels of explained variance by the model.

As all factor loadings for the dimensions are statistically significant this shows
that all indicators are effectively measuring the same construct and have high
convergent validity [25]. Correlations between latent variables are reported in
Table 3.

We conducted a simultaneous equation model, as some equations contain
endogenous variables among the explanatory ones, on the dimensions as shown in
Fig. 3. The coefficients and their significance are shown in the graph. We calcu-
lated the exact same model for each of the two groups of the study separately.
Values above connecting vectors apply to students who had 90 min instructor led
classes (group 1) the lower ones to students who had 45 min (group 2).

2 We measured the items using seven-point Likert scales anchored by ‘‘strongly agree’’ (7) and
‘‘strongly disagree’’ (1), unless otherwise noted.

Notes: CFI = comparative fit index, TLI = Tucker–Lewis index, RMSEA = root mean
square error of approximation, and SRMR = standardized root mean square residual.
3 CFI = comparative fit index, TLI = Tucker–Lewis index, RMSEA = root mean square error
of approximation, and RMSR = standardized root mean square residual.
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Table 2 Results of the confirmatory factor analysis

Item2 Loadings R2

Information quality (IQ)
The LMS provides high quality content. 1.000 0.500
… easy comprehensible information. 0.989 0.490
… high quality multimedia preparation of the information. 0.994 0.491
System quality (SYQ)
The LMS is always accessible. 0.777 0.366
… is easy to use. 0.828 0.527
… runs error free. 1.000 0.926
Service quality (SEQ)
The operator of the LMS provides an easy log in. 0.877 0.423
… provides competent support concerning the learning content. 0.960 0.526
… has the necessary knowledge to attend the system. 1.000 0.564
… provides an appropriate level of support and explanation online. 0.905 0.396
… reacts in a cooperative manner on suggestions for improvement. 0.831 0.367
… responds comprehensibly to my enquires. 0.850 0.385
… responds helpfully to my enquires. 0.853 0.384
… responds pleasantly to my enquires. 0.861 0.359
Use (USE)
The overall duration of time spent on the LMS adds up to: (hours) 0.464 0.440
The quantity of logins to the LMS adds up to: (quantity) 0.855 0.272
When using the LMS I concentrate exclusively on the LMS. 0.959 0.251
I use the provided possibilities for communication on the LMS frequently. 1.000 0.239
User satisfaction (SAT)
All in all I think the LMS is very good. 0.616 0.584
I would perceive a similar LMS a reasonable supplement for other courses. 0.822 0.395
My personal learning success is very high. 0.811 0.531
I am very satisfied with the LMS. 0.923 0.648
I like the e-learning experience. 1.000 0.673
I can unreservedly recommend the LMS. 1.000 0.676
I imagine that others would be very satisfied with this LMS. 0.829 0.570
Net benefit (NET)
All in all I see a large benefit in the LMS. 0.288 0.689
The LMS is a good basis for the work with an ERP system. 0.891 0.493
… good insight in various processes covered by an ERP system. 0.897 0.441
… provides a good summary of the functionalities of an ERP system. 0.873 0.483
… a time efficient introduction to the basics of an ERP system. 0.872 0.399
The LMS enables me to learn wherever I want. 0.832 0.295
… to repeat content as often as I want. 0.736 0.228
The LMS requires motivating myself to complete the tasks. 0.718 0.255
The LMS represents a very good preparation for the work packages. 0.969 0.469
… a very good preparation for the theoretical tests. 0.713 0.192
The LMS imparts a good understanding for business relations. 0.828 0.367
… basic knowledge for the handling of an ERP system. 1.000 0.551
CFI = 0.7193; TLI = 0.6941; RMSEA = 0.0898; RMSR = 0.61273

94 L. Paa and N. Ates



The exogenous latent factors information quality (IQ), system quality (SYQ)
and service quality (SEQ) are supposed to have an impact on the actual use (USE)
of the LMS and the satisfaction of users (SAT). In our study we could proof some
of these correlations. A strong and highly significant impact of IQ on SAT can be
seen in both groups, slightly higher in group 2. From the common opinion in the
literature and the common sense this was to be expected [26–29]. Students of
group 2 depend in a higher degree on the information provided through the LMS,
therefore the impact on SAT is higher for them. But also for group 1 IQ represents
the highest determinant for SAT.

For this reason lecturers and operators of a LMS should pay particular attention
to the accuracy, relevance, timeliness, usefulness, and completeness of information
on the LMS to increase user satisfaction. Learners are more likely to be satisfied
when they find high quality information that facilitates the learning process by
helping them understand, internalize, and absorb course material [30].

The Impact of IQ on USE however is not that strong and only of acceptable
significance for group 2. It has to be stated that the use of the LMS was mandatory
for all learners, which explains to a certain degree the difficulty to measure this

Table 3 Construct correlations

Dimension 1 2 3 4 5

1 Information quality
2 System quality 0.745
3 Service quality 0.830 0.799
4 Use 0.486 0.441 0.557
5 User satisfaction 0.726 0.554 0.649 0.461
6 Net benefit 0.736 0.527 0.759 0.571 0.756

All correlations are significant at the 0.001 alpha level

Fig. 3 Regression within the ISSM for both groups
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dimension. As recommended by DeLone and McLean we also tried to measure the
intention to use. Those items however showed too low factor loadings to be
included in the simultaneous equation model. Another difficulty in measuring use
is the significant difference between self-reported use and actual use. User who use
a system often and for a long duration tend do underestimated the actual time spent
with the system in contract to users who only use is rarely and for short session,
which tend to overestimate their spent time [31, 32]. Additionally Urbach and
Müller [29] summarize the meta study of Petter et al. [17] by stating that only a
moderate support can be found to support the hypothesis that USE can be
explained by IQ.

System quality (SYQ) shows very low and negative regression on both
dimensions for both groups, except for SYQ on SAT in group 1. Again the meta-
analysis by Petter et al. [17] shows only mixed support for the explanation of USE
by SYQ in previous studies. While a total of nine studies reported a positive
association with system use, seven studies reported nonsignificant results for this
model path [29]. The explanation of SAT by SYQ however shows strong support
in previous studies. Our study can confirm this for group 1. The reason for the
nonsignificant and negative impact in group 2 of our study could not be explained.

SEQ, which amongst others consists of items concerning the support, shows
relatively high regression on USE and SAT for group 2. This can be explained by
the higher dependence of those learners on the support by tutors and operators of
the LMS. Thus operators of a LMS should look for possibilities to enhance the
perceived service quality. This could be done through high quality, fast and reli-
able responses to support inquiries of learners concerning the learning content and
the LMS itself.

The impacts of SAT on USE and vice versa show contrary results: highly
negative and with strong significance for group 1 and positive but lower and with
only moderate significance for group 2. One possibility to explain that case would
be the interpretation in the specific context of university students as learners. As
the LMS is the only way for learners to prepare for the working packages its use
can be seen as mandatory. Students tend to behave according to the minimization
principle. They try to reach their target with the least possible input or effort. Thus
using the LMS a lot does not result in a higher satisfaction but a lower one. This
explains the highly significant negative regression between the dimensions USE
and SAT, as well as in the other direction. Students who perceive the information
quality as high, experience higher satisfaction and thus don’t have to use the LMS
very often and for a long duration. Students however which are not satisfied with
the LMS, maybe because they find the content not comprehensive, and see a lack
in support may be forced to spend more time on the LMS and suffer from frus-
tration, or a negative satisfaction. This however applies only to learners of group 1.
The reason for the different results in both groups is not clear for the authors so far.

USE shows highly significant and strong impact on NET as well as vice versa
for group 1. Group 2 however doesn’t support this hypothesis. Once again those
findings reconfirm the meta-analysis by Petter et al. [17] where most studies
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reported significant associations between USE and NET but six studies reported
nonsignificant results.

The highest impacts can be found between SAT and NET, and in the other
direction from NET to SAT. Satisfied learners experience a high benefit, and are
therefore even more satisfied.

Recapitulatory we can say that our study showed similar results to the average
of the meta-analysis conducted by Petter et al. [17] and leads to the following
conclusion. The quality of the learning content on the LMS and the support for
learners through communication on the LMS are the most important influences for
the perceived learning outcome. Especially when attendance class duration is
reduced, those become more relevant.

4 Analysis of Importance of Functionalities and Features

We will now have a more detailed look on which components of the LMS gain
importance from the learner’s point of view with declining attendance class duration.

Figure 4 shows the results on selected items concerning their level of agree-
ment and their importance. We can see that both groups were satisfied with the
quality of the content and ascribe this item a very high importance. For students of
group 2, the quality of the content was understandably even more relevant. In item
IQ2 in the shown graph we can see a significant drop in the level of agreement.
Students who depend more on the LMS tend to be more critical with the way

Fig. 4 Differences in level of agreement and perceived importance
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information gets presented. Those again estimate the importance of that item
slightly higher than group 1. The next item supports these findings as students of
group 2 are more demanding in concerns of multimedia preparation of the
information. The next two items of the dimension system quality, accessibility
without interruption and fast response time of the website are more important for
learners who are more contingent on the LMS. Item SYQ3 shows that the necessity
for quick access to information rises with lower attendance class duration and is
also of higher importance. The three selected items concerning service quality all
demonstrate the higher perceived importance of relevant and comprehensive
support online whether static (glossary) or dynamic (support forum).

In open questions about what learners criticize or would enhance on the LMS
there was no noticeable difference between the two groups. Most common state-
ments were to shorten the theoretical input and provide more illustrations and
video screenings instead, better support during the e-learning sessions through
lecturers and tutors and detailed individual feedback about mistakes in the working
packages. Another point that was mentioned by some learners was the demand for
audio instructions during the video screenings. However this was also surveyed in
the questionnaire, where participants gave it a very low rating in concern of the
importance.

Participants of the second part of the study estimated their personal learning
success a little bit lower on average (4.86 compared to 5.26) on a seven-point
Likert-type scale (1 = strongly disagree, 7 = strongly agree) which could also be
seen in the evaluation of the test results concerning theoretical knowledge.

5 Summary and Conclusion

The effectiveness of end user training is considered a critical success factor in the
implementation process of an ERP-System. End user training is not only the most
time and cost consuming part of the implementation period but also an important
aspect for new employees [33]. E-Learning allows cost savings through reduced
trainer, travel and opportunity costs. Furthermore it offers a certain degree of
adaption possibilities concerning the pace and intensity of learning. The main cost
drivers in blended learning scenarios, once the LMS and its content are created, are
fees for instructors. Results of this study show that a reduction in face-to-face
session duration in blended learning scenarios does not cause a significant loss in
the learning outcome, perceived by learners as well as measured in test results.
Dropout rates were even lower for learners with shorter instructor led class
duration. In order to achieve high learner satisfaction and high learning success in
blended learning scenarios, high information quality and helpful and fast support
are critical success factors. Especially when reducing instructor led class duration
those gain importance to learners. Thus the main effort should be focused on
integrating rich multimedia content with educational information that facilitates
learning and understanding of course material.
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Part IV
ERP Implementation and Integration



Does Predefined ERP Implementation
Methodology Work for Public Companies
in Transitioning Country?

Adnan Kraljić, Denis Delismajlović and Tarik Kraljić

Abstract The main objective of this paper is to answer a question ‘‘Does pre-
defined ERP implementation methodology work for state owned companies in
transitioning countries?’’ The focus will be on state owned companies from Bosnia
and Herzegovina, as it is typical transitioning company. Paper will treat selected
issues which could trouble ERP implementation trough predefined ERP imple-
mentation methodology for SAP ERP. This paper presents observations/remarks
based on experience of authors in SAP ERP implementation projects in public
sector in Bosnia and Herzegovina. Author’s goal is to provide useful insight into
predefined ERP implementation methodology (in theory) and issues that arise in
real life ERP projects. Also, it should provide structural knowledge for all
stakeholders involved in the process of ERP implementation in public sector.

1 Challenge Known as ERP Implementation

Enterprise resource planning (ERP) system is a business management system
which comprises integrated sets of comprehensive software, which can be used,
when successfully implemented, to manage and integrate all the business functions
within an organization. These sets usually include a set of mature business
applications and tools for financial and cost accounting, sales and distribution,
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materials management, human resource, production planning and computer inte-
grated manufacturing, supply chain, and customer information [1].

So, the main feature of ERP is computer-based integration of the whole
organization into one system and database. It provides higher efficiency, real time
reporting, as data entered in one module of the system are immediately accessible
for other organization’s functions. Figure 1 presents typical functional ERP
architecture.

People often contemplate ERP as software provided out of box. We consider
ERP more as a concept. The target of each ERP implementation in organization is
to benefit by improving business operations and ease decision making process.
Also it is important to state that there is no magic in ERP software. ERP’s benefits

Fig. 1 Typical ERP system architecture
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are a direct result of effective preparation and implementation, and appropriate
use. This seems obvious, but nine out of 10 companies don’t get it right the first
time around [2].

2 Story about ERP Implementation

ERP implementation is set of activates, normally leading to the fully operating
system. It mixes business, technical and clerks’ sides which should work harmo-
nized during the implementation. Every employee in the company is involved in
ERP implementation process; either they are technical support in company (IT
department) or the end users of information system. Obviously it is not easy to
achieve. There are many examples of ERP implementation failures.

The world of IT and business consulting is full of stories of ERP projects gone
wrong. Companies such as Whirlpool, Hershey Foods, and Allied Waste Industries
have had exposed court cases against ERP software vendors (such as SAP A.G.
and Oracle) because of their unsuccessful implementations.

It is interesting that according to a statement cited in an ITWorld.com article,
Waste Management claims SAP deceived it by creating ‘‘fake software environ-
ments’’ for product demonstrations. The project went bad almost immediately
after a sales agreement was signed in October of 2005. Though SAP promised a
pilot version of the system would be up and running by Dec. 15, 2006, ‘‘it is not
even close to being completed today’’ [3].

Another famous story about SAP implementation failure is Shane Co. The
family-owned jewelry retailer that sought bankruptcy told a U.S. judge the com-
pany’s decline was triggered partly by delays and cost overruns for a $36 million
SAP AG inventory-management system.

SAP, the world’s biggest maker of business-management software, took almost
three years to install and implement the system instead of one year, while costs
‘‘ballooned’’ to $36 million from a projected maximum of $10 million, Shane said
in papers filed in U.S. Bankruptcy Court in Denver [4].

In general an implementation is seen as successful if it is completed within
budget and time with meeting all the implementation deliverables as measured by
ROI, KPIs etc. In any ERP implementation lots of variables are involved like
personnel (business side, technical side, support side, users), implementation
partner (for example local integration software PeopleSoft, JD Edwards, Sales-
force.com etc.), and implementation strategy [5]. With a number of issues that
arise together, in a few months to a year or so for implementation, it is important to
address critical factors that shape an implementation. Also, as we mentioned
previously, it is important not to underestimate the nature of public institution and
all bureaucracy you have cope with during the implementation.
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3 No One is Immune—Country Specific Issues of Public
Sector

There is no industry or activity that is not influenced by current situation in Bosnia
and Herzegovina. Complex picture of transitioning post conflict country will be
described in next few paragraphs. The stress will be on state owned companies.

In Bosnia and Herzegovina there are some big state owned companies that
implemented an ERP or are in the process of implementation. According to SAP
User Community in B&H SAP ERP is the main ERP vendor for big public
companies. If it could be useful information for someone we will name those
companies: EPBiH, BH Telecom, JP EPHZ HB, HT Mostar, Clinical center
University of Sarajevo.

One of the issues of public sector in B&H is very complex stakeholder structure
due to political system as a result of post conflict situation. (Dayton and Paris
political agreement resulted in four different levels of government – 14 govern-
ments, 180 ministers; 1 prime minister per 300 000 people, one the most complex
and expensive governmental body in the world). According to the 2005 CMI
report, this bloated public sector accounts for 54 % of the annual GDP—more than
in any other European country [6]. Another issue is widely spread corruption as a
one of the common characteristics of post socialist developing country. After the
war in B&H and privatization which was proceed doubtfully and obscure hundreds
of state owned companies finished in bankruptcy. However, still few state owned
companies, mainly utility and telecom companies, are the backbone of country’s
economy. Unfortunately, public sector in Bosnia and Herzegovina is very complex
and due to the last surveys one of the most corrupted in Europe, especially in its
employment policy.

As mentioned previously 54 % of GDP is consisted of public sector what
implies the importance of this sector and long term consequences if fraud is part of
it. Same report states that corruption pattern in B&H is characterized by (a) high
level of public concern with corruption, (b) low level of public trust in the gov-
ernments, (c) state capture and conflict of interest, (d) public administration
inefficiencies reflected in widespread bribery in public offices, (e) distorted busi-
ness environment and (f) a significant burden on poor households, exacerbating
poverty and inequality. Public tenders (defined by public procurement law) could
provide opportunity for corruption if they are done with a lack of transparency [7].
Also process of choosing the bid winner is complex with not strict definition of
vendor selection criteria. According to the World Bank report, in the most cases in
B&H, tender policy is that price values for more than 70 % of possible points that
vendor can earn. This leads to artificially low price that ensures wining the bid, but
do not ensure the quality of service.
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4 How ERP Vendors Want to Help Implementations

So, as seen from previous chapter, much of the time ERP software vendors are the
targets for blame when expected results do not occur.

ERP vendors state that only following a tested implementation methodology is
a prerequisite for successful ERP implementation. All implementation method-
ologies e.g. Oracle Application Implementation Methodology (AIM), Accelerated
SAP (ASAP) etc. suggest at least five phases of ERP implementation: Define;
Design; Build; Transition; and Go Live & Support [8]. To avoid those uncom-
fortable situations ERP vendors developed predefined ERP implementation
methodologies. One of the most famous is delivered from biggest ERP vendor
SAP. It is ASAP methodology (ASAP – Accelerated SAP). In next few paragraphs
we will describe ASAP methodology in more details.

Accelerated SAP (ASAP) is SAP’s standard implementation methodology. It
is consisted of 6 phases, and those are: Project preparation, Blueprint, Realization,
Final preparation, Go-Live Support and Run. It is serial relationship, so prede-
cessor phase has to be completed in order to move on next phase. In Fig. 2. those
phases are shown.

This roadmap is a step-by-step guide that incorporates experience from many
years of implementing R/3. Along with that, Accelerated SAP contains a multitude
of tools, accelerators and useful information to assist all team members in
implementing R/3. Quality checks are incorporated at the end of each phase to
easily monitor deliverables and critical success factors. ASAP is delivered as a PC-
based package, so that—if required—an implementation project can begin prior to
having an R/3 System installed [9].

We will give more details regarding each phase.
Project Preparation

Goal of this phase is to plan our project and lay the foundations for successful
implementation. It is at this stage that we make the strategic decisions crucial to
your project: define your project goals and objectives, clarify the scope of your
implementation, define your project schedule, budget plan, and implementation
sequence, establish the project organization and relevant committees and assign
resources

Fig. 2 ASAP phases

Does Predefined ERP Implementation Methodology Work 107



Business Blueprint

During this phase we create a blueprint using the Question & Answer database
(Q&Adb), which documents your enterprise’s requirements and establishes how
your business processes and organizational structure are to be represented in the
SAP System. We also refine the original project goals and objectives and revise the
overall project schedule in this phase.

Realization

In this phase, we configure the requirements contained in the Business Blueprint.
Baseline configuration (major scope) is followed by final configuration (remaining
scope), which can consist of up to four cycles. Other key focal areas of this phase
are conducting integration tests and drawing up end user documentation.

Final Preparation

After project realization phase, we complete our preparations, including testing,
end user training, system management, and cutover activities. We also need to
resolve all open. At this stage we need to ensure that all the prerequisites for your
system to go live have been fulfilled.

Go Live & Support

In this phase we move from a pre-production environment to the live system. The
most important elements include setting up production support, monitoring system
transactions [8].

Fig. 3 Phase objectives
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Table 1 ERP implementation in transitioning country in state owned companies—Expected
objectives for each ASAP phase and constraints that occurs in practice

Phase Excepted objectives Constraints in practice regarding the phase
objects

Project
preparation

Defined your project goals and
objectives

Unskilled project managers

Clarified the scope of your
implementation

Corruption in tendering procedure
(inadequate tendering procedure)

Poorly written tendering documentationDefined your project schedule,
budget plan, and implementation
sequence

Leak of project management knowledge
(no clear goals and objectives)

Established the project organization
and relevant committees and
assign resources

Poorly prepared project work break
structure

Employee does not care about resource
spending —state money.

Budget and project schedule planned with
no serious approach

Blueprint Created blueprints using the
Question & Answer database
(Q&Adb)

Too much/little time spent on blueprint
preparation due to lack of project
management knowledge, and
requirements set by political not
business persons/reasons

No localize ASAP documentation for
smaller countries (example Bosnian
language)

Leak of business process mapping skills
Leak of professional business

environment in state owned
companies, which support this
extremely important phase

Managers and supervisors mostly not
centers of competence

Mapped business processes
Overview of all business process

Realization Configured the requirements
contained in the Business
Blueprint

Leak of project management
Leak of change management (Change

management not consider as
important)

Responsibility issue—‘‘there is someone
else who will do it’’

Conducted unit tests
Conducted integration tests

Integration test not taken seriously from
end users

Prepared end users documentation

Very slow internal knowledge and
information transfer— several
managers has to sign document to be
approved .

(continued)
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Run
Optimizing overall system performance and obtaining permanent business process
optimization.

Phase objectives shown in Fig. 3, (Table 1).

5 Most Threatening Constraints in Practice Regarding
ASAP Methodology

In next few paragraphs we will discuss the most prominent constraints from the list
above.

Inadequate tendering procedure for state owned company—The Public
Procurement Law adopted in 2004 generally complies with the main principles of
the EU public procurement system. However, in practice procurement process for
public companies still provide significant space for fraud. One of the most ques-
tionable aspects of public tendering law is determining price as the most important
factor in bidding. So winning the bid is based significantly, if not exclusively on
price. This leads to artificially dropping the price of some offers so companies are
in the risk to become uncompetitive if the price is set according to the real market
price for the project scope. This opens the door for system integrators which are
not skilled to provide ASAP methodology, in other words, cannot provide skilled
SAP consultants who can implement ASAP methodology in SAP ERP
implementation.

Table 1 (continued)

Phase Excepted objectives Constraints in practice regarding the phase
objects

Go–Live
support

Moved from a pre-production
environment to the live system

Help desk not established by the company
Defined communication channels not

respected
Often, poor management decision made

under huge pressureof Go Live phase
Includes setting up production

support, monitoring system
transactions Employees working habits—mistakes are

there to be hidden

Run Optimizing overall system
performance

No optimization and improvements
Lack of understanding that the ERP

system is ‘‘live’’ system
After project is finished all ERP story

ends.
Problems with tendering procedure for

support
No competent support in country as

Bosnia and Herzegovina— low
spending on consultant education

Permanent business process
optimization
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No localization for ASAP documentation for smaller countries (example
Bosnian language)—ASAP methodology provides dozen of documents well
written in English language. It is profound help for consultants and substantially
accelerates the process of implementation. Unfortunately, this documentation is
not translated on local languages of small, transitioning markets as Bosnian SAP
market is.

Time consuming decision making flow process (from bottom to top) —
Decision makes process in such companies can be very slow. It obviously does not
support name of SAP standard methodology—Accelerated SAP. One reason
could be very complex and deep organization structure. Specific to some public
companies is lack of using of modern information infrastructure, like e-mails.
Another example is using of internal mail service for paper notices delivery. Also,
the nonprofit approach is deeply rooted in employees of public companies in B&H
(no real responsibility and valuation by working achievements).

Working habits of management and employees—Probably someone would
ask what communism has with ASAP. However, as former communist country,
Bosnia and Herzegovina kept some of the practices from that period (especially in
state owned companies). These habits could include: no real authority of the
management, work is not valuated by achievement but personal relations; there is
no incentive by employees to make some efforts to improve their work environ-
ment because they are not paid by their working performance and commitment
(salary is determinate by salary coefficients for each working position. Coefficient
is provided by legislation and internal company HR documents and it could be
steady for years). Another problem is unqualified employees with lack of
knowledge and practice in business domain they are hired for. The reason for this
could be corruption in employment process (some public companies advocate
publicly that they prefer daughters and sons of their current employees in hiring
process. All this influence that ASAP methodology is not executed in theoretically
described manner.

Leak of professional business environment in state owned companies—
ASAP methodology requires business educated professionals who can follow
ASAP predefined tasks. Very often employees in state owned companies do not
have appropriate skills that can support ASAP activities. Even if the project
managers deliver tasks to their employee the feedback is missing or is delivered in
very poor manner.

Leak of change management (Change management not consider as
important)—Change management is a process which aim is to make easier
implementation, as well as transition during ERP project. Since ERP project is
usually very complex, change management can play significant role to improve
employees to understand why the project has been implemented and to make
organizational changes and BPR easier. These activities can be summed into 3
basic ones: education of employees, communication among stakeholders and
involvement in project process. Lack of change management can affect quality of
project implementation, and make results smaller.
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6 Conclusion

As it is stated in abstract the main objective of this paper is to answer a question
‘‘Does predefined ERP implementation methodology work for state owned com-
panies in transitioning countries?’’ We tried to answer on this question with
experience gained with several projects in state owned companies done in Bosnia
and Herzegovina. We will call it hands on experience. As we are working as SAP
consultants, we chose SAP Accelerated methodology as referent methodology for
our paper. We found it relevant as it is provided by the biggest ERP vendor—SAP
A.G. In general ASAP methodology is well developed with hundreds of well-
structured documents which support all ERP implementation activities. But in
practices for state owed companies it hardly works. As SAP consultants we got
impression that ASAP methodology is constructed for private professional busi-
ness environment which can be easily found in developed countries, but not in
state owned companies in transitioning country. At the end we will state the most
remarkable constrains we found in applying ASAP methodology in ERP
implementations;

• Inadequate tendering procedure for state owned company
• No localization for ASAP documentation for smaller countries (example Bos-

nian language)
• Time consuming decision making flow process
• Working habits of management and employees
• Leak of professional business environment in state owned companies
• Leak of change management (Change management not consider as important)

We believe this paper could be useful in further ERP implementations and
research.
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A Team-Oriented Investigation of ERP
Post-Implementation Integration Projects:
How Cross-Functional Collaboration
Influences ERP Benefits

Daphne Rich and Jens Dibbern

Abstract The benefits companies achieve by implementing an ERP system vary
considerably. Many companies need to adapt their ERP integration solution in the
post-implementation stage. But after the completion of such a usually very com-
plex integration project, benefits do not emerge by all means. A misfit between the
organization and the IS, especially the aspect of cross-functional team collabo-
ration, could explain these divergences. Using an initial theoretical framework, we
conducted a single case study to explore the team-oriented perceptions in a post-
implementation ERP integration project. To analyze the benefits and the influences
in greater depth we disentangled the integration benefits into their particular parts
(process, system and information quality). Our findings show that post-imple-
mentation ERP integration changes are not always perceived as beneficiary by the
involved teams and that cross-functional collaboration has an important influence.

1 Introduction

In recent years, many companies have decided to invest in the implementation of
an integrated Enterprise Resource Planning (ERP) system with the objective of
handling business processes with a single IT system company-wide. Such a shared
information system (IS) is therefore used by many different departments and
functions across a company and is not limited to departmental boundaries any-
more. Actual experience shows that the net benefits of such an integrated ERP
system do not always have to be positive [1]. One explanation can be found in the
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fit between the organization and the IS [2]; especially in team collaboration [3, 4],
as the way of cross-functional operating is considerably changed by the imple-
mentation of an ERP system [5]. Business processes and the execution of work
functions are more interconnected, standardized and coupled. The teams using the
ERP-systems are forced to work more multi-functionally and the execution of one
work step has a direct influence on the work of other teams [6–8]. Research
conducted at the process of initial ERP implementation projects show that system
integration along with cross-functional team collaboration (enabled by integration)
is highly important for on-going system success [3, 4, 6].

One aspect, which had previously received little attention, is that after the
completion of an ERP implementation, system integration is usually not com-
pleted. In the majority of cases it remains to be an illusion to have one ERP system
as a single integration solution [9]. Legacy systems and stand-alone solutions
persist and need to be interfaced with the ERP system [10, 11]. Additionally, an
ERP system has to be adapted continuously to new business processes and envi-
ronmental changes. Further integration projects are required to standardize and
broaden the system landscape. Such integration projects taking place in the post-
implementation phase of an ERP system are rarely studied in literature.

Based on extant research findings, the changes of an implemented ERP inte-
gration solution, caused by an ERP post-implementation integration project, are
supposed to have an impact on the perceived ERP benefits, in particular, if they
cause or go along with changes in the way cross-functional teams collaborate
[3, 4]. To explain these previously not investigated interrelationships, our study
specifically takes the perspective of the teams involved in the execution of a
specific business process affected by the integration changes. The objective is to
find out (a) how a change in the existing ERP integration solution affects the
perceived integration benefits by the involved teams and (b) how the modified
cross-functional collaboration influences the perception of the integration benefits.

Given the exploratory nature of this research, a single case study is conducted in
a Swiss transportation operator company that planned to extend its existing ERP
system with new functionality to improve system integration for its procurement
and payment process. Data were gathered two to three months after the intro-
duction of the new integration solution. In this way, an understanding of the
perceptions of the integration changes and benefits of the new solution by the three
involved teams was achieved. The next chapter introduces the theoretical frame-
work that served as a basis for our exploratory analysis.

2 Theoretical Background

The importance of a fit between the organization of a firm and the information
systems has been recognized in IS literature [2] and confirmed in the ERP context [5,
12, 13] repeatedly. It is highly acknowledged that the integration achieved by the
implementation of an ERP system generally leads to on-going ERP system usage
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[14] and therefore to greater benefits for the whole organization [8, 15, 16]. However,
detailed investigations show that the net benefits of increased integration are not
always positive [1]. Analyzing these findings, the aspect of cross-functional col-
laboration emerges. The case studies conducted by Goodhue et al. [4] show that
interdependence and differentiation of organizational subunits influence the
achieved benefits of a newly implemented enterprise system. Following these
findings, Gattiker and Goodhue [3] confirmed their findings by a quantitative study.

Although it is well stated that an ERP system and its integration solution are not
stable after the implementation [13], all known research analyzing cross-functional
collaboration in connection with ERP integration benefits concentrates on the stage
of initial ERP implementation only. While Strong and Volkoff [1] highlight that
‘‘[…] a misfit is not a stable object. It changes over time, whether through changes
to the ES or some aspect of the organization, or a reframing of the issues’’, they do
not analyze the effect of these changes in-depth.

Adapting the presented findings to the context of post-implementation ERP
integration projects, an initial conceptual framework is developed to guide the
qualitative exploration of the perceived integration benefits (see Fig. 1). The basic
assumption is that every team affected by an integration project perceives specific
changes of the ERP integration solution that comprises all ERP system modules
and the linkages between the ERP system and other business applications required
by a team to fulfill the specific business workflow. Based on the research con-
ducted in the ERP implementation context [15–17] the teams are supposed to
notice benefits due to higher integration. Furthermore, changes in integration also
influence cross-functional collaboration [6] that is assumed to influence the
intensity of the perceived benefits [1, 3, 4]. To open up the opportunity to analyze
the benefits and the influences in greater depth we disentangled the integration
benefits into their particular parts, such as process, system and information quality
as opposed to other studies that mostly treated them on a aggregated level. Our
framework is built on the components of the IS Success Model [18, 19]. As we
expect benefits at the process level to be important too we add process quality [20,
21] in addition to system and information quality.

Fig. 1 Theoretical framework
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3 Research Design

3.1 Methodology

Guided by the initial theoretical framework, an exploratory approach was chosen by
conducting a qualitative single case study. This approach seemed to be appropriate,
as the research field is new and our study strives for answering ‘‘why’’ and ‘‘how’’
questions [22, 23]. Data were collected observing an ERP post-implementation
integration project. Semi-structured interviews were conducted within three
involved teams affected by the integration changes. The semi-structured approach
permitted us to additionally raise issues suggested by our theoretical framework
[14]. In order to improve validity of our findings [24] we complemented the
interviews with observation sessions in the different teams and a process document
analysis.

3.2 Data Collection and Analysis

Data Collection. The setting of the case study is a large Swiss company in the
traffic logistics industry. The company decided on a corporate-level to harmonize
its procurement and payment process across the group by initializing the ERP
integration project ‘‘Procure to Pay’’ (P2P). Figure 2 gives an overview of the
addressed process supported by the ERP-system SAP. On the company-level, the
reasons for initiating the project were basically (a) the poor process quality as well
as missing process standardization and optimization due to large divisional dif-
ferences in process handling, and (b) the ending of the support life cycle of the old
accounts payment information system. To overcome these shortcomings, the five
main targets guided the project: (1) one company-wide standardized process chain,
(2) higher process automation, (3) user friendliness, (4) full SAP integration and,
(5) a consistent approval process. Therefore, formerly manually performed tasks or
work steps supported by legacy systems were replaced by additional SAP
solutions.

Figure 3 illustrates the major process modifications. Before the implementation
of the new integration solution, purchase orders were set up by the enquirer via

Fig. 2 ‘‘Procure to Pay’’ (P2P) process overview
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SAP and then processed by the purchasing department. The enquirer had no
opportunity to check the correctness and status of the order in SAP. Furthermore,
the financial approval process of purchase orders was executed manually varying
from division to division, i.e. in some divisions project leaders approved the orders
verbally, in other divisions they signed an order form and some had no approval
process at all. Instead, every invoice had to be checked and approved afterwards.
In the new workflow, the invoices are automatically booked if the invoice amount
is equal to the order price. The main advantages of the new workflow are that
wrong orders can be detected earlier, that depreciations can be reduced by pre-
venting miss-deliveries, and that invoices are paid earlier so that the company does
not miss cash discount deadlines. Mainly three employee groups can be distin-
guished that were affected most by the changes: (1) the line teams purchasing
material (especially the project teams responsible for large infrastructure projects),
(2) the purchasing department, and (3) the accounts payable department.1

Our study was conducted in the first project rollout phase in the infrastructure
department involving around 9,000 employees. One team of every affected
department (project department, purchasing department and accounts payable
department) was studied. To become acquainted with the daily workflows, one of
the end-users of every team was observed and the working steps were documented.
In a second step, four to six end-users of every team were interviewed (see
Table 1). The sample is characterized by variety in age, gender, time of
employment and role. The interviews were held face-to-face, tape-recorded and
transcribed. The recorded workflow served as a basis for the interview discussions.
In order to get a thorough understanding of the system, the integration solution and
the business processes, project team meetings and system training sessions were
attended for half a year and pre-interviews were conducted during the project
roadshows.

Data Analysis. All workflow documentations and the interview data were
carefully interpreted in order to explore whether and how ERP integration changes
influence the perceived integration benefits. Codes were assigned to all remarks

Fig. 3 Process modifications

1 The department responsible for the payment transactions is not affected by the changes.
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considered relevant. Initial code assignments were revised, abstracted, and con-
solidated during the coding process. For this purpose, Table 2 demonstrates the
coding by means of the perceived benefits illustrates by an interview quote. Once a
relatively concise set of codes had been established, the relationships between the
codes were reviewed to ensure that they did not exhibit inconsistencies.

4 Results

4.1 Post-Implementation ERP Integration Solution Changes

The main changes the three departments are confronted with are outlined in Fig. 4.
The project teams validate and accept the purchase orders instead of the invoices.
The purchasing department is not directly affected by process changes but the
purchasing workflow is automatized and supported by a new user interface with an

Table 1 Interview sample

Studied departments End-users interviewed

Project department 2 team leaders
2 project leaders

Purchasing department 4 purchasers responsible for different product groups
Accounts payable department 1 team leader

5 accounts payable administrators

Table 2 Coding examples

Code Interview statement (EU = end-user)

Perceived
integration
benefits

Process
quality

‘‘The time required to accept an invoice [by SAP] is reduced’’
(accounts payable department employee)
‘‘With the approval process it takes longer, sometimes, until

the order is sent out to the goods provider’’
(purchasing department employee)

System
quality

‘‘After logging onto the dashboard [in SAP] as newbie, I was
really [surprised],it was very comprehensible’’

(purchasing department employee)
‘‘I believe that the most important aspects are that it [the new

SAP module] is not self-explanatory […]’’
(purchasing department employee)

Information
quality

‘‘Frequently, people [from the project department] made a
purchase requisition without adding a purchasing price
[…]

This is not possible with P2P anymore’’
(purchasing department employee)
‘‘I believe that you don’t find much more information [in

SAP].that before.’’(purchasing department employee)
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overview of all orders to be processed. Due to the automated invoice accounting
and payment the responsibility for the correct account assignment is switched from
the project team to the accounts payable department. As a rule, the account details
are already completed by entering the order information, but the last check can
only be conducted by the accounts payable team regarding the new integration
solution.2

The interviews show a more differentiated picture of the changes directly
perceived by every team. It is important to gain a basic understanding of these
changes to be able to better relate to the perceived benefits (see Table 3).

4.2 Perceived Integration Benefits

The analysis of the interviews first shows, that the integration solution changes affect
every team differently. In summary, for the project department and the purchasing
department, the effects are beneficial. By having a deeper look at the different
categories, not every quality aspect is affected positively (see Table 4). For the
project department there is no big advantage seen regarding the system quality, for
the purchasing department the information quality perceived is overall quite similar.
Studying the interviews of the accounts payable department, in summary, the team

Fig. 4 Main process changes by department

2 Exceptions:

• Orders without goods receipt: the project team needs to confirm that the ordered service was
delivered.

• Invoices without order reference: the project team still needs to verify and approve the invoice
in this case because no assigned order was verified/accepted before.
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does not notice remarkable benefits at all. The quality of information even decreased.
Our findings confirm the research results gained in the ERP implementation context
stating that an increased level of integration is not always perceived as beneficial
[1, 3, 4]. In the following paper section we analyze whether these divergent

Table 3 Perceived integration solution changes within the departments

Department Perceived integration solution changes

Project department • New SAP ‘‘must-field’’ with the e-mail address of the enquirer in the
purchase requisition form

• Replacement of invoice verification/approval (at the end of the process)
for purchase order verification/approval (at the beginning of the
process)

• Possibility to change invoice details directly in the system instead of
writing a system notice to let the details be changed by the accounts
payable department

Purchasing
department

• A new SAP ‘‘must-field’’ with the e-mail address of the enquirer in the
order form that allows the system to allocate the right approver
automatically by a predefined rule (the approver was selected
manually by the project team with no clear rule before)

• New workflow user interface ‘‘Dashboard’’ with an overview of all
purchase orders in the process and especially with the new
functionality to directly receive orders rejected by the accounts
payable department where the amount invoiced is higher than the
amount of the order (was handled by an excel sheet before)

Accounts payable
department

• New scanning software focusing only on four ‘‘must fields’’
• New automated invoice validation by only checking the four ‘‘must

fields’’ (validation had to be performed manually with a special
software before)

• New workflow user interface ‘‘Dashboard’’ where everybody sees the
whole invoice pool (the invoices could be individually assigned
before)

• Automated transfer of scanned invoices with an order reference and no
goods receipt to the payment department (all these invoices had to be
processed manually in SAP because account details were missing due
to the fact that the purchase orders were not checked by the project
team before)

• Responsibility for the correct account allocation as a standard for every
invoice received (was handled individually before, mostly delegated
to the project team due to the fact that they received every invoice for
verifying and approving anyway)

Table 4 Perceived integration benefits

Benefit category Tendency of perceived integration benefits by the team

Project department Purchasing department Accounts payable department

Process quality : : ?
System quality ? : ?
Information quality : ? ;
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perceptions can be explained by aspects of cross-functional collaboration. Thereby,
the division of the benefits into the three categories may help in finding a convincing
explanation of the influences.

4.3 The Influence of Cross-Functional Collaboration

Collaboration between the Purchasing and the Project Department. Due to the
possibility of checking the purchase orders in the beginning of the process, the
project teams’ dependence on the purchasing department is reduced. This new
situation mediates the influence on the perceived information quality positively:
faulty data insertion by the purchasing department can be corrected early.

Before P2P someone wrote the wrong order reference number […] manually on the order
form. He did not write nicely so that a ‘‘3’’ became an ‘‘8’’. […] Until the go-live of P2P
the number [this wrong entry by the purchasing department] has always been stored
wrongly.

(Project team leader)

The integration development is also perceived positively regarding information
quality by the purchasing department although they are more dependent on the
project team now than before. This increased control is not seen as responsibility
constraint but as support enhancing the sense of security instead.

It is very good, that it [the order] goes back to the line management before it is transferred
to the goods provider. So the people have still the possibility to check it substantially and
financially. In the end, they know that it is ok. I like that.

(Purchaser responsible for working cloths and security equipment)

Already there, they [the project team members] see if we make a mistake and, thus, we
have less incorrect product deliveries. […] And that is an improvement at the bottom line
because all the [goods] exchanges […] cost money and time.

(Purchaser responsible for infrastructure construction projects)

On the other hand, this increased dependency of the purchasing department on
the actions of the project team is simultaneously influencing the effect on the
perceived process speed negatively. The new integration solution would be even
more beneficial if the collaboration were to be improved.

The effect is, that the process time is longer again, because before [the go-life of the new
integration solution] we knew that within some minutes the order I generated arrived at the
goods provider. Now, in consequence of the new approval [strategy], the process time is
once more dependent on people, if they are present, if the substitution is updated [in SAP].
If nobody is doing that it can last about one or two weeks—or even longer—until the order
is finally at the goods provider.

(Purchaser responsible for electricity)
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Collaboration between the Accounts Payable and the other Departments. The
collaboration at the end of the process is perceived differently. The project team is
comfortable with the new situation. They feel more independent by having the
opportunity to change entered invoice data directly in the invoice form.

This is an advantage because before [P2P] we had to return [the invoice] to the accountant
and explain in a notice to whom the amount has to be paid. Now I can enter it on my own.
This is more efficient. There is less effort needed, typing in a number than writing an
instruction. Before, it took always around one week until it came back again. Now I can
complete it immediately.

(Project leader)

Analyzing the accounts payable department the missing benefits perception can
be also explained by a mediating influence of collaboration. On one hand, they
perceive a negative effect on information quality and no benefit regarding process
quality due to wrong system entries of the project teams and the purchasing
department. Wrong or missing entries in the order form prevent the automatic
transferring of the invoice to the payment department. Faulty invoice details
entries by the project team sends the invoice back to the accounts payable
department. So the perceived potential quality is greatly suffering due to aspects of
collaboration and increased dependency. At the end, this also enhances (despite a
more integrated system landscape) manually performed work around solutions as
phone calls, e-mails etc. to communicate with the other department.

It happens that people [of the project team] reject [an invoice], although they could do it
[the correction] themselves. It is important, we take the time to call someone and explain
it. That just takes time. Sometimes it would be easier to simply change the invoice […].

(Accounts payable team leader)

Interestingly, as in the purchasing department, the accounts payable department
too perceives a positive influence of the collaboration on the effect of the inte-
gration change on information quality regarding enhanced control. Also for the
accountants the sense of security is enhanced.

Due to the fact that we are accountants now, the […] approvers have to give a clearer
reason why they reject something […].

(Accounts payable administrator)

All together, the following interesting findings emerge:

• Interdependence influences the effect of the integration changes on the per-
ception of information quality positively if it is connected with an additional
security effect (e.g. data entries will be checked by another team and thus the
entering department feels safer). This is especially relevant for the departments
with a supportive role (i.e. the purchasing department and the accounts payable
department).

• Interdependence influences the effect of the integration on the perception of
information quality negatively if the work of a team is more reliant on system
data entries of another team. This mediating effect is much stronger if the teams
do not trust each other.
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[The project leaders] don’t have any clue what they have to do by checking an invoice.
(Purchaser responsible for infrastructure construction projects)

Yes, we trusted them [purchasing department]. […] then these incidences happened
[regarding severe faulty entries] and we were urged to check the orders [more seriously].

(Project team leader)

• Interdependence influences the effect of the integration changes on the per-
ception of process quality negatively due to the fact that autonomy is lost. For
example, a next work step can only be executed if the other department com-
pleted its work steps: waiting times and a deceleration of the process speed are
the result. Previously, the teams were more flexible in executing their
workflows.

• The perceived effect of the integration changes on system quality is not affected
by cross-functional collaboration.

Our findings especially help to explain why the ERP post-implementation
integration solution changes are only partly perceived as beneficiary by the pur-
chasing and the accounts payable department. Additionally, they give a reason for
the extremely positive results of the project team regarding process and infor-
mation quality. They do not regard the new tasks as extra work3 but appreciate the
gained autonomy.

5 Discussion

The benefits companies achieve by implementing an ERP system vary consider-
ably. Many companies need to adapt their ERP integration solution in the post-
implementation stage. But after the completion of such a usually very complex
integration project, benefits do not emerge by all means. Our research paper may
help to explain these differences.

In summary, our findings show that post-implementation integration changes
are not always perceived as beneficiary by the involved teams and that cross-
functional collaboration has an important influence. The potential quality benefits
are recognized clearly but they are influenced by collaboration aspects so that the
actual effects are neutralized or in the worst case inversed. On the other hand,
cross-functional collaboration also strengthens the perceived benefits in some
cases. Increased interdependence between the different teams due to a tightened
integration solution is not always influencing the benefits perception positively.
Differences between the created benefit categories emerge. Interdependence
influences the effect of the integration changes on the perception of process quality

3 This was a concern of the project team stated before the go-live of the new integration solution.
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negatively and the effect on the perception of information quality either positively
or negatively. The perception of system quality is not influenced at all.

5.1 Contributions

Based on the research focusing on the fit between the organization of a firm and
the ERP system [2, 5, 12, 13] we expand the findings explaining varying benefit
achievements [1, 15, 16] by studying ERP integration projects. The importance of
cross-functional aspects regarding integration at a team-level [3, 4, 6], are con-
firmed in the post-implementation context. Thereby, the partitioning of the per-
ceived benefits enables us to explain effects in more detail at a process, system and
information level. Additionally, the organization-oriented findings of Nicolaou
[25]—studying the effect of post-implementation changes on a firm’s perfor-
mance—are deepened.

From a practical point of view, the findings on the perceived benefits and the
cross-functional collaboration are interesting. The potential integration benefits
perceived by every team are essential during the planning of the integration pro-
ject. By involving the affected teams in an early planning stage, e.g. communi-
cation and training can be adapted specifically for every team to achieve the
greatest possible benefit. It is important to take also interdependencies into
account. The project team has to analyze clearly where work flexibility is limited
due to a higher degree of integration. If cross-functional interdependence is
enhanced, a firm should invest in the building of trust among the involved teams.

5.2 Limitations and Research Outlook

We recognize that this study is subject to limitations. (1) We use limited data from
one integration project in one company. While this helps to control for hetero-
geneity, it otherwise limits generalizability. (2) We only studied one ERP system,
which may limit generalization to other ERP packages. (3) We only investigated
the mediating influence of cross-functional collaboration. Other factors charac-
terizing a team may be relevant. For example, the accounts payable team is
characterized by a high fear to lose the job due to the automation achieved by the
new integration solution. This aspect may have an influence on the negative
perception, too. (4) Our data were collected two to three months after the go-live
of the new integration solution. The findings may therefore be influenced by
‘‘teething troubles’’.

Additional conceptual and empirical research is needed to revise our findings in
another post-implementation integration project in another company. Additionally,
it would be valuable to investigate the end-user perspective as we stated during the
interviews that not every team member perceives the same benefits due to the
integration solution changes.
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Part V
ERP Landscape



Analysis Pattern for the Transformation
of ERP System Landscapes by SaaS

Kurt Porkert and Howard Sutton

Abstract The best possible fulfilment of demands upon IT landscapes requires the
systematic analysis of both the business requirements and the way in which the
ERP system and its integrated applications should be transformed. A pattern for
the analysis can assist in: identifying and evaluating the current system status;
estimating the possible improvements with respect to using SaaS and selecting the
most advantageous solution. The proposed analysis pattern is based upon docu-
mented user applications of SaaS implementation and enabling it’s integration in
the ERP landscape.

1 Introduction

The current popularity of ‘‘Cloud Computing’’ has also renewed company’s
interest in ‘‘Software as a Service’’ (SaaS). In many cases such offers are for IT
‘‘Landscapes’’ in which ERP, ECM and other Business applications are closely
connected.1 Analogous to other landscapes, innovation often changes an ERP
landscape. In Enterprise Architecture Frameworks [1] this can include the archi-
tectural levels of applications, their platforms and the infrastructure.

The decision whether an On-Premise-ERP-Solution should be supplemented
replaced by SaaS is an issue for strategic IT planning. According to [2] the
appropriate planning activities are: clarifying the need for action and the
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functional modules and other components [3].

F. Piazolo and M. Felderer (eds.), Innovation and Future of Enterprise
Information Systems, Lecture Notes in Information Systems and Organisation 4,
DOI: 10.1007/978-3-642-37021-2_11, � Springer-Verlag Berlin Heidelberg 2013

131



determination of the objectives for changing the current status; and the determi-
nation of the type of changes required with respect to sourcing. For these activities
a pattern for analysis is proposed which can help answer a number of questions.
Why should an existing ERP landscape be transformed? Is SaaS an appropriate or
perhaps the best type of transformation? How can the most appropriate SaaS offer
be selected?

2 The Identification and Evaluation of Weaknesses in ERP
System Landscapes

The degree of change necessary in an ERP landscape is determined by considering
a number of system analyses whose focus can be derived from the architecture of
the enterprise architecture framework. Table 1 shows the types of analyses
described in [2] which have been grouped into areas, together with the reasons for
the weaknesses derived from [4].

The above mentioned analyses are able to identify specific deficiencies from
both external and internal causes. Numerous surveys [4], performed by software
providers, have demonstrated that in large companies all the weaknesses men-
tioned can occur simultaneously. In such companies complex heterogeneous IT
landscapes evolve through insufficient coordination/co-operation and result in
partially obsolete, incomplete und inflexible solutions which caused excessive
costs. In larger medium sized companies the main weaknesses were found to be of

Table 1 Relevant analyses and weaknesses in ERP landscapes

Area Analysis Weaknesses

Compliance with
business
demands

Functional analysis, risk and
security analysis, compliance-
analysis

Missing or inappropriate
functionality, insufficient user
support, security deficits, none
compliance of regulations,
deficient data availability

Quality of the
structure of the
application
landscape

Ballast analysis, redundancy
analysis, heterogeneity analysis,
conformity analysis, integrations
gap analyse, data dependence
analysis, economic analysis

Functional ballast, functional
redundancy, unjustified
complexity, heterogeneous
applications, inadequate
integration, expensive solution

Quality of the
technical
platform

Flexibility analysis, integration
capability analysis, technical
status analysis, risk and security
analysis, compliance analysis

Poor platform condition, no standard
platforms, insufficient scalability,
insecure platform, poor
integration of platform,
heterogeneous platforms

Suitability of
operations/

deployment

Economic analysis, costs/
expenditure comparison

Deficient competence in operations,
insufficient technical or
organizational infrastructure,
expensive cost of operations
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a functional or security nature and were caused by the company’s growth and/or
demands from their business partners. For small sized companies the surveys
indicated that the main deficits were to be found in high costs, insufficient user
support and unused or obsolete data.

To appreciate the magnitude or importance of the identified weaknesses a
criticality analysis should be performed which will indicate the disadvantages on
the following three levels:

• Resource efficiency: reduced effectiveness of the IT solution and employees,
• Process efficiency: impaired co-operation between employees; slower, more

expensive process, poor process results,
• Market efficiency: competitive disadvantages.

When the established weaknesses reason that immediate actions are necessary,
then the primary goal of any transformation is to eliminate those deficits. It is now
a question of determining which type of transformation is the most suitable.

3 The Potential to Rectify the Weaknesses Using SaaS

An analysis of the types of transformation [5] demonstrates what needs to be
changed and how this will affect the size of the ERP landscape, the software and
hardware used as well as the responsibility and location for operations (see
Table 2).

SaaS offers a possibility for changing both the responsibility for operations and
the location of operations. Such services have been offered as a business model
since the end of the 1990s, the functionality of the software is provided over the

Table 2 Types of transformations for ERP landscapes

Classification Types of transformation

Object for transformation ERP system, a system additional application, ERP platform, ERP
hardware

Impact upon the size of
ERP landscape

Increase or decrease in the number of software solutions,
replacement of current solutions

Type of software used Replacement of current solutions by changing the software type;
between proprietary standard software, open-source-software,
individual software solution

Software or hardware
products used

Replacement of current software/hardware product by another or
use of another version of the product

Responsibility for
operations

Change between central/decentral or between internal/external
responsibility, or between different external variations e.g.
‘‘service from one provider only’’ or a ‘‘general contractor as
service provider’’

Location of operations Change between central/decentral or between internal/external
locations, or between different external locations.
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internet and thereby differentiating itself by the Multi-Tenant-Architecture from
the ASP concept. According to [6] SaaS, this corresponds to a ‘‘layer model’’ for
Cloud Services. In addition, ‘‘Infrastructure as a Service’’ (IaaS) or ‘‘Platform as a
Service’’ (PaaS) are alternative changes to ERP landscapes [7].

Various deployment models are available for SaaS which are differentiated by
operational responsibility, operational location and typical Cloud Services char-
acteristics. Whereas the models ‘‘Public Cloud’’ and ‘‘Virtual (Outsourced) Private
Cloud’’ refer to both external operational responsibility and location, the model
‘‘Private Cloud’’ refers to external operational with an internal operational location
[8]. A pure ‘‘Private Cloud’’ model refers to both internal operation responsibility
and location and, in comparison to the other models, does not represent an out-
sourcing solution.

The model ‘‘Public Cloud’’ is available to many users and offers standard
services as Multi-Tenant Solutions which are available over the internet. This
enables favourable conditions for: a quick, user controlled scaling of resources;
high availability together with payment based upon the use of the solution which
often results in a low price. This model requires a stable and quick internet con-
nection but is often unable to fulfil the security requirements of the user. It is an
appropriate alternative when standard services are used and only low level security
is necessary for the data.

There are principally three variants of ‘‘Private Cloud’’. The first variant is
when the customer performs everything themselves, the second is when the pro-
vider performs the service at the customer either at the customers location or in
house. It is evident that variants one to three are accompanied by an increasing
security risk.

To what degree SaaS is suitable for reducing the deficits in an ERP landscape
depends upon the company’s sourcing strategy [2]. When SaaS is consistent with
this strategy the appropriateness of SaaS can be determined using an analysis of
the existing conditions. Favourable conditions for using SaaS are: highly dynamic
set of requirements, the absence of expertise for the operational activities for the IT
solution, the necessity for quick implementation of new software [7–10].

The Kiviat diagram in Fig. 1 can help to recognise whether SaaS could be used
for a specific set of demands. When all the points lie on the outside boundary then
SaaS is ideal for the case in question.

When it is evident through using the above fulfilment profile that SaaS could be
used, then the next step should be to consider whether the actual transformation
goals can be fulfilled by SaaS.

An evaluation of 65 user’s reports [11, 12] identifies the typical objectives for
implementing SaaS in ERP system landscapes. The size of companies in the
reports were: smallest (10.8 %), small (12.3 %), medium sized (55.4 %) and large
(21.5 %). The companies were in the following sectors: industry (28 %), whole-
sale/retail (9 %), services (57 %) and others (6 %). The results indicate that
company’s pursued a number of objectives, primary and subordinate, to eliminate
the weaknesses in their systems (see Table 3).
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To select the most appropriate services for the SaaS model both the respective
objectives together with other requirements are necessary.

Deficits
in operations
competence

Weaknesses
in infrastructure

Need to 
consolidate 
IT landscape

Limited 
finance

for
investment

No security
critical

requirements

Gaps in 
requirements

provision

Dynamic
requirements

to change 

Standard
requirements

No requirements
for process
integration

No critical,
business
demands

Required agility
to change

requirements

Deficits
in solutions
competence

Fig. 1 Fulfilment profile of SaaS model with respect to defined conditions (increasing from the
centre to the outside), based upon an exemplary transformation

Table 3 Grouping the SaaS objectives, based upon the fore mentioned user reports

SaaS objectives Weaknesses eliminated

Reducing the costs of
provision (sourcing)

Missing operational competence, insufficient technical and/or
organizational infrastructure, excessive operational costs

Increasing flexibility Insufficient technical status, inability to scale the operations,
slow system changes

Consolidation Insufficient conformity to standards, functional ballast/
redundancy, inappropriate system complexity, heterogeneity
of hardware/software, insufficient integration

Elimination of gaps Missing/inappropriate functionality, poor data availability,
security problem, insufficient conformity to regulations
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4 Decision Criteria for Using SaaS

In 54 % of the documented cases it was decided to use a complete SaaS ERP
solution. Of the remaining cases: 12 % decided upon SaaS for ERP system
components; 12 % for CRM systems or system components, 14 % for ECM
system components and 8 % for other supplementary application systems. The
decisions to use SaaS assume that the respective goals (Fig. 2) could be fulfilled.

The reasons and conditions described for using SaaS correspond, in many cases,
those scenarios presented [8] for using Cloud Services. Reducing costs by con-
verting investment costs into running costs was the most commonly mentioned
goal, especially by the small companies. The avoidance of incremental fixed costs
was also frequently mentioned by users who wished to increase their flexibility;
this can be achieved because SaaS components can be paid for when they have
actually been used and specific components can be implemented and/or changed at
short notice.

Medium sized companies, in particular, implemented SaaS for complete busi-
ness applications to reduced costs. This was achieved through consolidating
complex, heterogeneous, insufficiently integrated ERP system landscapes and
those which did not correspond with the strategic requirements. Consolidation in
very large companies corresponded to using SaaS as a supplement for ECM
extensions to the ERP system.

11 % Elimination of gaps

Elimination of gaps & reducing the costs of provision

Elimination of gaps & consolidation

Elimination of gaps & consolidation & reducing the costs

Elimination of gaps & increasing flexibility

Elimination of gaps & increasing flexibility & reducing the costs

Reducing the costs of provision

Reducing the costs of provision & elimination of gaps

Reducing the costs & elimination of gaps & increasing flexibility

Reducing the costs & increasing flexibility

Reducing the costs & consolidation

Consolidation

Consolidation & reducing the costs of provision

Consolidation & increasing flexibility & elimination of gaps

Increasing flexibility & reducing the costs of provision

8 %

6 %

6 % 

3 % 

11 % 

8 % 

3 %

6 % 

5 % 

8 % 

3 %

12 % 

8 %

3 % 

Fig. 2 Relative frequency of SaaS objectives named in the 65 transformation cases
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The goals of flexibility and consolidation were mentioned in numerous user
reports and were associated with the intention of standardising business processes
or eliminating previous deficits. The second most frequently mentioned reason to
extend or replace ‘‘On-Premise ERP systems’’ was the reduction of deficits in the
current software functionality, this referred to both data availability and infor-
mation security. SaaS was also able to provided additional functionality which
enabled either new business areas to be accommodated in a flexible way at low
cost; or SaaS was able to provide functions which only an external provider could
supply at the required quality level.

For example, Web Services for external checks for creditworthiness; congestion
reports for transportation; or data for auctions and stock markets. SaaS as a
Business Continuity Service is also mentioned as useful in reducing system
unavailability (‘‘down time’’).

When the objectives of the system appear to be achievable, it is still necessary
to analyse in detail whether any additional demands [8, 9, 13, 14] upon the service,
it’s management and the service provider can be fulfilled (see Table 4).

An analysis of the relevant functional service requirements is naturally
dependent upon the specific user’s situation. For the none functional service
requirements the emphasis is upon the costs and operating expenses. To compare
the costs the TCO method is useful, enabling a complete and transparent analysis
of the relevant cost items. It can sometimes also be useful to compare the amount
of work required (in time units) or the solutions competence requirements. Special
notice should be made of the effects of the; strategic, operative, financial, security
and social requirements upon the service and its management [7–9, 14]. For

Table 4 Supplementary criteria to implementation goals for using SaaS

Criteria for Examples

Additional functional service
requirements

Degree of availability of the mandatory/optional functions,
ability to customise functions, functional ballast, ability to
extend the functionality, compliance

Additional none functional
service requirements

Prices, methods of determining costs, references, security of
information, performance, reliability, ability to adapt to
users requirements, ability to integrate additional
applications, customer friendliness, capability to be re-
integrated, amount of detail in the service level agreements

Requirements on the service
management

Quality of the security management (especially identity
management and emergency management), change
management, incident handling, capacity management,
SLA Management, service desk, contract management
(preparation, control, dissolution)

Requirements for the service
provider

Technical competence, financial stability, image, dependence
upon other providers, certification, willingness to be
audited, willingness to provide information regarding
locations, operations, current law/regulations and service
management.
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specific models, the differences in requirements upon the service management
need to be considered.

5 Conclusion

The decision whether SaaS should be implemented for ERP system landscapes
should result from an analysis which considers both the potential benefits/
advantages and disadvantages. Primarily the benefits result from the negation/
resolution of current system deficits. The analysis pattern presented eases the
identification and evaluation of typical weaknesses in existing ERP system land-
scapes. Known analysis patterns for IT landscapes and decision making concepts
for cloud computing together with published data from SaaS user reports form the
basis for the paper. A number of implementation scenarios have been derived from
these sources, showing which weaknesses in ERP landscapes can be resolved
using SaaS. The frequency with which these scenarios are used varies for large and
small sized companies. The potential of SaaS to eliminate the weaknesses depends
upon the degree to which the ERP landscape fulfils the listed conditions. The
selection of the appropriate SaaS variant is based upon the analysis of the groups
of criteria presented, which include functional and none functional service
requirements as well as requirements upon the service management and provider.
The use of the analysis framework can be supported by using either EAM tools or
specific check lists [15] to both document and evaluate of the decision process.
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Automated Testing of ERP GUI:
A Cost-Benefit Analysis

Johannes Keckeis, Jan-Peter Eberle, Kurt Promberger
and Pascal Erhart

Abstract This paper summarizes the execution and evaluation of an automated
graphical user interface test. A state of the art Enterprise Resource System serves
as test subject and a vendor-specific capture and replay tool is applied in order to
execute the test. The test specification requires the tester to create a big variety of
very individual test subprograms which can be combined to fulfill greater purpose.
Evaluation is bound to a five stage spiral model, containing quantitative methods,
such as a ROI calculation, and qualitative methods, like the ISO 9126-1. Each
stage is individually assessed and weighted for the object of creating one combined
cost benefit valuation.

1 Introduction

As enterprise resource planning (ERP)-systems are more and more common in
these days, it’s testing has gained an equivalent amount of importance. Nicolas
Carr identified the reliability of complex IT-Systems as a key factor for a com-
pany’s success, especially the more the company relies on the use of complex IT-
Systems such as ERP-systems [1]. The main purpose of software testing is to
discover errors or any kind of flaw in the tested program or application, but it can
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be applied to a big variety of objectives. Stress tests, usability tests, security tests
or graphical user interface tests are some common examples of black box testing.
Black box testing requires no profound knowledge about the tested software code
[2]. The great complexity of an ERP-system, or comparable information-systems,
does not allow for a complete system test covering every single feature of the
system, since the costs of testing would clearly exceed the benefit of a completely
tested system. Test automation is a technique to extend the test coverage and
reduce the required resources. But even automated testing is limited to a certain
degree of coverage because test automation requires more preparation than manual
testing, automation is not always efficient. The main subject of this paper is the
cost benefit analysis of an automated graphical user interface test of an ERP-
system. Since costs and benefits have both, qualita-tive and quantitative effects,
different approaches in measuring are applied. A specifically prepared five stage
model for evaluating different types of costs and benefits supports the process of
creating an impartial assessment framework. The five coherent stages cover
quantitatively measurable features such as the comparison of automated and
manual testing in hours of workload, as well as qualitative features like usability or
understandability of the test tool assessed by indicators identified in the ISO
9126-1 [3]. All stages together contribute for a most impartial cost benefit analysis.

2 Methodology

In order to evaluate different aspects of a cost benefit analysis, a variety of methods
are deployed. The distinct methods are represented in a specifically designed five
stage evaluation model for the specific purpose of evaluating the costs and benefits
of automated GUI testing: (Fig. 1).

The methodology is best explained, referring to each of the stages in this model.
Stage I avails itself a quantitative approach. Measurable facts, such as the time
required for the test preparation and the execution compose the basis for further
evaluation. The definition of the test specifications, which are pre-supposing for
preparation and execution of the test, are not part of this stage, because this task
happens independently in both automated and manual test process. Therefore
simple measuring of the duration (in hours, days or weeks of workload) is suffi-
cient for assessing stage I. Automated testing should display a remarkable dif-
ference between the duration and execution of the test program. As execution of
automated tests does not require any kind of supervision, the main aspect for
evaluation of this stage needs to be the preparation duration. The second stage is
needed for comparison with manual methods of GUI testing. In order to identify
the duration for preparation and execution of a similar test, manual testing needs to
be done additionally. If the test case is too extensive for manual testing, a sample
test case should be specified, so that additional costs are minimized. Exclusively of
relevance for the assessment in this stage is the difference in workload between
manual and automated testing of the same test case. Stage I and II serve the
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quantitative evaluation of automated software testing and could be applied to any
type of software testing. Measuring and comparing expenses of automated testing
influence only the evaluation of costs. Savings in costs due to test automation do
not inevitably mean a benefit. In stage III a qualitative approach for evaluation is
taken into account. Based on the ISO 9126-1 [3], a framework for evaluating
software quality, key indicators for software testing respectively its specifications
are identified by Zeiss B. 2007 [4].

This framework embodies the separate categories for evaluating the test case. In
comparison with the ISO 9126-1, Zeiss’ framework delivers evaluation aspects
which suit the different aspects of software testing appropriately. Reusability is a
category, which was not covered in the ISO 9126-1, but has been added due to its
great importance in software testing. Evaluation of the test case in stage III
combines all adequate categories and subcategories of this model and contributes
for the qualitative influence on the cost benefit analysis [3, 4] (Fig. 2).

Although Zeiss’ framework incorporates the degree of test coverage, this
specific criterion is revisited in stage IV due to its quantitative character. Test
coverage needs to be defined in the test specifications and can be expressed as a
percentage number. 100 % test coverage can only be achieved by considering
every single application and functionality of the tested software. There is a strong
interrelation between the degree of test coverage and the expenditure in prepara-
tion and execution of the test, which is assessed in stage I. In order to evaluate the

Fig. 1 Stages of cost-benefit analysis
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degree of test coverage, the influence on stage I has to be taken into account.
Although the benefit of completely tested software cannot be neglected, the costs
do not justify such a holistic approach [5].

The final stage considers the aspect of utilizing the test tool in different test
cases. After the testing is done, the preparation of the test program should not
become worthless for additional test. Therefore this stage evaluates the test tools
capability of being utilized individually for differing test cases. As a qualitative
property, the adjustability is measured to provide for possible benefits of the test
tool. Test design and test programs need to be defined in a way, that a repeated
usage in a variety of test scenarios can be realized. If the test tool does not allow
for this feature, the evaluation of the tool must not be positive, not least because
testing is automated in order to raise efficiency and productivity [6].

3 Use Case: Automated Testing of Comarch ERP
Enterprise 5

3.1 Specification of the Test Procedure

The test procedure covers several steps of the traditional value-chain in logistics
and includes the core modules of an Enterprise-Resource-System. As the basis for

Fig. 2 Framework of evaluation software test specification
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evaluation, the creation of the master data (product, supplier and customer), the
procurement process and the sales process were used. This test procedure has been
chosen due to its practical relevance as well as facile reproducibility and clear
quantification [7]. Furthermore processes described above allow the manufacturer
already in the early development stages to perform the analysis in order to keep
adaptation and error correction costs as low as possible [5, 8].

3.2 Test Case

For the test case Comarch ERP Enterprise 5 and a suitable tool for GUI-testing
were applied. The test automation tool provides record and playback features that
allow to interactively record user actions and replay them back any number of
times. Therefore the results can be compared to the expected actions and help to
identify potential for improvements and troubleshooting. For better handling the
business process were split in several subprograms (e.g. the procurement process is
mapped by using 83 subprograms). This enables the test-person to build combi-
nations of different subprograms, reuse previously used components and moreover
a better traceability and transparency. To Validate the manual actions generally the
mean of 10 test-runs was taken in account.

4 Results

As an answer towards the question whether a test automation tool provides a cost
reduction or not, it can be stated that at the positive effects (higher coverage, less
working hours, etc. [8]) had occurred. According the results of the test case, the
costs for the development of test automation tool—compared to manual meth-
ods—are more than acceptable. Details will be explained in the following
paragraph.

4.1 Stage 1: Test Preparation and Execution

The preparation of the test scenario took a total of 85 min to complete. This
includes 80 min for creation of subprograms and 5 min to finalize the test-suite
(contains the subprograms). The range of the subprograms covers the previously
described basis for evaluation.

A single sequence of the test suite required 32.60 min (mean of 10 test runs).
For comparison, the manual execution by a person takes 21.23 min. Depending on
the assumption that a automated execution doesn’t need any supervision, we can
calculate the reduction of loan costs using the following formula.
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reduction ¼ n � tmanual executionð Þ � tpreparation ð1Þ

e.g. (test case)

reductiontest case ¼ 10 � 21:23minð Þ � 85min ¼ 127:3 min ð2Þ

By transformation of the formula the number of repetitions where a reduction of
loan costs is existent can be calculated. Due to the following calculation a
reduction of the loan cost can be reached after the fourth repetition of the test
automation tool.

number of repetitions ¼ tdevelopment

tmanual execution
ð3Þ

e.g. (test case)

number of repetitions ¼ 85 min
21:23 min

¼ 4:0 ð4Þ

In conclusion the time consumption needed for test preparation and execution is
on a lower level while using the test automation tool . Based on the scale effect of
repetitions and subsequently re-using of the existing subprograms (modular
structure of the test suite) it is possible to realize a significant cost reduction with
much less effort.

4.2 Stage 2: Comparison to Manual Execution

Performing the process steps manually requires less time that is needed for the
automatic execution with the test suite. In sum, however, much more loan costs
incurred, cause e.g. no time for monitoring is taken into account by using the test
automation tool. Thus, despite a longer execution time, has an positive effect on
saving cost, especially with complex test scenarios. To consider is that the play-
back speed is slower than user’s actions. Therefore, the test suite blocks the ERP
program for longer than the manual execution would require. Increasing the
playback speed of the test program and an execution outside normal working hours
might be potential improvements.

4.3 Stage 3: Evaluation of Achieved Software Quality

According to the ISO 9126-1 [3], software quality can also be defined by mea-
suring the amount of errors detected during the test. For the test case study an ERP
system within an advanced life cycle stage was used. Therefore after 10 runs, no
unexpected behavior or errors of the system were detected. In summary the the
impact of this step on the assessment of the case study is neutral because no
applicable information was retrieved.
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4.4 Stage 4: Degree of Test Coverage

Generally we intended to use the key business processes (procurement, production,
and fulfillment [9]) for the test scenario. Due to the high complexity and individual
structure of the production and financial processes we skipped this business pro-
cess. Thus in the test scenario an adequate level of test coverage has been
achieved. The goods cycle of e.g. a trading company could be covered by test
automation tool. Here, the degree of coverage, in addition to other indicators, is
representative of the test scenario’s value and contributes positively to the eval-
uation of the test suite.

4.5 Stage 5: Tool Adjustability

Similar to the degree of test coverage, the benefits of automated testing are
additionally indicated by its adjustability. It could be shown that a modular
structure of test programs reduces the development time and later the adaptability
significantly. The reason for this is the reusability of previously developed indi-
vidual components. Thus a high degree of adjustability was achieved. The test tool
applied in the test scenario satisfied this criterion very well and ensures the usage
in any thinkable scenario.

5 Future Work and Limitations

As future work we plan to investigate how to rate the weighting of the parameters.
A factor analysis and a qualitative analysis (expert interviews) should help us, to
be able to rate and weight the five parameters: (Table 1).

This table shows an example in weighing the different stages of our model.
Regarding the fact, that expenses for preparation and execution significantly gain
importance by comparing them to the arising costs of manual ways, stage I
let alone is weighed with 10 % and stage II with 30 %. Achieved software quality
weighs 20 % due to its non neglectable influence on the benefits of automated

Table 1 Proportional rating table

Stage of model Description Weighted proportion (%)

I Preparation and execution 10
II Comparison to manual testing 30
III Achieved software quality 20
IV Degree of test coverage 15
V Adjustability to different test cases 25
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software testing. Assessing the degree of test coverage with 15 % is justified by its
varying influence on costs as well on benefits. Of great importance for upcoming
work with test tools is it’s adjustability which also means reusability. Easy to
adjust tools facilitate the future application and are a key factor for the evaluation
of the cost benefit analysis. Establishing a standardized benchmarking and
assessment system harmonizing with the test scenario above is one of the next
major goals, which will also help to improve the value of our approach.

As limitation for our test case it should be noted that we focused on a specific
ERP system and used selected business processes. As future work and to eliminate
the limitations above, we seek to extend the width of our sample processes as well
as to shift towards other ERP systems if there will be a test automation tool
available. Establishing a standardized benchmarking and assessment system which
harmonized with test scenario above is one of the next major goals, which will also
help to improve the value of our approach.

6 Conclusion

Automated testing of ERP-systems is due to the complexity of these systems a
compound task to do. This study focused a black box testing approach in the form
of a GUI-test. Reducing the complexity for the tester allows for more efficient
testing, since the software code of the ERP-system does not need to be fully
comprehended. Black box testing concentrates solely on the input and output of
the tested program and includes the user in order to imitate his or her typical
behavior for testing the programs interaction with its characteristic environment
[10]. Evaluating the test automation for ERP-Systems has the purpose of exposing
the costs and benefits of this testing procedure. The five stage model in this study
regards quantitative features, such as the measuring of working hours for prepa-
ration and execution, as well as qualitative features, like the usability of the test
tool, and can be applied as a guideline for evaluation. In order to demonstrate the
usage of the model, a test scenario has been specified, which includes very
common user interactions with the ERP-system. The tested ERP-system can be
described as state of the art and provided a stable and suitable environment for the
test case. Especially the comparison with manual methods of software testing
showed that test automation saves workload and raises test efficiency. By means of
modular testing, the degree of test coverage can easily be adjusted and is therefore
a big qualitative advantage of automated testing. Assessing the tools adjustability
to different test cases is the last stage of the model and serves the purpose of
evaluating the test tool itself. Due to the results of this study, as well as techno-
logical improvements assembled in state of the art test tools, automating software
tests can clearly be recommended.
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Utilizing Enterprise Resource Planning
in Decision-Making Processes

Bahram Bahrami and Ernest Jordan

Abstract This paper reports on findings from a research project investigating
Enterprise Resource Planning (ERP) and its utilization on decision-making pro-
cesses in Australian organizations. The focus of the study is to reveal if and how
the vast amount of data, which is generated by ERP systems, could improve
decision-making processes on strategic and tactical levels. The findings are based
on data consists of information collected in two phases by semi-structured inter-
views and survey. Findings from two phases of data collection is used to build a
System Dynamics model as an exploratory vehicle to verify findings and formulate
practical scenarios to help managers utilizing enterprise systems for their more
strategic benefits such as decision-making.

1 Introduction

1.1 ERP Definition and Evolution

In recent decades, the term ERP has been used by both practitioners and academics
in divergent applications and as a result it has acquired number of different
meanings and also allowed for confusion regarding the meaning of the term. In
fact, the term ERP itself could have contributed to the confusion, as ‘Resource
Planning’ is not the main purpose of acquiring ERP systems.

ERP is a set of integrated, configurable information systems applications
software that can be bought ‘off-the-shelf’ and tailored by an organization in order
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to integrate and share its information and related business processes within and
across functional areas [1]. Such off-the-shelf packages (as opposed to applications
built in-house) help organizations manage important aspects of their business, such
as accounting, finance, manufacturing, distribution, human resources and sales
[2, 3]. ERP eventually enables organizations to achieve inter-organizational supply
chains [4, 5] by evolving into Extended ERP systems that can exploit techno-
logical advances in the areas of internet and electronic commerce, and support
inter-organizational processes on an extended network of supplier and
distributors [6].

The fundamental capabilities of ERP systems come from transaction processing
and structured record keeping of those transactions, and not ‘planning’ as the name
Enterprise Resource Planning suggests. Although planning and decision support
applications can be optional add-ons, they are not the core capabilities of the system
[7]. However such features and capabilities are the most valuable benefits that ERP
adopters expect from their investment on ERP to gain competitive advantages. This
research is an investigation to see if and how these benefits are materialized in
practice among Australian organizations in the first tier of ERP market.

2 Research Methodology

This research is a preliminary step to examine the extent to which adapters of ERP
systems benefit from potential decision support characteristics of such systems.
The aim is to investigate the problem from different perspectives such as user
expectations, exhibition of decision support features in ERP systems and actual
realization of such benefits in practice within Australian organizations.

Decision support characteristics of ERP systems and its utilization in practice
has not been the focus of notable number of research both in industry and aca-
demia spheres. The lack of knowledge and theory on the underlying research
question is the main reason to design this research as a two-stage study based on
qualitative and quantitative methods. In the first stage of this research qualitative
methods are utilised to investigate the current status of Australian organisations
and industry practitioners in regards to utilizing ERP systems towards decision
making process. In this stage, semi-structured exploratory interviews with pur-
posefully selected participants were conducted in order to cater for the lack of
underlying knowledge and theories and comprehensive studies on the main subject
of the research in the Australian context.

In the second stage, gained insight from the qualitative stage is utilized to
provide necessary foundation to make effective use of qualitative methods to
investigate the subject in more depth and details.

Finally, based on findings from the qualitative and quantitative data analysis a
theoretical System Dynamics (SD) model was built. The use of SD approach
provides key insights into the interactive behavior of system elements over times
that are normally not obvious through non- systematic approaches. The theoretical
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model in addition to establishing a holistic view of studied incorporating factors
and parameters, provides a vehicle to conduct sensitivity analysis, policy experi-
mentation and simulation in order to offer insight and to formulize practical
guidance into better utilization of ERP data towards decision-making.

This paper briefly presents findings from the first and second stages of the
research, however it primarily focuses on explaining the underlying login behind
the SD model and on findings from the modeling exercise.

3 Modeling

3.1 System Thinking and Modeling Methodology

The systems thinking and modeling methodology used in this study was based on
the SD methodology initially developed by Jay Forrester and others at the
Massachusetts Institute of Technology in the late 1950s. Such an approach aims to
understand the behavior of complex systems over time and deals with internal
feedback loops and time delays that affect the behavior of the entire system [8].

It should be noted that this model is exploratory, in that it examines a theo-
retical model developed from observations and findings from exploratory inter-
views and survey results. The model, therefore, should not be considered
comprehensive and final.

4 System Structure and Parametric Model

This section describes the conceptual model constructs and their relationships.
Causal loops for each construct are analyzed and Causal Loop Diagrams (CLDs)
are then used to construct Stock and Flow diagrams, which are the building blocks
of the parametric model. In CLDs the emphasis is more on internal relationship
between variables and less on exogenous variables. However, any relevant
exogenous variables are displayed in the diagrams.

4.1 Implementation Issues

Implementation issues—including time and cost overrun and integration—are at
the heart of this model. These issues, problems and obstacles have been the subject
of numerous surveys, case studies and reports in both academia and industry [9–
14]. These studies focused mainly on critical success factors impacting the suc-
cessful implementation of ERP, and they often failed to investigate existing

Utilizing Enterprise Resource Planning 155



interactions between parameters across the whole system. In the conceptual model
developed for this research, implementation issues were analyzed as high-level
parameters interacting with the rest of the system over time. Figure 1 shows the
causal loop model for implementation issues based on the findings in previous
phases of this research.

Two reinforcing feedback loops in this model represent growing and declining
actions. The first reinforcing loop shows that management and executives’
involvement and support results in fewer implementation issues, which could
improve management support and commitment to the project. Management and
executives’ involvement and support could decrease implementation issues and
successful implementation, and fewer operational issues is a contributing factor to
improving management support and their active involvement. This loop has been
identified as a major critical success factor for systems implementation success in
general and to ERP implementation specifically [15, 16].

The second reinforcing loop shows that implementation issues such as cost and
resources and integration could have a direct impact on the cost of ownership,
which in turn contributes to more issues arising in implementation. This loop is
supported by both the findings of this research and the literature.

4.2 Cost of Ownership

Cost of ownership of a system consists of implementation, running and upgrade/
maintenance costs. This cost is significantly influenced by the success of the
project’s implementation. Any technical or non-technical implementation issues

Fig. 1 Causal loop: implementation issues
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usually lead to greater cost, and greater cost and a tight budget can increase the
difficulty of implementation. This creates a reinforcing loop, which is depicted in
Fig. 2. The findings from survey data analysis indicated significant correlation
between these parameters.

Cost of ownership is influenced by a balancing loop, which includes mainte-
nance and upgrade. Maintenance and upgrade activities cause increased cost,
which increases the problems with implementation. However, organizations facing
difficulties with implementation, such as technical, process and integration issues,
tend to decrease their upgrade and maintenance activities, thereby causing a bal-
ancing loop.

4.3 Maintenance

Maintenance, changes and upgrades activities cause the cost of ownership to
increase, which in turn increases the project’s implementation cost. At the same
time, increased difficulties in implementation mean that maintenance, changes and
upgrades become less frequent due to lack of resources. This is a balancing loop
which works against the reinforcing loop between implementation issues and cost
of ownership. These two causal loops are depicted in Fig. 3.

Maintenance, changes and upgrades are also strongly influenced by exogenous
variables such as ongoing technological advancement and changes, and ERP
vendors’ and adopter’s mergers and consolidations. These variables have been
explained in more detail in previous chapters.

Fig. 2 Causal loop: cost of
ownership
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4.4 Maturity

The process of adaptation between organizations and ERP system is referred to as
maturity. This process is often long and sometimes never ending. Findings of this
research showed that the process of maturity in ERP implementation is always
under the negative impact of increasing cost of ownership, constant maintenance,
and upgrade and implementation issues. At the same time, maturity could lead to
executives and managers acquiring a more positive perception of ERP systems,
which eventually leads to their involvement and support in the ERP implemen-
tation and adaptation process. The increase in managerial involvement could
decrease implementation problems. These causal links are depicted in Fig. 4. In
the causal diagram there is one reinforcing loop and one balancing loop, working
against each other.

4.5 Perception

Executives’ and managers’ perception of an ERP system is influenced by how the
system is being implemented and used, particularly in terms of the system’s more
strategic benefits. The factors impacting managers’ and executives’ perceptions,
based on both my findings and the literature, are captured in the causal loops
presented in Fig. 5.

Perception is impacted by four loops. The first reinforcing loop shows that
increasing positive perception encourages managers to gain more training and
ultimately knowledge, which in turn leads to leveraging the system beyond its
transactional capabilities and more towards strategic benefits.

Fig. 3 Causal loop: maintenance and upgrade
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Another reinforcing loop involves positive perception increasing management
involvement and support in the adaptation process. This has a direct impact on
reducing implementation issues, which in turn reduces the cost and leads to
gaining maturity, which helps increase the positive perception. Two other rein-
forcing loops within the big loop indicate the direct impacts of cost and imple-
mentation issues on perception.

4.6 Management Knowledge and Training

One of the important factors influencing the adaptation process of enterprise
systems, and utilizing them to their full potential, is the level of management
knowledge and training about these systems. Our findings and the literature sug-
gest this factor is influenced by two reinforcing loops, as shown in Fig. 6. On one
side it helps to utilize the system beyond its transactional capabilities, thus pro-
viding strategic benefits that lead to change management perception in a positive
way. This positive perception then leads to increased management knowledge and
training by providing the required resources.

On the other side, the cost of ownership influences the budget allocated to
training, and so the cost of ownership has a negative causal relationship with this
variable.

Fig. 4 Causal loop: maturity
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4.7 Management and Executives’ Involvement and Support

The literature investigating ERP from different aspects highlights that a key suc-
cess factor is management and executives’ involvement and support at the time of
implementation and during the life of the system. Our findings also showed that
greater management involvement and support reduce implementation difficulties
and eventually create the reinforcing loop on the left-hand side of Fig. 7. Another
reinforcing loop on the right-hand side of Fig. 7 shows the impact of this variable
on good practices in evaluation and requisition. The positive impact leads to fewer
implementation issues, which eventually increases management involvement and
support.

Fig. 6 Causal loop: management knowledge and training

Fig. 5 Causal loop: perception
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5 Dynamic Modeling

SD model was built based on building blocks explained in causal loop diagrams
earlier. The main objective in building the model was to examine how the inter-
action between different system elements and their causal relationships creates a
dynamic system. The model was also used to perform sensitivity analysis in order
to design strategy and policies to facilitate the greater use of ERP systems for their
strategic benefits, beyond the usual transactional and operational benefits.

The ability to experiment with various policies and situations provided both
theoretical and practical benefits, and enhanced our insight into the system’s
behavior in terms of its structure, exogenous variables values and causal effects.

5.1 Model Structure

The basic structure of all reservoir variables was assumed to follow the rules and
equations represented in Figs. 8 and 9 and the equations presented in the sub-
sequent paragraph.

The value of Reservoir Variable at any given time (t) is equal to its value in a
fraction of time earlier (t-dt) plus the change rate in dt. This was defined in the
model with the following formulas:

Reservoir Variable (t) = Reservoir Variable (t - dt) ? (Change Rate) * dt
Where Change Rate = Reservoir Variable * (Positive Change ? Negative

Change)
Reservoir Variable Initial Value = 100

Fig. 7 Causal loop: management and executives’ involvement and support
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Imp Complexity Factor is an exogenous variable used for testing the sensitivity
of the system towards the complexity of the system. For the first simulation we
used a constant value for this variable.

Other variables in this model translated reservoir variables values into factors
that were used to calculate other variables in the model. Each of these was a
function of the reservoir variable that they translated. We used that same logic to
construct all the translation variables in this model. We assumed that all reservoir
variables changed between the values 70 and 130, with 100 the equilibrium and
initial value. Translating this range to factors that impacted on other variables in
the model was based on a curve that was almost neutral around 95–105, and then
slowly increased or decreased depending on the value of reservoir variable
(Fig. 10). In the model all factors were the same translation of reservoir variables.

5.2 Reference Mode

The first step of experimenting with the constructed model was to define the
problem this model represents. This problem definition in SD terminology is called
the reference mode. The reference mode may contain actual variables from col-
lected data and abstract variables representing qualitative information. In the
reference mode we assumed that exogenous variables ‘‘technology changes’’,
‘‘vendors’ merger and consolidation’’ and ‘‘adopter merger and consolidation’’
followed an upward trend, represented in Fig. 11. This trend was not based on any
historical quantitative data and purely represented past experience and expected
trends. In the reference mode we could not make similar assumptions for other
exogenous variables because all could have different values based on system
adopters and environmental circumstances. Therefore we left the other six exog-
enous variables as 0, and leave their impacts to be discussed in the sensitivity
analysis section.

Another two exogenous variables with initial inputs for the reference mode
were ‘‘implementation cost factor’’ and ‘‘running cost factor’’. Implementation
cost factor represented the initial cost of adopting the system, which reached a
maximum in the first few years and gradually reduced to 0. This is represented in
Fig. 12. This trend was not based on any historical quantitative data and purely
represented past experience and expected trends.

Fig. 8 Basic reservoir
structure
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Running cost factor represented the ongoing cost of adapting the system. This
cost could go up the first few years and then stabilised for the rest of system’s life
(Fig. 13). Once again this trend was not based on any historical quantitative data,
but represented past experience and expected trends.

Fig. 10 Standard translation function across the model

Fig. 9 Implementation issues structure
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5.2.1 Simulating Reference Mode

We ran the model for 100 months in the reference mode, with exogenous variables
values as described in this section. Most variables behaved as per expectations,
verifying that the model structure had no major defect and could be used to
analyze the impact of other variables as they were added individually into the
simulations. Figure 14 shows some the system outputs for the reference mode.

Cost of evaluation, acquisition and implementation initially increased rapidly in
the first few years and then dropped to a level of ongoing cost. This started to
increase from period 50 again as more system change, maintenance and upgrade
was required due to the age of the system.

Increasing cost of maintenance and upgrade level variable was a result of an
increase in three exogenous variables: ‘‘technology changes’’, ‘‘vendors’ merger
and consolidation’’ and ‘‘adopter merger and consolidation’’. The impact of
increasing cost of maintenance, upgrade and change, along with the cost of
ownership initially caused implementation issues to increase exponentially, which

Fig. 12 Exogenous variables
(implementation cost) over
time

Fig. 11 Exogenous variables
(technology changes, merger
and consolidation) over time

Fig. 13 Exogenous variables
(running cost) over time
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in turn had a negative impacts on maturity. This in turn caused a decline man-
agement perception, management support, management knowledge and training,
and eventually led to less chance of leveraging the system beyond its transactional
capabilities (Fig. 14).

5.3 Scenarios

The reference mode presented in the previous section provided a realistic result
based on the findings in the early part of the research. Using the SD model we tried
to run different scenarios in which we changed this situation based on different
values/trends given to variables. We considered the reference mode as a non-ideal

Fig. 14 Variables behavior in reference mode
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situation, although it more or less represented what we had found in the qualitative
and quantitative data analysis.

We conducted two simulated scenarios, which we called ‘‘ideal’’ and ‘‘prom-
ising’’. The ideal scenario presented a situation where all variables were moving in
the right direction, system implementation was done with reasonable cost and
effort, and it had matured by the time its strategic benefits, such as helping
management to make better decisions, were realized. In the promising scenario we
tried to improve the reference mode so that it more closely represented the current
situation, with realistic and reasonable strategies. This scenario should be the one
to be used for practical improvements in real-life implementation.

5.4 Sensitivity Analysis

We used sensitivity analysis tool in our SD modeling tool. By examining all
variables, it was evident that implementation complexity factors and exhibition of
decision support functionality and features were having major impa ct in changing
the system output towards positive territory.

This result indicated once again the importance of successful implementation
on all other variables in the process of adaptation between organization and
enterprise systems. It was also clear that the tool and its functions and features
played a significant role in achieving higher degrees of utilization of ERP systems
towards decision making. At the same time, maintenance and upgrade policy and
changes made to the model didn’t seem to significantly impact on trends.

6 Contribution

This research was designed to investigate the topic from three different perspec-
tives: expectations, exhibition and realization. Based on our findings stakeholders
and users of enterprise systems perceive substantial importance in the potential of
ERP to improve the decision-making process, at both strategic and operational
levels, by providing necessary information and the tools and capabilities necessary
to enhance the decision-making process (expectations). However, in practice, this
positive perception doesn’t materialize to an acceptable degree among first-tier
ERP adopters in Australian organizations (realization). Also, from participants’
perspectives, ERP systems provide few capabilities and features for decision
support (exhibition). Further investigations into these three main categories
revealed some of the factors that prevent the realization of these benefits. These
factors and their potential impacts and interactions were discussed previous sec-
tions and are briefly summarized here.

Users and stakeholders expressed their high expectation of enterprise systems
and the potential impact on the decision-making process and decision quality.
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However, this expectation has not generally led to the inclusion of ERP decision-
support features and capabilities among the main objectives for investment in
ERP. In another words, decision-support features of ERP do not play an important
role in the evaluation and requisition process.

In addition, participants do not perceive that ERP systems provide capabilities
that help improve their decision-making process or that provide information to
help managers and users make more informed decisions. In the context of this
research, adopters’ high expectations do not match the exhibition of capabilities
and features in ERP systems. This is despite the fact that an increasing number of
enterprise systems have been introducing business intelligence modules and
decision-support capabilities in recent years. Future research could investigate the
barriers and obstacles preventing organizations from using these tools in practice.

Although a lack of exhibition of decision-support features and capabilities was
among the reasons found for not realizing such benefits in practice, further
investigation into the problem suggested that the numerous obstacles and diffi-
culties of the ERP adaptation process are among the main factors preventing
utilization of ERP towards more strategic benefits. One of the greatest obstacles is
probably achieving a reasonable level of integration across enterprise processes
and data. In many cases this has led to decoupled or semi-integrated ERP
implementation, a major compromise on one of the main objectives of investing in
ERP. Decoupled modules, along with a department-centric mentality, contribute to
the downgrade of valuable ERP data; rather than being utilized in organization-
level strategic decision making, these data are being used for departmental day-to-
day operations.

One of the exogenous factors having impacts on the research topic is the
increasing numbers of ERP vendors and customers being merged, bought or
consolidated. As a result, continuous changes in ERP systems, the need for inte-
gration between different ERP systems and the consolidation of data from different
sources consume a good portion of allocated budgets to ERP programs, preventing
organizations reaching the maturity stage in their adaptation process.

Other major factors affect management training and systems’ user-friendliness.
Although most participants recognized the impact of ERP systems for making
better decisions, the majority of managers and decision makers had no official
training in using EPR, interpreting data or recognizing the potential benefits to be
gained by using BI modules. In addition, although many ERP vendors have
invested in making their systems user friendly and have equipped them with
intuitive report writers and BI modules, most legacy systems and older versions of
enterprise systems used by first-tier ERP adapters lack any such features. Even for
those systems with effective user-interface and BI modules already in place, these
features are not easily accessible due to users’ lack of training or awareness.

Building the SD model served to provide better understanding of the phe-
nomenon in its entirety, using a systematic approach. In addition, the sensitivity
analysis highlighted the strength of the model’s sensitivity towards implementa-
tion. This means efforts in reducing complexities in both implementation and the
ongoing adaption process will successfully reduce the cost of ownership in the
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long term, eventually leading to an increased rate of maturity and greater utili-
zation of the system for decision making. Such a situation happens only with
favorable conditions in exogenous variables, such as the exhibition of decision-
making capabilities and features. A system that exhibits features and capabilities
for decision making with manageable implementation issues could lead to the
exponential growth of utilizing such systems towards their strategic benefits.
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Flexibility and Improved Resource
Utilization Through Cloud Based ERP
Systems: Critical Success Factors of SaaS
Solutions in SME

Ariane Gerhardter and Wolfgang Ortner

Abstract The following paper investigates the changes of the critical success
factors of ERP implementations caused by the technology ‘‘cloud computing’’ and
by the product innovation in the area of system configuration as well as of the
provided services. The methodology used is a differential analysis of the classical
ERP system SAP R/3 and the on demand solution SAP Business ByDesign. The
purpose of this paper is to examine whether the entrance barriers for small and
medium-sized enterprises to the ERP market indeed decrease because of the
business model ‘‘cloud’’ and the innovative configuration. As a result of these
changes in technology critical success factors of ERP implementation in SME are
deduced. Furthermore, specific criteria of a value benefit analysis are selected in
order to support decision makers of small and medium-sized enterprises whether to
implement a SaaS system.

1 Introduction

A trend caused by the progress and the propagation of internet technology as well
as by the increasingly available internet bandwidth can lead to a revolution of the
IT market [1]. Information systems are offered under the designations cloud
computing, on demand solutions or Software as a Service (SaaS) [2]. Thereby, the
customer obtains the standard software solution as a service via the internet [1].
The provider is responsible for operating and maintaining the system whereas the
user obtains the needed service and pays a monthly usage fee [3]. This Trend
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‘‘[…] has the potential to transform a large part of the IT industry, making
software even more attractive as a service and shaping the way IT hardware is
designed and purchased’’ [4].

The authors Benlian, Hess and Buxmann outline the following advantages for
such business models [5]:

• A cost advantage caused by the lower total costs of ownership.
• A shorter implementation period enabled through the direct obtaining via the

internet.
• Free personnel resources that can concentrate on core business.
• Higher flexibility because of the improved support of processes; consequently a

faster response to changes on the market is possible.

Target group for on demand systems is mainly small and medium-sized
enterprises (SMEs) since these have lower IT know-how and usually lower
resources available compared to large businesses. On demand solutions are
especially made for those SMEs that don’t want to set up an own IT infrastructure
[6]. The existing entrance barriers for SMEs on the ERP market should decrease
due to the new web-based business model as well as to the simplified and
improved configuration of the standard software [7].

1.1 Are SMEs Able to Overcome the Entrance Barriers?

Within this paper it is examined if the existing entrance barriers [8] to the ERP
market indeed decrease for SMEs. In order to determine the critical success factors
for a SaaS implementation two ERP systems from the same provider are com-
pared. The classical ERP system is represented by SAP R/3 and the on demand
solution by SAP Business ByDesign (ByD).

The following research questions are pursued:

• How do critical success factors of ERP implementation change through the web-
based business model ‘‘cloud’’?

• What impact has the innovation of the ERP product (internet technology and
configuration model) on the critical success factors?

1.2 Methodology

Based on the initial situation and the outlined research questions, a literature
analysis was carried out in order to identify the critical success factors as well as
other influencing factors. Within the research specific criteria of a value benefit
analysis were established. This value benefit analysis should guide through a
structured decision making process for the system that should be implemented [9].
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2 Essential Differences Between the Classical ERP System
and the SaaS Solution

The major differences between the classical ERP system and the investigated SaaS
solution are the customizability of the ERP solution and the concomitant effect on
the implementation expenses and in further consequence on the total costs of
ownership (TCO).

2.1 Customizability of the ERP Solution

The customizability of the new solution differs from the classical ERP custom-
izability because of its business orientation. That means the user doesn’t require
any technical know-how in order to configure the system. The technical system
configurations are made automatically by the system in the background. Regarding
this business oriented customizability the following advantages are stated [10]:

• Simplification of the configuration process due to the central configuration for
the entire system and the possibility to configure the system in each product
lifecycle stage.

• High transparency through disclosure of the entire range of functions in the
solution catalogue.

• Users establish their own solution, with a maximum of control of the imple-
mentation by the use of commercial language and without necessity of technical
specialized knowledge.

• High degree of decision support by integrated services and current knowledge
transfer.

The simplified configuration process leads to a decrease of the implementation
time. It also enables a short and friction-free knowledge transfer about in-house
expiries between customer and manufacturer.

Nevertheless, the high degree of the standardization of the functions should be
considered controversially. On the one hand it is a special advantage of SaaS,
because the business processes can be extended according to the demand and the
solution can be flexibly adapted to the company’s growth [11]. Moreover, a
reduction of the expenses for updates or release changes can be realized. This
count therefore no longer to a critical success factor during the operation as it does
with a classical ERP system [8]. On the other hand, the adaptation possibilities of
the solution to the company are limited, because the solution disposes only of
predefined functions [1].
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2.2 Costs

The TCO of a SaaS model can decrease, in comparison to that one of a classical
ERP system, according to Mathew and Nair over a period of 3 years around up to
60 % [12] . In order to verify this statement it requires of a more exact calculation
which must be carried out individually for a company in each case for classical
ERP and SaaS solution [2].

The cost trend of a classical ERP solution differs basically from that of a SaaS
solution (cf. Fig. 1).

By outsourcing the ERP system as well as by the business oriented imple-
mentation the investment and implementation costs of a SaaS solution clearly lie
under that of the classical ERP solution [13]. Nevertheless, the monthly expenses
for the service rent linearly rise with increasing number in users.

The current expenses of the classical ERP solution are proportional for the
number of the users, however, the additional maintenance costs show decreasing
marginal cost. The conclusion can be drawn that a SaaS solution is worthwhile
only up to a certain number in users.

Table 1 represents those properties of SaaS solution that have a considerable
impact on the costs of the software.

3 Critical Success Factors for the SaaS Implementation

Those factors which influence the success of an implementation project decisively
are understood as critical success factors. The non-observance of these factors can
lead to the failure of the implementation project. The success is measured in the
dimensions quality, expenses and duration of the implementation [14]. At this
point the most high powered critical success factors are shown. In order to
determine the critical success factors for the SaaS implementation those of a
classical ERP implementation are investigated by a literature analysis (cf. Table 2)

Current expenses per user
ERP solution

Investment costs 
ERP solution

Current expenses per user
SaaS solution

Investment costs
SaaS solution

Number of users

Fig. 1 Cost trend of classical
ERP solution compared to on
demand model

174 A. Gerhardter and W. Ortner



and then reconceived according to the new influencing factors and the techno-
logical settings.1 A detailed description of the critical success factors for the SaaS
implementation is explained at Gerhardter [9].

Involvement and training of the users
The participation and early involvement of the end users in the implementation

project are with a SaaS system implementation of the same meaning as with a
classical ERP system. The purpose of involving and training the users is to avoid
media disruptions and to ensure the usage of existing tools [8, 15–19] The non-
observance of this critical success factor can lead to high training costs during the
operation as well to an increase of the TCO. If the users get to know the system
early enough, the greatest possible user benefit from the functionalities of the
system can be drawn [11].

In a SaaS solution the training expenses can be considerably reduced by the
intuitive usability. A stronger involvement is supported by the learning environ-
ment integrated in the system [20]. However, for SMEs this still means that they
must invest time in the creation of an acceptance among the employees and also
include time resources for training purposes.

Table 1 Properties, reasons and impact on costs

Properties of
SaaS solution

Reasons Impact on costs

Fast availability Enabled through the access via
internet

Potential to reduce the
implementation costs

Lower training
expenditure

By intuitive user interface and product
innovation in the area of integrated
learning environment

Reduction of the training expenses

Simplified
configuration

By predefined functions and processes
within the Business Adaption
Catalogue

Reduction of the implementation
expenses and the duration,
reduction of consultant’s expenses

Predefined
functions and
processes

Potentials out of using best practice
processes

Reduction of development and
implementation costs

Outsourcing of
the IT
infrastructure

New technology ‘‘cloud’’ Reduction of the IT personnel
expenses, the hardware and
software costs, and the current
operation costs

Flexible
extensibility
of the
solution

Modular structure of the solution’s
extent

Reduction of the monthly royalty
based on the solution’s extent

No additional
personnel
resources
required

Outsourcing of operation and
maintenance (updates and release
changes) to the provider

Lower operation costs

1 The designations of the criteria are defined consistently because each author has its individual
designation.
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Commitment of top management
For many projects the low interest in the project or the wrong project appraisal

of the top management represents a critical success factor. Consequently, a lacking
guidance of the project and a too low support of the project team within the project
realization of the top managers can arise [8, 15, 17–19]. With a SaaS imple-
mentation in SMEs the importance of this success factor can change due to the
enterprise’s size. Thus the top management will more likely be actively involved
in the project realization. However, should the top management not be involved in
the implementation project, this critical success factor is of the same importance as
by a classical ERP introduction.

Method of the implementation approach
The decision on the method of the implementation approach, between step by

step and big bang, influences decisively the success of the introduction of a
classical ERP system as well as of an on demand ERP system. With a gradual
implementation the implementation expenses as well as the risks which are con-
nected to all departments with the acquisition of a new solution decrease. [8, 15–
19] However, an implementation of the entire solution can bring the following
advantages for SMEs [21]:

• Requirements of all scopes of business are fulfilled by the implementation of the
completely integrated solution.

• The demand to integrate other systems during the implementation is reduced.
• The system interruptions which appear by the phase wise introduction are

decreased.

Table 2 Literature analysis: critical success factors of a classical ERP implementation

Criteria Author

v.
Arb
[8]

Blume
[15]

Brand
[16]

Umble/Haft/
Umble [17]

Esteves/
Pastor [18]

Siegenthaler/
Schmid [19]

Involvement and
training of the users

4 4 4 4 4 4

Project management 4 4 4 4 4 4

Commitment of top
management

4 4 4 4 4

Clearly formulated
project objectives

4 4 4 4 4

Method of the
implementation
approach

4 4 4 4 4

Technical requirements 4 4 4 4 4

Risk of consultancy 4 4 4 4

Reorganization of
business processes

4 4 4 4

Time and resource
management

4 4 4 4

Contract drafting 4 4
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The decision for one of both methods is dependent on company-specific
conditions.

Technical requirements
The technical requirements have changed significantly through the web-based

business model. Thereby, the design of the system architecture fades from the
spotlight, however, data migration, data quality and interfaces to other systems are
still considered as critical success factors. Data migration is easier than before
because of the innovative services in the system. However, this is still a critical
part of each implementation project.

SMEs only recently worry about the security because of the outsourcing of
internal data to third parties and the dependence on the provider in which they
thereby proceed [1]. However, according to Grobman data are stored more secure
in a data centers than on premise at some companies. Further risks are internet fail
outs, long responding times, high server utilization and bottlenecks in the capacity
of the internet connection. These risks can negatively impact the indirect expenses
for downtime [2].

Risk of consultancy
The risk of being dependent on the consultant decreases through the innovative

service infrastructure for SaaS systems. The model based development enables
high transparency of the processes and further simplifies the adaptability. The
authors Zencke and Eichin state that it is possible to set up the solution without any
support of consultants [7]. The degree of the consultants’ support is determined by
SMEs through the choice of one implementation service model and is dependent
on their competences to accomplish an implementation project [14].

Dependency on the provider and drafting of the contract
By the web-based business model a new risk evolves: the dependence on the

provider. This dependence correlates with the outsourcing of data as well with the
operation of the ERP system. As a consequence the following problems can occur
[2]:

• Adaptations of the system are not carried out.
• Important legal or organizational updates are not performed on time or not at all.
• The provider becomes insolvent or does not exist any longer, data could get lost.

The last problem is also with a classical ERP system of certain relevance,
however, by far not from the range as with a SaaS model. Against a too strong
powerlessness or dependence on the provider SME can protect themselves by
effective drafting of the contract. The contract should include responsibilities and
approaches unambiguously for the tasks but also for borderline cases. Further the
technical and organizational risks for a flawless operation of the system are cov-
ered by the provider with the contract [22].

Reorganization of business processes
An implementation requires to examine the existing business processes on

efficiency and effectiveness and to carry out organizational restructuring measures.
This is about the degree of adaptability of business processes. That means which
business processes are adapted to the system and where is the system adapted to
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the processes. [8, 15, 17–19] Because SaaS solution is equipped with predefined
business processes, necessary change measures of the organization to the system
should be carried out. With the system choice should be decided, what extent the
company is willing to adapt the processes to the integrated ‘‘Best Practice’’ pro-
cesses and whether this adaptation implicates measures of process reorganization
[2].

The confrontation of the critical success factors of classical ERP and SaaS
implementation outlines how far critical success factors have changed due to the
web-based business model and the product innovation. Table 3 summarizes the
identified critical success factors of a SaaS implementation.

4 Specific Criteria for a Value Benefit Analysis
to Determine the Implementation Effort

Based on the differences of classical and on demand ERP implementation specific
criteria of a value benefit analysis are derived. This value benefit analysis should
enable SME to assess the effort for each implementation and should support the
decision-making process. For this only qualitative criteria that evolved from the
underlying perceptions, are considered. A universal value benefit analysis cannot
be established because the evaluation of criteria is dependent on company specific
influences (e.g. financial situation, size, industry, requirements and objectives).

Table 4 represents an exemplary evaluation of the criteria acquired by an expert
workshop. The assessment expresses an answer to the question: how important is
this criterion in order to draw the best benefit out of the system and to reduce the
implementation effort?

For the value benefit analysis the following steps have to be considered [23]:

1. The partial value benefits ui of the single solutions (classical and on demand)
are established and evaluated along an interval from 0 to 100. The lowest value
is represented by 0 and the highest by 100. The subjective reason of this
evaluation is outlined in the column reasons.

2. The weighting gi for each criterion has to be done. The sum of that has to be 1.
3. The value benefit of each row is calculated by multiplying the partial value

benefits with the responding weighting. The sum of this partial value benefits

Table 3 Critical success factors of a SaaS implementation

• Dependency on provider • Method of the approach • Project management
• Technical requirements • Drafting of contract • Risk of consultancy
• Reorganization of business

processes
• Involvement and training of

the users
• Clear formulated project

objectives
• Time and resource planning • Commitment of top

management
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builds the entire value benefit for classical ERP system and SaaS solution. The
system with the higher value benefit is considered to be the better decision.

The choice of the criteria is based on the following assumptions:
Strain on personnel resources: High personnel requirements increase the

implementation effort and leads to a rise of direct and indirect expenses. A higher
effort due to the establishment of an IT department occurs.

Risk of the dependency on consultants: An autonomous completion of the
implementation project by the company is basically possible for each system.
However, the SaaS solution is easier to implement across the simplified configu-
ration and the increased usability.

Reorganizational measures of business processes—will of change: Elabo-
rated organizational alteration measures are directly proportional to the imple-
menting duration, which further increases the implementation effort.

Training of users—technical know-how: The higher the requirements for
technical know-how the higher the effort for training.

System availability—implementation duration: The faster the system is
available the faster can the company draw a benefit out of it.

Dependency on the provider: A high dependence on the provider can nega-
tively impact the implementation through e.g. long response times on the pro-
ductive system. This dependency also contains the risk that can occur across the
outsourcing of business data e.g. data security.

Effort for updates and release changes: The higher the degree of standardi-
zation, the lower the effort for updates and release changes, which further leads to
a decrease of the indirect costs.

Consequently, for this exemplary case, the SaaS solution is the better choice
regarding implementation as well as the phase of operation and maintenance.
However, to support a concrete investment decision for a company, individual
weights for the identified criteria have to be determined to ensure a sustainable
decision.

5 Conclusion

The new business model and the innovation of the ERP product have influenced
the meaning of the critical success factors for a SaaS implementation. From
experiences of previous implementation projects, and the deduced new service
models as well as by the application of the web-based system architecture new
chances arise for providers to establish in the market of SME. The examination
about ERP trends in 2011, carried out by the company i2s Consulting, outlined that
the public consciousness in Austria and Switzerland was sharpened increasingly
for SaaS solutions by the market entry of SAP ByD. I2 s consulting predicts that
by the increasing number of references and the further progress of application of
functionalities in the SaaS mode, the spotlight on SaaS solutions will clearly
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increase in the ERP sphere within the next 3 years. However, there is still a higher
level of acceptance in companies from the service industry than in manufacturing
companies. This trend can be presumably put down to the high degree of stan-
dardized processes in service industries, because in producing companies the core
processes are very company-specific [24].

Also this examination proposes a decrease of the entrance barriers for SME in
the ERP market enabled through the business model ‘‘cloud’’ and the innovation in
the product area (see Fig. 2).
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Analysis of the Critical Success Factors
for ERP Systems Implementation in U.S.
Federal Offices

Asmamaw A. Mengistie, Dennis P. Heaton and Maxwell Rainforth

Abstract Enterprise Resource Planning (ERP) system implementation is a complex
information technology project that integrates organization-wide operations. Prior
surveys have reported perceptions about factors which are critical to ERP imple-
mentation success. But no prior research has empirically tested the relationship
between ERP implementation factors (IFs) as independent variables and project
success indicators as dependent variables. In the present study the research questions
were: (1) is there a statistically significant relationship between an identified set of
implementation factors for ERP projects and the empirically reported success indi-
cators? (2) Do specific individual factors predict the level of success? Paper and
online surveys were collected from 92 senior level ERP project participants—CIOs,
project managers, executives and consultant/developers with experience on Federal
ERP implementation projects. The study provided descriptive survey results for ERP
implementation success and perceived effectiveness of implementation factors in the
environment of U.S. Federal government ERP projects.

1 Introduction

An Enterprise Resource Planning (ERP) system. An ERP system is a complex
enterprise information system (EIS) based on the business processes and appli-
cation integration to automate the flow of material, information, financial resources
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and other operational activities within an organization using a common database
without physical restriction [26]. Such software applications serve as single source
of multiple benefits to the organization, for example data integrity, system con-
trol—efficiency; reduce costs; better and faster inventory management; real time
operations; integrated information of all parties (other agencies, vendors, clients,
employees, agents, distributors etc.); integrated operation locally and interna-
tionally; process improvement; paperless office environment and much more
[23, 24, 39].

Federal offices implemented or are in the process of implementation one or
more of the ERP systems across their agencies in order to streamline financial and
administrative systems, allow individual agencies to share information in a stan-
dardized way, eliminate multiple systems and reduce duplication and reduce costs.
Through the implementation of federal ERP systems, agencies share many busi-
ness requirements, can manage a budget, recruit people, distribute payroll, gen-
erate purchase orders and so on using an ERP solutions which can provide a
standard, uniform way of performing office functions, can reduce duplication,
produce meaningful information and cut administrative costs [5]. Several gov-
ernment offices have implemented different ERP software application systems
with a huge capital investment [39, 47]. According to Sommer [44] the number of
U.S. Federal ERP implementations has risen rapidly in recent years such as the
U.S. Army, U.S. Navy, NASA, Defense Logistics Agency (DLA), and several
other Federal agencies. Public organizations started replacing existing systems and
implementing ERP for their operational efficiency [9]. As Wagner and Antonucci
[46] indicated, for example, the U.S. Navy expended $3 Billion for its ERP
implementation [13]. Blick et al. [7] pointed out that the U.S. federal ERP market
climbed from US$2.8 billion in 1998 to US$3.7 billion in 2003.

Even though successfully implemented ERP claims all the benefits mentioned
above, there are also times where it may bring disastrous result for those that fail to
manage the implementation process [21]. Studies showed that more than 40 % of
large software implementations fail, 90 % of ERP implementations are either late
or over budget and 67 % of enterprise application initiatives could be considered
as unacceptable or unsuccessful [8, 38]. According to Wagner and Antonucci [47]
compared to private organizations, federal government ERP implementations
experience higher rate of failure. One of the reasons for this failure is that in most
cases, the public-sector has adopted much of the generalized private-sector ERP
implementation approach and tailored it to the public environment [47].

Understanding the ERP critical success factors (CSFs) in implementing
Enterprise Resource Planning (ERP) systems has been a challenging process for
both public and private organizations. Prior surveys about CSF’s have asked
respondents to evaluate the presence of or importance of particular factors that
they think are critical to success. But with the exception a few case studies; the
prior research has not combined measuring implementation factors (IFs) and
measuring project success. This lack of empirical analysis of the relation of suc-
cess factors to success outcomes is the primary problem which the current study
addresses. Another gap seen from the review of the literature is that although, most
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of the ERP implementation factors (IFs) in the private sector are applicable to
success in the public sector; still there are major differences between the two
sectors [45]. According to Wagner and Antonucci’s [48] case study on the State of
Pennsylvania, the integration process of governmental agencies and their systems
is quite different from the private sector and requires different approach. In this
regard, it is crucial to identify and level the implementation factors of ERP in the
public sector in advance for a successful outcome [38].

2 Purpose of the Study

The purpose of this study is to empirically test the relationship between perceived
effectiveness of managing IFs (independent variables) in ERP projects and project
success results (dependent variables). The present study conducts exploratory
statistical tests of the relationships of independent variables to dependent vari-
ables—which have not been done before in prior studies.

Additionally, the study addresses the gap that few studies have empirically
explored implementation factors of ERP projects in the U.S. Federal government
sector. So, a secondary purpose of this study is to analyze the implementation
factors that contributed to the success of ERP implementations in U.S. Federal
offices, with the aim of communicating implementation guidelines government
offices and other stakeholders.

This study is aimed to address the following research questions:

1. Is there a statistically significant relationship between an identified set of
implementation factors and the empirically reported success?

2. Do specific individual factors predict the level of success?

3 Literature Review

3.1 Definition of Enterprise Resource Planning

An ERP system is a commercial software package (such as Oracle, SAP, JDE,
PeopleSoft, BAAN) that enables the integration of business processes throughout
an organization [28, 30]). An ERP system is a complex enterprise information
system based on the business processes integration to automate the flow of
material, information, and financial resources among all functions within an
organization using a common database Kumar [24]. Wallace and Kremzar [48]
stated that ERP is an enterprise-wide set of management tools that balances
demand and supply, containing the ability to link customers and suppliers into a
complete supply chain, employ proven business processes for decision-making.
ERP also provides high degrees of cross-functional integration among sales,
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marketing, manufacturing, operations, logistics, purchasing, finance, new product
development, and human resources. ERP is a standardized software application
system which users can buy off-the-shelf rather than developing a complex soft-
ware solutions from the beginning. ERP system is a comprehensive package of
software solutions that seek to integrate the complete range of business’s processes
and functions in order to present a holistic view of the business from single
information and IT architecture [17]. ERP packages can be implemented ‘‘as is’’ or
customized according to an organization’s business requirements.

3.2 Defining Success of ERP Project Implementation

Indicators of success of ERP implementation comprise the dependent variables in
the present research. Most project management literature has indicated that the
success of a project is indicated by the completion of a project within budget, time
and at the expected quality or performance. For example, Duncan [14] indicated
that a project can be taken as successful if it meets cost, schedule, and scope
objectives. Similarly, Shenhar and Wideman [41] mentioned that in its old axiom a
project can be called successful if it is on time, on budget and conformance to its
requirements. With one additional criterion Pinto and Slevin [35] indicated that a
project can be considered successful if it is on schedule, budget, achieved goals set
in advance and accepted and used by the clients for whom the project is intended.
According to Deloitte’s survey [12] more than 75 % of respondents felt that if the
project was delivered on time, on budget, and met business goals and objectives, it
was successful.

As discussed above the success of ERP implementation can be measured using
different parameter. Wei [50] explicitly pointed out that the following are the most
common successful implementation criteria referred in most of the literature.

1. Completion of a project as per the scheduled time frame
2. Completion of the project without exceeding its budget
3. Functionality of the ERP system including modules completion, functionality

fitness and security
4. User friendliness of the system such as ease of learning and operation
5. System flexibility for upgrading, integration and customization

On the other hand Heydenrych and Cloete [20] emphasized business impacts
rather than project completion criteria; they stated that the indicators for the
successful integration of e-commerce and financial information systems in an ERP
system are:

• Connected Corporation
• Reengineered Business Processes
• Optimized Processes
• Automated Processes
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• Added Value to the Organization
• Added Value to the Customers
• Cut Overhead Costs
• Efficiently Utilized Middleware
• Integrated Services, etc.

Somers and Nelson [43] noted that there are no uniform lists of measurements
for the successful ERP project implementation. The success of ERP systems is an
obscure and highly subjective concept [35, 52].

3.3 Which Implementation Factors are Critical
for Successful ERP Implementation?

In the present study, the independent variables are those implementation factors
that other researchers hold to be vital for implementation success. These imple-
mentation factors are examined in relation to measures of successful project
outcomes, such as being on time and within budget.

Table 1 lists previous studies whose objective was to identify which imple-
mentation factors are critical for project success. As can be seen the table, these
previous studies have been based on case studies or surveys soliciting opinions of
ERP practitioners and experts regarding which implementations factors are most
important. No studies have empirically examined whether key ERP implementa-
tion factors actually predict project success. Few studies have empirically explored
implementation factors in the U.S. federal offices.

An ERP implementation project is not simply running a software application
out of a box as it requires a highly complex implementation process [35]. It has its
own unique methodology of implementation and follow up. It requires time and
other valuable resources before, during and post implementation phases. The
complexity of ERP implementation is also depending on the type and size of the
organization. The technique and approach of ERP implementation for small
organization with few functional departments is different from a big and multi-
national company with various departments and operational units. The method-
ology applied for a private organization may be different from government/public
organizations.

The prior literature has identified factors that believed to contribute to the
success or failure of an ERP implementation in different type and size of orga-
nizations. Some of these have been said to be critical and others are optional for
the success of the ERP project. CSFs can be understood as the few key contrib-
uting factors in the smooth phase by phase implementation of the project [6, 43,
51]. According to Esteves and Pastor [16], in order to achieve success in software
project implementations, it is important to define and analyze the most critical
factors. Researchers have identified list of critical success factors for ERP
implementation and categorized as below [15, 42].
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Table 1 Summary of research studies on ERP implementation

Researcher(s), Year Method of research Findings

Estevez and Pastor
[15]

Qualitative research using
grounded theory

Developed a unified model of the
CSFs in ERP implementaions
and mapped these factors in a
matrix with four perpectives as
organizational, technological,
stratrgic and tatical

Bhatti [6] Field survey of 53 respondents Used 65 item instruments that
measures seven dimensions of
ERP implementation. ERP
implementation model
developed

Light and
Papazafeiropoulou
[27]

Case study on 8 companies Concluded that in adition to the
standard project management
CSFs other factors specific to
ERP implementation include
legacy systems, ERP strategy,
business process change, and
software configuration

Somers and Nelson
[43]

Survey of 86 respondents from
Fortune 500 companies and
other firms that implemented
ERP

Identified the CSFs which are the
most crucial in ERP
implementations and
determined which factors are
significant at different phases of
the project

Chang et al. [9] Survey of 61 managers and users
that implemented SAP
Financials

ERP knowledge management is the
most problematic factor,
followed closely by system
development concerns and
operational deficiencies

Pabedinskait _e [35] Qualitative (Survey on ERP
Experts in Lithuania)

Identified 16 main factors
determining the success of
implemention of ERP

Motwani et al. [32] Comparative case study on 4 firms Concluded that careful change
management, network
relationships, and cultural
readiness have a positive
impact on ERP
implementations

Plant and Wilcocks
[36]

Case study (longitudinal) on two
firms ERP implementations

Emphasis upon the determination
of clear goals and objectives at
the project outset; and the
utilization of interactional
vendors of added-value in terms
of new business practice
knowledge and enhanced
project team capability

(continued)
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1. Strategic or factors at the planning phase factors
2. Tactical or implementation phase factors and
3. Operational factors

Project managers follow different approaches or models in ERP implementa-
tions. Esteves and Pastor’s [16] grounded theory method study resulted in an initial
unified model of the critical success factors in ERP implementations. In their
research, they mapped the CSFs into a four matrix consisting of organizational,
technological, strategic and tactical. The organizational dimension of this model
focuses on the organizational, cultural and business process related factors. The
technological part defines the required inputs of ERP implementation such as
hardware, software and infrastructure. In the strategic part defines requirements
related to management support, team composition, project scope management and
partners’ related factors. Finally, in the tactical part factors related to business
activities with short term objectives. Similarly, Holland et al. [22] suggested an
ERP implementation Model organized into strategic-tactical framework. The
strategic part specifies the need for a project mission, top management support and
project schedule outlining individual actions steps for project implementation. In
the tactical factors on the other hand includes client communication, personnel,
business process change, client acceptance monitoring and feedback.

Motwani et al. [32] also did a research using literature review and case study
methods and proposed an ERP implementation framework using phase approach.

Table 1 (continued)

Researcher(s), Year Method of research Findings

Nah and Delao [33] Case study on two firms ERP
implementation

Seven categories of critical success
factors were identified and
compared the importance of
these critical success factors
across the phases of ERP
implementation and upgrade
using four-phase model

Shanks et al. [40] Case study on two firms—from
China and Australia

This study has explored the critical
success factors for different
phases of ERP systems and
finds out that some factors may
be important independent of
national culture, and some other
factors may be culturally
dependent

Al-Fawaz et al. [2] Literature review The study identifies the most cited
success factors in the literature
and illustrated their significant
importance in ERP
implementation
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These phases include pre-implementation or setting-up phase, implementation, and
post-implementation or evaluation.

3.4 Federal ERP Overview

Though, there is a general assumption that ERP implementation can bring
improvement in the entire organization, successful implementation is a challeng-
ing process and different from organization to organization [32]. Factors which
contribute to the success of ERP implementation for a private business might not
help for federal offices [39]. The model or methodology that vendors or con-
tracting companies used for private business organizations might not be applicable
for federal offices.

Citizens, public administrators and agencies expect better service from federal
offices [39]. In response to this expectation as well as to increase their employees’
satisfaction, reduce costs and improve their performance most U.S. federal offices
implemented one or the other ERP applications [7, 39]. As a result, some are
successfully implemented and others either failed or still struggling. For example
the Federal Bureau of investigation (FBI) and Internal Revenue Service (IRS)
implementation projects failed while U.S. General Accounts Office incurred more
than $200 million additional budget for its project implementation [10].

Federal ERP projects are different in their environmental, organizational, and
individual levels. According to Heintze and Bretschneider [19], at the environ-
mental level, public agencies have a tendency to be more strongly influenced by
the political than by the economic environment. This influence imposes a short-
term vision, strong measures of accountability, and tasks performed under the
watchful eye of the public. At the organizational level, public agencies show more
rigid hierarchies and structures, and more paperwork and more red tape. Similarly,
at the individual level the motive, incentives and job satisfaction is different
compared to individuals in the private sector. Due to this differences, imple-
menting ERP system in the public organizations requires convincing stakeholders
about the values of ERP and ready to answer questions such as: Why now? How
much will it cost? What will we gain if we do it? What are the risks if we don’t do
it? and so on [34]. Though, there are differences mentioned above, the basic
functionalities of private sector are still applicable in the public sector [46].

On the other hand, due to increase in the public ERP market, the largest ERP
vendors started responding by providing more complete organizational systems
with public organization’s specific requirements and functionalities [11].

Raymond et al. [39.] summarized the motives of ERP implementation in the
government environment into four categories.

1. Technological motivations—infrastructure improvement,
2. Operational motivations—business process improvement,
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3. Performance motivations—outcome improvement, and
4. Strategic motivations—change in the design and delivery of service.

3.5 Problems of ERP Implementations in the
Federal Environment

ERP system implementation is different from the traditional type of information
system implementation as the scale, complexity, organizational impact, and the
costs are different. For many organizations, the implementation of ERP systems
can be a monumental disaster unless the process is handled carefully in advance of
its occurrence [18].

The organizational structures of several federal agencies are more complex,
consisting of many departments and divisions, each having their own manager,
business rules, and processes [46]. This complex nature of federal offices is not
only because of internal but also they are reviewed and audited by other federal
agencies [28].

In addition to the structural complexity, federal offices are headed by political
appointees who are changed frequently so as the project they were managing.
These changes in leadership and project objectives will create challenges for
maintaining a large-scale ERP implementation focus and top management com-
mitment [49]. Mark [29] also commented that politically appointed CIOs may lack
the technical acumen to put forward a coherent strategic vision as a result the
responsibility for establishing the strategic direction of IT may be transferred to
middle management or private sector project consultants apparently non-influen-
tial as CIOs.

4 Survey Research Study

4.1 Survey Instrument

To investigate CSFs for ERP implementation in federal government projects in the
U.S., a questionnaire survey was conducted. The study provided descriptive survey
results for ERP implementation success and perceived effectiveness of imple-
mentation factors in the environment of U.S. Federal government ERP projects.
Questions in the paper and online survey asked by project outcomes (dependent
variables) and implementation factors (independent variables). From the literature,
a list of 16 IFs was selected for this survey. These 16 were grouped into three
composite factors: strategic, tactical and operational, as follows:

1. Strategic Factors

• Project management.
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• Top Management Support.
• Project champion.
• Clear goals and objectives.
• Business plan and Vision.

2. Tactical

• Team Composition.
• User involvement and motivation.
• Decision Making Processes.
• Business Process Reengineering (BPR).
• Inter-agency communication and cooperation.
• Change Management.
• Vendor Support.

3. Operational Factors

• User Training and Education.
• Dedicated Resources.
• Technological infrastructure.

4.2 Survey Participants

Targeted samples of 440 experts were selected from U.S. federal agencies that
implemented federal ERP systems. Participants consisted of CIOs, project man-
agers and project leads. In Addition to federal employees, consultants who have
been working in both private and federal ERP implementations were approached.
This sample was selected randomly from list of federal IT project participants
regardless of age group, sex and departmental level.

Paper and online survey usable responses were received from 92 senior level
ERP project participants—CIOs, project managers, executives and consultant/
developers with experience on Federal ERP implementation projects.

4.3 Finding of the Study

The descriptive statistics such as the mean, frequency, percentage, standard
deviation and variance were computed to describe the characteristic of the data
collected. The data was also further interpreted using correlation and regression
analysis techniques. The Pearson product-moment correlation analysis between
each independent variables indicated that most of them are significantly correlated.

While calculating regression analysis the 16 IFs as a whole were considered as
independent variables to predict the dependent variables. In addition to the 16 IFs
the three composite implementation factors (strategic, tactical, and operational
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factors), which were calculated by averaging the appropriate IFs for the strategic,
tactical, and operational phases were taken as independent factors. With regards to
the dependent variables, the three success indicators of ERP implementation—
time, budget and project objectives were used. Linear regression technique was
used for percentage of budget and percentage of project objective achieved
dependent variables. However, due to the dichotomous nature of response of the
questionnaire logistic regression technique was used for time and over budget
dependent variable. In summary:

1. The Omnibus test of model coefficients p value is 0.03 which indicated that the
16 IFs as a whole can be used to predict failure to complete an ERP imple-
mentation project within the initial time frame or schedule significantly. The
test results whether the 16 IFs as a whole can be used to predict the extent to
which an ERP implementation project would exceed its budget indicated as
significant. The omnibus test of the regression model was significant (F(16,
40) = 3.69, p \ 0.0005).

2. A linear regression on the composite factors as independent variables were
significant as predictors (p \ 0.0005). Individually strategic and tactical factors
were significantly associated with lower percentages over budget (p = 0.001
and p \ 0.0005, respectively).

3. Linear regression analysis was also used to determine whether the independent
variables as a whole can be used to predict the extent to which an ERP project
met its objectives successfully (dependent variable) and the result was not
significant for both the 16 IFs and three of the composite factors. In other
words, both independent variables were not good predictors to determine
whether the project objective was achieved in an ERP implementation.

4. The regression coefficients indicated that among the 16 individual IFs the only
factor that was a significant predictor was ‘‘Project team composition’’ with
p value of 0.037.

5 Discussion of the Findings in Relation to Previous
Research

An ERP implementation project is not simply running a software application out of
a box but it requires a highly complex implementation process [35]. It requires
time, expertise and other valuable resources throughout its implementation pro-
cess. The complexity of ERP implementation is different from one organization to
the other as well as from sector to sector. The technique and approach of ERP
implementation used for small organization with few functional departments is
different from a big and multinational company with various departments and
operational units. The methodology applied for a private organization may be
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different from government/public organizations [45]. By the same token, the IFs
for private sector ERP implementation may or may not apply for the public
sector [46].

Therefore, analysis of the IFs for ERP implementation as well as the rela-
tionship between these factors shall be studied separately. In relation to this, much
work has been done on the implementation factors for ERP implementation in the
private sector. However, no prior research had empirically tested the relationship
between implementation factors (IFs) as independent variables and project success
indicators as dependent variables.

For example, Somers and Nelson [43] did a survey on 86 respondents from
Fortune 500 companies and other firms that implemented ERP and identified 22
CSFs which are most crucial in ERP implementations and determined which
factors are significant at different phases of the project. Nah and Delgado [33]
conducted a case study on two firms ERP implementation and identified CSFs and
compared their importance across the different phases of ERP implementation and
upgrade. They concluded that the importance of these factors across different
phases of ERP implementation and upgrade is very similar. Though, these research
studies identified and analyzed the CSFs for ERP implementation, none of them
determined statistically significant relationship between the CSFs and validated
each of the individual factors to predict the level of success. However, this
research has clearly identified the CSFs for federal ERP implementations.

Slevin and Pinto’s [42] study included a model for success in project imple-
mentation which is defined as S = F(x1, x2,… xn) n S f,……, 1 2 = where S is
project success and xi the critical success factor i. In this model is too general as
the size and complexity of projects are different. However, in this study, the
success of federal ERP implementation can be represented by the following
equation. IFsFERPI = f (x1, x2, x3… xn), where x1, x2, x3… x n are the different
IFs for federal ERP implementations. Where, IFsERPI is the Implementation
factors for Federal ERP Implementation and f stands for function of. What are the
implementation factors (xi) affecting the success of an ERP implementation in
U.S. federal offices? From this equation it is possible to understand that the success
of federal ERP implementation is a function of different factors. The presence of
these factors individually or as whole determines the success of the ERP project.

In addition to this, it was tried to evaluate the relationship between these
independent factors. Statistical analysis was also conducted to validate if the
individual success factors (independent variables) can predict the success of ERP
project in relation to the three success criteria—time, budget and project objective.

This study has identified the top five factors for federal ERP implementations.
These include top management support, communication both internal and external
(interagency), effective training of end users, effective decision making process
and dedicated resources. These implementation factors are particularly useful to
practitioners to provide clear guidance and allocate resources wisely in the process
of ERP project implementation [40]. Mohan [31] and Al-Mashari et al. [1]
explanation strengthens this finding in that the implementation factors for ERP
implementation include factors such as developing training strategies, developing
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a project management plan, obtaining senior management support and involve-
ment throughout the project, and the development of a clear definition of your
business processes and requirements.

5.1 Conclusion of the Study

Much has been written about the implementation factors for ERP implementation
projects; but no study tested statistically whether there is significant relationship
between the set of implementation factors and the empirically reported success
indicators. Moreover, each of the individual factors was not validated to check if it
can predict the level of ERP implementation success. This study tried to handle
these points. From the output and the regression analysis of this study the fol-
lowing can be concluded:

1. Respondents rated the most important factors for ERP implementations in the
federal environment. The five important factors were top management support,
communication both internal and external (interagency), effective training of
end users, effective decision making process and dedicated resources. These
ratings can be compared findings of Bhatti [6], Pabedinskait _e [34], Somers and
Nelson [43] which indicated that top management support, effective training of
end users and dedicated resources are among the top IFs but not interagency
communication and effective decision making process. From this it can be
realized that some factors are more important in the federal environment ERP
implementations, compared to the private sector.

2. The 16 IFs as a whole can be used to predict the failure of a project to complete
within the initial time frame and completion of the project within budget. In
addition to this the regression test indicated that the three composite inde-
pendent variables can also predict completion of the project within budget
significantly. Both the 16 IFs and composite factors together were not good
predictors to determine whether the project objectives were achieved.

3. The result of this finding indicated that 83 % of federal ERP implementations
were delayed, 78 % of them were over budget and none of the projects met
their targeted objectives more than 90 %. An ERP implementation project can
be considered successful if it is on time, on budget and meets its objective [14,
41]. From this it is possible to conclude that several federal organizations didn’t
achieve success in their ERP implementation projects.

4. So far, no research recommendation has been found that can be used as a guide
to avoid the potential for failure completely. However, through conscious
consideration of the IFs at each of the ERP implementation phases organiza-
tions can minimize the risk for failures.
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Towards a Framework and Platform
for Mobile, Distributed Workflow
Enactment Services on a Possible Future
of ERP Infrastructure

Dagmar Auer, Dirk Draheim, Verena Geist, Theodorich Kopetzky,
Josef Küng and Christine Natschläger

Abstract In this paper we represent a workflow management system architecture
that realizes a sweet spot between the robustness of a centralized master workflow
management enactment service and the flexibility of distributed disconnected
workflow management services. The architecture emerged in a concrete scenario
with the requirement that traveling business agents can proceed working with their
supporting enterprise application even if they are disconnected from the Internet
and therefore disconnected from their enterprise IT infrastructure. So far, the
solution deals with the data and workflow state facets of the problem and
appropriate data and workflow state synchronization are key characteristics of the
solution. On the visionary side, the realized architecture can be turned into a
general framework for robust distributed workflow-based systems. Such archi-
tecture will generalize the central workflow enactment service to become a hub for
distributing not only data and workflow state but also the mobile code that makes
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up the enterprise application. Then, the crucial element of such an architecture will
be a sandbox virtual machine for the distributed slaves that interplay in data,
workflow, and code synchronization.

1 Introduction

In this paper we represent a workflow management system architecture that
realizes a sweet spot between the robustness of a centralized master workflow
management enactment service and the flexibility of distributed disconnected
workflow management services. The architecture emerged in a concrete scenario
with one of the main requirements being that traveling business agents can proceed
working with their supporting enterprise application even if they are disconnected
from the Internet and therefore disconnected from their enterprise IT infrastruc-
ture. Additional requirements like space constraints on the client side or the
necessity to attach certain domain specific hardware to the client and integrate data
from said hardware into the workflow precluded the usage of standard solutions
available at the time of implementation.

The currently realized implementation, the so-called PreVolution system, is
able to deal with the data and workflow state facets of the problem. Appropriate
data and workflow state synchronization mechanisms are key characteristics of the
solution. This solution can be turned into a general framework for robust dis-
tributed workflow-based systems. The aimed for architecture generalizes the
central workflow enactment service to become a hub for distributing not only data
and workflow state but also the mobile code that makes up the enterprise appli-
cation. Then, the crucial element of such an architecture will be a sandbox virtual
machine for the distributed slaves that interplay in data, workflow, and code
synchronization.

The main issue of the paper it to compare the proposed offline-enabling
framework with other existing architectural solutions, i.e., the established main-
stream ERP infrastructures based on sandbox mechanisms or web-based applica-
tion and today’s cloud computing. An objective of the paper is to bring into
question the potential and future role of such ERP infrastructure.

We start in Sect. 2 with a description of the objectives and realization of our
asymmetric, data, and workflow state synchronizing ERP solution, i.e., the
PreVolution approach. In Sect. 3 we present and discuss our vision to generalize
the PreVolution approach to become a full-fledged ERP infrastructure and,
eventually, BPM (business process management) platform. We discuss further
directions in Sect. 4. We mention important related work throughout the paper. We
discuss related work in Sect. 5 and finish the paper with a conclusion in Sect. 6.
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2 An Offline-Robust ERP System

In this section we present a concrete offline-robust ERP solution. The challenge
was to realize an ERP system in way that is robust against disconnecting the client,
i.e., a laptop, from the central IT infrastructure of the enterprise. It was the
requirement that the user is able to work with the workflow-based application even
in offline phases. Therefore, the solution is a mobile computing solution project
[1]—mobility is not about using a wireless network, it is about disconnecting and
reconnecting from a network. Actually in the solution concept the client laptops
are equipped with wireless internet. The laptops connect as often as possible to the
company network to be synchronized as often as possible. However, it is assumed
that a steadily sufficient wireless internet connection cannot always be established
and therefore the application must be able to deal with this.

The concrete project [2, 3] was conducted with the Austrian Social Insurance
company for Occupational Risks—AUVA (Allgemeine Unfallversicherungsan-
stalt). With more than 5000 employees and more than 4 million customers [4]
AUVA is a major Austrian insurance company. One important field of activity of
the AUVA is the prevention of occupational risks in enterprises. On a regularly
basis or upon request, consultants visit the companies in order to investigate work
environments and conditions for safety on site and, eventually, to make recom-
mendations or even to impose obligations.

The purpose of the realized system is the internal planning of the AUVA risks
prevention activities and support for the consultants in conducting their company
visits. A consultant plans traveling routes consisting of several companies to be
visited, proposes this route to a stakeholder and adjusts them with this stakeholder.
At the beginning of a business trip the consultant loads relevant data concerning
the companies on the traveling route and their employees from the central IT
system onto the laptop. On-site the consultant follows rules in order to investigate
the workplaces and plants, collects relevant data and generates reports for the
visited companies. Back home, the data is evaluated, (additional) reports are made
and the final results are loaded back to the central IT system. The software built in
this project supports the workflows needed to get all this done.

Figure 1 shows the resulting architecture. The client laptops have all workflow
control and business logic that also resides on the server. They have also a local
database, i.e., Oracle Database Lite [5]. The interfaces to the work list of the
workflow enactment service and the workflow-controlled business logic were
provided as web services to the client software [6]. The trick is the design of these
interfaces. The client is capable to do some workflow steps that are independent
from global workflow relevant data on his own and to defer the communication of
the workflow progress. This way a degree of freedom is gained that allows for
offline progress of workflows. The clients use their workflow control, business
logic, and database only in periods they are offline, i.e., not connected to the
company network. If a client is connected to the network, it uses the workflow
control and business logic at the server and is in this way accessing the server
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database. The user has to initiate an update of the laptop’s local database before he
disconnects the client from the network. Synchronization takes place. The trick is
that the synchronization mechanism looks at the task in the user’s work list of the
workflow control and only uploads data to the laptop’s database that is actually
needed for the currently impending business trip.

2.1 Realization Issues

When a client reconnects to the company network the data which has been
accessed and manipulated in the meantime must be synchronized again. Conflicts
are resolved with cooperation of the user. The human computer interaction of the
user cooperation has been improved with the notion of context-based conflict
resolution—an application of data provenance considerations [7, 8]. The system
makes the user aware of the object net that is the context of a manipulated data set
and the dialogue in which the manipulation occurred. The description of the
synchronization makes clear that it required more than a database replication
mechanism to realize it. The context-based conflict resolution developed for the
offline-robust ERP system has been described in [2].

In a first version of the system the workflow enactment service was realized on the
basis of an early version of the BizTalk server. In the current version the workflow
enactment server is realized as a particularly lightweight and flexible matrix-based
implementation. The overall business process network is interpreted as a state
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Fig. 1 A service-oriented system architecture for distributed workflow
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machine and the whole workflow enactment knowledge is captured in a matrix of
state transitions on business process activities, i.e., workflow states. This easy
solution does not target scalability with respect to the amount of workflow states;
however, it is particularly scalable and maintainable with respect to the amount of
realized innovative enactment service features like the treatment of security issues,
role-based access management and synchronization. An in-depth description of this
architecture of the workflow enactment service and its advantages with respect to
technical scalability can be found in an SCCH technical report [9].

3 On a Possible Future of ERP Infrastructure

The following discussion is about none other than the question of how to make
established ERP infrastructure fit for the demands of an ever more networked,
agile and mobile business world. Furthermore, cloud computing has been turned
into reality. Many experts expect that cloud computing to dramatically increase
flexibility and quantity of outsourcing initiatives. Major companies currently
invest enormous amounts of money into huge on-demand data centers. Even if
cloud computing does not take off as a sourcing paradigm, its conditions and
technologies—high-end network bandwidth, high-end transfer protocols, server
and desktop virtualization—are available and ready to change the face of compute
services and IT infrastructure. The transformation of data centers into private
clouds is in the nearest future. It is important to discuss whether the desire for a
next-generation ERP infrastructure is overtaken by the cloud computing trend.

3.1 Deep Standardization

We believe in the importance and power of what we call deep standards or deep
standardization [10, 11] for the success of technologies in general and IT tech-
nologies in particular. In the field of information technologies official or quasis-
tandards are often shallow. Shallow standards may define a concrete technology in
the context of one of the many tiers that make up software architectures, e.g.,
HTML5, CSS3, Java, XML etc. Even if a standardization effort addresses a whole
complex tier of technology we would rather call it a shallow standard. An example
of that is plain CORBA, i.e., the initially defined CORBA without those parts that
specify a component model, which horizontally addresses a plethora of phenomena
for the field of distributed object computing. The same is true for service-oriented
architecture (SOA) [12].

However, what really boosts the widespread use of mature technology and
further technological innovation are standards that crosscut separated concerns,
i.e., standards that define for a certain domain of technology or application domain
the several components of an architecture and the interplay of these components.
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We call such standards deep standards or deep standardization. There are impor-
tant positive examples for deep standards in the field of information technology,
e.g., the OSI and TCP/IP families of standards which are definition of the whole
network stack. Other examples of deep standards are the domain-specific com-
ponent models of enterprise applications, i.e., is the open EJB (Enterprise Java
Bean) standard and the CORBA component model.

In the field of information technology we have seen other strictly-defined
holistic architectures that are no official standards and are even not perceived as
standards, although they actually had a major standardizing impact in their field.
Actually, it is the field of ERP system development and governance, where we see
examples of this. In the mid-level computer range we had the successful and
widespread AS/4001 technology stack. Its holistic design of a fully integrated
operating and database system OS4002/DB2, the virtual machine tier TIMI
(technology independent machine interface) and the 4GL programming language
RPG (Report Generator) are teamed together for the purpose of rapid application
development and particularly robust execution [13]. In its heyday, the AS400
architecture worked like a successful standard in its domain, i.e., the domain of
domain-specific and unique selling points creating software development for
medium and also fast growing enterprises. Remember how a whole domain-spe-
cific software development industry, i.e., the so-called ISVs (independent software
vendors), emerged on the basis of and around AS400.

Similarly, the SAP system from the start was a holistic architecture for
developing, testing, distributing and re-distributing, running and monitoring
enterprise application code. From the start, its architecture was oriented towards
realizing ERP as SaaS (Software as a Service) [1] and, therefore, lessons learned
from the SAP architecture are extremely important for the current discussion of
cloud computing and cloud-based ERP [14, 15].

SAP is so successful because of its IT and software infrastructure concept. The
maturity is in strictly defined tool-supported interplay between its components for
developing, transporting, running and monitoring software. This is so for cus-
tomers who exploit SAP as SaaS and for customer that privately host SAP. If SAP
is used as SaaS, the role of the SAP infrastructure as a SaaS infrastructure is
obvious. Even if SAP is run privately, customers benefit from the additional ser-
vices provided by the overall SAP infrastructure concept and support in the global
context like capabilities for bug and problem monitoring and reporting.

As the above AS400 and SAP examples proof it is possible at one point in time
to grasp all requirements and appropriate technological solutions for them and to
integrate them into a single technological well-balanced vision and architecture.
This is what deep standardization is about and the examples show that it is no mere
fiction. Of course, the environment of each domain and therefore its requirements
change. From time to time it might be necessary that an established architecture is

1 Today’s System i.
2 Today’s i5OS.
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fundamentally rethought and refactored or even completely obsolete. Today, we
are faced with ever-shorter innovation cycles. Nevertheless we believe that deep
standardization is not outdated and still possible. In the rapidly changing tech-
nological environment of today we surely need sophisticated approaches to make
deep standardization a still working concept. The discussion of this and proposals
on how to achieve this, e.g., by a systematic streamlining moderation of changes,
is beyond the scope of this paper and conducted elsewhere [10]. For the time being
it is sufficient to understand that we use the notion of deep standardization as the
overall objective that drives our discussion of possible future ERP infrastructure.

3.2 Sweetspot Architecture for Robust Workflow-Based
Systems

In order to understand the key ingredients of the proposed architecture we will
discuss several possible platforms and architectures for ERP infrastructure, i.e.,
mainstream ERP infrastructure as established by classic SAP installations, the
PreVolution framework, web application architecture, mainstream cloud com-
puting and academically discussed P2P distributed workflow approaches, and will
compare them with the proposed future ERP infrastructure. Considered aspects
encompass mobility, scalability and additional aspects like maturity. A summary
of the discussion is also given as a table of the several architectures properties at
the end of Sect. 3 in Fig. 4.

The Mainstream ERP Infrastructure. Diagram (i) in Fig. 2 illustrates the
mainstream ERP infrastructure as established by the SAP R/3 architecture. The
architecture is a client/server or master/slave architecture. A stub is installed at
each client to provide locally basic services of the platform. An important role of
the stub code is to serve as an interpreter of GUI code. In the SAP infrastructure
this part of stub code is called SAPGUI, of course, today also browser-based GUI
is supported for SAP. But the stub is also the host for additional distributed
services of the platform, e.g., monitoring and reporting capabilities.

The PreVolution Approach. In the PreVolution approach—see diagram (ii) in
Fig. 2—the GUI code necessary for the client is installed and always executed at
the client. This is contrast to approach (i) where the necessary GUI code is always
send via the network and interpreted at the client side. Furthermore, in approach
(ii) the business logic code is redundantly installed at the server and the client.
Also, workflow state and data is copied and redundantly maintained at the client.
Whenever the client is offline, the business logic is executed at the client with the
private copy of data and workflow state. The necessary workflow enactment ser-
vice is considered part of the business logic in this illustration. Upon reconnection,
a mature synchronization for data and workflow state takes place as described in
Sect. 2 and [2]. In contrast to this, in approach (i) the business logic is always
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called via the network and executed at the server. Data and workflow state are
maintained exclusively at the server—regardless of possible caching.

Mobility, Scalability, and Maturity. The approach presented in diagram (iii) is the
attempt to combine the advantages of approaches (i) and (ii). The advantages of
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approach (ii) over approach (i) is that it enables offline work. The advantage of
approach approach (i) over approach (ii) is that it needs no roll-out of new software
versions. Approach (ii) must be enhanced by a software distribution concept and
mechanism to make it a scalable working solution. This software distribution
advantage approach (i) has in common with web-based application architectures as
sketched in diagram (vi) in Fig. 3 and also mainstream cloud computing architec-
ture—see diagram (iv) in Fig. 2. Furthermore, approach (i) is assumed to offer
additional value adding services that are distributed over the stubs of the connected
clients. These services are an advantage over approach (ii) and the web application
and cloud solution. If these distributed services were about monitoring the GUI
interpreting role of the stub only, this argument in favor of approach (i) were
obsolete. However, we believe that a mature ERP infrastructure needs defined dis-
tributed services in the future, e.g., for client hardware and security monitoring [16].

Approach (iii) is a solution for ERP that is mobile, scalable, and mature. It can
be classified as truly mobile because it addresses offline phases of work. It is
scalable, because it systematically addresses the problem of software distribution.
The maturity of such a future platform should show in two aspects: First, in the
existence of distributed value-adding services, and second, in the definition of all
of its components and services, basically in terms of appropriate APIs (application
programming interfaces), as an open standard—in the sense of deep standardiza-
tion as described in Sect. 3.1. In particular, maturity would show in the definition
of a workflow enactment service interface against for the coordination of user
dialogues and therefore realization of workflows. In general, such an ERP infra-
structure should show all features that we expect from today’s business process
management platforms as described in [17, 18].

The characterizing feature of approach (iii) is the fact that it enables offline-
phases. It generalizes the concept of an offline-robust ERP system as described in
Sect. 2 to the level of an ERP platform or infrastructure. Therefore, we call
approach (iii) an offline-enabling ERP infrastructure and mean with this the whole
bundle of generalized data/code/state distribution/synchronization plus the value
adding services as described above in the sequel.

Cloud Computing. Cloud computing is not a vision, it is mainstream technol-
ogy. Whether it takes off is rather a question of economic issues, i.e., business
models, sourcing, pricing, and not a technological question anymore. Given
today’s network bandwidth and stability and state-of-the-art middleware [19] like
Citrix HDX (High Definition User Experience) [20] combined with latest desktop
and server virtualization technology, it is possible to run virtually all applications
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that are relevant for today’s enterprise computing in the cloud, as depicted by
diagram (iv) in Fig. 2. Even security issues that are often heard as unresolved for
cloud computing are not a technological concern. Technologically, security is
improved by cloud computing through better governance of IT and software assets.
Legally, with respect to data privacy, question might be open, but we do not want
to delve into this topic here—we feel that at least sometimes security arguments
are used to obfuscate a sourcing debate [21, 22].

IT supporting for defined processes and structured data have always been run
server-based to benefit from the robustness of data center infrastructure. Major
chunks of decision support applications and the field of office automation needed
locally installed solutions in the past. At least, the data part of office automation
was always supported with high-quality storage services in professional settings
and enterprise content management (ECM) solutions emerged to improve control
over the mass of non-structured data that emerged in the informal processes
backed by office automation [23]. Now, with cloud-based desktop virtualization, it
is absolutely no problem anymore to run office automation completely server-
based. Given this, data center quality is available for the full range of enterprise
applications now.

Despite its technological maturity, current cloud computing—as compared to
approach (iii)—does not offer turnkey support for offline phases yet. The possi-
bility, e.g., to edit documents on- and offline (as announced by Google [24]) is
certainly one building block for that kind of support.

We now come up with the central claim of our discussion on possible future
ERP infrastructure: The need for an offline-enabling ERP infrastructure boils down
to the question of network ubiquity.

Ubiquity [25] of network services is amenable to render the vision of an offline-
enabling ERP platform obsolete. Ubiquity of network services has several facets:

• Technological facet. First, this is a question of mere spatial distribution. Second,
it is a question of quality of service, i.e., network availability. We have seen
dramatic growth with respect to both of these aspects in the past decade.

• Economic facet. This facet is simply about costs of network services.
• Organizational facet. This is about the question, whether there are scenarios,

e.g., of legal nature, that enforce offline phases.

Therefore, only future can tell whether such a platform is needed or not.
P2P Distributed Workflow. To complete the discussion and this way reinvestigate

the given arguments we also compare the approaches (i) through (iv) with a fictional
P2P (peer-to-peer) distributed workflow platform as depicted in diagram (v).

All solutions (i) trough (iv) are client/server solutions, with cloud computing
enabling ultra-thin clients. All solutions offer data center quality of service for
those components that run at the server-side. Note that data centers invest a lot in
redundancy, take-over and backup technologies to provide data safety and high
availability of compute services. There is no need for solution (iii) if enterprise
applications are used on basis of network owned by the enterprise only. Then, the
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data center can, at least in principle, ensure availability of the network service. If a
third-party network is involved, solution (iii) applies. P2P distributed workflow is
a nice idea, but to achieve the same quality of the overall solution as approaches (i)
through (iv) it is necessary to provide the same data center infrastructure at each
site that hosts components of the distributed system as depicted in diagram (v).
Most likely, such an architecture might apply to B2B (business-2-business) sce-
narios with process coordination spawning internals of several organization
beyond mere coordination or EDI (electronic data interchange) [26] between
organization. Though such scenarios have by far not been usual to date, the
comparison with scenarios (i) through (iv) is instructive.

Also, P2P distributed workflow technology does not solve per se the problem of
possible network downtimes of involved third-party networks. Therefore solution
(v) exploits persistent message queues well-known from the OLTP (online
transactional processing) [27, 28] field and established VAN (value-added net-
works) technology from the EDI [26] field (Fig. 4).

4 Further Work

The design of a new ERP infrastructure can be harmonized with our vision of
cloud-based software engineering CASE 2.0 [10]. CASE 2.0 is about consolidating
all software engineering artifacts and tools containing code and programming
environments as a web of views onto a single underlying model (SUM) that resides
on the cloud. CASE 2.0 enriches Orthogonal Software Modeling (OSM) [29],
which has its roots in the KobrA [30] method by process-related considerations
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and transports it into the cloud. With respect to CASE 2.0 the stubs of the envi-
sioned ERP platforms can be considered standardized detached views and there-
fore fit the concept.

5 Related Work

The context-based conflict resolution approach developed for the offline-robust
ERP system has been described in [2]. For a discussion of related work of the data
synchronization aspect, e.g., [31, 32], please also have a look at [2]. In contrast to
all the example related work discussed in this section [33–36] the offline-enabling
ERP framework proposed in this paper is not a P2P distributed workflow man-
agement framework. The point is that our framework is a distributed framework,
but distribution by no means immediately enforces a distribution of equal com-
ponents. Our framework is a client/server architecture in the strict sense of an
asymmetric master/slave architecture. The goal of using the term P2P framework
for the other many approaches that are usually discussed in the community is
exactly to emphasize this difference.

The approach described in [33] motivates distributed workflow enactment for
inter-enterprise usage by improved failure resilience and increased performance.
Whereas increased performance does not seem to be a valid motivation due to the
fact that workflow enactment plays a marginal role in the application load mix
only, the failure resilience argument is clearly out-of-date. High availability is a
concern that can be separated. It is achieved by the executing platform rather by
the application itself through a high-availability cluster solution or by the take-
over capabilities of today’s state-of-the-art redundant virtualization platforms like
VMware [37].

The approach described in [34] is agent-based. Again, the approach is moti-
vated by efficiency and robustness. The approach relies on a metaphor of auton-
omous agents. The approaches in [35] and [36] deal with the aspect of robustness
by establishing self-healing mechanisms for a distributed workflow enactment
service.

Only recently, we have proposed a unification of service-oriented computing
and distributed object computing in [38]. This unification is not a deep stan-
dardization in the sense of Sect. 3.1, it analyses and bridges the gap between the
service-oriented and the object-oriented metaphors. Its elaboration has been
motivated by the mass of object-oriented programming for devices that connect to
service-oriented portals. The tools and techniques developed along the lines of this
unification can be exploited in the implementation of the envisioned offline-
enabling ERP platform as well as in the implementation of a P2P distributed
enactment service but must not be mixed with either of them.
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6 Conclusion

In this paper we have described the objectives and the solution of the offline-robust
ERP system PreVolution. The solution was centered around a redundant multi-tier
enterprise application architecture and based on a context-oriented synchronization
approach.

Given the success of the PreVolution project3 this paper discussed the feasi-
bility of generalizing the basic architectural notions to a value-added ERP infra-
structure. The aim was to understand the possible role of this ERP infrastructure
and to argue in favor of its usefulness. We discussed the concept also against the
background of other possible solution architectures, i.e., mainstream ERP infra-
structure, web-based applications, mainstream cloud computing and a fictional
P2P distributed workflow management framework.

We came up with the central claim that the need for an offline-enabling ERP
infrastructure boils down to the question of network ubiquity.
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Part IX
Quality of ERP Systems



A Business View on Testing ERP Systems
with Value-Based Requirements Coverage

Rudolf Ramler, Theodorich Kopetzky and Wolfgang Platz

Abstract Testing has been identified as a critical factor for a successful imple-
mentation of ERP systems. However, most testing activities are still value-neutral
and do not utilize the information about the system’s achievable business value,
which is a particularly promising improvement for testing of business software and
ERP systems. In this paper we therefore present an approach for value-based
coverage measurement that can be used to align the testing effort to the value
associated with requirements and typical usage scenarios. It has been implemented
as part of the commercial test tool TOSCA Testsuite by Tricentis and was suc-
cessfully applied in real-world projects. The results demonstrated its ability to
adequately capture the distribution of the business value involved in different
functional units. Furthermore, when compared with a value-neutral and a pure
requirements-based approach for test case prioritization, it produced a higher
benefit curve and an early positive ROI from testing.

1 Introduction

Successful ERP implementations increase the operational efficiency by automating
an organization’s business processes and create competitive advantages by sup-
porting managerial control, rapid innovation as well as informed decision-making.
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Due to the involved benefits and their pervasive nature, ERP systems have become
an essential and also critical part of the infrastructure of many organizations [12].
As a consequence implementation failures are often disastrous and result in dra-
matic cost and schedule overruns [6].

System testing has been identified as a critical success factor for a successful
implementation of an ERP project [1]: ‘‘The going live on the system without
adequate and planned testing is a recipe for an organisational disaster… The
testing and validation of an ERP system is important to ensure that the software
works technically and that the business process configurations are practical. When
business processes are up and running, an important test is of whether the pro-
cesses described and represented in the application system actually match with the
processes taking place in the organisation’’.

While testing is one of the most widely practiced quality assurance measures
including a wide range of available methods and tools (e.g., [10]), it is also one of
the most resource-intensive activities consuming up to 50 % of the total devel-
opment costs [13]. The necessary effort for testing is therefore often in conflict
with time and resource constraints implied by business considerations. Further-
more, this conflict is highly prevalent due to the typical organization of testing as
last phase before the release. As a result, many organizations struggle with
effectively completing the testing activities within given time and budget limits.

Empirical research has demonstrated that 80 % of the value comes from about
20 % of the features of a software system [3]. Moreover about 80 % of the defects
come from 20 % of the modules, and about half the modules are defect free [4].
These findings are also reflected in the results presented by Kumar et al. [15] about
a Pareto analysis of the implementation issues over six modules of an ERP system.
The most erroneous module accounted for 40 % of the encountered issues, the top
three erroneous modules together accumulated to 86 % of the error
frequency [15].

Test management can make use of this knowledge by focusing the testing effort
and scarce resources primarily on those parts of an ERP system which exhibit a
high risk that the business value may be jeopardized due to implementation issues.
Thus, from an economic perspective, the goal of test management is to bring the
testing activities in alignment with the business risk associated to an ERP system’s
modules and requirements [21].

The objective of this paper is to provide an approach for determining the value
contribution of individual test cases to support test management in taking a
business perspective and setting the priorities in testing accordingly. The proposed
approach goes beyond conventional requirements-based testing where the value of
tests is primarily determined on the basis of the requirements’ estimated business
values or risks. This paper contributes an approach that includes the value of
testing different usage scenarios within the implementation of a specific
requirement.

The paper is structured as follows. Section 2 describes requirements-based
testing and usage-based test design as foundation for the proposed value-based
approach. In Sect. 3 the implementation of the proposed approach is outlined and
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explained using an illustrative example. In Sect. 4 the results from a real-world
test project are used to evaluate the impact of the value-based approach on test
case prioritization and the consequent ROI of testing. Section 5 summarizes and
concludes the paper.

2 Approach

The approach we propose in this paper builds upon and extends the conventional
best practice of requirements-based testing (see, e.g., [2]). In requirements-based
testing the system under test is structured corresponding to (functional) require-
ments, i.e., functional units. The functional units are broken down into a tree
structure with the actual requirements shown on the bottommost level. To cover
the required functionalities, test cases are derived from the specification of the
requirements. By tracing the test cases back to the requirements, the test execution
results can be reported at the level of requirement (e.g., the passed or failed status
of a test case can be used to indicate or enhance the requirements status).

In requirements engineering the expectations and value propositions of the
stakeholders are elicited and reconciled. Thereby the defined requirements are
linked to anticipated business value of the system [16]. Existing requirements
engineering practices have been adopted and studied for ERP systems, e.g., by
Daneva [7]. The anticipated business value associated to the requirements is
inherited to test cases, typically in reciprocal form as risk value indicating the
potential loss of the required functionality [21]. The resulting values enable setting
priorities in requirements-based and risk-based approaches for system testing
(e.g., [2] or [9]).

A test case exercises a requirement with a defined set of test input data. Several
input data combinations may be necessary to cover a particular requirement. Each
of these combinations forms an individual test case describing a specific usage
scenario. However, from the perspective of testing, these input data combinations
and corresponding usage scenarios (i.e., all test cases) are not equally important.
Input data combinations that represent a standard usage scenario in the context of a
requirement have a higher importance as they occur more frequently, affect a
larger number of users and have a higher impact on the business value than, for
example, boundary cases or invalid scenarios. Incorporating such information on
usage scenarios has been suggested for testing software systems in general
(e.g., [5]) as well as for testing ERP systems (e.g., [25]).

For determining the value contribution of individual test cases we combine both
factors: (1) the requirements-based priority and (2) the usage-based impact. The
requirements-based priority is derived from the business value of the associated
requirements. The usage-based impact is calculated from weights assigned to the
input data values combined to test cases. These two dimensions also reflect the
external perspective and the internal perspective relevant for value-based test-
ing [21]. Thereby, the external dimension is concerned with ensuring the value
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objectives of the external stakeholder. The internal dimension deals with orga-
nizing testing in order to optimally support the improvement of the software
system’s qualities. The implementation of the proposed approach reconciles these
two dimensions and supports value-based testing by using weight factors repre-
senting the value impact in computing coverage measures for testing up to the
level of requirements.

3 Implementation

Figure 1 shows how the involved entities of the implemented testing approach
map to the external dimension based on the requirement business values that
translate to risks and the internal dimension concerned with the combination of
input data values.

In addition to depicting the involved entities, Fig. 1 provides an overview of the
relationships between these entities:

• A requirement is derived to one or more test cases that cover a set of input data
values provided for the data attributes relevant in the tested usage scenario.

• From the external view, risks threaten the realization of the business value of a
requirement. The risks are therefore a key factor influencing the importance
(value) of a test case assuring the requirement’s quality. The risk’s probability
and potential damage determine the extent of the influence.
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Fig. 1 Overview of entities relevant for coverage measurement
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• From the internal view, the systematic coverage of the data attributes and their
associated data values is a key factor influencing the importance (value) of a test
case. The weight of the data values and attributes determine the extent of the
influence.

Based on the outlined relationships the value of a test case V can be calculated
by considering the influence factors coming from the external and internal
dimension:

V ¼ Risk requirementð Þ :Coverage datavaluei; attributej

� �
ð1Þ

where V is the value of a test case, Risk is the function determining the external
influence based on the requirement and Coverage is the function determining the
internal influence due to the covered attributes and data values. The functions
representing the external and the internal view are described in further detail in the
following.

3.1 External View: Business Risk

In requirements-based testing, the system under test is structured to the require-
ments (e.g., functional units), which are then associated with an expected business
value. For testing, the requirement’s business value is inverted to the business risk
expressing to what extent the realization of this value is endangered by a defect
impeding or decreasing the availability of the functionality. The corresponding
risk weights are assigned to the requirements.

The risk weights are determined according to the general guidelines on risk
assessment [19]

R ¼ p � D ð2Þ

where R is the business risk, p is the probability of occurrence and D is the
potential damage. The probability factor p is the result of p = pUsage � pFailure that
is based on the frequency of use pUsage of the function and the probability pFailure

that a failure will occur in usage.
The implemented approach supports risk estimation using risk and damage

classes [19]. However, it does not dictate the use of a particular method for
determining risk weights. Rather, the method appropriate for the needs of a spe-
cific project can be applied (e.g., multi-criteria methods as suggested by Li
et al. [18] or the adapted risk assessment method proposed by Felderer et al. [9]
considering time criteria).

Finally, the relative risk weight per requirement is computed as the share
(percentage) of the total risk over all requirements. The relative risk weight is the
first factor in determining the value of a test case.
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3.2 Internal View: Coverage Contribution

In test design, a list of input data values is produced for each data attribute. The
constructed test cases combine the data values associated to the different attributes
(depicted as ternary association in Fig. 1). The resulting input data combinations
constitute the different usage scenarios and sequences, as the different data values
of an attribute trigger different processing and interaction flows. The number of
required test cases to cover these usage scenarios and sequences depends on the
underlying coverage criterion of the applied combinatorial technique.

In our previous work on investigating practical implications of combinatorial
techniques [22], we identified the base choice approach of the Linear Expansion
technique as a suitable technique for testing business software. The main reason is
that in the majority of the cases some data values associated to an attribute are
more common than others. Such data values are often set as predefined defaults or
standard values in input fields and system configurations. By modeling the input
data space accordingly (e.g., by defining the standard, normal, boundary, and
invalid values of attributes), the base choice approach of the Linear Expansion
technique produces test cases that represent the most common combinations
(representing the standard usage scenarios) as well as frequently used variations
(alternative usage courses) thereof.

Testing typical situations is more important than testing boundary cases [20], as
a failure in a scenario uncommon in normal use will affect few users; a failure in
typical use will affect many users. For considering the potential impact also in
testing, the data values are augmented with weights that reflect the different
practical importance of a data value due to their different usage frequency. The
relative weight Wi of a data value is then calculated in relation (percentage) to all
other data values of an attribute.

For attributes the use of weights is also supported. Attribute weights express the
influence of the attribute on the interaction flow and the produced results. In that
way, attributes that impact the flow of user interactions and data processing can be
rated as more important for testing. The relative weight wj of an attribute is
calculated in relation (percentage) to all data attributes that are combined in
constructing test cases.

Finally, the coverage contribution of a test case cij can be calculated as the
product of the relative weights of attributes and input data values:

cij ¼ Wi � wj ð3Þ

where wj is the relative weight of the attributes and Wi is the relative weight of the
input data values of each attribute.

However, combinatorial testing approaches usually produce test cases that are
partially redundant, i.e., where the same data values of an attribute are used in
several tests. The proposed Linear Expansion technique, for example, produces
one test for the standard scenario with the coverage contribution calculated as
given above. Furthermore, it produces tests for each variations of the standard
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scenario by altering the data value for some of the attributes. Thus, these additional
tests are partially redundant to the standard scenario. Therefore, for the additional
tests only the weight of the new data values is counted in calculating the contri-
bution. Thus, as for the test cases produced by Linear Expansion, the additional
test cases covering variations of the standard scenario are exactly the contribution
of the new data values that have not already been used in the standard scenario.

3.3 Tool Support

The approach has been implemented as part of the TOSCA TestsuiteTM developed
by TRICENTIS� (http://tricentis.com/en/tosca, accessed on 20th Sept. 2012).
TOSCA is a comprehensive suite of tools for test management and test automation
that provides a broad support for testing business software and ERP systems.

Figure 2 shows the computation of the value Inner Value (%) and its coverage
contribution of the exemplary test case TC3 for testing a Vehicle premium cal-
culation. In this simplified example, test cases are defined by the attribute com-
bination {Age, Sex, Residence}. The combination {24.59, m, city} specifies the
input data values of test case TC3. Weights have been set for attributes as well as
data values, e.g., weight 30 for attribute Age and weight 40 for the data value
‘‘24 - 59’’. The corresponding relative weights are wAge = 60 % and W24-

59 = 47.06 %, which together result in the contribution cAge * 24-59 = 28.24 %.
The value of a test case is equal to the sum of the contributions of its associated

data values. For test case TC3 the contribution computes to the vale
28.24 % ? 7.27 % ? 21 % = 56.5 %. Hence, if only TC3 is executed, the

Fig. 2 Example computation of a test case value from attribute and data values weights
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associated requirement would be covered to the extent of 56.5 % (see Inner Value
(%) in Fig. 2).

Furthermore, TOSCA supports linking test cases to requirements and, thereby,
the aggregation of the information associated to individual test case up to the level
of requirements. For each requirement as well as the system as a whole the test
progress can be assessed, for example, in terms of the specified test cases, their
execution and the subsequent test results. Consequently, with this information the
tool provides a comprehensive overview about the state of the entire project for
stakeholders who understand and value the system from the viewpoint of the
realized requirements.

Figure 3 shows an exemplary graphical representation of the aggregated
information. The column Coverage Specified (%) provides an overview of the state
of the test case development: Test cases have been specified and linked for 95 %
of the requirement Vehicle (yellow bar), while one test cases is planned but has not
yet been specified (white bar). The Execution State (%) provides an overview of
the state of test case development and the state of test execution: 65 % of the
requirement Vehicle have been tested with the result passed (green bar), 27 %
show a failed test result (red bar), for 3 % tests are available but have not yet been
executed (white bar) and for 5 % no tests have been specified (grey bar).

The aggregated information at the level of requirements also shows the major
benefit of taking the value of the test cases into consideration. The test case values
(Relative Weight in Fig. 3) supersede the generally reported value-neutral test
cases counts (unweighted number of test cases). Since the test case values rep-
resent the importance of the test cases and their underlying combinations of
attributes and input data, the aggregated information provides a more realistic
picture of the project status indicating the true coverage of the requirements from a
business perspective.

Fig. 3 Example computation of coverage and execution state at requirements level
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4 Evaluation and Results

Based on this implementation, the approach has been evaluated in the context of
testing a large real-world ERP software system. The test project serving as a study
object encompasses about 1,600 test cases. These test cases are associated to 65
different requirements, which map to the functional areas of the software system.
On average a test set associated to a requirement contains about 25 test cases, large
test sets contain up to 40 test cases. In the project, weights were assigned for each
of the requirements (external perspective) as well as for attributes and input data
(internal perspective). These weights have been the basis for computing the cor-
responding values of test cases and the contribution per test case to the overall
coverage.

First of all, the evaluation confirmed the high relative impact of the standard
scenario in developing test cases. An analysis of test sets associated with the
requirements showed that the standard case accounts for an average of 39.7 % of
the requirement’s business value; the values range from minimum 22 % to max-
imum 60 % (standard deviation s = 5.1, mean m = 39 %, ).

Furthermore, the computed values have been used for test case prioritiza-
tion [24]. Prioritization allows ordering the test cases, e.g., for test execution.
Thus, the more relevant test cases are executed first, making sure that defects in
important requirements and/or usage scenarios are found earlier.

Barry Boehm illustrates the benefit of a value-based approach by investigating
the Return on Investment (ROI) achievable with (a) test case prioritization con-
sidering the business value of the tested requirements in contrast to (b) automated
but value-neutral test case generation [3]. Boehm’s example demonstrates the
advantage of focusing on the high value requirements first. Thereby the value-
based testing produces an early positive ROI that is able to outperform automated
test case generation for about 90 % of the test executions.

Following the example given by Boehm [3], we designed a study to compare
the (ROI) for testing following three different approaches:

• A value-neutral prioritization strategy achieved by random ordering,
• a requirements-based prioritization strategy considering only the requirement

values (external view) and
• an extended value-based prioritization strategy that combines the value from

requirements and test cases (external view and internal view).

All strategies share the same cost function with an initial fixed share (50 %) and
a linear increasing running share (50 %) of the total costs involved in testing.

Due to the size of the project and due to confidentiality restrictions a repre-
sentative subset of 9 requirements associated with a total of 190 test cases has been
selected for evaluation from the studied project. Table 1 shows the key charac-
teristics of these requirements.

The requirements are sorted by their assigned weights (column Requirements
Weight) indicating the potential loss regarding the associated business value if the
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requirement is not correctly or completely realized. The column # Test Cases
shows the number of test cases that were developed to cover the requirements. In
total there are 190 test cases including 9 tests covering the standard usage scenario
of the requirements. The column Test Case Share shows the average weight of a
test case per requirement when the test’s individual coverage contribution is not
accounted. For the studied project, the test case share is the risk weight of the
requirement divided by the number of test cases. On average, the share is 5.47 %.
In comparison, the column Std. Test Case Weight shows the weight of the test for
the standard scenario calculated from the covered attributes and data values. The
average coverage contribution of a standard test case is 40.90 %, which is more
than seven times the average share of a not weighted test case.

We investigate the effect of value-based coverage measurement for test case
prioritization by producing individually weighted test cases in contrast to an
approach based on requirement values only and a value-neutral approach. The test
cases are ordered according to the calculated coverage contribution or, respec-
tively, their average share. In accordance to the example given by Boehm [3], we
set the achievable benefit of testing (i.e., the software system’s estimated business
value) in relation to the effort consumed by testing, which is assumed to be half of
the estimated business value. The effort is described by a simplified cost function.
One half of this effort corresponds to fixed expenses that have to be invested
upfront and the other half are running expenses that increase with every test. The
resulting Return on Investment is computed as ROI = (benefits – costs)/costs.

Table 2 shows the relative levels of investment costs, achievable benefits and
corresponding ROI numbers for the value-neutral, the requirements-based and the
value-based prioritization approaches.

Column % TC in Table 2 shows the different relative levels of testing. The
corresponding investment costs stated as percentage of the total costs are given in the
column Costs [%], the corresponding benefits achievable with a neutral prioritiza-
tion approach, a requirements-based prioritization approach or a value-based pri-
oritization approach are shown in the column Value [%]. All approaches start from

Table 1 Selected requirements of studied project

Requirement Requirement weight # Test cases Test case share (%) Standard test case
weight (%)

A 171 19 5.26 35.30
B 85 26 3.85 38.17
C 85 12 8.33 49.41
D 43 42 2.38 30.47
E 21 17 5.88 41.96
F 11 28 3.57 45.23
G 11 15 6.67 44.56
H 5 18 5.56 42.12
I 5 13 7.69 40.91
Sum/average –/49 190/21.11 –/5.47 –/40.90
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0 % and yield a maximum benefit of 100 %. Figure 4 shows the corresponding
benefit curves in comparison to the test cost curve. The value-based prioritization
approach yields a slightly higher benefit than the requirements-based prioritization
approach; both clearly outperform the neutral prioritization approach.

The intersection points of the benefit curves and the cost curve mark the break-
even points where the investments in testing start to pay off. The effects are best
observed in analyzing the ROI achieved with the different prioritization strategies;

Table 2 Costs, benefit and ROI of a value-neutral versus a requirements-based versus a value-
based test case prioritization approach; positive ROI values are printed in bold

% TC Costs (%) Value-neutral
prioritization

Requirements-based
prioritization

Value-based
prioritization

Value (%) ROI Value (%) ROI Value (%) ROI

0 25,0 0,0 -1,00 0,0 -1,00 0,0 -1,00
10 27,5 10,0 -0,64 39,0 0,42 62,8 1,28
20 30,0 20,0 -0,33 63,8 1,13 79,6 1,65
30 32,5 30,0 -0,08 78,0 1,40 87,1 1,68
40 35,0 40,0 0,14 83,4 1,38 91,4 1,61
50 37,5 50,0 0,33 87,8 1,34 94,5 1,52
60 40,0 60,0 0,50 92,2 1,31 96,6 1,42
70 42,5 70,0 0,65 95,3 1,24 98,1 1,31
80 45,0 80,0 0,78 97,0 1,16 99,1 1,20
90 47,5 90,0 0,89 98,7 1,08 99,7 1,10

100 50,0 100,0 1,00 100,0 1,00 100,0 1,00

Fig. 4 Benefit of test case prioritization approaches in comparison to costs
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see the columns ROI in Table 2 and Fig. 5. In Fig. 5 the break-even points are
reached when the corresponding curves cross the zero-line.

Furthermore, it can be observed that the value-based prioritization of the test
cases results in a much steeper increase of the ROI curve. As a result, the ROI of
the value-based approach with weighted functional units will turn positive with
only three tests (1.6 % of all test cases); these tests cover the standard scenarios of
the three most important requirements. The requirements-based prioritization
approach reaches the break-even point after 13 test cases (6.8 % of all test cases),
all of them from the requirement with the highest weight. Although the test case
for the standard usage scenario is included in the analyzed example, this is not
guaranteed to be the case by this prioritization approach. In contrast, value-neutral
prioritization treats all test cases equally important and will need 63 tests (33.2 %
of all test cases) for a positive ROI.

Finally, it should be noted that the value-based approach will reach its peak
ROI maxVBT-ROI = 1.69 after 45 tests, i.e., at only 23.7 % of all test cases. From
that point onward the ROI starts to decrease again. The peak ROI for the
requirements-based approach is maxRBT-ROI = 1.40, which is reached after 57 tests
(30.0 % of all test cases). With the value-neutral or the random approach, the
maximum ROI is only achieved when full testing is accomplished (100 %).

5 Related Work

In his agenda for a discipline of Value-Based Software Engineering [3], Boehm
describes the challenge of value-based quality management as ‘‘the prioritization
of desired quality factors with respect to stakeholders’ value propositions’’.

Fig. 5 ROI of test case prioritization approaches
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Several approaches to extend quality management with value-based principle and
practices have been proposed since then, e.g., by Li et al. [17].

These approaches address quality management in general. With respect to
software testing, Ramler et al. [21] define the value-based objective of testing in
producing information important to ensure the value objectives of the software
system. In particular, testing should reveal defects or symptoms of risks that
threaten the functionality of the software system or the associated quality char-
acteristics. The information produced by testing helps mitigating these risks and,
thus, testing helps realizing the expected stakeholder value propositions.

In support of these objectives, Ramler et al. [21] outlined a framework for
value-based test management. In addition, Li et al. (see [17] and [18]) introduced
a method for the prioritization in software testing based on business importance,
quality risk and testing cost. Both, the proposed framework as well as Li’s method,
deal with the organizational level of testing. In contrast, the work of Zhang
(see [26] and [27]) on value-based testing is concerned with applying artificial
intelligence techniques (e.g., genetic algorithms) for test data generation. Value-
based aspects are introduced by outlining a test data generation process that
explicitly incorporates stakeholder value propositions and information about
critical components and by considering these criteria in defining fitness functions.
Furthermore, value-based principles have also been included by Farago [8] in
developing key performance indicators (KPIs) from coverage metrics for model-
based testing of nondeterministic systems.

Ramler et al. [21] also identified a number of practices that can be used to
support and endorse the value contribution of testing, e.g., requirements-based
testing, risk-based testing, iterative development and stakeholder involvement.
The related works in these areas, such as by Bach [2], Srivastva et al. [24] and
Srikanth and Williams [23], are often not linked to the concept of value-based
testing.

Coverage measurement is a key practice in software testing. However, the
primary focus of the work in this area is on white-box, code-based coverage
measures. Related work regarding coverage measurement in combination with
requirements-based testing contains: Gittens et al. [11] report on a prioritized
coverage approach for setting priorities in testing, which is nevertheless still rooted
in code-level coverage analysis. Krishnamoorthi and Mary [14] proposed a model
for system level test case prioritization from software requirement specifications.
The conceptual model is similar to our approach and considers six factors
including customer priority and changes in requirements. Yet, business value and
risks are only indirectly integrated.

Coverage measurement in our work follows the principles and practices of
value-based software testing. It bridges the gap between incorporating high-level
stakeholder value proposition and low-level test design measures. Moreover, the
approach has been implemented in an industry-strength tool suite based on more
than 15 years of experience in testing large software applications in domains such
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as banking, insurance, healthcare, the public sector, and industry. This foundation
allowed us to focus specifically on business software and ERP systems, a context
that is not well addressed by the related work.

6 Summary and Conclusions

Today, most of the available methods, techniques and tools in software testing as
well as in quality assurance in general are still value-neutral and do not take the
achievable business value of the tested software system into account. This short-
coming is particularly evident in testing business software and ERP systems,
where the requirements and functional areas can be linked with their potential
business value. Therefore, in this paper we introduced an approach for value-based
coverage measurement that can be used to align the testing effort with the
achievable benefit of testing, i.e., the detection and elimination of defects that
threaten the business value associated with the tested system’s requirements.

The proposed approach is based on the foundation of requirements-driven
testing as well as combinatorial test techniques (e.g., Linear Expansion) that
systematically produce test cases for important usage scenarios. In that way our
approach extends conventional requirements-based approaches that derive the
values only from the corresponding requirements. In contrast, we combine the
external view and the internal view of value-based testing by connecting the
business value of the tested requirements with the value of the individual test cases
representing different usage scenarios. Weight factors are used to represent the
impact of requirements, attributes and input data in computing the corresponding
coverage values.

The proposed coverage measurement approach has been implemented as part of
the TOSCA TestsuiteTM, making it applicable for testing large real-world systems.
We evaluated the implemented approach in the context of a test project for an ERP
system containing about 65 requirements and 1,600 test cases. The results con-
firmed that the value-based approach for coverage measurement is suitable to
capture the distribution of the business value and risks across the test cases of the
requirements. We found that the importance varies significantly across the tests for
the various usage scenarios of a specific requirement. While the average share of a
test case is 5.47 %, the average value of the test for the standard scenario calcu-
lated from the covered attributes and data values is 40.90 %. Consequently, dif-
ferentiating test cases only on basis of the requirements cannot be considered
sufficient.

When the value-based coverage measure has been applied for test case prior-
itization, it produced a steeply increasing benefit curve that reaches the break-even
point already after a few (i.e., three) tests. Thus, we were able to demonstrate the
advantage of the value-based prioritization approach by calculating the ROI of
prioritized testing and comparing it to the results from, first, a requirements-based
approach that only considers the value associated to the requirements and, second,
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a value-neutral prioritization approach resembling a random prioritization strategy.
The value-based approach clearly outperforms a value-neutral approach and it also
supersedes the conventional requirements-based approach. Furthermore, a higher
ROI can be achieved by applying the value-based approach, especially without
complete testing.

Refining the approach for value-based coverage measurement described in this
paper and completing the implementation as part of the TOSCA TestsuiteTM is an
ongoing activity that inspires future work. Among these is the improved support
for selective development of test portfolios. In many projects, test managers face
hard decisions about what parts of a system to test and at what extent before even
investing in test design and development. At that stage, no actual tests exist for
prioritization and the available information about requirements and risks may still
be incomplete. An approach for determining the coverage contribution can provide
guidance in the early stages of testing by giving estimates of the number of
required tests and their potential value contribution.
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A Quality Analysis Procedure for Request
Data of ERP Systems

Michael Felderer, Emir Tanriverdi, Sarah Löw and Ruth Breu

Abstract Request data is a valuable source for the release planning and request
management of Enterprise Resource Planning systems. As a prerequisite the
request data has to be analyzed to check its quality and to identify correlations. In
this paper we propose a quality analysis approach for ERP request data and apply
it in an industrial case study.

1 Introduction

Managing the requests of various stakeholders, such as customers, sales partners or
developers, is important for the continuous adaptation, maintenance, and devel-
opment of modern Enterprise Resource Planning (ERP) systems. Therefore ERP
vendors integrate their products with request management systems, which process
various types of external and internal requests. Over time a huge amount of request
data like bugs, extension wishes, planned features or questions is gathered that is
valuable for defining requirements of future releases, and for improving the request
management process. As a prerequisite the request data has to be analyzed to
check the quality of the request data and to identify correlations.
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Such a quality analysis of ERP request data has to be performed in a systematic
way to guarantee the representativeness and validity of its results. It is essential to
build the quality analysis on a quality model for request data defining quality
criteria and related metrics. Additionally, guidelines are needed on how to explore
the request data and on how to interpret the result.

In this paper we present a quality analysis procedure for request data of ERP
systems. The procedure consists of the steps (1) preparation, (2) quality model
definition, (3) implementation, (4) measurement, (5) exploration, (6) validation,
and (7) definition of measures. The procedure is then systematically applied to
analyze the quality of request data of an ERP system for small and medium-sized
businesses. The request data is gathered over several years and enables statements
about the underlying support request process and the definition of possible mea-
sures to adapt the process.

Request data analysis is especially important for ERP systems where tailoring
and customization activities recur quite frequently [1] leading to numerous
requests by various stakeholders like customers, sales partners, developers, project
managers, process managers or testers. In this respect, the quality of the support
request management process is essential for the acceptance and success of the
overall ERP system. Thus, lots of request data are collected and can be used to
improve the request management process. Additionally, ERP systems have to be
adapted steadily. As requests are a valuable source to manage this evolution,
release quality is important in this respect. We contribute to this problem by
defining and applying a request data quality procedure applicable to ERP systems
with several implementations. This problem has not been addressed before [2, 3]
but is highly relevant for practice to control and optimize the product release and
support request management. We provide concrete guidelines and an industrial
case study how to perform such a request data quality analysis and how to interpret
its results.

This paper is structured as follows. In Sect. 2 we present our quality analysis
procedure. In Sect. 3, we then show how the quality analysis procedure is applied
in an industrial context to analyze the request data of an ERP system for small and
medium-sized businesses. Finally, in Sect. 4 we conclude and present future work.

2 Quality Analysis Procedure

ERP systems support companies and public organizations performing and moni-
toring business activities. During the development and adaptation of the ERP
system lots of request data is gathered to be analyzed, mainly by the ERP System
vendor. In this section we present the steps of our quality analysis procedure for
request data. The procedure is based on best practices of the standards ISO/IEC
14598 (Information Technology-Software Product Evaluation) [4] and ISO/IEC
15939 (Systems and Software Engineering—Measurement Process) [5]. The
quality analysis procedure is shown in Fig. 1. The process consists of the steps (1)
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preparation, (2) quality model definition, (3) implementation, (4) measurement, (5)
exploration, (6) validation, and (7) definition of measures. The results of the
validation may lead to changes in the analysis procedure, e.g., if abnormal values
are identified the implementation or measurement may be adapted. In Fig. 1 this
feedback cycle is denoted by an edge from step (6) to step (1). In the following
paragraphs we explain the steps (1) to (7) in more detail.

(1) Preparation. In this phase the goals and the data sources of the quality
analysis are defined. The goal may address specific aspects of the product
release and support request management like the average processing time of a
request. Related to the goal and as a basis for the data selection the types of
requests relevant for the analysis, e.g., bugs, extension wishes, or questions for
support have to be fixed. The underlying data can be extended to be collected
from several sources but also restricted to criteria like a specific time period or
specific types of requests. The goals may be refined to questions supporting the
definition of quality criteria and data sources following the Goal Question
Metric approach [6].

(2) Quality Model Definition. In this phase the relevant quality criteria are
defined and operationalized by metrics. Additionally, evaluation criteria are
defined for the interpretation of the metrics. As there exists no standardized
quality model for requests, quality criteria and metrics can be defined from
scratch or based on suitable standards like IEEE 830-1998 (Recommended
Practice for Software Requirements Specification) [7] defining quality criteria
for requirements or ISO/IEC 9126 (Software Engineering—Product Quality)
[8] defining software product quality criteria.

(1) Preparation

(2) Quality Model Definition

(3) Implementation

(4) Measurement

(5) Exploration

(6) Validation

(7) Definition of Measures

Fig. 1 Quality analysis
procedure
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(3) Implementation. In this phase the tool chain for performing the analysis is
fixed. This comprises tools for the extraction, processing and reporting of data.
This process may include the implementation of adapters necessary to inte-
grate several tools and data sources as well as queries to compute the relevant
metrics based on the data sources.

(4) Measurement. In this phase the actual measurement of metrics is performed.
As a result the raw values like size measures are provided for further
processing.

(5) Exploration. In this phase various analysis methods are applied to identify
quality relevant relationships in the data. As a first step, the graphical repre-
sentation of data is often very helpful as it provides a good overview, e.g., data
clusters or trends can be identified. As a second step, various analysis methods
like distribution, extreme value, correlation, time series or cluster analysis are
applied to identify properties in the data which are interpreted with respect to
the identified goals.

(6) Validation. In this phase the results of the previous phases are validated. The
validation addresses the trustworthiness of the results and to what extent the
results are biased by the investigators subjective point of view. For this pur-
pose, classification schemes for various aspects of validity are useful. Yin [9]
distinguishes between

• construct validity which reflects to what extent the studied operational mea-
sures represent what is investigated,

• internal validity which is of concern when causal relations are examined
where one factor affects another factor and the influence of additional factors
is not considered,

• external validity which is concerned with to what extent it is possible to
generalize the findings, and

• reliability which is concerned with to what extent the data and the analysis are
dependent on the specific analyst.

Several case studies have shown that this classification is suitable for evalua-
tions in IT [10]. We also apply the classification of Yin, i.e., we consider construct
validity, internal validity, external validity and reliability, to validate the results of
the request quality analysis in our approach.

(7) Definition of Measures. The validated results may lead to measures
improving the product release management, the request management or the
quality analysis procedure itself.
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3 Industrial Case Study

In this section we apply the request quality analysis procedure defined in the
previous section to an industrial case study. In this case study we analyze the
support system data of an ERP system for medium-sized businesses. We first
present the industrial context of the case study and then its application based on the
quality analysis procedure described in the previous section.

3.1 Industrial Context

In the industrial case study we analyze the quality of request in the support system
of an ERP system for small and medium-sized enterprises. The ERP system
provides comprehensive functionality in areas as purchase, sales, warehouse
logistics, mobile work, accounting, production, management control, CRM, pro-
ject management, and document management. The ERP system is web-based and
implemented in Java. It has a software logistics system to deliver updates to
various systems running for specific customers and purposes like testing or pro-
duction. As the ERP producer has a sales network (so called partners) which adapt
the ERP system to the needs of their customers or to solutions for specific branches
of industry. Therefore the support system of the overall ERP system has to manage
various types of requests from customers, partners, developers, testers and product
managers.

The request management system called ‘‘Support System’’ has been used by
more than 1,000 users and contains more than 10,000 requests enabling the der-
ivation of representative quality measures and correlations in the request data of
the investigated ERP system. The request management system has been imple-
mented based on the ERP system itself. It is therefore accessible via a web
interface with the same look and feel as the other applications (e.g., for managing
sales orders) and its request data is stored in a database. The screenshot in Fig. 2
shows the application for managing requests called ‘‘Support Requests’’ and the
main attributes for requests like number, request editor, end customer, description,
priority, installation and other fields like source of origin, urgency or strategic
relevance. Additionally, the ERP system has a cockpit application to query
requests and to process sets of requests.

3.2 Application of Quality Analysis Procedure

In this section we describe the application of the quality analysis procedure for
request data following the steps defined in Sect. 2, i.e., (1) Preparation, (2) Quality
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Model Definition, (3) Implementation, (4) Measurement, (5) Exploration, (6)
Validation, and (7) Definition of Measures.

(1) Preparation

The request management system of the ERP system is quite complex as it is online
since 2003 and has many stakeholders. The main goals of the quality analysis are
to get an overview of the size and complexity of the request management system,
to control the processing time of requests, to restructure the request types managed
in the system, and to investigate the suitability of the request management system
to derive features for development. Over the years and due to several restructur-
ings in the development organization, many requests of various types are managed
in the support system. These requests are the natural data source for the quality
analysis. Before starting the evaluation we selected all relevant types of requests
together with developers, the quality manager and the product manager. We found
that requests of meta-type Problem Report (PR), i.e., requests concerning detected
bugs or unwanted behavior, and Enhancement Request (ER), i.e., requests by
employees, partners or customers that are related to desired changes or extensions,
are relevant to reach our goals of investigation. A problem report is implemented
by several concrete request types abbreviated by BUG or SUP describing observed
bugs or requests for support. An enhancement request is implemented by several
concrete request types abbreviated by DEV or WSE reflecting planned develop-
ment activities and external wishes.

Further types of requests have not been considered for the analysis because they
are so manifold that no conclusions can be drawn. For instance, requests con-
cerning on-going development are as well in this category as requests about
documentation changes or simple requests for arranging a meeting between cus-
tomers and employees. Additionally, we considered the states of the observed
requests. The lifecycle of a support request is defined by a state machine and
contains 12 different states, with ENTERED as the initial state and CLOSED as
the final state.

Fig. 2 Support request application of the ERP system
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The support request data from 01/2003 to 07/2011 is available in an XML dump
of the online request database and forms the basis for further quality analyses. To
sum up, the data source for the quality analyses are all problem reports and
enhancement requests from January 2003 to July 2011.

(2) Quality Model Definition

Our quality model consists of quality criteria for requests and assigned metrics to
measure them. We use the standard IEEE 830-1998 (Recommended Practice for
Software Requirements Specification) [7] for requirements specification as a
starting point to define quality criteria. Table 1 shows the quality criteria, i.e.,
completeness, comprehensibility, consistency, stability, traceability, and verifi-
ability we selected from IEEE 830-1998 and the assigned metrics to define request
quality.

The selection has been done according to our experience and has been agreed
with the stakeholders. For each criterion we defined respective metrics. The
metrics are defined for single requests but can be aggregated by functions like sum,
average, maximum or minimum to statements about the overall request database.
Additionally, we determine the overall number of requests, the distribution of each

Table 1 Selected request quality criteria and metrics

Quality criterion Description Metrics

Completeness All necessary attributes of request
are filled

Completeness (COMP) is measured by
the ratio number of the number
filled attributes (NFA) and all
attributes (NA).

Comprehensibility A request is phrased in a way that is
understood by all involved
stakeholders

Comprehensibility is measured by the
number and the understandability
of the texts describing the request.
A basic metrics is the number of
texts per request.

Consistency A request is stated without
contradictions

Consistency is measured by the
number of violations of
consistency checks identifying
inconsistencies in the data.

Stability The attributes of a request are not
changed frequently

Stability can be measured by the
number of changes of attributes of
a request. As the priority is a key
attribute of a request, the stability
is basically measured as the
number of priority changes.

Traceability A request is linked to artifacts
representing its cause and effect

Traceability can be measured by the
number of references to
development requests and tests.

Verifiability For each request, there is a defined
procedure to decide whether it is
implemented or not

Verifiability can be measured by the
number of texts between different
stakeholders and the number of
assigned tests.
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metrics per creation year of the assigned request, which gives us the possibility to
investigate the quality of requests over time, and the processing time of closed
requests. Finally, evaluation criteria have to be defined to interpret the metrics with
respect to the goals. In this case study we focus on the goals (i) overview of the
size which is measured by the distribution of the number of requests, and (ii)
control of the processing time of requests which is evaluated by correlating
completeness and other metrics of closed requests to their processing time. The
investigation of further goals is considered as future work.

(3) Implementation

After definition of the quality metrics, the tools and techniques for determining
them have to be fixed and implemented. Figure 3 shows the tool chain for ana-
lyzing the request data.

The online Support System stores its data in a relational database management
system (Support Request Database). Due to performance, integrity, security and
data privacy, the quality analysis was not performed directly on the database, but
on an XML dump containing all anonymized support requests from January 2003
to July 2011 (XML Dump of Support Request Data).

Based on the XML dump of the support request data and the Quality Model
defined in the previous step, queries with XQuery [11] are defined to compute
quality metrics and to prepare the data for further statistical analysis. XQuery uses
the XPath [12] expression syntax to address specific parts of an XML document. It
supplements this with a SQL-like FLWOR (For, Let, Where, Order By, Return)
expression to query data and to perform joins. For instance, the XQuery expression
in Listing 1 computes the maximum completeness of problem reports per year.
for $year in $creationYears
let $outputYear : = concat(‘‘&#10;’’,$year, ‘‘&#10;’’)
return let $completeness :=
max (
for $x in $supportRequest

Support
System

Support Request
Database

XML Dump of
Support Request Data

Quality Model

XQuery BaseX Excel SPSS

Fig. 3 Tool chain for quality analysis
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where count($x/*:References) ! = 0 and local:problem($x)
and

local:creationYear($x) = $year
return sum(
for $y in $x//*
where string-length($y) ! = 0 (: NFA :)
return 1)
div
count($x//*) (: NA :)

)
return ($outputYear, $completeness) (:Computation:)

Listing 1. XQuery Statement for Maximum Completeness in a Year
To evaluate the request data the following types of queries were implemented:

• number of problem reports (PR) and enhancement requests (ER)
• distribution of the number of PR and ER per year and state
• distribution of the number of closed problem reports (PR CLOSED) and closed

enhancement requests ER CLOSED)
• number of all attributes (NA) and number of all filled attributes (NFA) of PR

and ER
• processing time (PT) of closed PR and ER.

Additionally, we calculated the aggregation functions minimum, maximum and
average for all query results to gain a statistical overview.

The queries performed on the XML dump are processed with BaseX [13], an
open source, light-weight, high-performance and scalable XML database engine
and XPath/XQuery processor. The results are post-processed, analyzed as well as
visualized in tables and diagrams in the spreadsheet application Excel [14].
Finally, a statistical analysis of the data with SPSS [15] is performed.

(4) Measurement

In this step the actual measurement of the implemented metrics is performed.
Representative for all metrics, we show the actual results for distribution of the
number of problem reports and enhancement requests per year (Table 2), the
number of closed problem reports and enhancement requests per year (Table 3) as
well as the aggregated values of the processing time of closed problem reports
(Table 4) and enhancement requests (Table 5).

Table 2 shows the distribution of problem reports (PR) and enhancement
requests (ER) per year.

Table 2 Distribution of problem reports (PR) and enhancement requests (ER) per year

2003 2004 2005 2006 2007 2008 2009 2010 2011 Sum

PR 308 494 1210 771 794 824 1075 934 522 6932
ER 94 157 326 310 388 436 532 407 230 2880
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According to Table 2, the overall number of problem reports is 6,932 and the
overall number of enhancement requests is 2,880.

Table 3 shows the number of closed problem reports and enhancement requests
per year. The overall number of problem reports in state CLOSED is 4,233, and
the number of enhancement requests in state CLOSED is 1,013.

Tables 4 and 5 shows aggregated values, i.e., the average (AVG), maximum
(MAX), and minimum (MIN) for the processing time of problem reports and
enhancement requests.

The metrics gathered in this phase contribute to the goals. PR, ER, PR
CLOSED and ER CLOSED provides a rough overview of the size of the system
and contributes to goal (i), PT is the basis to reach goal (ii). Additional information
to fulfill the goals is provided by exploring the data in the next phase.

(5) Exploration

In this step the static data measured in the previous step is explored to identify new
relationships. The exploration depends on the experience of the investigator. We
show two types of analysis, i.e., time series analysis and correlations analysis
based on the static values measured before.

A time series is a sequence of data points measured typically at successive time
instants spaced at uniform time intervals. Time series analysis [16] comprises
methods for analyzing time series data in order to extract meaningful statistics and
other characteristics of the data. Time series forecasting is the use of a model to

Table 3 Number of closed problem reports (PR CLOSED) and enhancement requests (ER
CLOSED) per year

2003 2004 2005 2006 2007 2008 2009 2010 2011 Sum

PR CLOSED 308 494 1139 580 552 366 389 300 105 4233
ER CLOSED 94 157 314 156 86 83 66 42 15 1013

Table 4 Aggregated values (average, maximum, minimum) for processing time (PT) of com-
pleted problem reports (PR)

PR 2003 2004 2005 2006 2007 2008 2009 2010 2011

AVG 50 86 101 143 134 86 73 99 42
MAX 349 364 364 364 364 357 363 364 185
MIN 0.085 0.76 0.017 0.019 0.061 0.056 0.018 0.017 0.051

Table 5 Aggregated values (average, maximum, minimum) for processing time (PT) of com-
pleted enhancement requests (ER)

ER 2003 2004 2005 2006 2007 2008 2009 2010 2011

AVG 60 97 104 83 112 62 96 94 29
MAX 357 363 303 360 352 337 319 342 134
MIN 0.05 0.03 0.006 0.003 0.004 0.038 0.011 0.008 0.049

244 M. Felderer et al.



predict future values based on previously observed values. In our context, we applied
a specific time series analysis technique, namely regression analysis to model and
predict the cumulated number of closed problem reports (CUM PR CLOSED) and
enhancement requests (CUM ER CLOSED) over time. Figure 4 shows bars repre-
senting the temporal development of CUM PR CLOSED and CUM ER CLOSED and
logarithmic regression functions predicting the cumulated sums.

The logarithmic approximation function suggests that the overall number of
closed problem reports and enhancement requests grows logarithmically, i.e.,
slow. A reason for this behavior can be the growing maturity of the overall system
which requires fewer requests to be closed relative to the growing functionality of
the system. Thus, one can conclude that the size of the closed request data grows
logarithmically which provides additional information contributing to goal (i).

Correlation refers to any of a broad class of statistical relationships involving
dependence. Correlations are useful because they can indicate a predictive rela-
tionship that can be exploited in practice. We investigate the correlation between
the completeness of (closed) problem reports (COMP PR) or the completeness of
(closed) enhancement requests (COMP ER) and the processing time (PT) as one
may suggest that a high completeness of attributes may correspond to a shorter
processing time if all attributes of a request are used to pre-classify a request to
reduce its processing time, i.e., there is a negative correlation between COMP and
PT. We use Pearson’s product-moment correlation coefficient [15] which fits for
interval scaled data to show whether there is a correlation between COMP PR and
PT as well as between COMP ER and PT. For COMP PR and PT, the Pearson
correlation coefficient is -0.042 and for COMP ER and PT it is 0.103. This shows
that there is hardly any negative correlation between completeness and processing
time for PR. For ER there is even a weak positive correlation. Before computing
the Pearson correlation coefficient, we removed anomalies in the data, i.e., requests
with missing completeness or processing time values.
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Fig. 4 Time series analysis for cumulated number of closed enhancement requests (CUM ER
CLOSED) and problem reports (CUM PR CLOSED)
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The missing negative correlation between the completeness of problem reports
and enhancement requests is also reflected by the scatter plot in Fig. 5 where there
is no significant trend line from top left to bottom right. The missing correlation
may have several reasons. First, it may be the case that the requests have too many
attributes with the consequence that processing them may be confusing. Second, it
may be the case that there is no specific internal workflow based on the attribute
values, e.g., by allocating it to a specific person automatically. Finally, it may be
the case that the overall processing time of a request does not depend on its
completeness as long as the mandatory attribute values are available.

The information that there is no correlation between completeness and pro-
cessing time provides additional information contributing to goal (ii). As future
work, the correlation between the processing time and other attributes like the
priority or quality criteria like comprehensiveness may be investigated.

(6) Validation

As the performed quality analysis applies empirical methods, the validity of the
results has to be guaranteed. We consider construct validity, internal validity,
external validity, and reliability.

Construct validity. As many types of requests are defined in the support
system, it may be the case that some requests have been classified in the wrong
way which may influence the computed metrics. The involved stakeholders
applied plausibility checks to minimize such effects as much as possible. For
performing the correlation analysis, the Pearson correlation coefficient has been
computed. Other correlations coefficients like the Spearman rank correlation
coefficient [15] may lead to slightly different results. But in our respect, the
qualitative results are similar, i.e., there is hardly any Spearman correlation
between COMP PR and PT as the Spearman rank correlation coefficient is 0.013,
and there is a weak positive correlation between COMP ER and PT as the
Spearman rank correlation coefficient is 0.152.

Internal validity. We assumed a logarithmic growth of the cumulated number
of closed problem reports and enhancement requests over time. On the one hand,
the logarithmic growth is just an approximation and on the other hand uncon-
sidered factors like new functionalities, a restructuring of the request management
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system or changes in the development organization can affect the logarithmic
growth in future. The missing correlation between completeness and processing
time may have been biased by modifications of the request management system,
e.g., automatic state changes of requests. But according to the feedback of the
involved stakeholders such modifications have not been applied.

External validity. The findings of the quality analysis are specific for the
investigated data and it was not the aim of the procedure to generalize them to
other types of data or organizations. Only the quality analysis procedure itself is
generalizable to other cases.

Reliability. The performed quality analysis procedure is clearly defined and all
results are documented. So the procedure is repeatable and can be performed by
other investigators as well. The analysis was performed iteratively. First, the data
was not classified into problem report and enhancement request data, there was no
distribution over years, and the closed requests were not cumulated. The relevance
of these types of analysis was discussed together with all stakeholders. So if other
persons would be involved in the analysis perhaps other properties would be
analyzed. But the results itself are reproducible.

(7) Definition of Measures

After the analysis has been performed concrete measures are derived. Already in
the preparation phase we noticed that there are types of requests which do not have
a clear meaning. Therefore the number of different request types was reduced and
their meaning was defined more precisely. Additionally, we observed some
anomalies which were reviewed and adapted manually. As we did not observe a
correlation between the completeness of requests and their processing time, we
discussed possible reasons for that with the stakeholders. As a result we concluded
that the processing time does not depend on the completeness of requests.
Therefore we plan additional correlation analyses to investigate other possible
influence factors on the processing time. For instance, we will investigate the
relationship between the priority of a request and its processing time.

4 Conclusion and Future Work

In this paper we defined a quality analysis procedure for ERP request data. The
procedure consists of the steps (1) preparation, (2) quality model definition, (3)
implementation, (4) measurement, (5) exploration, (6) validation, and (7) defini-
tion of measures. In an industrial case study we applied the procedure for ana-
lyzing the quality of the requests of an ERP system for small and medium-sized
enterprises. Based on static quality metrics extracted with XQuery from an XML
dump of the request data, we performed a regression and correlation analysis to
analyze the size of the request database and the processing time of requests. We
identified a logarithmic approximation function for the cumulated number of
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request and could not find a correlation between completeness and processing time
of requests. Finally, we defined measures to interpret the results.

The main contribution of the paper is the quality analysis procedure for request
data of ERP systems. The performed case study presents only initial results which
will be refined in future case studies. Therein, we will for instance analyze the
correlation between priority and processing time. We will also consider more
complex quality metrics, e.g., advanced comprehensibility metrics will be defined
based on language processing techniques [17], and further goals like improvement
of the release planning based on request data. Additionally, we plan to refine the
procedure by providing more guidelines how to apply our approach for the quality
analysis of the request data of arbitrary ERP systems. Finally, we plan further case
studies to compare how the procedure scales for different ERP systems.
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How to Consider Supply Uncertainty
of Renewable Resources in the Basic Data
Structures of ERP-Systems

Stefan Friedemann and Matthias Schumann

Abstract Production planning in companies often assumes that resource flows are
constant. This idealized assumption does not reflect the problem of uncertain
procurements. Especially renewable resources are underlying natural influences
which result in uncertainties of the quality and quantity of the resource as well as
an uncertain time of harvest and delivery. In this paper we analyze how pro-
curement uncertainties of renewable resources can be taken into account in the
basic data structures of ERP-systems, namely bill of materials (BOM), work
schedules and time schedules. Therefore we describe certain variations methods as
general possibilities to handle uncertainty. As a result it can be stated that not
every type of BOM can consider uncertainties well enough. The work and time
schedules cannot represent every kind of variation which is needed. Overall, a
combination of both structures is a good possibility to gain a more flexible and
thus a more certain planning.

1 Introduction

There are many uncertainties in business planning: sales numbers on the client side
cannot be predicted safely, production may be delayed or come to a standstill and
resources may be hard to obtain due to unforeseeable events. The area of mar-
keting and sales is well researched both with respect to practical and scientific
aspects. There are many adequate forecasting methods and explanatory models.

S. Friedemann (&) � M. Schumann
University of Göttingen, Göttingen, Germany
e-mail: stefan.friedemann@wiwi.uni-goettingen.de

M. Schumann
e-mail: matthias.schumann@wiwi.uni-goettingen.de

F. Piazolo and M. Felderer (eds.), Innovation and Future of Enterprise
Information Systems, Lecture Notes in Information Systems and Organisation 4,
DOI: 10.1007/978-3-642-37021-2_19, � Springer-Verlag Berlin Heidelberg 2013

253



The same holds true for intra-corporate uncertainties, where concepts such as
decentralized control centers enable adequate handling of problems.

With regard to procurement, however, one still assumes constant streams of
resources, which is an idealized assumption. Examples, such as the impact of the
earthquake and tsunami in Japan or the flooding in Thailand on the automobile and
electronic industries, show that this is already the case with conventional com-
modities. This problem increases within the industrial use of renewable resources.
Thus, it is not possible to accurately predict when goods will be ready for harvest
or variations may occur regarding the quality and quantity, e.g. through humidity
or droughts [1]. At the same time, the German Federal Government demands an
increase of renewable resources in the industry in its national resource efficiency
program [2]. Adequate planning is needed with regard to possible uncertainties
when using these renewable resources and it is therefore necessary to model them
in an easy and flexible way in ERP-systems. This problem will be discussed in the
following by analyzing how these uncertainties in procurement can be taken into
consideration in the basic data structure of the production planning, on which all
further production steps are based on. Flexibility in this basic data and planning
level can ensure that all functions and processes that build upon it will gain more
flexibility, too. Corporations consider this flexibility in production and procure-
ment to be very important [3]. The process of planning will be demonstrated in an
exemplary use case of a company which uses renewable resources for the pro-
duction of natural fiber reinforced plastics.

The specificity about renewable resources and their uncertainties will be
described in Chap. 2. Chapter 3 deals with general IT-independent methods,
which enable a consideration of the uncertainties in the planning process. In
Chap. 4 is shown how procurement uncertainties can be considered in production
planning and controlling systems (PPC). The article closes with a conclusion and
an outlook on further possible areas of research.

2 Background Information

2.1 Uncertainties in the Procurement of Renewable
Resources

Uncertainty is defined as the absence or incompleteness of information [4].
Uncertainties can be categorized according to different characteristics, which are
presented in Table 1. Sourcing uncertainties include both uncertainties caused by
direct suppliers, as well as sub-suppliers, and the logistics [3]. The focus in this
paper lies on external uncertainties in the source process.

Many authors stress that it makes sense to clearly differentiate between the
uncertainties according to cause and effect [5]. The cause-related analysis focuses
on the uncertainty source, in order to prevent or eliminate it [5, 6]. The
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effect-related analysis examines the uncertainty effects, in order to minimize these
[7]. In order to measure an effect, ex-ante defined plans, goals and expected values
have to exist, with the possibility of deviation due to the uncertainty [5, 8]. Thus,
an effect can only exist if it can be objectively identified and/or measured. The
effect in terms of this paper is an impact on production plans.

In the area of renewable resources there are some special uncertainties in
comparison to conventional resources. Due to natural growth processes it is dif-
ficult to ensure exact times of harvests as well as the qualities and quantities of the
resources [9–11]. Non-influenceable factors like precipitation, solar radiation or
infestation by pests are not taken care of in actual production planning [12]. It is
rare that complete harvests are lost through natural disasters, droughts or pests. But
it is more likely that parts of the harvests are lost, have differences in size, material
defects, divergences from defined requirements or damages. These factors can
cause qualitative or quantitative uncertainties. A postponed harvest results in
uncertainties of time. We do not regard cost uncertainties, which play an important
role during procurement, but which only slightly affect production planning. We
will demonstrate that it is possible to substitute a resource that is not delivered or
to substitute an expensive resource with a cheaper one, so that cost uncertainties
are equal to quantity uncertainties with regard to possible reactions. Furthermore
location uncertainties are excluded from analysis, as they result in quantity
uncertainties in two locations. In conclusion, we will only examine quantity,
quality and time uncertainties.

In order to show the practical relevance, a reference to a study shall be made:
This study among companies in German-speaking countries, which use renewable
resources as an input, was conducted in 2010 [13]. Overall, 28 % of the companies
perceive uncertainty in their supply chain. Most of the companies do not use
advanced information technology like RFID to handle this uncertainty, but the
demand for simple planning concepts which can be integrated easily into existing
systems like Enterprise Resource Planning (ERP) is nevertheless present. Four
qualitative interviews with companies which mainly use plant fibers are almost
confirming these results: The companies typically use storage to hedge against
uncertainty, as they obviously feel a lack of easy planning concepts. Only one
participant said that information systems are not needed, as they know how to
handle uncertainties due to their experience even without IT. We will use a
company that uses fibers as an input for natural fiber reinforced plastics as an

Table 1 Ways of
differentiating between
uncertainties

Object of observation Characteristics

Business Internal, external
Cause Operational, disruptions
Operational activity Sourcing, production, sales, logistics,

(IT, organization)
Process Plan, source, make, deliver and return
Production process Internal, external
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example in the following. The fibers can be used interchangeably in certain ratios
[14], which means that for example hemp fibers can be substituted by flax fibers to
produce flower pots.

2.2 Production Planning

In the following, the term PPC-system is understood as a software that supports
and automates the production planning (and controlling) in line with the concepts
of Material Requirements Planning (MRP I) and Manufacturing Resource Plan-
ning (MRP II). These concepts are an elementary component, as they led to the
implementation of PPC-Systems over time. PPC-systems can also be modules
within integrated standard software like ERP-Systems. Special emphasis lies on
the focal production planning and control of an individual business. The areas of
material planning, capacity planning and manufacturing controlling are also sup-
ported. Shop-Floor scheduling can be integrated.

3 General Possibilities of Considering Uncertainties
in the Production Planning

In this chapter, different scenario planning methods and resource substitution will
be evaluated in line with the uncertainties shown above. Scenario planning does
not offer a direct decision on the production plans during the development of the
scenarios. Instead, different alternatives are developed which are decided on later
with the aid of a decision criterion. Thus, the decision on the alternative is made
when information is complete, i.e. when the criteria becomes known, and is
therefore postponed. This makes planning more flexible [15].

3.1 Quantity Variation

Quantity variation is a method that applies to quantity-related uncertainties. The
production quantity is adapted to the actually delivered quantity, e.g. when
shortfalls occur due to droughts or pests. It is also possible to split up the ordered
quantity by increasing the number of suppliers, or to switch to alternative suppliers
if uncertainties arise [3]. These suppliers should be distributed locally to avoid
natural influences by the factors already mentioned in Sect. 2.1 and thus reduce the
uncertainty of renewable resources. Scenarios can be developed prior to the
adaptation of production plans, which include the actual delivery quantity as a
decision criterion for choosing a scenario on delivery. Thus, one anticipates
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quantity variations and addresses these to a certain extent in the planning. The
information can become known in the time of delivery or before when the supplier
or carrier sends notifications during the transport.

3.2 Time Variation

It is also possible to develop scenarios on the time of delivery and in this way to
consider time uncertainties. Changes are made to the order scheduling [3]. Plan-
ning occurs at a fixed point for a future delivery time. When the actual time of
delivery becomes known, an alternative will be chosen with the point of time as
the criterion. The delay of deliveries should become known when uncertainties
arise; e.g. when a pest occurs and renewable resources are affected, which results
in a later delivery. After harvesting the delivery time is announced by the carrier.

3.3 Quality Variation

A product is specified during its development and its characteristics are defined.
Tolerance levels may also be set for these characteristics, in which the product can
be developed with the desired quality. One refers to quality variation if these
characteristics, which consist of primary and secondary characteristics, are chan-
ged [16]. Different levels of change are possible. Thus, a quality variation is a
deviation from the original product specifications, resulting from a change in
resource quality or other parts integrated into the product [17–19]. It is important
to note that quality variation is not always deliberate, but can occur through
unwanted characteristics or environmental impacts [17].

It is therefore possible to transfer the described variations onto quality-related
uncertainties. Different scenarios for the values of one or more quality charac-
teristics are determined during planning. A scenario can then be chosen at the time
of delivery or, in the best case, when the delivery quality becomes known before
that time. The decision criterion is a quality trait, which can for example be
hardness, flexibility, viscosity, water content or something else in renewable
resources [19]. Depending on the scenario, products with different qualities are
produced, as one assumes that lower quality resources result in lower quality
product characteristics and vice versa. In the extreme case, the choice of which
product can be produced at all is made at the time of decision, depending solely on
the quality criterion [19].
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3.4 Renewable Resource Substitution

Besides the mentioned variations, it is also possible to vary the utilized renewable
resource or their proportions [3]. This structural variation depends on the used
resources, their substitutes and the production process. Examples are compound
material that can be substituted by renewable resources and varying compositions
[14]. For example, the wood fibres in Wood-Plastic-Components can be replaced
by plant fibres to some degree. The same applies to the already mentioned natural
fibre reinforced plastics, where plant fibres can be replaced by each other. The
substitute resource has to be included in production planning in order to enable
substitution. First, possible substitutes have to be determined and substitution
options have to be analyzed with regard to time, amount, composition and material
properties. The substitute resource should be deposited within the data structures
of the production planning. One can chose between different alternatives when
planning the amount of resources that are to be ordered:

• The substitute is always in stock and available for production during an
emergency.

• Prior experience allows an estimate of a deficit in the primary resource and an
adequate amount of the substitute can therefore be included in the order.

• The substitute can be obtained within a short time and no storage is needed.

It is important to consider that extra costs may arise through storage or prompt
procurement. Summing up, the structural variation ‘resource substitution’ seems
like a good option if the resources and production process allows it, which is often
the case with compound material which includes renewable resources [14].

3.5 Summary

Flexible resources such as machines, equipment and personnel are needed for
nearly all variations, because even though scenarios are planned in advance, the
actual plan can only be chosen shortly before production begins. The variation
methods are a good way to predefine potential alternatives and to delay deciding
on a plan to a time when information is complete or better. Rolling planning
enables updating scenarios and adaptation to changing external factors and envi-
ronmental impacts [20]. These variation methods should therefore be updated
regularly to improve planning. Forecasts are available for many characteristics of
renewable resources: Beside the well-known weather forecast modern agricultural
machinery or aerial observation can measure plant characteristics [21]. Farmers
and forestry workers can also measure these data manually. When these data are
made available, a rolling update of the production planning with actual (and thus
more certain) data is possible to change or refine the plans. Related to our example,
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this means that the plans for the ratio of different fibers can be planned in advance
and afterwards chosen regarding the quality, quantity and time points of the
deliveries. The ratios of the fibers can be changed easily according to these plans.
At the same time, early consideration of uncertainties is advantageous, as it forces
planers to think about possible variations, their impacts and influences (e.g. the
environmental factors mentioned above).

4 Consideration of Uncertainties in PPC-Systems

Basic data are the master data in PPC systems, i.e. those data that are independent
of concrete orders or plans [22]. The basic data for PPCs include for example bill
of materials (BOM), work plans, parts master data, operating materials and other
data structures of the production process. Parts master data describe a certain part
(i.e. a final or intermediary product, raw material or assembly groups) in more
detail and include e.g. terms, descriptions or measurements [22]. As these data are
merely descriptive and find entry into the planning of other structures, such as
work plans, they are not discussed explicitly in this context. Instead, the focus lies
on those product structures which are typically stored as BOMs and on work plans.

4.1 Variable Bill of Material

BOMs are at the core of all production planning processes, because they reflect all
those structures that describe the composition of a product such as raw materials,
other materials, assembly groups or intermediary products [20, 22–25]. There are
several kinds of variable BOMs differing in the way they store and represent data.
The type parts list, sometimes also called identical parts list or variant parts list,
provides a comparison of parts and types of the final product [22, 23, 25, 26]. The
total amounts of all parts contained in the product are entered into the rows. The
variations of the product are entered into the columns. The cells of the intersec-
tions contain the amount of a part for a certain product. In order to avoid redun-
dancy of data, a column of identical parts can be introduced, where the amount of
parts is entered which is identical for all variations [22, 24, 27, 28]. Table 2 shows
an example. The column of identical parts reduces the complexity of parts lists and
increases the processing speed. If there are few variations, these parts lists are also
easy to read as all variations can be shown in one list due to the single-step
structure [22, 24, 28]. A disadvantage here is the increased work load if the
amounts of the identical parts for different variations change [24]. Furthermore, it
is not possible to assign the general parts lists to a certain order, so that individual
order parts lists have to be produced for each variation [23]. It is possible to
produce variations according to quantity or according to structure and thus to
handle quantity and quantity variations as well as substitutions.
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The complex parts list, also called selection parts list, is quite similar to the
type parts list, as all variations of a product are included [26, 27]. It is different
because it contains all potentially required parts and leaves only the option to
select whether or not a part is included in the configuration. Therefore the con-
figuration may be changed (i.e. structural variations are possible), but not the
quantities [25]. The discussion in Sect. 3.1 showed that variations of quantities are
useful, so this type of list will be excluded from further discussion.

A plus-minus parts list differentiates between standard parts (identical parts)
which are used for all variations and stored in an independent basis parts list and a
specific parts list for each variation [22, 23, 26]. The specific parts list includes all
changes against the basic parts list in negative or positive quantities [24, 25, 27,
28]. Table 3 shows an example. Geitner defines the plus-minus parts list only as
variations of the variable parts - not of the identical parts - and introduces the
additional term of identical parts list [25]. We do not follow this separation here, as
it is possible to enter the identical parts directly into the plus-minus parts list which
provides sufficient differentiation and avoids creating an additional type of parts
list. This type of parts list has the advantage that the data of the parts list can be
managed separately, meaning that for example in case of change of identical parts
in the basis parts list, the specific variation parts list will not have to be changed
[24]. Data redundancy, more precisely the repeated listing of identical parts in
each variation, is avoided. This has the disadvantage that the relationship of basic
configuration and different variations is not immediately visible and that data
management is made more difficult by the duplication of listings. The represen-
tation of plus-and-minus quantities makes it possible to show quantity as well as
structural variations, which means that also quality variations and substitutions can
be handled.

The complementary parts list, where only additions to the basic parts list are
entered into the specific parts list, is a sub-type of the plus-minus parts list. This
kind of list only makes sense for products that require more of certain materials. It
is therefore not suitable for products where less or different kinds of materials are
required. Theoretically a negative change would be possible by adapting the basic

Table 2 Type parts list

Identical parts Variation A Variation B Variation C Remark

Part 1 3 Identical parts
Part 2 1 2 3 Varying quantities
Part 3 1 1 Varying structures

Table 3 Plus-minus-parts list

Basic parts list Identical parts Specific parts list Variation A

Part 1 3 (Part 1)
Part 2 Part 2 +1
Part 3 Part 3 +1
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parts list (in this case the amount of a specific part would be reduced) and all
variation parts list are also adapted (i.e. increasing the amount where applicable)
[24]. However, the processing effort is so high that instead the plus-minus parts list
should be used in these cases.

All variations include implicit opportunities to deal with uncertainties. Thus
variations for possible scenarios can be formed well ahead as described in Chap. 3
and used when needed. If renewable resources are missing, it can be checked
whether they may be substituted by other parts, which is a structural variation of
the parts list and the resource substitution mentioned above. The complex parts list
is an exception, where this substitution is only possible by using explicit and non-
contradictory alternatives instead of a direct substitute as in the other parts list.
This makes the representation of a substitution very difficult here. Therefore the
question is whether there are parts lists for the same product assembled without the
missing renewable resource. It would also be possible to search the order queue
using the parts lists with varying quantities for possible products without the
missing renewable resource. This is equivalent to the quantity variation mentioned
above. Here the question is whether there are open production orders for a product
which needs less or none of the actual missing renewable resource.

The same is true for the consideration of quality-related uncertainties. If parts
lists are developed well ahead containing the renewable resources in varying
qualities as variation, it is possible to decide flexibly which of the parts lists is
actually to be used. This is equivalent to the quality variations described above.
Thus it is possible to develop e.g. two type parts lists for the same product, of
which one variation contains ‘renewable resource 1 in good quality’ and another
one ‘renewable resource 1 in bad quality’. Once the quality of the material
delivered is known, the adequate parts list can be selected. This parts list may also
include more amounts of the renewable resource to balance the quality, e.g. in
compound materials [19]. This is equivalent to the structural variation of the parts
list, which is possible with all variations described above. Table 4 shows an
example. It is also possible that simply using higher quantities of material coun-
terbalances bad quality. This can be taken care of by an adapted parts list with a
variation for good quality and smaller quantities and a variation for bad quality and
higher quantities [18, 19, 29]. This is equivalent to a quantity variation, an

Table 4 Structural variations of a parts list according to varying quality of material

Identical
parts

Variation A: bad
quality additionsa

Variation B: bad
quality substitutionb

Variation C:
good quality

Part 1 3
Part 2 2 1
Part 3: compensate

bad quality
1

Part 4: Substitute 1
a In this case, the bad part is used anyway (2 pieces of part 2) and an additional part 3 is added
b The bad part is not used but substituted by another part 4
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example of which is shown in Table 5. The increase of part 2 shall counterbalance
the bad quality.

Parts list cannot take account of time-related uncertainties. The early or late
delivery of renewable resources does not change the composition of the product
and postponement of delivery dates has no impact on the product structure. This
issue is solved by variable work plans or processing plans, which will be discussed
in the following chapter.

4.2 Configurators for Variable Bill of Materials

Parts lists variations have been used for some time to represent the variability of
final products. Customers’ increasing demand for individualisation is often quoted
as a reason for this [23, 27, 30]. In production processes with many variations,
such as automobile production, the sales departments or customers may use
(product) configurators to check the feasibility with respect to technical and
functional aspects and to select or, in the case of dynamic composition to develop,
the appropriate parts list [20, 22, 31]. A configurator can also be used to take
account of uncertainties in planning the production process. Instead of making the
selection of the required parts lists dependent on customer request, the selection
can be done according to the decision criterias described in Chap. 3. When these
become known, in the best case before arrival at the place of production, in the
worse case only at the point of delivery, information about quantities, quality and
time of delivery are available. These data make it possible to let the configurator
select a parts list which is feasible under the given restrictions. Flexible parts list
selection makes it possible to postpone the production process if the delivery of a
certain renewable resource is delayed and to push the orders for which the
renewable resource is required to a period after the planned date of delivery. It is
also possible to substitute the missing renewable resource or to use alternative
materials. In this case all order parts lists have to be searched for the renewable
resource in question and a variation of the parts list has to be selected. The same is
true for uncertainties in quantities and qualities. As explained above, alternative
part lists for different material qualities can be created, which can be selected
according to the existing data on the quality of a material. Thus variable parts lists
lead to flexible production processes. In our example the configurator could choose
the ratios and substituting materials automatically according to predefined
requirements, which were set by the production planner.

Table 5 Quantity variation
of a part list according to
varying quality of material

Identical
parts

Variation A: bad
quality

Variation B:
good quality

Part 1 3
Part 2 2 1
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4.3 Variable Work Schedules/Time Schedules

Work schedules (task lists) are another structure of the basic data in production
planning. They include instructions for the production process as well as pro-
cessing steps of producing elements [22, 25]. Every produced element thus has its
own work schedule. The work schedule is therefore a summary of all steps and
needed resources. Alternative work schedules are one way of considering uncer-
tainties. Different work schedules are developed which differ in the determinants
of their usage. Unit based work schedules are a typical example, in which it is
possible to integrate different process steps or times for some ranges of quantities.
This corresponds to the variation in quantities. However, it is also possible that a
work schedule is chosen according to the resource quality [22]. The condition
characteristics and possible value (ranges) then have to be added to the work
schedules. These characteristics have to be evaluated during planning, so that a
plan can be chosen based on the conditions. This corresponds to the variation in
quality.

Time schedules are the time plan for producing an element. They display the
chronology of steps, including possible periods of waiting, setup and processing.
During shop-floor scheduling, the final resources are assigned, e.g. machines and
personal. The lead time scheduling of a production process is planned during the
rough-cut scheduling, including the starting and ending time for every individual
step as well as possible buffer time in the work and time schedules. The buffer time
is the time by which the beginning or ending or a step can be delayed without
postponing the project end [32]. This is a first possible reaction against uncer-
tainties, at which buffers are only short periods that prevent idle times and thus
enable full economic capacity utilization. It is therefore possible to bridge short
time uncertainties, with quick decisions being made either during material plan-
ning or rather during production control. Buffer periods do not safeguard against
longer delays of delivery dates of necessary renewable resources. However, pro-
longed processing times caused by low quality resources can be compensated,
which addresses an internal area of process uncertainty with the external source of
the uncertainty in bad resource procurement. In summary, work and time sched-
ules can have buffer times to hedge against time uncertainties.

The time schedules, which are developed from the alternative work schedules,
are another way of considering uncertainties. Alternative operations can exist
within the time schedules [22]. Thus, it is possible to include steps for prepro-
cessing or postprocessing when faced with quality variation. These steps are
integrated into the standard work plan as optional steps, which possibly delay the
process when they are used. An operation ‘‘preprocessing’’ could be included in
the work plan, which is only carried out when a characteristic does not pass the
quality control. Otherwise, this step is disregarded and the standard process is
chosen, so that two alternative working sequences in the time schedule emerge.
This case is illustrated in Fig. 1. The same applies to optional postprocessing steps.
This shows that possible additional or alternative steps already have to be known
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during the development of work and time schedules, in order to include them. The
actual decision is made during the shop-floor scheduling.

In addition to alternative work schedules, it is also possible to implement
different sequences in work plans. Even though interdependencies will always
exist, making a specific order of processing steps indispensable, specific operations
may be changed [22]. Thus, time or quantity uncertainties can be counteracted by
shifting operations either backwards or forwards either in the phase of material
planning or shop-floor scheduling (depending on when it becomes known). This
also influences the release of production steps in shop-floor scheduling: depending
on the availability check, orders can either only be released prior to production
(static availability check) if all resources are available or even when resources are
(partly) unavailable (flexible availability check). A flexible availability check thus
is necessary to adapt the sequence and to release production steps under the
condition that not all resources are available (as it is the case in time and quantity
uncertainties). Alternatively, availability can already be checked prior to indi-
vidual steps (dynamic availability check). Thus, other steps can be processed first,
while those for which resources are missing can be postponed. This approach is
illustrated in Fig. 2.

When switching a sequence it makes sense to determine the earliest and latest
points for the beginning and end of an operation within the time schedule, so that
the planned delivery deadline is not exceeded. For example, if an operation cannot
be carried out because the renewable resource is unavailable or being preprocessed
to solve quality problems, the part to be produced can pass through other opera-
tions, which do not require this resource. If quality is low, it is also possible that an
operation takes longer than usual, e.g. if the renewable resource is wet or hard to
handle. Besides buffer periods, one could also do other operations concurrently.
Operation time might also be shortened if fewer renewable resources are delivered
than needed or planned for. Quantitative uncertainties can also be indirectly
addressed by moving forward subsequent operations, because fewer units require
less time than planned. All of these variations require a flexible way of postponing
subsequent process steps and a flexible machinery setup in order to prevent
undesirable downtimes.

It is also possible to reorganize operation sequences over several orders. If a
time schedule is changed due to such a reorganization, resources that were orig-
inally reserved become available now. Operations from other orders could be

Step 1
Release

Step 2

Prepro-
cessing

Step 2

Work sequence

Step 3

Fig. 1 Alternative operations in work and time schedules
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processed during this time. Thus, it is possible to develop alternative sequences
and operations of several orders. This makes also sense when quantitative varia-
tions occur: Processing times are reduced if delivery shortfalls or degraded
material occur because fewer resources have to be processed. Subsequent steps can
therefore be carried out earlier than planned. This frees up resources which can be
used by other orders. Otherwise it is possible that resources needed for the next
step are not yet available because they are being blocked by another order. Idle
periods then occur. This also shows that it is important to coordinate between
alternative sequences across several orders and resources. If the mentioned
delivery shortfall is taken into account at an early stage, it is easier to be flexible,
as it is possible to define several alternative sequences for different orders and
resources. This planning would be carried out within the material planning phase.
The final scheduling of work plans and resource utilization can be carried out when
the actual delivery shortfall becomes known. If problems suddenly occur or
information becomes known too late, planning is carried out within the sequence
or operations planning at the stage of shop-floor scheduling, which results in a
weak planning result and system nervousness.

For the shown methods it is necessary to expand the conventional standard
work plans in such a way that they are able to include the following data: earliest
and latest points for individual operations, if–then conditions for sequences, if–
then conditions for the choice of work plans, exchangeability of operations
(sequence conditions), alternative operations, optional operations and finally
simultaneous operations. One also has to consider that process-related time frames,
steps and sequences are determined during the conversion into concrete order
related schedules, which cannot be revised later on [22]. This excludes other
flexible methods which are well suited. Kurbel refers to optional paths through the
network of possible operations which are no longer available [22]. Nevertheless,
there are these alternatives that were planned for individual operations beforehand
and that can actually be carried out later on.

A long-term option for safeguarding against uncertainties is through variable
capacities within the rough capacity planning. The actual planning of capacity
changes would then be carried out in the requirement planning. Thus, it is not only
possible to integrate time but also capacity buffers into work schedules. This
enables a spontaneous increase in the workload, for example for the pre- or
postprocessing of bad quality renewable resources (which means for example
drying) or additional work, which would reduce this uncertainty. It is then
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Step 4
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Fig. 2 Different sequences in work and time schedules
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necessary to increase the offered capacity, which can happen through overtime,
additional shifts, adjustments in the intensity of machinery, quantitative staff
adjustments or use of additional (reserve) machines [32]. It is also absolutely
necessary to ensure flexibility in resource capacities [33]. Furthermore it is pos-
sible to provide certain resources as backups that can be used during emergencies.
As we assume that not more renewable resources are delivered than ordered, we
will not go into the impacts this will have on quantity uncertainties (increased
quantities). Capacity adjustments however are a way of reacting to reduced
quantities. If material delivery shortfalls result in a reduced production, then the
offered capacity is decreased so that only the needed resources are used. A
decrease can be achieved by reducing staff, adjusting machinery intensity or
reducing machinery runtimes. The released capacities can then be used for other
orders or to process the delivery of the missing quantities at a later time.

In general, the sooner uncertainties become known and are integrated into
planning in the PPC, the better one is able to react. Thus, it is easier to integrate
them during rough-cut scheduling to create absorbing buffers. The following steps
and orders are postponed in order to make a realistic plan of resource allocations. It
is harder to react if uncertainties become known too late during shop-floor
scheduling. As this step focuses on target variables such as the delivery deadline or
utilization rate and economic targets are neglected, postponement of the process
steps would have a large impact [32]. In the worst case a new plan would be
developed which cannot meet the deadline. One should therefore try to plan with
information of supply chain partners like farmers, harvesters or forestry workers
and companies as early as possible and to consider these data in the planning.

5 Conclusion and Further Research

In this paper we analyzed how procurement uncertainties can be considered in the
basic data structures of ERP-systems. The general possibilities to consider
uncertainties in planning were identified as methods for a variation of quantity,
time and quality. Furthermore the substitution of renewable resources was
described.

All of the methods are suitable to reduce the specific uncertainties of renewable
resources. Finally we examined how the basic data structures can implement these
variation methods and how suitable they are for doing so. The results are sum-
marized in Table 6. It turns out that the type parts list or the plus-minus parts lists
are well suited to implement the variation methods. The same is true for the
complementary parts lists as a subtype of the plus-minus parts list. If these variable
BOMs are supplemented with variable work schedules, all the mentioned variation
methods can be implemented: While the BOMs cannot implement time variations,
the time and work schedules can cover this aspect. Vice versa the time and work
schedules cannot implement resource substitutions, but the BOMs can. Thus, a
combination of both data structures can cover all the variation methods.
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In our exemplary case, the production of natural fiber reinforced plastics, the
production planner can use the mentioned parts lists to plan the substitution of the
fibers in advance. For example a type parts list can be build up with two alter-
natives of a 50–50 %-mixing of two types of fibers or as an alternative a 60–40 %-
mixing of these fibers. In this way the needed substitutes are planned, too. The
used parts list with fitting ratios according to the deliveries is chosen when the true
deliveries become known. This is an easy enhancement for existing ERP-systems
and fits the needs of especially small and medium enterprises.

It was repeatedly pointed out that the exchange of information among the
members of the supply chain is an important point. The early knowledge of the real
values of scenarios’ decision criteria is necessary to update and refine the plans and
thus to get better and more realistic plans. In this context we recommend further
researchers to focus on data collection and exchange in the supply chain of renewable
resources. It has already been shown that, for example, Radio Frequency Identifi-
cation (RFID) enables a more accurate and earlier data collection along the supply
chain, resulting in a positive impact on reducing uncertainty in production planning
and control [1]. The reaction of PPC systems to frequent changes of plans results in so
called ‘‘system nervousness’’ [34–36], which has a negative impact on planning
reliability and is itself a new intern source of uncertainty. Further research should
examine the reactions of PPC systems and develop a model how the most valuable
use of the data can be ensured. This includes the question which data are useful for the
production planning with renewable resources.
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Towards Total Budgeting
and the Interactive Budget Warehouse

Dirk Draheim

Abstract This paper aims at establishing a strictly information system science
viewpoint onto management accounting and budgetary processes. This viewpoint
is presented in terms of a strictly subject-oriented, time variant data model—the
so-called interactive budget warehouse. The target is to overcome the ERP/ad-hoc
planning divide that challenges budgetary planning as well as budgetary control in
many of today’s enterprises. With respect to technology we see the need to
establish budgetary IT systems that potentially enable a total budget control across
all levels down to the smallest cost units we deal with in daily operations. How-
ever, total budget control is not the target. We try to characterize a possible sweet
spot between the obvious micro management of total budget control and today’s
budgeting practices, which we tentatively call total budgeting. Total budgeting is
the organizational concept corresponding to a reasonable usage of the interactive
budget warehouse. Total budgeting is about commitment to the power of financial
flows, pervasive profit and cost awareness, overcoming the budget responsibility-
accountability divide, and a tight integration of budgetary control with the overall
management system of the enterprise.

1 Introduction

Still in today’s budgeting processes, both in planning and during the budget period,
we encounter cost drivers and budget misuse. Known problems are budgetary
slack or padding. In many of today’s enterprises we encounter frictions between
support for budgetary processes in the ERP systems and a diversity of ad-hoc
techniques and tools to plan and control budget. This problem can be succinctly
characterized as the ERP spreadsheet border.
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We strictly believe that with appropriate ERP support certain management
practices that are widely accepted as ideal but not yet fully implemented in enter-
prises can eventually turned into reality. Therefore, we introduce the notion of
interactive budget warehouse. The purpose of the interactive budget warehouse is to
make clear that a total budget control is a possibility and not a fiction. However, a
total budget control is not the target but a device. We are seeking to characterize a
sweet spot between today’s management accounting implementation and total
budget control for which we use the term total budgeting in this paper—see Fig. 1.

We do not think that total budgeting is a panacea for all enterprises. But as [1]
we think that currently emerging counter-programmes to established management
accounting practice like Beyond Budgeting [2] are also no panacea. In my opinion
beyond budgeting only fits organizations that succeed in scaling an entrepreneurial
flavor in the sense of Mintzberg’s entrepreneurial organization [3] to a kind of
swarm intelligence of profit units. I doubt that such agile organizational structure
does optimally fit all business models, though Beyond Budgeting [2] brings
examples from a wide range from industries. So, our discussion rather follows the
strand of work done in the ABB (activity based budgeting) realm. In a sense, from
the viewpoint of today’s actual management accounting practice we move into the
opposite direction as Beyond Budgeting, however, with the same objective to
overcome flaws and frictions encounter in today’s management of financial
flows—see Fig. 1

Data warehousing and OLAP are obvious tools for budgeting. None other than
Edgar. F. Codd has used a budgeting example for explaining cross dimensional
analysis in the paper in which he defines OLAP [4]. Also the data warehouse
product that has been sponsored by Codd, i.e., Hyperion Essbase, have evolved to
Hyperion System 9+ [5] now, and Hyperion System 9+, taken as a product line, is
known to have a strict emphasis on financial management, i.e., it offers concrete
modules for this domain. The aim of this paper is to explicitly establish subject
orientation and time variance in the form of the interactive budget warehouse as
the information system science viewpoint per se onto mature budgeting processes.
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Fig. 1 Relationship between management systems and budgeting techniques
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It translates and complements the organizational viewpoint of budgeting as
recursive feedback control system.

In Sect. 2 we introduce and discuss the notion of interactive budget warehouse.
In Sect. 3 we delve into the implementation facet of the interactive budget
warehouse, i.e., total budget control. In Sect. 4 we discuss the organizational
counterpart of the interactive budget warehouse, i.e., total budgeting. We outline
further work in Sect. 5. We discuss related work throughout the paper. We finish
the paper with a conclusion in Sect. 6.

2 The Interactive Budget Warehouse

We want to discuss the notion of total budget control in terms of a concrete data
model. Such data model is shown in Fig. 2. The purpose of the data model is to set
the stage for the total budgeting approach. The data model adheres to some
important characteristics of OLAP (online-analytical processing) [4] data schemas:

• Star schema which embodies subject-orientation:

– Multidimensional data points.
– Hierarchical. Crucial dimensions are internally organized as hierarchies.

POC
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Fig. 2 Example basic data schema for total budget control
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• Non-volatile, historical. Information is never deleted.
• Time-variant, time-based. Current values from the underlying ERP system or

systems are part of the schema as well as the time of information creating
events.

Because of these characteristics, the data schema is well-suited for treatment
and exploration by today’s online-analytical tools like Hyperion System 9 [5] or
Cognos [6]. This also means that the domain of budgeting is particularly well
suited for online-analytical processing. In the list above we have not mentioned a
further typical ingredient of data warehousing, i.e., integration. Integration is an
implementation issue and a high-level characteristic of how data warehouses
usually arise in today’s enterprises as integration technologies. We defer the dis-
cussion of implementation issues until Sect. 3. For the time being we take a
conceptual implementation-independent viewpoint. Please also note, that it is not
neither our intention to prescribe a concrete nor a complete data model with Fig. 2.
We just want to grasp the most important issues of the budgeting process to outline
basic ideas, in particular, the inherent OLAP nature of management accounting.
Against the background of the many concepts that might play a role in a given
enterprise’s budgeting scenario, e.g., rolling budgets or flexible budgeting, it
becomes clear that Fig. 2 shows a core example data model only.1

We are interested in complete master budgets consisting of a revenue facet and
a cost facet. The basic aspects of the interactive budget warehouse can be dis-
cussed in terms of the cost facet and transport immediately to the revenue facet.
Some crucial cost drivers show particularly in cost centers and non-profit orga-
nizations. They can be analyzed and addressed appropriately without a consider-
ation of the revenue and profit facet of budgeting. A full discussion of budgeting
and its role in enterprises needs both facets. Figure 2 shows the cost facet of the
budget. The revenue facet can be developed similarly.

2.1 A Multidimensional Budget Information Model

Point of Cost. The concept of POC2 (point of cost) forms the center of the data
model. Basically, a POC is what is usually called a cost object, i.e., any item or
issue, e.g., product or service, that one’s cost we want to plan, measure and
control. However, with POCs we want to consider the smallest of the cost objects

1 Compare our single cost center entity to the number of different kinds of cost centers that exist
in SAP merely in module RM (real-time cost accounting): primary cost center, cost center to be
debited, node cost center, collective cost center, final cost center, overhead cost center.
2 We have chosen the POC terminology in analogy with the POS (point of sale) terminology in
the retail domain, which is still the role model domain for data warehousing [7]. The cost point
class is the hub of the whole budget data schema. It is a point in a multidimensional information
space. This is similar to the POS in the star schemas of the retail domain [7] where it plays
exactly the same role.

274 D. Draheim



in the enterprise’s budgeting process, or, to say it in a different way, POCs reside at
the level of finest granularity. In an enterprise we usually also want to deal with
complex cost objects that are sums of other cost objects. Such complex cost
objects arise naturally, e.g., in cost unit accounting as costs for products and
services. Actually, in ERP systems the notion of cost object is sometimes used
exclusively for the cost units in cost unit accounting or activity costing,3 which
further motivates the usage of POC instead of cost object in order to avoid
confusion.

A major target of our viewpoint is to foster a unification of budgeting activities
that appear at different levels of granularity in the enterprise. In that sense, it is fair
to say that we also foster a higher level of detail for the modeling of costs in the
central ERP systems of the enterprise. However, if we have said that POCs are
about the finest level of cost objects, this by no means prescribes a certain level of
granularity. The choice of the appropriate level of granularity is still done by those
responsible for budgeting. For example, in an IT department you might not want to
turn each of the expected hundred laptop purchases into a cost point. Rather you
still budget all the laptop purchases as one cost point and mention the number of
expected purchases in an auxiliary calculation in the description of the cost point.

Accounting Transactions. A cost point is planned for a budget period. A certain
budgeted amount is fixed for each cost point as part of budget planning for the budget
period. Each cost point has also a current amount. It stands for effective costs at each
point in time. We use a simplified data model for instructional reasons—the current
amount can be understood as the aggregate of actually made payments plus all
purchase order commitments. The current value is continuously updated during the
budget period by accounting transactions—orders and payments.

Budgeting ERP systems offer the possibility to establish constraints, in par-
ticular, constraints that must hold with respect to the amounts throughout the
budget period. A typical constraint found in ERP systems is that the current
amount of each cost point must not exceed its budgeted amount. Actually this
constraint is usually relaxed by some notion of cover pool. It must hold only for
those cost points that do not belong to such a cover pool. Cover pools are a
standard device in budgeting ERP systems. They relax the control of expenditures
during the budget period to groups of mutually compensable cost points. Our data
model contains also the concept of cover pools. Each cost point can be part of at
most one cover pool. The sum of all current amounts of cost points belonging to a
cover pool must not exceed the sum of its budgeted amounts.

The discussed constraints on amounts safes persons accountable for budget
from deviation from plan. It therefore disburdens them from obvious budget
infringements by persons responsible for budget. It does prevent the misuse of
budgeted amounts and does not free those accountable or responsible to control the
most rational usage of the amounts. The control imposed by the constraints

3 Cost object is the name for cost units in the SAP cost unit accounting module CO-PC
(Controlling—Product Costing).
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depends on the granularity of cost objects. Fine-grained constraint control, e.g., at
the level of single shipped items, imposes a strict, inflexible budget discipline,
whereas coarse-grained cost control at some higher level of budgetary topics, e.g.,
kinds of cost types or cost units, imposes an at minimum needed budget safety.
This discussion leads us back to a further explanation of the concept of cover pool.
Cover pools are motivated by the fact that you might want to plan the budget at a
finer granularity than you want to control it formally. The responsible-minded
budget planner wants to predict the expected budget as exact as possibly. In order
to do so a fine granularity of estimation and argumentation is needed for budget
planning. However, adopting this granularity as a level of control in the budget
period might be too restrictive and therefore might discourage the usage of the
appropriate granularity in budget planning. A distinction between granularity of
planning and granularity of control is exactly what is realized by cover pools.
Cover pools are a subtle form of what we call potential savings declaration as
opposed to hidden padding in total budgeting.

Values of current amounts are never deleted by accounting transactions, i.e.,
current amounts are non-volatile. Furthermore the data model is time-variant with
respect to accounting transactions, i.e., updated values are chained together with
each concrete amount storing the time of its update. Given the importance of these
time stamps in the analytical exploitation of the data, the schema is time-based.

Refining Means of Transactions. Obvious refinements of the data schema in
Fig. 2 are means to update the budgeted amounts and the budget period, of course,
in a non-volatile manner. Updating a budgeted amount stands for a plan adjust-
ments during the budgeted period. A means to update the budget period would be
necessary for realizing rolling budgets.

Strands of Accounting. In today’s enterprises different strands of accounting
practice may exist in parallel. They range from the basic cost center accounting
over more elaborate cost type accounting to the challenging cost unit accounting.
To put it simply, we would distinguish these accounting practices by the keywords
‘Where?’, ‘Why?’ and ‘What?’. Cost type accounting is about understanding the
costs in terms of the organizational units where they arise. Basically, cost type
accounting is about understanding them in terms of selected crosscutting concerns,
i.e., in terms of business functions, technical functions or infrastructural topics that
are spread over more than one department. It is about making visible the reasons of
costs, i.e., in a sense it is about the ‘Why?’ of costs. The quality of cost type
accounting heavily depends on the quality of the selected crosscutting concerns.
Eventually, cost unit accounting is about understanding what the sold products and
services of enterprise cost. Different budgeting approaches combine and empha-
size these accounting practices in a different manner. For example, the activity-
based budgeting (ABB) [8] approach developed by CAM-I (Consortium for
Advanced Manufacturing) heavily relies on elements of cost unit accounting.

The cost point carries information for the purposes all three kinds of cost
accounting that we have mentioned represented by the classes cost center, cost
type and cost unit. The cost centers, cost types and cost units form dimensions of
the star schema and make it hierarchically. Each of the dimensions has an internal
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hierarchy and, as usual in data warehousing, the hierarchical structure is presented
in a highly denormalized manner. As an example, Fig. 3 makes explicit the
hierarchy of the cost center dimension by a normalized data model version.

Refining Responsibilities. Proper access right management is crucial for a
budgeting ERP system. In particular, participatory budgeting approaches need
sophisticated access right management. Note that the total budgeting viewpoint
discussed in this paper heavily relies on arguments concerning participatory
budgeting. Therefore the following discussion of total budgeting is also a high-
level, yet sometimes hidden, discussion of access rights management.We have not
modeled access rights management in Fig. 2. Modeling of concrete access right
structures is straightforward can easily become too detailed for our purposes.We
tried to model enough crucial aspects of a possible realizing data warehouse to
have a solid basis for the discussion of total budgeting. For example, we included
the notion of cover pool in the data model, which is implicitly strictly related to a
notion of access rights management.

Point of Revenue. So far, we have discussed the budget in terms of cost facet
as presented in Fig. 2. The discussion applies immediately to the revenue fact. The
counterpart of the POC (point of cost) in the cost facet is the POR (point of
revenue) in the revenue facet.

3 Total Budget Control

The interactive budget warehouse is oriented towards data warehousing. However,
it is not necessarily realized by a data warehouse product. The interactive budget
warehouse concept is technology independent. In particular, we do not impose
integration, which is an important characteristics for data warehousing, as a key
characteristics of the interactive budget warehouse.

3.1 Implementation Issues

In the context of data warehousing integration means the enterprise application
integration aspect (EAI) of today’s data warehouse architectures. In technical
terms, integration stands for the ETL (extraction–transformation–load) layer of
today’s data warehousing products. The integration aspect of data warehousing
reflects the history of how data warehouses emerged as tools that complement
already existing ERP system landscapes with business intelligence.

EmployeeGroup
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∗∗∗∗
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Fig. 3 Internal hierarchy of the cost center dimension
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Even without this integration aspect, OLAP is a well-defined IT category worth
considering. Furthermore, the borders between ERP and data warehousing con-
tinuously vanish – vertically and horizontally. Vertically, active data warehousing
research [9] and products [10] has become mainstream in the meantime. The IIIB
(industrial information integration backbone) or smart production architecture that
we have discussed in [11, 12] is also an example for such vertical integration from
scratch. Horizontally, database technology for OLAP and OLTP (online-transac-
tional processing) grow more and more together with the ORACLE Exadata
technology [13] as a recent example. Conceptually, there is no reason to view ERP
and data warehousing as strictly separated and this is also and in particular so for
data warehouses in the sector of accounting information systems.

The interactive budget warehouse stands for subject-orientation and time var-
iance that we see as a key ingredients of each mature accounting information
approach. However, the interactive budget warehouse is an implementation
independent viewpoint. One natural implementation is by a classical data ware-
house architecture consisting out of ETL layer and appropriate analytical data
bases and tools. With the inter-activeness we want to stress that it should be
possible to experience the budget warehouse as direct manipulatable—a data
warehouse architecture that relies on overnight runs for updates would be hardly
acceptable for this purpose. Therefore we argue in favor for the second possible
implementation option, i.e., to integrate OLAP features and experience for bud-
geting into the ERP systems from scratch.

3.2 Total Budget Control: A Thought Experiment

Total budget control is a thought experiment that stands for the highest possible
and yet arguable level of control of financial items throughout all levels of the
organizational hierarchy. The interactive budget warehouse is the materialization
of total budget control. Information about all the financial flows at each granularity
is always at the fingertips of the management accountants. The notion of total
budget control shows best in the level of detail we have chosen for the cost center
dimension in our data model in Fig. 2: the single employee. Management
accountant can, on suspicion of potential deviation from plan, follow traces down
to single employees or single product items.

The power of total budget control lies in the capability of drilling down, rolling
up, slicing and dicing investigations on cost aggregates during budget planning
and the budget period via all hierarchical levels. To make this point clear, we give
a few natural example questions that might be also particularly interesting in the
total budgeting approach. During budget planning: comparison of budgeted
amount of a cost aggregate to budgeted amount of previous periods, relative
amount of costs in new cost types or new cost units. During the budget period:
current amount of a cost aggregate compared to its last year’s value at same date,
current amount of a cost aggregate compared to the average of its last years’ values
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at same dates, ratio of current amount of a cost aggregate to budgeted amount in
comparison to average of this ratio of all cost points or last year’s value of this
ratio at same date, ratio of current amount to planned expenditure.

Total budget control is not an asset in its own right. It is neither a budgeting
technique nor a budgeting approach. It merely stands for the best achievable per-
vasiveness and completeness of an enterprise’s accounting information systems.
Total budget control must be appropriately exploited by the budgeting process and
this means also, that it should not be over-exploited ending in micro management.

4 Total Budgeting

The notion of total budgeting is a vehicle to discuss the tight integration of bud-
getary planning, management accounting and budgetary control by means of
organizational means and technological support. It is about acknowledging this
triad the role it always plays in enterprises—a key factor for excellence. Total
budgeting is about establishing this triad as a leading organizational function
beyond a crucial, but nevertheless mere administrative device—a center pillar of
the organization’s management system. This means we follow the point of view of
the CIMA (Chartered Institute of Management Accountants) [14] which under-
stands management accounting as crucial and necessarily tightly integrated with
the other management systems.

From an information system scientist’s viewpoint the technological support for
mature budgeting processes is particularly important. We prefer a more conceptual
discussion of this technological support than a low level discussion of concrete
implementing technologies, although such low-level discussion is instructive from
time to time. In any case, we consider organizational issues as equally or even
more important for the establishment of a mature budgeting process, in particular,
total budgeting must not be confused with total budget control as we already
mentioned in Sect. 3.2.

The notion of total budgeting does not outdate other elaborate and established
budgeting techniques and approaches [15] like rolling budgets, flexible budgeting
or activity-based budgeting but is meant to be combined with them to the full
benefit of the organization.

4.1 Commitment to the Power of Financial Flows

In organizations you find many different, sometimes mutual-dependent factors of
power, formal and informal, direct and indirect: right of direction, permission to
draw, length of service, natural authority, networks, committee work, intellectual
properties, know-how in general [16, 17], process know-how in particular, func-
tional supervision, project direction, project management responsibility, and, last
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but not least, budget accountability and budget responsibility. Amongst these
factors budget accountability and responsibility, i.e., the formal or informal
capabilities to plan, propose and approve budgets and to eventually steer and
control expenditures, are particularly powerful. This should not be underestimated.
And the reason is immediately identified: with money you steer suppliers and
external service provider. Also, expenditures can be used to impact work envi-
ronments and work relationships.

Many indicators exist that financial flows in enterprises are particularly pow-
erful. In PMI (post-merger integration) endeavors, a special emphasize is put on
the financial management. The CFO (chief financial officer) is often the most
powerful executive board member in an enterprise. In particular, this becomes
obvious in crisis and corporate restructuring.

4.2 Pervasive Profit and Cost Awareness

Profit and cost awareness should be established as a major crosscutting concern in
the enterprise, i.e., as an everywhere issue for everybody in the organization. We
want to draw the parallel with quality in TQM (total quality management) here
[18]. TQM is not a tool for some superficial improvement of quality, but a business
philosophy. It considers quality as a critical success factor for today’s enterprises
and calls for an integration of quality orientation into all endeavors and activities
of the enterprise. Orientation towards quality in the sense of TQM is not in conflict
to cost awareness. It’s a basic opinion of TQM that the improvement of quality
decreases costs [18], arguments that are given in favor of this opinion are that
better quality stands for fewer mistakes, delays, amount of rework etc. I think it is
not the question, whether quality always decreases costs. But, we follow [18] in
that the opposite opinion is actually not valid. In general, there is no tradeoff
between quality and cost and it is not acceptable if such tradeoff is used as
argument against quality initiatives in an enterprise. Furthermore, even if an
improvement of quality increases costs in a given scenario, this might be not
usable as a counter-argument, because despite increased costs, the profit might also
increase and eventually we are interested in profit.

The comprehensive discussion of how to foster profit and cost awareness in an
organization is way beyond the scope of this paper. However, we want to give
some important remarks with respect to this. Profit and cost awareness is usually
differently developed in different groups of the enterprise. Those responsible for
profit have a high profit and cost awareness. For these persons such awareness
arises naturally. It can be explicitly fostered by pecuniary incentives, but even
without those, non-pecuniary motivation usually exists naturally: job description,
self-conception, status, improved career opportunities. This is so, at least with
respect to profit awareness. Profit awareness is amenable to foster cost awareness.
In the group that are not responsible for profit there are still those that are
responsible for costs, i.e., heads of cost centers or front-line managers that directly
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handle expenditures. Even if these people are formally required, i.e., by their job
descriptions, to look after costs, there cost awareness might be under-developed or
even absent. At all levels of management there is a conflict of interest between cost
awareness and the immediate power of financial capabilities. Even for those staff
that is neither responsible for profit nor responsible for costs, profit and cost
awareness is an important issue. Many of those people are consulted in budgetary
planning and control processes.

If staff is directly consulted by managers in the budgetary processes the
advantages of an overall profit and cost awareness is obvious. However, there are
also indirect forms of consultancy, e.g., the claim for better payment or the claim
for the improvement of the work environment or conditions.

4.3 Responsibility-Accountability Transcendence

Budget proposal and approval necessarily form a negotiation scenario between
those responsible and those accountable. We believe in more formal accountability
for persons responsible for budget in order to prevent gaming and perversion like
budget padding and budget misuse.

It is useful to distinguish the between those accountable and those responsible
in the budgetary processes. Formally, those accountable are those that have the
permission to draw. Those accountable for budget are also proportionally
accountable for the profit and success of the organization. In first place, the top
management is amongst those accountable. The provision of financial resources to
persons responsible for budget may occur at all levels of the organization, i.e., not
only between those accountable and those responsible but also between those
responsible, however, the provision of financial resources—sponsorship—is con-
sidered the domain of those accountable here. Persons responsible for budget are
those that are, by their job descriptions, involved in expenditure and budgetary
control.

Unfortunately, the question of who is actually in control of budgetary planning
and budget development, i.e., expenditures, is independent of the question of
accountability and responsibility. Similarly, the question of who causes bad
planning and budget misuse and who is actually called to account for those, i.e.,
who is blamed for those. Transcendence of responsibility and accountability is
about a focus shift from questions of formal accountability to a sound and sys-
tematic balance between control, causing and means to penalize budgetrelated
misbehavior. In each concrete organization, a first step in this direction is an
analysis of the actually existing control over budgetary processes and the identi-
fication of hidden influences onto expenditures and budget development.

The responsibility-accountability transcendence goes hand in hand with the
objective of pervasive profit and cost awareness that we have discussed before. It
is achieved by strengthening the control of those that are actually called to
account. Eventually, it is all about raising the monitoring expenditures [19] and
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establishing panels for misbehavior. As an illustration, you could try to overcome
the responsibility-accountability friction by giving the permission to draw to
substantially more employees in your organization. However, this would only
help, if the permission to draw is then truly connected to the question of who is
called to account.

A comprehensive discussion of how to overcome a misbalance between causing
and penalization in budgetary processes is beyond this paper. Figure 4 serves as an
illustration of responsibility-accountability transcendence. We use strictly hierar-
chical organizations in the examples (i) through (iv) in Fig. 4, because makes
things simpler to explain. We do not want to express the opinion that only strictly
hierarchical organizations are amenable for sound budgetary processes or a total
budgeting approach. In examples (i) through (iii) a black trapezoid stands for
accountability, a grey trapezoid for responsibility and a light grey trapezoid for
consultancy. The size of a trapezoid indicates the amount of actual control [20]
embodied by the corresponding group of employees.

Diagram (i) shows an example sound budgetary scenario. Top management is
accountable, middle management is responsible and the rest of the employees is
consulted. The control of top management over all budgetary processes, both
planning and expenditures during the budget period, dominates control capabilities
of all other groups in the enterprise. The control of middle management is at least
more than the control of group managers and the workforces.

Diagrams (ii) and (iii) show a budgeting scenario in example dysfunctional
organization. In budget planning work forces including work force managers, i.e.,
group managers, form a powerful interest group that heavily influences the
resulting budget plan. Consultancy takes the form of pressure on middle and top
management in this example. Budget planning takes the form of sheer negotia-
tions. Middle management serves only as link and cushion between workforces
and top management in these negotiations. Control between top management and
work forces is almost equally balanced, the top management’s control is only
slightly higher enforced by its formal authority. Then during the budget period in
(iii) budgetary control of top and middle management vanishes. Group managers

Example
Sound Budgeting

Example Dysfunctional Organization
Budget

Planning
Budget
Period

control by accountable managers

control by responsible managers

control by consulted staff

Total
Budgeting

ERP / spreadsheet border

(i) (ii) (iii) (iv)

Fig. 4 Distribution and control of budgeting roles
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gain formal responsibility. The control is taken over by the workforce. Front-line
workers might effectively more control than the group managers.

An organization that follows the described pattern as described for (ii) and (iii)
is not necessarily a dysfunctional organization. A professional organization as
described by Mintzberg [3] can be perfectly work after this pattern and may be
excellent. A problem can arise, if an intrinsic machine organization [3], i.e., an
organization that can be managed successfully only as a machine organization,
mimics the behavior of a professional organization. This can easily result into a
dysfunctional organization and it is exactly what we want to express by our
example. Little management culture, missing management structure and almost
zero governance are characteristics of such a situation. Typical phenomena of
budget misuse in such a situation are: overpriced orders to relatives and friends as
suppliers or external service-providers, hidden payment improvements, expendi-
tures on useless technical gadgets and hobbies, non-functional expenditures into
work environments, explosion of travel expenses, explosion of raining costs,
unreasonable expenditures on team building activities.

Diagram (iv) visualizes targets of total budgeting in contrast to the problems
described by example (ii) and (iii). Control by those accountable becomes per-
vasive in the enterprise and the frictions between accountability and responsibility
are resolved.

4.4 Potential Savings Declaration

We still face two inter-related problems in budgetary processes that are both cost
drivers, i.e., budgetary padding and hiding of savings. Budgetary padding is about
intentionally overestimating costs to make it easier to achieve budgetary targets. It
is usually impossible to exactly forecast costs. If admitting an underestimation is
penalized harder than admitting an overestimation during the budget period, those
who plan will tend to padding. If it is easier to obfuscate an overestimation than to
obfuscate an underestimation, once more those who plan will tend to padding.

Hiding of savings is about the obfuscation of overestimation. It may be the
result of padding or not. If admitting an overestimation is penalized, persons
responsible for budget will tend to hide savings. A concrete problem may be that
admitting savings may result in a decrease of budget for the next budget period.
You will find this as an explicitly, i.e., admitted rule only in old-fashioned styles of
budgeting in the area of fiscal or governmental accounting. Even in these areas
such cameralistic approach to budgeting is considered out-dated and zerobased
budgeting [21] techniques apply. However, you will still find such rules, even if
not officially admitted, in budgetary planning and control system. The reason for
this then might be unresolved frictions between the needs of financial accounting
and management accounting in the enterprise. If savings are not the result of
padding they still provoke the suspicion of padding and might be hidden for this
reason.
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It is very important not to mix this discussion with carryforward of unused
budgets. The discussion is not about this issue. If carryforward of unused budgets
are not possible in an organization, this must be simply considered a flaw.

The solution to these problems is making hidden budget padding explicit.
Implicit slacks become declared potential savings. As easy as it sound it requires a
rethinking of those accountable or responsible. Mechanisms must be defined how
savings that are realized during the budget period are used. Rolling budgets
combined with project-related flexible budgeting provide the correct technique for
this purpose. We use the word project-related flexible budgeting to distinguish it
from flexible budgeting in the narrow sense. Flexible budgeting which makes
explicit the difference between fix costs and production-dependent variable costs is
not sufficient for this purpose. Rather, a kind of over-budgeting with nice-to-have
projects and expenditures as a counter-part to declared potential savings might be
the correct answer.

4.5 Budgeting as a Recursive Feedback Control System

Total budgeting is about using the same techniques and tools consistently at all
levels of the enterprise’s hierarchy. It is about establishing budgeting as a recursive
feedback control system and its tight integration with other management systems.
Here is where total budgeting meets the interactive budget warehouse most
obviously. Budgeting is not merely an administrative service process. It is heavily
intertwined with all other management instruments. The plethora of relationships
should be made subject to explicit holistic design.

5 Further Work

The appropriate approach to systematically evaluate the hypotheses of the paper,
i.e., the problem statements, e.g., concerning the accountability-responsibility
divide or the ERP-spreadsheet border, is to conduct surveys among persons
accountable or responsible for budgeting in enterprises as well as accountants and
also persons responsible for the necessary IT infrastructure.

With respect to the proposed solution we currently design a CSCW tool that
combines the lightweight proven CSCW features of social software tools with
spreadsheet features. In this emerging tool we will define templates that realize an
interactive budget warehouse.

As theoretical further work we will review budgetary feedback control systems
against the background of Stafford Beer’s viable system theory [22, 23]. This way,
we hope to carve out further justification, for the hypotheses stated in this paper.
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6 Conclusion

We have discussed the total budgeting approach that views established manage-
ment accounting approaches as crucial success factor for many organizations. As
key ingredients of a total budgeting approach we would like to summarize the
following:

• Commitment to the power of financial flows.
• Pervasive profit and cost awareness.
• Responsibility-accountability transcendence.
• Potential savings declaration.
• Budgeting and Accounting as recursive feedback control system.
• Tight integration with all other management systems.

We have introduced and discussed the concept of interactive budget ware-
housing. Interactive budget warehousing explains the aspects of establishing
budgeting as a recursive feedback control system and its tight integration with
other management systems. It also served as the background against which we
discussed possible implementations of IT support for improved budgetary
processes.
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Part XI
Selection and Customization



Customization of On-Demand ERP
Software Using SAP Business ByDesign
as an Example

Karl Kurbel and Dawid Nowak

Abstract This paper examines customization features of on-demand ERP sys-
tems. Special attention is given to SAP Business ByDesign, as an example of an
on-demand ERP system. Customization requirements in general and options
available for this system are discussed. Business ByDesign supports four major
approaches to customization, namely parameterization, adaptation and personali-
zation, functional extensions and enterprise application integration. The tools
supporting these approaches are outlined. Our discussion shows that customizing
features for on-demand ERP are more limited than the features available for on-
premise systems, but on the other hand, innovative approaches not available for
conventional systems are provided.

1 Importance of Customizing ERP Software

Customizing an ERP system means adapting the software to the needs of the
enterprise that plans to use it. Nowadays, customizing is an inherent element of
ERP implementation. However, the need to adapt and extend the ERP system does
not end with the end of the implementation project, but continues throughout the
entire lifecycle.

With on-demand ERP solutions becoming available on the market, custom-
ization has changed. While in the past, customizing meant adapting a system that
is installed on-premise, today’s on-demand systems are typically installed outside
the company’s borders and increasingly, ‘‘in the cloud’’. This has consequences for
what can and what cannot be customized.
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This paper investigates the customization of current on-demand ERP systems
and evaluates how extensively customization tasks can be performed within the
given software architecture. The presented analysis should contribute to system-
izing current customization methods and to developing novel, more flexible cus-
tomization approaches.

This paper is organized as follows. In the next section, the different approaches
to customizing an on-demand ERP system and customizing an on-premise ERP
system are outlined. Section 3 focuses on general customization tasks and gives an
overview of the approaches supported by SAP Business ByDesign, an on-demand
ERP system offered by SAP AG and targeting the SME market. In Sect. 3, we
investigate in more detail the features available to customize Business ByDesign.
Section 4 concludes the paper with a summary and outlook to future research.

2 Customizing ERP-as-a-Service

2.1 Integrating Customization into ERP-as-a-Service

On-demand ERP is today considered a type of software-as-a-service (SaaS). In this
context, ERP-as-a-service (ERPaaS) means a type of ERP software provided as a
collection of services to the ERP vendor’s customers. In contrast to on-premise
ERP systems, the users of ERPaaS share a common software and hardware
infrastructure, which is managed by the service provider [1].

The downside to ERP-as-a-service is that it is difficult to customize to the
individual company’s needs. Because a single ERP instance is shared, every
change made to this instance, in particular to the application’s source code, would
affect all tenants simultaneously.

To overcome this problem, developers of ERPaaS systems are moving from
customization based on code changes to extending the system’s configurability
with the help of metadata [2]. In this way, customers can set the look and feel of
the application according to their individual requirements.

In the case of SAP Business ByDesign, certain customization tools were
embedded directly in the software. By doing so, SAP has made adaptations easier
for the user.

2.2 Common Customization Tasks

There are many different definitions of the term customization. In this paper,
customization means tailoring a standard software system to a company’s indi-
vidual requirements [3, p. 2]. Customizing includes adjusting, extending and
modifying the software [4].
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Customization of an ERP system can be divided into a series of fundamental
activities. These activities have to take place so that the system will meet the
organization’s needs.

Common techniques for the customization of conventional on-premise systems
include parameterization, user exits, application programming interfaces (APIs),
changing the installed program code and developing extensions inside and outside
the ERP system [5].

The preferred technique is parameterization, because it does not require the
company to deal with the system’s program code. Parameters refer to the selection
of modules or business functions to be included, industry-specific and country-
specific settings (e.g. currency, time zone), the organizational structure, business
rules and many more aspects [5].

Adaptation and personalization features, beyond parameter settings, also play
an important role, both in the initial installation and when the system is in use.[6,
p. 30] The ability to adjust system components visually (personalization of
application screen layouts) and functionally (tailoring functionality, facilitating
access to often used functions) greatly influences how effectively users interact
with the software.

Functional extensions—i.e. extending the system’s pre-prepared functional-
ity—include developing additional functions as well as creating company-specific
reports, generating custom information structures, and modeling custom business
workflows and procedures [7].

Although an ERP system covers all major business areas, it usually needs to
cooperate with other application systems the company has in place. Therefore,
enabling enterprise application integration (EAI) [5] is another crucial custom-
ization task. The goal is here to allow different systems to smoothly work toge-
ther—especially when it comes to internal data exchange, but also in the
collaboration with customers and suppliers.

On-demand software requires a different customization approach than methods
used by conventional on-premise systems, since on-demand software is shared by
many companies.

2.3 Customizing SAP Business ByDesign

In order to allow for continuous adaptation, SAP Business ByDesign offers a wide
spectrum of solutions based on the idea of ‘‘continuous system engineering’’ [6,
p. 201]. These solutions are intended to make customizing more systematic,
thereby maintaining system integrity and flexibility in the face of prospective
upgrades.

One such solution is adding built-in customization tools, which are available as
a part of the so-called Key User Tools. A key user is an expert who specializes in
ERP solutions and has more access rights than a typical ERP end user. He or she
can implement predefined solutions in the production environment by selecting
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certain options from a ‘‘business adaptation catalog’’ (e.g. industry-specific
functions, features). Customization tasks as distinguished by SAP and tools sup-
porting these tasks will be discussed in more detail in the next section.

3 Customization Tasks Supported by SAP Business
ByDesign

3.1 Parameterization

To simplify the configuration task, Business ByDesign provides an automated
parameterization process with integrated customer decision support, guiding a key
user through the process steps [8].

The process is supported by configuration tools. Solution capabilities based on
industry experience and knowledge have been integrated into these tools.

Since every enterprise has different requirements, the user must answer a series
of questions so that the system can be adapted to the needs of the business. This
series of decisions determines the elements and content of a system to be cus-
tomized to a particular business.

To be able to keep the system up-to-date with current business needs, a key user
may change the initial business configuration at any time, even in the post-
implementation phase. This includes changes to the business adaptation catalog
that the SDK is applied to [6, pp. 222–226, 8].

Changes in the company’s organization and/or procedures that stimulate cus-
tomization activities may lead to changes involving data structures. Adaptive tools
performing these tasks are also available as part of the Key User Tools.

3.2 Adaptation and Personalization

Built-in personalization tools (a part of the Key User Tools) are used to make
standard alterations to the system, including system settings, navigation settings
and changes to the layout of individual screens and functional areas [9]. Key users
have administrative rights within the system, allowing them to make advanced
adaptations for the entire company, based on their expertise.

Personalization tools are available not only during the initial implementation
phase, but also throughout the entire software lifecycle. They allow screen layout
modifications, resituating screen elements, and activation/deactivation and rela-
beling of fields and screen sections [9]. Experts using Key User Tools can also
define the order of fields and adapt the way in which tables are displayed.
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An example of a personalized screen layout is presented in Fig. 1. The
screenshot in the background shows the default Business ByDesign start screen.
This screen was customized by setting a different background image and adding
two reports and a clock. Whenever the system is started, the reports and the clock
will be displayed based on current data.

More adaption options provided by the Key User Tools include creating
additional functional areas (called ‘‘work centers’’) in the Business ByDesign
environment, adjusting the naming conventions to the terminology used by the
enterprise [7], and managing business tasks (i.e. defining new tasks, clarifying
requests, managing alerts and notifications) without interrupting business work-
flows [10]. Furthermore, Key User Tools can be applied to create additional fields
on the user interface and to include pre-configured third-party applications to allow
users to access external data and services [6, p. 205].

Personalized screen components that are not predefined in the standard system
can be created by a key user with the help of the SDK.

Fig. 1 Adaptation of start screen layout
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3.3 Functional Extensions

In addition to the adaptation options outlined in the previous section, Business
ByDesign allows key users to expand the software’s functionality. This can be
done using three different approaches: extension tools, SAP Business ByDesign
Studio and SAP Store.

The first option is to use built-in extension tools to adopt application elements
according to the customer’s needs. Key users can employ these tools, for ex-
ample, to define standardized form templates using the company’s corporate
design. The templates can then be applied to create PDF documents or standard e-
mails [11]. The extension tools also allow customers to create their own reports,
data sources and key performance indicators [12].

Key User Tools also allow the creation of company-specific content, which can
be used as learning material in the Learning Center, or as instructions in the Help
Center. This content is available for all end users [13].

The second option, targeting extensions of the main application backend,
involves the use of Business ByDesign Studio. This is an integrated development
environment (IDE) based on Microsoft Visual Studio. It allows the user to create
company-specific objects and object screens, and to implement any business logic
according to the company’s requirements [7].

The third option is to buy extensions from the SAP Store [14]. This is an
electronic marketplace where customers can find and purchase solutions com-
plementary to the core Business ByDesign application. While the built-in tools
allow custom-ization only within certain limits, solutions from the SAP Store can
add any kind of functionality.

The store allows users to search for add-ons developed by SAP or by SAP
partners, and also to test whether the extensions are compatible with their system
before purchasing [6, p. 212, 15].

Because the add-ons provided through the SAP Store use built-in expansion
points and do not alter the Business ByDesign source code, future upgrades to the
system core are less likely to violate the integrity of an individual user’s software
configuration.

3.4 Enterprise Application Integration

Internet-based business-process and data integration between business partners
(business-to-business) is a core element of Business ByDesign [6, pp. 84–85]. This
integration also simplifies the collaboration between subsidiaries and company
headquarters using SAP ERP [16].

There are two ways that businesses can collaborate with each other through
Business ByDesign: through interactive forms and through messages in XML
format [17]. Both communication methods can be adapted using Business
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ByDesign Studio to meet the requirements of a collaborative business process. A
key user may, for example, develop company-specific interactive forms and define
custom input scenarios to import third-party data into SAP business objects [18].

Additional integration mechanisms can be developed using Business ByDesign
Studio or purchased from the SAP Store [6, p. 211]. The software environment
Business ByDesign is embedded in allows for flexibility as to including additional
services and applications needed for the company’s business processes. It allows
key users to compose highly customized interfaces, including individual interface
elements and composition themes, with the help of built-in tools and the SDK [9].

Today, many users require access to external, web-based data sources and pro-
grams for their work. Key users can integrate these data and programs into
Business ByDesign through composition. SAP enables web services (e.g. Twitter,
Google Maps etc.) to be embedded directly into the system environment [16] and
data sources on the Internet to be accessed through mashups [6, p. 304, 9].

As mobile devices are playing an increasingly important role for business users,
an objective in the development of Business ByDesign was to support a wide
variety of devices and platforms. By applying solutions based on design patterns
[3, pp. 291–297], Business ByDesign Studio allows key users to freely create user
interfaces, reports and forms that can be adapted to most output devices
[6, pp. 57–60].

4 Summary and Outlook

This paper discussed customizing needs and options offered by on-demand ERP
systems. As an example, the features available to customize SAP Business
ByDesign were examined.

Our discussion showed that, on the one hand, the possibilities for customizing
an on-demand system are less comprehensive than the possibilities available for a
conventional on-premise system. Limitations include, for example, the creation of
new business processes and simultaneous data exchange with other business
applications. On the other hand, there is a variety of modern con-figuration and
composition options, going beyond the current state-of-the-art of ERP custom-
ization. Examples include web services and mashups on the user’s interface, a
simpler configuration mechanism using a business adaptation catalog, and
enhancing the system by external solutions from the SAP Store.

Many fine-tuning tasks can be solved ad-hoc, with the help of built-in tools.
More sophisticated changes require the use of the SDK (Business ByDesign
Studio). These changes also do not interfere with the main source code, thereby
minimizing the risk of integrity problems in future upgrades.

Most customization limitations are connected with the software architecture,
and therefore affect all on-demand solutions. Because on-demand ERP systems are
installed outside the company, advanced modifications can be performed only
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within certain limits and using dedicated software. The multitenant architecture of
the on-demand solution also raises data privacy and data security issues.

An innovative option to extend the standard ERP functionality is the SAP Store.
By introducing this platform and making the SDK available to customers, SAP
involves not only their partners, but also their customers in Business ByDesign
customization and expansion. This marks a significant change in the way how
customizing business software is approached.

The shift of focus in customization, as it shows in Business ByDesign, leads to
more flexibility, less need for additional programming and thus lower custom-
ization cost.

Business ByDesign is only one of the on-demand solutions on the market. The
analysis of customization possibilities offered by other on-demand ERP system
vendors will be a subject of future research. This and future analyses are important
contributions to the development of a more flexible approach to ERP
customization.
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