
Chapter 6
Higher Order Sliding Mode Based Accurate
Tracking of Unmatched Perturbed Outputs

Leonid Fridman, Antonio Estrada, and Alejandra Ferreira de Loza

Abstract. Three approaches for higher-order sliding-mode based unmatched un-
certainty compensation are summarized. Firstly, an algorithm is proposed based on
the block control and quasi-continuous higher order sliding modes techniques. This
method provides for the finite-time exact tracking of a smooth desired signal in spite
of unmatched perturbations and allows the reduction of the controller gains in the
case of partial knowledge of the system model. Thereafter, the combination of in-
tegral high-order sliding modes with the hierarchical quasi-continuous controller is
proposed allowing finite-time convergence theoretically. Finally, high-order slid-
ing mode observers are employed for exact state and uncertainties/perturbations
reconstruction. A sliding mode control design is proposed which ensures theoret-
ically exact compensation of the uncertainties/perturbations for the corresponding
unmatched states based on the identified perturbation values. An inverted pendu-
lum simulation example is considered for illustrating the feasibility of the proposed
approach.

6.1 Introduction

It is a known issue that classical sliding mode (SM) control [[37]] is not able to
compensate unmatched perturbations [[11]].
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The combination of different robust techniques and SM has been applied to deal
with systems with unmatched uncertainties [[9]]- [[5]]. In order to reduce the effects of
the unmatched uncertainties [[6]] proposes a method that combines H∞ and integral
sliding mode control. The main idea is to choose such a projection matrix, ensuring
that unmatched perturbations are not amplified and moreover minimized. For uncer-
tain nonlinear systems in strict-feedback form [[23]], [[24]] developed the technique
known as backstepping where a virtual control based on Lyapunov methods is con-
structed step by step. In a similar manner to backstepping, multiple surface sliding
control is proposed in [[36]] to simplify the controller design of systems where model
differentiation is difficult.

The combination of the backstepping design and sliding mode control is studied
in [[3]] for systems in strict-feedback form with parameter uncertainties and it was
extended to the multi-input case in [[16]]. The procedure proposed in [[3]], [[16]] re-
duces the computational load, as compared with the standard backstepping strategy,
because only retains (n− 2) steps of the original backstepping technique, coupling
them with an auxiliary second order subsystem to which a second order sliding
mode control is applied. In [[34]] the combination of dynamical adaptive backstep-
ping and first and second order sliding mode control is applied to both triangular
and nontriangular uncertain observable minimum phase nonlinear systems.

Another approach to the problem of unmatched uncertainty compensation is based
on the Nonlinear Block Controllable form (NBC-form) [[31]]. In [[31]] the conventional
sliding mode technique is applied to compensate the matched perturbations. A high
gain approach is used to achieve compensation of unmatched uncertainty and stabi-
lization of the sliding mode dynamics. In [[20]] a sliding mode controller is designed
using the combination of block control [[30]], a sigmoid approximation to the inte-
gral sliding mode control [[38]] and nested sliding mode control [[1]]. A coordinate
transformation is applied to design a nonlinear sliding manifold. This transformation
requires smoothness of each virtual control, that is why sigmoid, instead of signum
functions are used. With the use of the high gain approach in [[31]] and sigmoid func-
tions in [[20]], [[1]] they prove that asymptotic tracking is achieved.

In [[14]] a new design algorithm for systems in strict-feedback form, a special
case of the BC-form, is proposed. This algorithm achieves finite-time exact tracking
of the desired output in the presence of smooth unmatched perturbations. These
features are accomplished via the use of quasi-continuous high-order sliding modes
(HOSM) and a hierarchical design approach. In the first step the desired dynamic
for the first state is defined by the desired tracking signal. After the first step, the
desired dynamic for each state is defined by the previous one. Each virtual control
is divided in two parts, the first one is intended to compensate the nominal nonlinear
part of the system and the second one is aimed to achieve the desired dynamics in
spite of perturbations.

Difficulties arise when initial conditions lead to big initial errors because then,
the smoothness needed to achieve and keep the HOSM of each virtual control could
be broken in some of them, leading to lost of control. One possible solution is to
increase the gains of the HOSM term included in each virtual control, nevertheless
it goes against a key motivation of the algorithm which is to reduce discontinuous
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control gain via the use of information on the known nominal part of the system.
The solution proposed in the present paper is to apply the integral HOSM approach
reported in [[25]] in which the desired reference is reached by means of a previously
designed auxiliary smooth trajectory that depends on the initial conditions of the
error and its derivatives up to the order of the HOSM control used. Thus each state
starts in the proper auxiliary sliding motion and the whole internal dynamics remains
controlled since the beginning.

On the other hand, the problem of unmatched uncertainties considering only out-
put information has been tackled in [[13]], [[8]]. In [[8]] a linear matrix inequalities (LMI)
based method for designing an output feedback variable structure control system is
presented. The author proposes an LMI based sliding surface design considering H2

performance. Another possible solution to overcome the full state requirement is to
use an observer to estimate the state. In [[13]] an output robust stabilization prob-
lem for a class of systems with matched and mismatched uncertainties using sliding
mode techniques is considered. The idea is to use an asymptotic nonlinear observer
to estimate system states, then a variable structure controller is proposed to stabilize
the system. Here, a HOSM observer is employed to reconstruct the state and iden-
tify the unknown inputs theoretically exact [[4]]. With these informations, a sliding
manifold is designed such that the system’s motion along the manifold meets the
specified performance: the regulation of the non-actuated states and the theoretically
exact unmatched uncertainties compensation. Thus, a discontinuous control law is
designed such that the system’s state is driven towards the manifold and stays there
for all future time, regardless of disturbances and uncertainties.

The present chapter summarizes the results of papers [[14]], [[15]], [[17]]. In Section
6.2.1 the class of nonlinear systems to be treated and the problem formulation are
described, the Quasi-continuous control is also introduced in this section. In 6.2.2
the hierarchical design algorithm is presented. The section 6.2.3 introduces the inte-
gral HOSM approach and the modification to the hierarchical design algorithm. At
the final part of the both, section 6.2.2 and 6.2.3, the corresponding proposed algo-
rithms are applied to an example and simulation results are presented. The HOSM
based exact unmatched compensation control is introduced in Section 6.2.4. The
state estimation as well as the perturbations identification methodologies based on
HOSM techniques are explained in In 6.2.4.1. The output sliding mode controller
rejecting the unmatched uncertainty is presented in 6.2.4.2. At the end of the sec-
tion, a simulation example illustrates the performance of such controller. The note
then concludes with a brief comment on the proposed algorithms.

6.2 HOSM Based Unmatched Uncertainties Compensation

It is a known issue that classical sliding mode (SM) control [[37]] is not able to com-
pensate unmatched perturbations [[11]]. Nevertheless, controllers based on HOSM
algorithms may be applied in order to reject the effect of unmatched perturbations.
Next, some of these schemes are presented.
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6.2.1 Black Box Control via HOSM

Consider a Single-Input-Single-Output system of the form

ẋ1 = f1(x1, t)+B1(x1, t)x2 +ω1(x1, t)
ẋi = fi(xi, t)+Bi(xi, t)xi+1 +ωi(xi, t)
ẋn = fn(x, t)+Bn(x, t)u+ωn(x, t)

i = 2, ...,n− 1
σ : (t,x) �→ σ(t,x) ∈ IR

(6.1)

where x ∈ IRn is the state vector, xi ∈ IR, x̄i = [x1 . . .xi]
T , and u ∈ IR is the control.

Moreover fi and Bi are smooth scalar functions, ωi is a bounded unknown pertur-
bation term due to parameter variations and external disturbances with at least n− i
bounded derivatives w.r.t. system (6.1), Bi �= 0 ∀x ∈ X ⊂ IRn, t ∈ [0,∞) and σ is
the measured output. The task is to achieve σ ≡ 0.

It is assumed that system (6.1) has a constant and known relative degree r.
Then it follows that σ (r) = h(t,x) + g(t,x)u, g(t,x) �= 0 holds, where h(t,x) =
σ (r)|u=0, g(t,x) = ∂

∂uσ
(r) if the inequalities 0 < Km ≤ ∂

∂uσ
(r) ≤ KM, |σ (r)|u=0| ≤C

are fulfilled for some Km,KM,C > 0. The trajectories of (6.1) are assumed infinitely
extendible in time for any Lebesgue-measurable bounded control u(t,x). The next
differential inclusion is implied

σ (r) ∈ [−C,C]+ [Km,KM]u (6.2)

As it was described earlier, the above problem may be solved by the Quasi-
Continuous Higuer-Order Sliding Mode (QC-HOSM) controllers [[26]], which is
constructed according to (6.3), ensuring that σ = σ̇ = . . . = σ (r−1) = 0 is estab-
lished in finite time.

ϕ0,r = σ , N0,r = |σ |, Ψ0,r = ϕ0,r/N0,r

ϕi,r = σ (i) +βiN
(r−i)/(r−i+1)
i−1,r Ψi−1,r

Ni,r = |σ (i)|+βiN
(r−i)/(r−i+1)
i−1,r

Hi,r(·) = ϕi,r/Ni,r; i = 0, . . . ,r− 1.

(6.3)

The above result is claimed in the next theorem [[26]]

Theorem 6.1. [[26]] Provided that β1, . . . ,βr−1,α > 0 are chosen sufficiently large
in the listed order, the above design result in the r-sliding homogeneous controller

u =−αHr−1,r(σ , σ̇ , . . . ,σ (r−1)) (6.4)

providing for the finite-time stability of (6.2),(6.4). The finite-time stable r-sliding
mode σ ≡ 0 is established in system (6.1),(6.4).

In [[32]] compensation of unmatched perturbations is tackled using the block con-
trol approach combined with HOSM algorithms in order to consider unmodelled
actuators in the controller design.



6 HOSM Based Accurate Tracking of Unmatched Perturbed Outputs 121

6.2.2 Model Based Application of HOSM

In [[14]], see also [[15]], a new design algorithm for systems in strict-feedback form, a
special case of the BC-form, is proposed. This algorithm achieves finite-time exact
tracking of the desired output in the presence of smooth unmatched perturbations.
These features are accomplished via the use of QC-HOSM controllers and a hier-
archical design approach. In the first step the desired dynamic for the first state is
defined by the reference tracking signal. After the first step, the desired dynamic
for each state is defined by the previous one. Each virtual control is divided into
two parts, the first one is intended to compensate the nominal nonlinear part of the
system and the second one is aimed at achieving the desired dynamics in spite of
perturbations.

Consider the class of systems of equation (6.1), the control problem is to design
a controller such that the output y = x1 tracks a smooth desired reference yd with
bounded derivatives, in spite of the presence of unknown bounded perturbations.
The whole state vector x is assumed to be known.

At each step i the constraint σi = 0 is established and kept by means of the virtual
control xi+1 = φi, which forms the constraint σi+1 = xi+1 −φi for the next step.

Step 1. Defining x2 = φ1, the next virtual controller is constructed

φ1(x1, t,u1) = B1(x1, t)−1{− f1(x1, t)+ u1}
u(n−1)

1 = −α1Hn(σ1, σ̇1, . . . ,σ
(n−1)
1 )

(6.5)

where σ1 = x1−yd and Hn is an n-th order sliding mode algorithm that is introduced

in φ1 through n− 1 integrators. The derivatives σ1, σ̇1, . . . ,σ
(n−1)
1 are calculated by

means of robust differentiators with finite-time convergence [[27]].

Step i. The remaining virtual controls are constructed as follows.

φi(xi, t,ui) = Bi(xi, t)−1{− fi(xi, t)+ ui}
u(n−i)

i = −αiHn−i+1(σi, σ̇i, . . . ,σ
(n−i)
i )

σi = xi −φi−1; i = 2, . . . ,n.
(6.6)

where Hn−i+1 is an n− i+ 1-th order sliding algorithm. Notice that in step n, the
real control is calculated i.e. φn = u.

u = Bn(x, t)
−1{− fn(x, t)+ un} (6.7)

un =−αn sign(σn). (6.8)

It is possible to smooth out the control signal by raising the order of the QC con-
troller in each φ . If this is done, the super-twisting algorithm can also be used in un.
The following theorem describes the result.



122 L. Fridman, A. Estrada, and A.F. de Loza

Theorem 6.2. Provided that ωi(xi, t) in system (6.1) and yd are smooth functions
with n− i and n bounded derivatives respectively the above hierarchic design results
in an ultimate controller u, providing for the finite time stability of σ1 = x1 − yd =

σ̇1 = . . .= σ (n−1)
1 = 0 in system (6.1).

Proof.
• Consider the state xn

ẋn = fn(x, t)+Bn(x, t)u+ωn(x, t)

with u = Bn(x, t)
−1{− fn(x, t)−αnsign(σn)};

σn = xn −φn−1; φn−1 sufficiently smooth.

Thus σ̇n =−αnsign(σn)+ωn(x, t)− φ̇n−1. Taking αn ≥ |ωn(x, t)|+ |φ̇n−1|, provides
for the appearance of a 1-sliding mode for the constraint σn.
• Now for the state xn−1, we have

σ̇n−1 = ẋn−1 − φ̇n−2

= fn−1(xn−1, t)+Bn−1(xn−1, t)φn−1

+ωn−1(xn−1, t)− φ̇n−2

= un−1 +ωn−1(xn−1, t)− φ̇n−2

σ̈n−1 = u̇n−1 + ω̇n−1(xn−1, t)− φ̈n−2 (6.9)

and according to (6.6)

u̇n−1 =−α(n−1)H1,2(σn−1, σ̇n−1). (6.10)

That is (6.9) takes the form:

σ̈n−1 = hn−1(t,x)+ gn−1(t,x)u̇n−1 (6.11)

with hn−1(t,x) = σ̈n−1|u̇n−1=0 = ω̇n−1 − φ̈n−2

gn−1(t,x) = ∂ σ̈n−1/∂ u̇n−1.

If for some Kmn−1 ,KMn−1 ,Cn−1 > 0 the inequalities 0 < Kmn−1 ≤ gn−1 ≤ KMn−1 ,
|hn−1| ≤Cn−1 are fulfilled, then the next differential inclusion is implied

σ̈n−1 ∈ [−Cn−1,Cn−1]+ [Kmn−1 ,KMn−1 ]u̇n−1 (6.12)

and controller (6.10) provides for the finite time stability of ((6.10),6.12). The finite-
time stable 2-sliding mode is established for the constraint σn−1.

• It is possible to obtain an analogous equation to (6.9) for each of the remaining
states, thus for the state x1
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σ (n)
1 = h1(t,x)+ g1(t,x)u

(n−1)
1 (6.13)

u(n−1)
1 =−α1Hn−1,n(σ1, σ̇1, . . . ,σ

(n−1)
1 ) (6.14)

σ (n)
1 ∈ [−C1,C1]+ [Km1 ,KM1 ]u

(n−1)
1 (6.15)

the differential inclusion (6.15) is implied for some constants Km1 ,KM1 and C1. The
controller (6.14) provides for the finite time stability of (6.15). The finite time stable
n-sliding mode is established for the constraint σ1. ��
Due to the dependence on states of functions in (6.13), the inclusion (6.15) may
be ensured only locally. The same applies to the inclusion obtained for each virtual
control.

6.2.2.1 Example

Consider the perturbed third order system

ẋ1 = 2sin(x1)+ 1.5x2+ω1(x1, t)

ẋ2 = 0.8x1x2 + x3 +ω2(x2, t)

ẋ3 =−x2
3 + 2u+ω3(x, t)

(6.16)

functionsω1,ω2 are unmatched bounded perturbations and functionω3 is a matched
bounded perturbation; these functions were defined as follows

ω1(x1, t) = 0.2sin(t)+ 0.1x1+ 0.12

ω2(x2, t) = 0.3sin(2t)+ 0.2x1+ 0.2x2− 0.4

ω3(x, t) = 0.2sin(2t)+ 0.2x1+ 0.3x2+ 0.2x3+ 0.3.

Tracking of yd = 2sin(0.15t)+ 4cos(0.1t)− 4 by x1 is desired.
• Step 1. According to the tracking objective, the first error signal is defined as
σ1 = x1 − yd and the first virtual controller as follows

φ1 =
1

1.5
{−2sin(x1)+ u1};

ü1 = −α1H2,3(σ1, σ̇1, σ̈1)

H2,3 =
σ̈1 + 2(|σ̇1|+ |σ1|2/3)−1/2(σ̇1 + |σ1|2/3sign(σ1))

|σ̈1|+ 2(|σ̇1|+ |σ1|2/3)1/2

• Step 2. Defining σ2 = x2 −φ1, the next expression corresponds to φ2

φ2 = −0.8x1x2 + u2

u̇2 = −α2H1,2(σ2, σ̇2)

H1,2 =
σ̇2 + |σ2|1/2sign(σ2)

|σ̇2|+ |σ2|1/2
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• Step 3. With σ3 = x3 −φ2, the real control is

u =
1
2
{x2

3 + u3}
u3 = −α3sign(σ3).

Results obtained in simulation are shown in figures (6.1)-(6.5), using α1 = 6, α2 =
10,α3 = 16 and the initial conditions x◦ = [0.1, 0, 0]T .
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Since σ1 = x1 − yd , straightforward algebra reveals that u1 = ẏd −ω1 has to be
accomplished in order to achieve that x1 tracks yd . Figure (6.5) depicts the fulfilling
of the aforementioned equality.
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6.2.2.2 Example: Smoothness of the Control Signal

Consider the same nonlinear system (6.16) of the previous example. We apply the
same control design procedure, but now, increasing by one the order of the QC-
HOSM control present, on each virtual controller, with the aim of obtaining a
smooth real control signal u.

• Step 2. The tracking error signal is σ1 = x1 − yd and next is the expression for
the first virtual control

φ1(t,x1,σ1) =
1

1.5
{−2sin(x1)+ u1}

u(3)1 =−α1H3,4(σ1, σ̇1, σ̈1,
...
σ 1)

where

H3,4 =
{...
σ 1 + 3[σ̈1 +(|σ̇1|+ 0.5|σ1|3/4)−1/3(σ̇1 + 0.5|σ |3/4sign(σ1))]

× [|σ̈1|+(|σ̇1|+ 0.5|σ1|3/4)2/3]1/2
}

/
{
|...σ 1|+ 3[|σ̈1|+(|σ̇1|+ 0.5|σ1|3/4)2/3]1/2

}

• Step 2. The new error signal σ2 = x2 −φ1, is used for the next virtual control

φ2 =−0.8x1x2 + u2

ü2 =−α2H2,3(σ2, σ̇2, σ̈2)

where

H2,3 =
σ̈2 + 2(|σ̇2|+ |σ2|2/3)−1/2(σ̇2 + |σ1|2/3sign(σ2))

|σ̈2|+ 2(|σ̇2|+ |σ2|2/3)1/2
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• Step 3. For the real control, defining σ3 = x3 −φ2, one has

u =−0.8x1x2 + u3

u̇3 =−α3H1,2(σ3, σ̇3)

H1,2(σ3, σ̇3) =
σ̇3 + |σ3|1/2sign(σ3)

|σ̇3|+ |σ3|1/2

That is, the term u3 in u, is a 2nd order QC-HOM introduced through one integrator.
In Figures (6.7) and (6.8) the new control u and the corresponding new error signal
σ1 are plotted. The Figures (6.9) and (6.10) are zoomed views of the previously
obtained non smooth control signal and the new smooth control.
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6.2.3 Hierachical Design Using Integral HOSM Approach

In order to illustrate the convenience of the integral HOSM approach in combination
with the design algorithm presented in previous section, consider the state xn of
system (6.1) and recall the first step of the convergence proof for the control (6.7):

• For the state n

ẋn = fn +Bnu+ωn(x, t)

with u = B−1
n {− fn +αnsign(σn)}

σn = xn −φn−1; φn−1 sufficiently smooth.

Then σ̇n = −αnsign(σn)+ωn(x, t)+ φ̇n−1 and taking αn ≥ |ωn|+ |φ̇n−1| provides
for the appearance of a 1-sliding mode for the constraint σn after a finite time Tn.
Thus the subsystem
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ẋn−1 = fn−1 +Bn−1xn−1 +ωn−1(xn−1, t)

could be unstable in the transient, when xn �= φn−1. The same can be said, unless
the system is bounded-input-bounded-state (BIBS), for each of the remaining states
used as virtual controls before they reach the desired dynamics.

In order to overcome the problem of transient dynamics, the application of the
integral HOSM approach reported in [[25]] is proposed. The main idea is that each
virtual control starts in the sliding mode of the proper order from the very beginning.
The procedure is as follows:

Consider the r-sliding controller (6.3) and suppose a transient trajectoryσ(t,x(t))
= ρ(t), t0 ≤ t ≤ t f such that:

ρ(t0) = σ(t0), . . . ,ρ ( j)(t0) = σ ( j)(t0)
j = 1, . . . ,r− 1; ρ(t)≡ 0 ∀t ≥ t f

}
(6.17)

Integral r-sliding mode. Let ρ (r−1)(t) be a Lipschitz function, then it has a glob-
ally bounded derivative ρ (r)(t) almost everywhere, and the new output Σ(t,x) =
σ(t,x)−ρ(t) satisfies

0 < Km ≤ ∂
∂u
Σ (r) ≤ KM, |Σ (r)|u=0| ≤C

with some changed constants Km, KM,C > 0.
Let the (r− 1)−smooth function ρ(t) satisfying (6.17) have the form

ρ = (t − t f )
r(c0 + c1(t − t0)+ . . .+ cr−1(t − t0)

r−1). (6.18)

Parameters ci are now to be found from conditions (6.17) after t f is assigned. In
order to avoid the necessity of very large control values to reach the r−sliding mode
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−→σ (t0) = 0 (i.e., σ = σ̇ = . . . = σ (r−1) = 0) due to far distanced initial values, or a
very low convergence rate if −→σ (t0) is close to zero instead of a constant, let t f −
t0 be a continuous positive-definite r-sliding homogeneous function of the initial
conditions, −→σ (t0), and of homogeneity degree 1, i.e.,

t f − t0 = T (−→σ (t0)), T (dκ
−→σ ) = κT (−→σ ) ∀κ > 0. (6.19)

Theorem 6.3. [[25]] The function ρ(t − t0,
−→σ (t0)) is uniquely determined by (6.17),

(6.18), (6.19). Then with any sufficiently large α , independent of the initial condi-
tions −→σ (t0), the controller (6.20):

u = αHr−1,r(Σ , Σ̇ , . . . ,Σ (r−1)) (6.20)

Σ(t,x) =
{
σ(t,x)−ρ(t − t0,

−→σ (t0)), t0 ≤ t ≤ t0 +T (−→σ (t0))
σ(t,x), t ≥ t0 +T (−→σ (t0))

establishes the finite-time-stable r-sliding mode σ ≡ 0 with the transient time (6.19).
The equality σ(t,x(t)) = ρ(t − t0,

−→σ (t0))) is kept during the transient process.

The function used in this paper for T (−→σ (t0)) is the one reported in [[25]], whose
expression is

T (−→σ (t0)) =λ (|σ(t0)|p/r + |σ̇(t0)|p/(r−1) + |σ (r−1)(t0)|p)1/p; p,λ > 0. (6.21)

As previously mentioned the stability advantages of integral HOSM, obtained
through the use of the knowledge of the initial conditions of the system will be
used in the hierarchical design; the details are explained next.

6.2.3.1 Modification of the Hierarchical QC-HOSM Controller

The modification consists in the substitution of each restriction σi for a new one,
Σi = σi −ρi, as follows.

Step i. The i-th sliding surface is chosen as Σi = σi −ρi where σi = xi −φi−1 (with
the exception σ1 = x1 − yd).

φi(x̄i, t,ui) = Bi(x̄i, t)−1{− fi(x̄i, t)+ ui}
u(n−i)

i = −αiHn−i,n−i+1(Σi, Σ̇i, . . . ,Σ
(n−i)
i ).

(6.22)

Hn−i,n−i+1 is defined as in (6.3), obviously using σ = Σi in those equations and
where ρi fulfills condition (6.17):

ρi(t0) = σ(t0), . . . ,ρ
(n−i)
i (t0) = σ

(n−i)
i (t0)

ρi(t)≡ 0 ∀ t ≥ t f i

}
(6.23)

and is constructed according to (6.18) setting r = n− i+1. The equation for (6.19),
depending on the index i, is
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T (−→σi(t0)) = λi(|σi(t0)|p/n−i+1 + |σ̇i(t0)|p/(n−i)+

. . .+ |σ (n−i)
i (t0)|p)1/p. (6.24)

Step n. Σn = σn −ρn where σn = xn −φn−1.

u = Bn(x, t)
−1{− fn(x, t)+ un} (6.25)

where un = −αnsign(Σn).

Theorem 6.4. If system (6.1) is BIBS then provided that ωi and yd are smooth
functions with n − i and n bounded derivatives respectively the above hierar-
chic design results in the controller (6.25) that assures the finite time stability of

σ1 = x1 − yd = σ̇1 = . . . = σ (n−1)
1 = 0 in system (6.1) independently of their initial

conditions x(t0).

Remark 6.1. Observe that the BIBS condition is only a sufficient but not necessary
condition as it can be seen in the convergence proof.

Proof.
• Consider the state xn

ẋn = fn +Bnu+ωn(x, t)

with u = B−1
n {− fn +αnsign(Σn)}

Σn = σn −ρn, σn = xn −φn−1, φn−1 sufficiently smooth.

Then Σ̇n =−αnsign(σn)+ωn(x, t)+ φ̇n−1 − ρ̇n and taking αn ≥ |ωn|+ |φ̇n−1|+ |ρ̇n|
provides for the appearance of a 1-sliding mode for the constraint Σn after t = t0,
i.e. since the beginning, and for σn after Tn = t f n − t0 = λn(|σn(t0)|) choosing p = 1
for equation (6.24).

• Now for the state xn−1, with φn−1 defined according to (6.22) and Σn−1 = σn−1 −
ρn−1, σn−1 = xn−1 −φn−2 then:

Σ̇n−1 = ẋn−1 − φ̇n−2 − ρ̇n−1

= fn−1 +Bn−1xn +ωn−1 − ρ̇n−1 − φ̇n−2

= fn−1 +Bn−1(φn−1 +ρn−1)+ωn−1 − ρ̇n−1− φ̇n−2.

The function fn−1, may not be compensated right from t = t0 because of the arbitrary
initial condition of xn. However due to the BIBS condition xn−1 remains bounded
and after t = t0 +Tn, when xn = φn−1 :

Σ̇n−1 = un−1 +ωn−1(xn−1, t)− ρ̇n − φ̇n−2

Σ̈n−1 = u̇n−1 + ω̇n−1(xn−1, t)− ρ̈n − φ̈n−2 (6.26)
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that is (6.26) takes the form

Σ̈n−1 = hn−1(t,x)+ gn−1(t,x)u̇n−1 (6.27)

with hn−1(t,x) = Σ̈n−1|un−1=0; gn−1(t,x) =
∂

∂ u̇n−1
Σ̈n−1

u̇n−1 = −αn−1H1,2(Σn−1, Σ̇n−1). (6.28)

If for some Kmn−1 ,KMn−1 ,Cn−1 > 0 the inequalities 0 < Kmn−1 ≤ ∂
∂ u̇n−1

Σ̈n−1 ≤
KMn−1 and |Σ̈n−1|u̇n−1=0| ≤Cn−1 holds, the next differential inclusion is implied

Σ̈n−1 ∈ [−Cn−1,Cn−1]+ [Kmn−1 ,KMn−1 ]u̇n−1 (6.29)

and controller (6.28) keeps (since it was established from t0) stability of (6.29),
(6.28). The finite-time stable 2-sliding mode is maintained for the constraint Σn−1

from t0 and for σn−1 after t f n−1 = t0 +Tn.

The same procedure can be applied to each one of the states of (6.1). ��
Remark 6.2. As it was previously mentioned it becomes clear that the BIBS condi-
tion is not a necessary one, it will suffice that in each subsystem of (6.1)

ẋi = fi(x̄i, t)+Bi(x̄i, t)xi+1 +ωi(x̄i, t)

xi remains bounded with the input xi+1 bounded, at least during the time interval
t < t f i; because after that time fi is compensated.

Notice that, with the use of integral HOSM in each virtual control, it is possible to
introduce suitable dynamics on each of them. If direct application is used, in which
only the input and the output is considered, this is not possible.

6.2.3.2 Example

Consider the perturbed nonlinear system (6.16), rewritten here along with the con-
trol problem statement for the reader convenience

ẋ1 = 2sin(x1)+ 1.5x2+ω1(x1, t)

ẋ2 = 0.8x1x2 + x3 +ω2(x2, t) (6.30)

ẋ3 = −1.5x2
3 + 2u+ω3(x, t)

where functions ω1,ω2 are the unmatched bounded perturbations and function ω3

is the matched perturbation. These functions were defined as follows
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ω1(x1, t) = 0.2sin(t)+ 0.1x1+ 0.12

ω2(x2, t) = 0.3sin(2t)+ 0.2x1+ 0.2x2− 0.4

ω3(x, t) = 0.2sin(2t)+ 0.2x1+ 0.3x2+ 0.2x3 + 0.3

a controller that achieves tracking of yd = 2sin(0.15t)+ 4cos(0.1t)− 4 by x1 is
desired. In addition to the previous perturbations the nominal compensation term of
the first two virtual controls is not exact.

The first sliding surface is Σ1 = σ1 − ρ1, σ1 = x1 − yd , and the virtual control
for x1:

φ1(x1, t,u1) =
1

1.5
{−1.8sin(x1)+ u1}

u̇(2)1 = −α1H2,3(Σ1, Σ̇1, Σ̈1);

H2,3(Σ1, Σ̇1, Σ̈1) =
Σ̈1 + 2(|Σ̇1|+ |Σ1|2/3)−1/2(Σ̇1 + |Σ1|2/3sign(Σ1))

|Σ̈1|+ 2(|Σ̇1|+ |Σ1|2/3)1/2

ρ1 = (t − t f 1)
3(c10 + c11(t − t0)+ c12(t − t0)

2)

T1 = λ1(|σ1(t0)|2 + |σ̇1(t0)|3 + |σ̈1(t0)|6)1/6.

For the next state Σ2 = σ2 −ρ2, σ2 = x2 −φ1 then

φ2(x2, t,u2) = −0.7x1x2 + u2

u̇2 = −α2H1,2(Σ2, Σ̇2)

H1,2(Σ2, Σ̇2) =
Σ̇2 + |Σ2|1/2sign(Σ2)

|Σ̇2|+ |Σ2|1/2

ρ2 = (t − t f2)
2(c20 + c21(t − t0))

T2 = λ2(|σ2(t0)|+ |σ̇2(t0)|2)1/2.

Finally for state x3, Σ3 = σ3 −ρ3, σ3 = x3 −φ2

u =
1
2
{1.5x2

3 + u3}
u3 =−α3sign(Σ3)

ρ3 = (t − t f3)(c30); T3 = λ3(|σ3(t0)|).

Results obtained in simulations are shown in figures (6.11)-(6.14), where the next
parametersα1 = 4, α2 = 10, α3 = 8, λ1 = 6, λ2 = 0.5, λ3 = 1 were used. In figures
(6.11) and (6.12), the vector of initial conditions x◦ = [3, −2, 4]T is used, whereas
in figures (6.13) and (6.14), x◦ = [−3, 1.5, 2]T was used and a phase lead of 30
seconds is introduced in yd .
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6.2.4 Exact Unmatched Uncertainties Compensation Based on
HOSM Observation

Let us consider a linear time invariant system with unknown inputs

ẋ(t) = Ax(t)+Bu(t)+Dω(t),
y(t) =Cx(t),

where x ∈ IRn, u ∈ IRm, y ∈ IRp and ω ∈ IRq are the state vector, the control, the
measured output of the system and the unknown input (or disturbance), respectively.
In addition, and without loss of generality, let us assume that rankC = p, rankB =
m, rankD = q and that the triplet (A,D,C) is strongly observable, such that the
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state x(t) may be recovered in finite-time using only the output and its derivatives
(through the use of the HOSM differentiator). Under the additional assumption on
the smoothness of the unknown input w, i.e. ‖ω̇(t)‖ ≤ ω+, an extra derivative of
the estimated state can be computed, thus obtaining an estimate for ẋ. Under these
considerations, an estimate for the unknown input may be obtained as

ω̂ = D+ [ẋ(t)−Ax(t)−Bu(t)],

With this estimate of the unknown input, it is natural to try to compensate the effect
of the unknown input in the system as much as possible. Direct compensation of the
part ofω(t) that is matched to u is possible. To see this apply the state transformation

T =

[
B⊥
B+

]
which allows to rewrite the system as

ẋ1(t) = A11x1(t)+A12x2(t)+D1ω(t),
ẋ2(t) = A21x1(t)+A22x2(t)+D2ω(t)+ u(t)

(6.31)

with x1(t) ∈ IRn−m, x2(t) ∈ IRm. Then taking

u(t) =−D2ω̂(t)+ v(t),

the effect of matched disturbances can be reduced and, if all the derivatives are
exact, completely removed without the direct application of a discontinuous control
signal. Hence, v(t) ∈ IRm, which may be designed following any control strategy, is
a nominal control.

Another option is to consider the estimate of the disturbance into the sliding
surface design in order to compensate the effects of the unmatched inputs. Thus, if

spanD1 ∈ spanA12, (6.32)

the sliding surface is designed as σ = x2 +Kx1 +Gω̂ , where matrices K and G
are to be designed to provide for both stability and performance and the control is
constructed as an unitary control

u(t) =−ϕ(x) σ‖σ‖ .

Now, to realize the reconstruction of the state, let us introduce a HOSM observer.
The HOSM observer provides the theoretically exact value of the state vector and
the unknown inputs identification in a finite time.

6.2.4.1 HOSM Observation and Identification Process

Basically, the HOSM observer design consists of two stages: firstly a Luenberger
observer is used to maintain the norm of the estimation error bounded; then, by
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means of a differentiation scheme, the state vector is reconstructed. For further
details see [[4]].

Before introducing the observer, let us define the following notation: let f (t) be
a vector function, f [i](t) represents the i-th anti-differentiator of f (t), i.e. f [i] (t) =∫ t

0

∫ τ1
0 · · ·∫ τi−1

0 f (τi)dτi · · ·dτ2dτ1, f [0] (t) = f (t) .
Stage 1. In order to realize the differentiation process we need to be sure that the

observation error will be bounded. Firstly, design an auxiliary dynamic system

˙̃x(t) = Ax̃(t)+Bu(t)+L(y(t)− ỹ,(t)) ,

where x̃ ∈ IRn is an auxiliary state vector and ỹ(t) = Cx̃ (t) and the gain L must
be designed such that the matrix Ã := (A−LC) is Hurwitz (notice that strongly
observable assumption implies that (A,C) pair is observable). Let e(t) := x(t)−
x̃(t), whose dynamic equations are

ė(t) = Ãe(t)+Dw(t) . (6.33)

Thus, in view of the boundness of the unknown input ω(t), e(t) has a bounded
norm, i.e., there exists a known constant e+ and a finite time te, such that

‖e(t)‖ ≤ e+, for all t > te. (6.34)

Stage 2. This part of the state reconstruction is based on an algorithm that allows
decoupling the unknown inputs from the successive derivatives of the output of the
linear estimation error system ye(t) := y(t)−Cx̃(t).

0. Define M1 :=C.
1. Derive a linear combination of the output ye(t), ensuring that the derivative

of this combination is unaffected by the uncertainties, i.e., d
dt (M1D)⊥ ye (t) =

(M1D)⊥CÃe(t). Thus, form the extended vector

[
d
dt (M1D)⊥ ye (t)

ye (t)

]
=

[
(M1D)⊥CÃ

C

]

︸ ︷︷ ︸
M2

e(t) . (6.35)

Then, moving the differentiation operator outside the parenthesis and defining
J1 = (M1D)⊥, the following equation is obtained

d
dt

[
J1 0
0 Ip

][
ye (t)

y
[1]

e (t)

]
= M2e(t) , (6.36)

where Ip ∈ IRp×p is an identity matrix.
2. Derive a linear combination of M2e(t), ensuring that the derivative of this com-

bination is unaffected by uncertainties, i.e. d
dt (M2D)⊥ M2e(t) . Then form the

extended vector
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[
d
dt (M2D)⊥ M2e(t)

ye (t)

]
=

[
(M2D)⊥CÃ

C

]

︸ ︷︷ ︸
M3

e(t) . (6.37)

Moving the differentiation operator outside the parenthesis from (6.37) we have
that

d
dt

[
(M2D)⊥ M2e(t)

y[1]e (t)

]

= M3e(t) .

From the above expression and from (6.36), and by moving the differentiation
operator outside the parenthesis, it yields to

d2

dt2

[
J2 0
0 Ip

]
⎡

⎢
⎣

ye (t)

y
[1]

e (t)

y
[2]

e (t)

⎤

⎥
⎦= M3e(t) , (6.38)

where J2 = (M2D)⊥
[

J1 0
0 Ip

]
.

j. A general step j ( j ≥ 1) can be summarized as follows. Derive(
Mj−1D

)⊥
Mj−1e(t). Then, from the identity

[
d
dt

(
Mj−1D

)⊥
Mj−1e(t)

ye (t)

]
=

[ (
Mj−1D

)⊥
Mj−1Ã

C

]

︸ ︷︷ ︸
Mj

e(t) , (6.39)

the next expression is obtained

d j−1

dt j−1

[
Jj−1 0

0 Ip

]
⎡

⎢
⎣

ye (t)
...

y
[ j−1]

e (t)

⎤

⎥
⎦= Mje(t) , (6.40)

where Jj−1 =
(
Mj−1D

)⊥
[

Jj−2 0
0 Ip

]
.

Due to the strong observability assumption, there exists a unique positive integer
k such that after k steps of the algorithm (0 ≤ k ≤ n), the matrix Mk generated
recursively by (6.40), satisfies the conditions rankMi < n for all i< k and rankMi =
n for all i ≥ k (see, e.g., [[33]]). This means that the algebraic equation

Mke(t) =
dk−1

dtk−1

[
Jk−1 0

0 Ip

]
⎡

⎢
⎣

ye (t)
...

y
[k−1]

e (t)

⎤

⎥
⎦
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has a unique solution for e(t). Such solution may be found by pre-multiplying both

sides of the previous equation by M+
k :=

(
MT

k Mk
)−1

MT
k . That is

e(t) =
dk−1

dtk−1 M+
k

[
Jk−1 0

0 Ip

]
⎡

⎢
⎣

ye (t)
...

y
[k−1]

e (t)

⎤

⎥
⎦ (6.41)

Thus, the term e(t) can be reconstructed in just one step using a high order differ-
entiation; meanwhile the matrices Mk and Jk−1 should be obtained in an iterative
manner using (6.39) with M1 =C.

From (6.41), the reconstruction of x(t) is equivalent to the reconstruction of e(t),
which can be carried out by a linear combination of the output ye (t) and its (k−
1)-th derivatives. Hence, a real time high order sliding mode differentiator will be
used in order to provide the theoretically exact observation and unknown inputs
identification.

The bondness of ω̇(t) allows realizing a k− th order sliding mode differentiator,
such that we recover not only the state x(t) but also the disturbance ω(t). Before-
hand, let us define

Θ (t) := M+
k

[
Jk−1 0

0 Ip

]
⎡

⎢
⎣

ye (t)
...

y
[k−1]

e (t)

⎤

⎥
⎦ . (6.42)

That is, from (6.41) and (6.42)

e(t) =
dk−1

dtk−1Θ (t) . (6.43)

The HOSM differentiator is given by

ż0(t) = −λ0Γ
1

i+1Ψ
i

i+1 (z0(t)−Θ (t))+ z1(t)

ż1(t) = −λ1Γ
1
iΨ

i−1
i (z1(t)− ż0(t))+ z2(t)

... (6.44)

żk−1(t) = −λk−1(t)Γ
1
2Ψ

1
2 (zk−1(t)− żk−2(t))+ zk(t)

żk(t) = −λkΓΨ 0 (zk(t)− żk−1(t)) ,

where zi(t),Θ (t)∈ IRn, λi,Γ ∈ IR. Considerϑ=
[
ϑ1 . . . ϑn

]T
, β∈IR, the function

vectorΨβ (σ) ∈ IRn is defined asΨβ (ϑ) =
[
|ϑ1|β sign(ϑ1) . . . |ϑn|β sign(ϑn)

]T
.

In [[27]] there was shown that there is a finite time T such that the identity

z j (t) =
d j

dt jΘ (t) (6.45)

is achieved for every j = 0, ...,k.
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The values of the λ ’s can be calculated as it is shown in [[27]], Γ is a Lipschitz
constant of Θ (k+1) (t), which for our case can be calculated in the following way:

from (6.34) and (6.43)
∥
∥
∥Θ (k−1) (t)

∥
∥
∥≤ e+, the next derivativeΘ (k) (t) = ė(t) will be

also bounded
∥
∥∥Θ (k) (t)

∥
∥∥≤

∥∥Ã
∥∥e++ ‖B‖ω+. Finally, it can be verified that

Γ ≥ ∥
∥Ã
∥
∥2

e++
∥
∥Ã
∥
∥‖D‖ω++ ‖D‖ω+. (6.46)

The vector e(t) can be reconstructed from the (k− 1)-th order sliding dynamics.
Thus from (6.45), we achieve the identity zk−1 (t) = e(t) , and consequently

x̂ (t) := zk−1 (t)+ x̃(t) for all t ≥ T, (6.47)

where x̂ represents the estimated value of x. Therefore, the identity

x̂(t)≡ x(t) (6.48)

is achieved, for all t ≥ T .
Now, from error dynamics (6.33), we can recover ė (t) using the HOSM differ-

entiator (6.44). From (6.45), the equality zk (t) = ė(t) is achieved for all t ≥ T and
the next equation holds

ω̂ (t) = D+
[
zk (t)− Ãzk−1 (t)

]
, (6.49)

where ω̂(t) is the identified exact value of the unknown input ω(t). Thus, after
a finite time T , when the HOSM differentiator converges (see [[27]]), the identity
ω̂(t)≡ ω(t) holds.

6.2.4.2 Control Design

The sliding surface is designed considering the estimated values of the state and the
identified unknown input signal,

[
x̂1 x̂2

]↔ T x̂, as follows

s(t) = Kx̂1 (t)+ x̂2 (t)+Gω̂(t). (6.50)

The matrix K ∈ IRm×(n−m) could be designed to prescribe the required performance
of the reduced-order system. The term Gŵ(t) is added to compensate unmatched
uncertainties. The control law given in (6.2.4) is considered. First, it is necessary
guarantee that the above control law induces a sliding motion despite the presence
of uncertainties.

Due to (6.48), the identities x̂1 = x1, x̂2 = x2 are certainly obtained. Then, the
time derivative of σ(t) is given by

σ̇ (t) =Φx(t)+ (KD1 +D2)ω(t)+G
·
ω̂(t)+ u(t) , (6.51)

where matrix Φ ∈ IRm×n is defined as Φ :=
[

KA11 +A21 KA12 +A22
]
T .
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Choosing a Lyapunov candidate function V (σ) = σT (t)σ(t)
2 and taking its deriva-

tive along time yields

V̇ (σ) = σT (t)

(
Φx(t)+ (KD1 +D2)ω(t)+G

·
ω̂(t)−ϕ (x) σ(t)

‖σ(t)‖
)

≤ −‖σ(t)‖(ϕ (x)−‖Φ‖‖x(t)‖−θ ) (6.52)

where θ := ‖(KD1 +D2)‖ω+ + ‖G‖ω+. The scalar gain ϕ (x) satisfies the
condition

ϕ (x)−‖Φ‖‖x(t)‖−θ ≥ ζ > 0,

where ζ is a constant.

ϕ (x)> ‖Φ‖‖x(t)‖+θ + ζ . (6.53)

Combining inequalities (6.52) and (6.53), it follows that the derivative of the Lya-
punov function satisfies V̇ (σ) ≤ −ζV

1
2 and, consequently, gain ϕ (x) will induce

the sliding motion.
When the system reaches the sliding surface σ = 0, we have

x2(t) = −Kx1(t)−Gω̂(t) (6.54)

ẋ1(t) = (A11 −A12K)x1(t)−A12Gω̂(t)+D1ω(t). (6.55)

It is well known that the (A11,A12) pair will be controllable since the (A,B)
pair is controllable also [[12]]. Hence, there exists a matrix K such that matrix
As � (A11 −A12K) has stable eigenvalues. The G gain matrix should be selected
in order to compensate the unmatched uncertainties. In order to compensate ω(t)
from x1(t), matrix D1 must be matched with respect to A12; therefore, im (D1)⊂ im
(A12).

Thus, matrix G ∈ IRm×p may be chosen so that

A12G = D1. (6.56)

Then equation (6.55) yields

ẋ1 (t) = (A11 −A12K)x1 (t)+D1 (ω(t)− ω̂(t)) , (6.57)

so, in the ideal case after a finite time T , w(t)≡ ω̂(t), and therefore,

ẋ1 (t) = Asx1 (t) . (6.58)

In particular, when rank(A12) = n−m, matrix G = A+
12D1.

Since the eigenvalues of As have negative real part, equation (6.58) is exponen-
tially stable. Hence, the unmatched uncertainties are compensated and coordinate x1
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is stabilized. The trajectories of the state x1 will converge to a bounded region, i.e.
there exist some constants a1, a2 > 0 such that

‖x1(t)‖ ≤ a1‖x1(0)‖exp−a2t ∀t > Tσ ,

where Tσ is the time taken to reach the sliding surface. Furthermore, x2(t) is
bounded as well indeed during sliding motion. Taking the norm of equation (6.54)
we have

‖x2 (t)‖ ≤ ‖K‖‖x1 (t)‖+ ‖G‖w+ ∀t > Tσ . (6.59)

From the above equation, it is clear that the trajectories of x2(t) are bounded.

6.2.4.3 Simulations

Consider the inverted pendulum system shown in Fig. 6.15. The system consists of
a cart (e) moving along a metal guiding bar (d). A cylindrical weight (f) is fixed
to the cart by an axis (g). The cart is connected by a transmission belt (c) to a
drive wheel (b). The wheel is driven by a current controlled direct current motor (a)
which transforms the voltage u in torque such that the cart is accelerated. The state
equations, considering the actuator dynamics are

ẋ =

⎡

⎢⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1 0 0
0 0 0 1 0

0 − mp�
2g

(mp+mc)I+mpmc�2 0 0
Kt(I+mp�

2)
(mp+mc)I+mpmc�2

0
(mp+mc)mpg�

(mp+mc)I+mpmc�2 0 0 − mp�Kt

(mp+mc)I+mpmc�2

0 0 2πKm
Im

0 − R
Im

⎤

⎥⎥
⎥
⎥
⎥
⎥
⎥
⎦

x+

⎡

⎢
⎢
⎢
⎢
⎣

0
0
0
0
1
Im

⎤

⎥
⎥
⎥
⎥
⎦

u

+

⎡

⎢⎢
⎢
⎢
⎢
⎢
⎣

0
0

I+mp�
2

(mp+mc)I+mpmc�2

− mp�

(mp+mc)I+mpmc�2

0

⎤

⎥⎥
⎥
⎥
⎥
⎥
⎦

w (6.60)

y =

⎡

⎣
1 0 0 0 0
0 1 0 0 0
0 0 0 0 1

⎤

⎦x, (6.61)

The state vector is given by x =
[

r φ ṙ φ̇ di/dt
]

T , where r, φ , i, represent the
longitudinal position of the cart, the angular position of the pendulum and the motor
current respectively. The unknown input ω is a perturbing force acting on the cart.
The variable description and their corresponding values are given in the next table.
For this example, we are considering an unknown input ω = 2.5sin(2.2t)+ 1.5.
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Fig. 6.15 Inverted cart pendulum system

Table 6.1 Inverted-Cart Pendulum System description

Symbol Description Value Units
mp mass of the pendulum 0.36 kg
mc mass of the cart 4 kg
I pendulum moment of inertia 0.084 kg ·m2

� longitude 0.5 m
g gravitational acceleration constant 9.81 m/s2

Kt motor torque constant 0.0295 N ·m
Im motor inductance 0.0087 H
Km motor back electromotive constant 0.212 V/(rad/s)
R motor armature resistance 3.12 Ω

Observer design. First, a Luenberger-type observer is designed such that matrix A−
LC has a set of eigenvalues given by {−780,−9,−2.6,−2}. System (6.62)-(6.63)
is strongly observable. A way to check the system’s strong observability property is
to apply the unknown inputs decoupling algorithm introduced in Observer Section.
Thus, if the system is strongly observable, k iterations (k ≤ n) are needed to find
a full column rank matrix Mk. For system (6.62)-(6.63) k = 2. From (6.41) we
need to differentiate once (i.e. (k − 1)− times) in order to reconstruct the state.
Additionally, for recovering the unknown inputs a second differentiation is needed.
The total order of the differentiator (6.44) is determined by the smoothness of the
unknown input, we select a HOSM differentiator of 2nd − order. The input of the
HOSM differentiator (6.42) is

Θ (t) =

⎡

⎢
⎢
⎢
⎢
⎣

−0.07 0 0 0.45 0.05 0.48
0 0 0 0.05 0.99 −0.48

−0.32 0 0 −2.4 0.18 −2.76
0.76 1 0 4.22 9.16 3.83
0.06 0 0 0.48 −0.04 0.56

⎤

⎥
⎥
⎥
⎥
⎦

[
ye (t)

y
[1]

e (t)

]
.

Following [[27]]we select λ0 = 1.1, λ1 = 1.5, λ2 = 2.The observer gain isΓ = 2.8e6.
The sampling step is δ = 10(μs).
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Fig. 6.16 Column (B) shows the compensated system and in column (A) the system without
compensation. The underactuated states are x11, . . . ,x14, while the completely actuated state
is x2

Control design. Regularizing the system

ẋ1 =

⎡

⎢
⎢
⎣

0 0 1 0
−0.4377 0 0 0

10.6 10 0 0
0 −1 0 0

⎤

⎥
⎥
⎦x1 +

⎡

⎢
⎢
⎣

0
0.8345
−0.8632

0

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
A12

x2 +

⎡

⎢
⎢
⎣

0
0.2396
−0.2479

0

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
D1

ω (6.62)

ẋ2 =
[

0 −1.332 0 0
]

x1 − 386.35u. (6.63)

From the above equation can be seen that condition im (D1) ⊂ im(A12) is satis-
fied. The compensator gain is selected as G = 0.28. The gain K was designed by
eigenvalues assignment, such that the reduced order system has an eigenvalues set
given by {−1− 1.3− 4.53−3.9}. From (6.53) the sliding mode gain is selected as
ϕ (x) = 1.2e3(‖x(t)‖+ 1).

The simulation was carried comparing two approaches for sliding surface design.
The approach in (A) was carried designing a conventional sliding mode surface
(see [[37]]) i.e. σA (t) = x1 (t)+Kx2 (t) , while in (B), the surface was designed to
cope with the unmatched perturbations (6.50) i.e. σB (t) = x1 (t)+Kx2 (t)+Gω̂ (t).
Fig. (6.16) shows the states of the regularized system, column (A) shows the results
when no compensation is carried: the perturbation effects are present in all the states.
Column (B) shows the states when the compensation of unmatched uncertainties is
done through the sliding surface, here the stabilization of state x1 is achieved, while
the trajectories of state x2 remain bounded.
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6.2.5 Conclusions

Three methods for finite time compensation of unmatched perturbations of inputs
are suggested.

Open problems:

1. Design a global compensation technique joining the Lyapunov backstepping
techniques together with HOSM techniques.

2. Observer based compensation for the case when condition (6.32) is not
satisfied.
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