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Bhagavad Gita (2:52)

Transliteration : yadA te moha-kalilam buddhir-vyatitariShyati

taDa gantAsi nirvedam shrotavyasya shrutasya ca

Translation : When your spiritual intelligence overcomes this

myriad of delusion at that time you will become indifferent

towards all that has been heard and all that is to be heard.

..in other words, a intelligently designed (sliding mode) control

system, with the design being capable of rejecting uncertainties,

would be able to become invariant to perturbations both known

and unknown.



Preface

It has been well established that the variable structure and sliding mode control
design methodologies are appropriate for robust control. This control design frame-
work has many attractive features including the ability to counteract the effect of
uncertainties and disturbances which are inevitable in most practical systems. Slid-
ing mode control is a particular class of variable structure control which was first
introduced by Emel’yanov and his co-workers. The sliding mode control paradigm
has now become a mature technique for the design of robust controllers for a wide
class of systems including nonlinear, uncertain and time-delayed systems.

This book is a collection of plenary and invited talks delivered at the 12th IEEE
International Workshop on Variable Structure System held at the Indian Institute
of Technology, Mumbai, India in January 2012. The workshop organisers, together
with the IEEE CSS Technical Committee on Variable Structure and Sliding Mode
Control, invited leading international researchers to present plenary and invited talks
at VSS 2012 in order to articulate the current state of the art both in terms of theory
and practice in the discipline. After the workshop, these researchers were invited to
develop book chapters for this edited collection in order to reflect the latest results
and open research questions in the area.

The contributed chapters have been organised by the editors to reflect the various
themes of sliding mode control which are the current areas of theorerical research
and applications focus; namely articulation of the fundamental underpinning theory
of the sliding mode design paradigm, sliding modes for decentralised system rep-
resentations, control of time-delay systems,the higher order sliding mode concept,
results applicable to nonlinear and underactuated systems, sliding mode observers,
discrete sliding mode control together with cutting edge reseach contributions in the
application of the sliding mode concept to real world problems.

The structure of the book is as follows:
The first chapter of the book has been authored by B. Draženović, Č. Milosavl-

jević and B. Veselić. This chapter considers the design of reduced and integral slid-
ing mode dynamics for state space systems. The resulting sliding mode dynamics
have either a desired spectrum or optimal behavior in the linear quadratic regulator
sense. The sliding subspaces obtained facilitate a fully decentralized solution of the
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reachability problem to determine the control which will ensure the sliding mode
is attained. To facilitate analysis of the sliding mode performance, a new way to
determine the dynamics, based on singular value decomposition, is also provided in
the chapter.

Chapter 2, authored by V. Utkin and A. Poznyak, addresses the problem of chat-
tering in sliding mode control using an adaptive sliding mode control concept. It is
shown that adaptation based on the application of the equivalent control enables the
control action magnitude to be reduced to a minimum possible value whilst keeping
the property of finite-time convergence.

Chapter 3, dealing with the variable structure control of a class of multiple time
varying delay interconnected systems with nonlinear disturbances, has been au-
thored by Xing-Gang Yan and Sarah K. Spurgeon. A decentralised static output
feedback variable structure control is synthesised, which is independent of the time
delays, to stabilise the system globally uniformly asymptotically. A case study re-
lating to a river pollution control problem is presented to illustrate the proposed
approach.

Chapter 4, written by Y. Orlov, A. Pisano and E. Usai, addresses the Lyapunov-
based design of distributed and boundary second order sliding mode controllers in
the domain of distributed parameters systems. The proposed robust synthesis of
the distributed control input is formed by linear PI-type feedback design and the
“Super-Twisting” second-order sliding-mode control algorithm, suitably combined
and re-worked in the infinite-dimensional setting.

The concept of practical relative degree and its relevance in sliding mode control
is introduced in Chapter 5, by A. Levant. In this chapter, the notion of practical
relative degree is proposed, which generalizes the standard relative-degree notion
for the cases of uncertain systems for which an appropriate mathematical model is
unavailable and thus for which the classical relative degree cannot be computed.
Practical output regulation is ensured. Computer simulation and practical results
confirm the efficacy of the theoretical approach.

The problem of accurate tracking of unmatched perturbed outputs using higher
order sliding modes is tackled in Chapter 6, authored by L. Fridman, A. Estrada
and A. Ferreira. Classical sliding mode theory cannot easily handle unmatched per-
turbations. In this chapter, a hierarchial design approach using integral HOSM is
presented which addresses the above problem. Appropriate examples validate the
proposed approach.

Chapter 7 has been authored by Prasiddh Trivedi and B. Bandyopadhyay. It fo-
cuses on a higher order sliding mode control strategy which uses an appropriately
designed 2-sliding constraint which achieves finite time convergence for an inte-
grator chain. The twisting controller is used for achieving a finite time convergent
2-sliding mode to the switching manifold. The fractional powers in the switching
function are carefully designed to prevent the unboundedness, or singularity, arising
because of the switching constraint being kept at zero.

In Chapter 8, Michael Basin and Pablo Rodriguez-Ramirez address the mean-
square and mean-module filtering problems for stochastic polynomial systems sub-
ject to Gaussian white noise. The obtained solution contains a sliding mode term,
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signum of the innovations process. The designed sliding mode mean-module fil-
ter generates the mean-module estimate, which yields a better value of the mean-
module criterion in comparison to the conventional polynomial mean-square filter.
The theoretical results are complemented with illustrative examples verifying the
performance of the designed filters.

Chapter 9, written by Luis T. Aguilar, Igor Boiko, Leonid Fridman, and Rafael
Iriarte reviews a tool for the design of a periodic motion in an underactuated sys-
tem via generating a self-excited oscillation of a desired amplitude and frequency
driven by a variable structure control. Focussing on systems with one degree of un-
deractuation, the chapter overviews the capabilities of the two-relay controller to
induce oscillations in dynamical systems. Three methods to set the frequency and
amplitude of oscillation are reviewed: the describing function method, Locus of the
perturbed relay system design (LPRS), and Poincaré map based design. Theoretical
and practical open problems are also discussed.

Chapter 10, written by D. Fulwani and B. Bandyopadhyay, presents a method
for the design of the sliding surface with the constraint of actuator saturation. Here
it is shown that the control amplitude can be regulated by a single parameter ε .
Representative simulation results are included to illustrate the procedure.

Chapter 11 authored by Yan Yan and Xinghuo Yu contains a study of the quan-
tization behaviour of the equivalent control based second order single input sliding
mode control using quantized state feedback. The authors show that the class of
sliding mode control (SMC) system with both uniform and logarithmic quantizers
can make the system states converge into a band which can be expressed in terms of
the quantization parameters. Several simulation results are presented to support the
study.

Jaime Moreno proposes a unified method to design a class of discontinuous ob-
servers for second order systems in Chapter 12. This method generalizes and im-
proves several other known approaches such as the high-gain observer, the super
twisting observer and the uniform differentiator. Here the method is restricted to
second order systems due to the fact that the proofs are Lyapunov function based.

A new method for the design of a functional observer authored by S. Janardhanan
and N. Satyanarayana is presented in Chapter 13. The authors show that with the
proposed method the number of output samples required is less than the observ-
ability index, which is in turn the minimum value for computation of the full state.
The design approach is thus attractive as it potentially reduces the number of output
samples required.

In Chapter 14, Elisabetta Punta proposes a full order observer for a class of non-
linear nonaffine systems by using only discrete measurements of the output. Conver-
gence to the unique solution is established. The proposed methodology introduces
integrators in the input channel and combines a sliding mode and Luenberger-like
observer.

A. Levant and M. Livne show in Chapter 15 that, unlike the case of homogeneous
sliding mode based differentiators which provide high accuracy and robust finite-
time exact estimation of derivatives, their discrete-time implementation loses the
homogeneity and features decreased accuracy with respect to the sampling time.
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The chapter also includes an analysis of the asymptotic accuracy of the differentiator
for cases of both constant and variable sampling.

Chapter 16, authored by H. Imine and L. Fridman, presents a method for the
prediction of the rollover risk for heavy vehicles. The results are validated exper-
imentally. The method is based on the Load Transfer Ratio which depends on the
vertical force estimated by a higher order sliding mode observer. The validation tests
described were carried out on an instrumented truck rolling on the road at various
speeds and undertaking lane change maneuvers.

In Chapter 17, C. Edwards, Halim Alwi and P. P. Menon address the application
of a second order sliding mode observer scheme to the Advanced Fault Diagnosis
for Sustainable Flight Guidance and Control (ADDSAFE) benchmark problem and
a satellite formation flying problem. Two different fault detection and diagnosis
(FDD) problems have been considered. Firstly, the detection and isolation problem
associated with an actuator jam/runaway and secondly, an oscillatory failure case
(OFC) scenario associated with aileron actuators. Simulation results based on the
full nonlinear model of the ADDSAFE aircraft are presented.

The final chapter, authored by P.Ignaciuk and A. Bartoszewicz, deals with the
application of sliding mode control concepts to the field of logistics. A discrete
sliding mode (DSM) control policy for periodic-review inventory systems with fixed
order quantity and uncertain demand is designed. The underlying algorithm employs
only the fundamental arithmetical and logical operations to compute the moment at
which the ordering decision shiould be taken.

We hope that this book provides the reader with a clear and complete picture of
the current trends in Variable Structure Systems and Sliding Mode Control Theory.

We would like to take this opportunity to thank all the authors for their contri-
butions and suggestions which helped in the successful compilation of this book.
Our thanks also go to the ’Sliding Mode Control’ research group of SYSCON, IIT
Bombay, for their valuable help in the proof-reading process.

Mumbai, New Delhi, Kent Bijnan Bandyopadhyay
January, 2013 S. Janardhanan

Sarah K. Spurgeon
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215 Wólczańska St., 90-924 Łódź
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Chapter 1
Comprehensive Approach to Sliding Mode
Design and Analysis in Linear Systems

Branislava Draženović, Čedomir Milosavljević, and Boban Veselić

Abstract. This chapter considers the design of reduced and integral sliding mode
(SM) dynamics for state space systems. The prescribed sliding mode dynamics are
selected to have either a desired spectrum or optimal behavior in the linear quadratic
regulator (LQR) sense. Due to the operator representation of the system equations,
separate treatment of the discrete time (DT) and the continuous time (CT) cases is
not needed. Fully decentralized design of the control used to satisfy the reachability
problem is possible using the obtained sliding subspaces. For the sake of straightfor-
ward analysis of the SM dynamics, a new way to obtain the SM equation, based on
singular value decomposition (SVD), is also provided. Algorithms are implemented
in MATLAB. Simulations illustrating the usefulness of the developed design method
conclude the chapter.

1.1 Introduction

In this section we first review various methods used for the design of linear sliding
subspaces for LTI MIMO systems. The next subsection explains the main motivation
for this chapter: to enable straightforward synthesis of the sliding subspace, coupled
with a rapid analysis of the SM motion, by constructing both new algorithms and
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simplified forms of existing algorithms that are valid for both discrete and continu-
ous LTI systems. The ease of MATLAB implementation is a key requirement.

1.1.1 Previous Approaches

The basic idea of variable structure control with a SM, applied first to CT systems,
is well established. Briefly, the control first drives the state to a sliding subspace.
Once the state is in the subspace, the control enforces the state to stay in the sub-
space. Such motion is defined as the reduced order SM. An appropriate design pro-
vides beneficial features to the SM motion such as desired dynamics, suppression of
disturbances, optimal behavior, robust stability etc. The advance of digital systems
motivated the extension of this approach to DT systems, where samples of the state
remain in the given sliding subspace.

CT and DT integral, or full order, SM systems were introduced later. In these
systems a set of integrators is connected to the controlled system, and the sliding
subspace is defined in terms of both the system states and the integrator outputs.
The incentive to introduce integral systems was to remove the reaching phase by
adjusting the initial values of the output of the integrators. The four basic types of
SM considered here are: reduced order CT, reduced order DT, CT integral and DT
integral SM.

The two main issues in the design of a control for systems with a SM are: how to
determine an appropriate subspace to achieve the desired motion in the SM and how
to design the control that guarantees the subspace is first attained and maintained,
to ensure a lasting SM motion.

The topic of this chapter is design of the sliding subspace for SM control in LTI
MIMO systems where the full state is available. Many papers have been devoted
to this issue. They differ in the design aims, the type of SM, and, of course, in the
approach to the design. A brief review of these papers follows. Consider first CT
controllable systems with a reduced order SM represented by

ẋ(t) = Ax(t)+Bu(t), x ∈ℜn, u ∈ℜm, A ∈ℜn×n, B ∈ℜn×m, rankB = m, (1.1)

where the design aim is to ensure a given spectrum or optimal behaviour in the SM.
First design of a SM motion in the sliding subspace, g(t) = Cx(t) = 0, of order

(n−m) was proposed in [[1]]. In that paper a nonsingular transformation of states
x̂ = Mx, x̂ ∈ℜn is applied first to obtain the so-called regular form, where nonzero
elements of the transformed matrix B are in the last m rows only. The structure of the
subspace matrix C in the transformed system ensures (CB) is full rank. For sliding
subspace design, the last m equations of the transformed model are dropped, and the
last m states denoted as x̂2(t) are expressed in terms of the first (n−m) states x̂1(t).
This procedure creates the following pair of equation in the SM

˙̂x1(t) = A11x̂1(t)+A12x̂2(t)
x̂2(t) = −C1x̂1(t)

(1.2)
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where x̂2(t) plays the role of a virtual control vector and the matrix C1 is a feedback
matrix. The proper choice of this matrix may fulfill two design goals. The first goal
is a given spectrum in the SM and the second aim is to have optimal behavior in the
SM in the LQR sense. The first aim is achieved by using a pole placement method
to find C1. In the second aim the importance of the states x̂1(t) and x̂2(t) for the
system is defined by matrices Q and R. The required value of C1 is calculated by
a classical LQR approach. This regular form approach provides a valid design, but
requires many steps to obtain the result.

In the next group of papers, the right eigenvectors are used to obtain a sliding
subspace. In [[2]] and [[3]] assignment of right eigenvectors was based on projec-
tor matrices. In [[4]] eigenvector construction using Kautsky’s algorithm [[5]] was
employed to obtain a robust pole assignment with feedback K. Then the matrix C
should satisfy two matrix equations: CB = Z and CV = 0, where Z is a chosen non-
singular matrix, and the matrix V has as columns (n−m) selected right eigenvectors
of the matrix (A−BK).

The main point of interest in papers [[6]], [[7]] and [[8]] is how to obtain the feed-
back matrix K. Matrix (A−BK) in this approach should have (n−m) given desired
eigenvalues, and m arbitrary stable real eigenvalues. The sliding subspace is spanned
by the desired right eigenvectors. In [[6]] the arbitrary eigenvalues are all different,
while in [[7]] they are all equal to a real value resulting in a closed form expression
of C. This idea was exploited in [[8]] for the DT system:

x(k+ 1) = Ax(k)+Bu(k). (1.3)

Again state feedback u = −Kx should provide a given spectrum which has (n−m)
desired eigenvalues, while the other m eigenvalues are all equal to real number λ
which may not be an eigenvalue of A. Then, the sliding subspace matrix is obtained
in closed form as C = K(A−λ In)

−1.
The paper by [[9]] extends the application of Ackermann’s formula, proposed first

for SISO systems in [[10]], to MIMO systems.
The integral SM was introduced first for SISO systems, in order to eliminate the

reaching phase. An integrator is added to the system, and the switching function
encompasses both the state variables and integrator output. The integrator output is
adjusted so that motion starts within the sliding subspace. This idea may be applied
to MIMO systems, where the number of added integrators equals the number of
controls. An explicit formula for CT linear integral MIMO systems is not available,
although in [[11]] a recommendation how to obtain this has been given. In [[12]], DT
full order SM was considered. The main result consists of a set of formulas defining
the switching functions gk, integrator outputs zk, and matrix E defining the discrete
integrator’s outputs for a matrix D satisfying rank(DB) = m

gk = Dxk −Dx(0)+ zk

zk = zk−1 +Exk−1

E = −D(A− I+BK)
(1.4)

Here K provides a given spectrum to the matrix (A−BK).
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The second subsection explains the motivation in more detail and describes the
chapter content.

1.1.2 Motivation

As may be seen above, the sliding subspace design for four types of SM were treated
completely separately. For a control engineer wishing to implement SM control,
identifying a suitable method, understanding the theory, encoding the design, and
then checking the design by simulation may not appear straightforward. The main
objective of this chapter is to both make application of the SM method more pop-
ular in the wider control community by offering simple solutions to effect sliding
subspace design in all four cases, and also to enable rapid analysis of the SM system
using many of the control system software design tools available for LTI systems.
To achieve this goal some innovations are introduced, and some new algorithms are
proposed.

First, the design formulas derived for CT and DT SMs show a striking similarity.
The operator notation used in [[5]] is adopted for the first time in this chapter. The
application of this notation results in design formulas valid for both CT and DT
systems. Last, but not the least it eliminates the need to use brackets and subscripts
to represent state variables.

This chapter exploits the similarity of the SM equations to the equations of first
integrals. The proposed designs have two stages. In the first stage a linear state
feedback is found, such that there exists a first integral of the closed loop system
with desired properties. Then the motion of the system is restricted to a subspace
by applying a SM control. The subspace equation at the same time defines the first
integral of closed loop system. This approach permits the required calculations to
be achieved by a few programming statements.

Although the design of the reaching control is not in the scope of this chapter,
a sliding subspace is determined so that a fully decentralized reaching control is
possible. Each control component effectively annihilates in finite time one switching
function by providing a proper sign of the switching function increment, and thus
there is no need to verify stability of the reaching and sliding phase.

The last phase of each design is its verification. One of the very important issues
in each system is the sensitivity to disturbances. If there are unmatched disturbances
in the system, they will affect the motion in the SM and their impact must be as-
sessed. There are many tools to handle this problem, but the model must be in state
space form. A novel coordinate transform is introduced, based on SVD, which needs
only a couple of MATLAB standard statements to obtain a state space model having
as an input additive disturbances.

This model can be used in an iterative design of the system with unmatched
additive disturbance. Since the formulas are simple, and simulations are not nec-
essary, a repetitive design procedure can be devised so that the desired spectrum or
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matrices defining optimal behaviour are systematically modified in order to improve
the sensitivity to specific type of disturbances.

The two design aims considered in this chapter are that of achieving a given
spectrum or an optimal behavior in the LQR sense in the SM. Four brief algorithms
cover the design procedure. The first two algorithms determine the SM subspace
which has a given dynamic for both reduced order and integral SM respectively.
Two more algorithms determine the sliding subspace for an optimal SM motion for
the reduced order and integral SM.

The description of the content of the rest of the chapter is as follows. In Sec-
tion 1.2 the operator notation taken from [[5]] is used to derive a common model of
the reduced order and full order SM. In Section 1.3 the algorithms for achieving a
given spectrum in reduced and integral SM are presented as well as the design for
optimal behavior in SM. The derivation of the new state space model is the topic
of Section 1.4. Section 1.5 contains examples including MATLAB codes and some
simulations. The conclusion ends the chapter.

1.2 Common Model of Continuous and Discrete-Time SM
Dynamics

Both CT (1.1) and DT (1.3) linear time invariant systems are described by the same
equation

δx = Ax+Bu. (1.5)

In CT systems the state x ∈ ℜn is a function of continuous time t denoted as x(t),
where δ represents the differential operator d/dt. In DT systems, the state x is a
function of discrete time k, denoted as xk while δ denotes the forward shift operator.
The control is represented by u ∈ ℜm, while A ∈ ℜn×n and B ∈ ℜn×m are system
matrices. In the following it will be assumed that rank(B) = m, while (A,B) is a
controllable pair. The derivations of the SM equations of reduced order and full
order follow.

It is assumed that in the reduced order case, a suitable switching type of control
places the SM in a subspace defined by the sliding subspace matrix C. SM motion
is defined by a pair of equations appended to (1.5): The equation (1.6) says that the
state at a moment belongs to a subspace, and (1.7) states that in its further motion it
stays in the same subspace:

g =Cx = 0, (1.6)

δg =Cδx =C(Ax+Bu) = 0. (1.7)

Here g denotes the so-called vector switching function. The matrix (CB) must have
full rank m, and therefore matrix C must also have full rank as well. The solution of
(1.7) for u leads to the equivalent control ueq given by

ueq =−(CB)−1CAx =−Kx (1.8)
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where K ∈ℜm×n is referred to as the equivalent feedback matrix. In the equivalent
system (1.9), the real switching control is replaced by the equivalent control. Eqs.
(1.9) and (1.10) together define a linear system of order (n−m)

δx = (A−BK)x, (1.9)

Cx = 0. (1.10)

To obtain an integral SM, m integrators having outputs represented by the vector σ
are connected to the system (1.5). This makes an extended system of order (n+m).
The integrator inputs are equal to Ex. As proposed in [[12]], the SM occurs in the
subspace given by

g = Dx+σ = 0 (1.11)

provided DB is a nonsingular matrix.
Since the models of CT and DT integrators differ in the adopted operator nota-

tion, the application of the equivalent control concept leads to two different expres-
sions for CT and DT full order SM. CT integrators connected to system (1.5) are
represented by

δσ = Ex, (1.12)

while DT integrators are modeled as

δσ = Ex+σ (1.13)

The introduction of a qualifier q, which is equal to 1 for DT systems and to 0 for CT
systems, results in an unique triple of equations describing the SM motion of the
extended system

δx = (A−BK)x, (1.14)

σ +Dx = 0, (1.15)

K = (DB)−1(D(A− qI)+E). (1.16)

An important advantage of the full order system is that the state variables in the
SM do not depend on the integrator output. Thus, the equation defining the state
variables (1.14) represents at the same time the SM motion. This equation mim-
ics a LTI system with a linear feedback. Therefore, the design of the SM may use
numerous methods developed for control design of linear systems. The application
of the switching control to obtain a system that behaves as an ordinary linear sys-
tem with linear feedback may sppear strange. However, recall that the sliding mode
system completely rejects matched disturbances and may reduce the effect of un-
matched disturbances, as illustrated by simulations.This is a significant advantage
when compared to linear feedback.
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1.3 The Design of SM Subspace

The first part of this section explains the underlying principle of design: the sim-
ilarity of the SM equations to the equations of first integrals. It specifies the two
design goals considered in this chapter: to obtain a desired dynamics, and to have
an optimal behaviour in the LQR sense. The second part deals with reduced order
SM design, and the third part with full order SM design.

1.3.1 Design Aims and Philosophy

Notice that the pair of equations (1.9) and (1.10) taken together may have the fol-
lowing interpretation: at the subspace (1.10), the motion of the dynamic system
(1.9) is described by a first integral. A first integral is a solution of lower order of a
higher order system. This feature is the starting point of the proposed design. The
design idea in this chapter is to create first a linear autonomous system having some
desired properties by choosing a feedback matrix K. This phase of the design may
use the rich body of methods developed for linear systems. Then a first integral is
to be found such that the desired property of the autonomous system is maintained.
Finally the sliding subspace matrix where first integral motion occurs is calculated.

This idea is applied to the two most common design goals: achieving a desired
spectrum or determining optimal behavior in the LQR sense. The determination of
a feedback matrix K and matrix C for reduced order SM control, and matrices K, D
and E for the case of integral SM control, whereby a desired spectrum is achieved
will be presented in the next two subsections.

1.3.2 SM with Given Spectrum for Reduced and Full Order
Dynamics

Reduced order design will be considered first. In principle, the obtained method may
be extended easily to full order systems by treating full order SM as a reduced order
SM of the extended system. However, the structure of the extended system enables
a more simple design. Accordingly, separate formulas are used for the reduced and
full order cases.

If a given set of (n−m) eigenvalues defines a given spectrum in the SM, then
the same eigenvalues must be a subset of the equivalent system spectrum. The re-
maining m eigenvalues should not appear in the SM. If the initial state belongs to
the subspace spanned by the (n−m) right eigenvectors corresponding to the de-
sired (n−m) eigenvalues, this aim will be accomplished. These eigenvectors must
be mutually linearly independent to ensure the required system order of (n−m) in
the SM. The m eigenvalues that will be eliminated may have arbitrary values, ex-
cept that complex eigenvalues must appear only in conjugate pairs. That idea was
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implemented in [[6]]. In the approach adopted here, the required calculation is sig-
nificantly simplified due to suitable choice of removed eigenvalues.

The first step of the algorithm is the calculation of the feedback matrix K fulfill-
ing two requirements:

a) the matrix (A−BK) is simple, that is, all its eigenvectors are linearly indepen-
dent;

b) the matrix (A−BK) has m zero eigenvalues and (n−m) given eigenvalues.
The obvious consequence of a) and b) is that rank(A−BK) = (n−m). The cal-
culation of K is a pole placement problem, having no unique solution in MIMO
systems. Kautsky’s algorithm [[5]] suits the purpose well since it provides a simple
matrix (A− BK). Its only impediment is that multiplicity of eigenvalues can not
exceed rank(B).

The next step is the calculation of the matrix C. It will be shown that this matrix
can be obtained as the solution of the following pair of matrix equations:

C(A−BK) = 0, (1.17)

CB = I. (1.18)

Eq. (1.18) ensures CB is full rank. Since CB = I, (1.17) may be replaced by CA =K.
The existence of solution will be considered first. The number of independent

scalar equations represented by matrix equation (1.17) is at most m(n−m), due to
the reduced rank of (A−BK), while the number of independent scalar equations
represented by the matrix equation (1.18) is m2. The total number of independent
scalar equations does not exceed m(n−m) +m2 = nm. Since the number of un-
known elements of the matrix C is nm, there exists a solution for C. To obtain the
solution, (1.17) and (1.18) are rewritten as

C
[

A B
]
=
[

K Im
]
. (1.19)

The solution of this equation comes out by help of application of matrix pseudo-
inverse denoted by the superscript +:

C =
[

K Im
][

A B
]+

. (1.20)

Next, it is shown that this solution provides the desired spectrum. Eq. (1.9) repre-
sents an autonomous system with eigenvalues defined by the requirement b). Eq.
(1.10) indicates that the rows of C are spanned by m left eigenvectors corresponding
to zero eigenvalues. Therefore the components of the solution space of (A−BK)
corresponding to zero eigenvalues are not present in the SM motion. It follows that
the SM dynamics is defined by the remaining (n−m) eigenvalues that constitute the
desired spectrum.

The adoption of the condition CB = I has two benefits. In integral SM this guar-
antees that the influence of unmatched disturbances will not increase in the SM [[13]].
The other advantage is related to reaching control design. Although this design is
not the topic of this chapter, the significance of the adopted condition should be
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pointed out. Basically, the prevalent reasoning in the design of the reaching control
is to ensure that the amplitudes of the scalar switching functions decrease all the
time with a nonzero speed until all scalar switching functions became equal to zero.
In CT systems this is achieved by maintaining opposing signs of the scalar switching
function and its derivative. In DT systems the sliding subspace may be attained in
one step, therefore the future value of the switching functions should be zero. Thus,
for both systems the design is based on δg. Combining equations (1.5), (1.17) and
(1.18) one obtains the following equation in the reaching stage

δg = Kx+ u =−ueq + u. (1.21)

This expression allows one switching function and one component of the control to
be paired. This is a useful feature in the overall control design, since the coordination
of controls is an important issue in reaching phase design. However, some other
design aim may impose a broader restriction as CB = Z, as in [[2]]. Then Z may be
put into (1.20) instead of I.

The dynamics in integral SM depends on the matrices E and D. A very important
advantage of integral systems is that there are more free parameters in design, since
the number of available parameters in the matrices D and E is two times larger than
in reduced order systems. Since DB must be nonsingular, the condition DB = Im is
set. From this equation, one obtains D using the pseudo-inverse as D = B+. Such a
choice of D provides the equation of the reaching mode in the same form as (1.21).
Eqs. (1.14) and (1.16) indicate that the SM eigenvalues are determined by the matrix
(A−BK). The needed matrix K may be found by using a pole placement procedure.
From equation (1.16), one obtains

E = (K −B+(A− qIn)). (1.22)

It should be mentioned that the expression for the matrix E obtained in [[11]] for
discrete systems differs from (1.22) in the value of the matrix D. In [[12]] D is taken
as BT, and thus there is no advantage of easy reaching control design.

1.3.3 SM with Optimal Behavior for Reduced and Full Order
Dynamics

As already explained, two different formulas for integral and reduced order SM will
be used, and reduced order design will be considered first. Let the feedback matrix K
in (1.9) be obtained by using LQR design. The closed loop system is then an asymp-
totically stable system. The matrix Q ≥ 0 defines priorities regarding the states in
the system dynamic, while the matrix R > 0 affects the amplitude of control Kx. If
the value of control amplitude is not crucial, and system (1.5) is minimum phase,
the cheap control concept with zero matrix R may be applied. However, MATLAB
does not currently have a routine for this case. Therefore, it is practical to assign
a nonzero value to the matrix R. A reasonable compromise is to take R in a sense
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’smaller’ than Q. The resulting matrix (A − BK) is fully represented by its right
eigenvectors which form the columns of the matrix V , and the corresponding eigen-
values form the diagonal elements of the diagonal matrix Dg. If all the eigenvalues
are different, this matrix is simple. If this condition is not fulfilled for a given choice
of R and Q, modifying these matrices may produce a simple matrix.

Trajectories starting in a subspace spanned by any subset of (n−m) right eigen-
vectors of the closed-loop Vs will be optimal for given A, B, Q and R. If the SM of
the system (1.5) is made in such a subspace, all its trajectories will be optimal in the
same sense, as well. The obvious choice to construct C is to use the method given
in [[8]].

The matrix C defining this subspace must satisfy the equation

CVs = 0 (1.23)

where Vs is a matrix that has as columns the selected (n−m) right eigenvectors.
The matrix equation (1.23) is equivalent to m(n−m) independent scalar equations.
A unique solution may be obtained by adding the equation (1.18). The matrix C is
then defined by the matrix equation

C
[

Vs B
]
=
[

0m,n−m Im
]
. (1.24)

A reasonable way to choose particular right eigenvectors in Vs is based on their
corresponding eigenvalues. The question is which eigenvalues/eigenvectors should
be dropped. Some obvious options are to delete the dominant eigenvalues often met
in LQR design to eliminate overshoot, or to eliminate some real eigenvalues close
to zero to improve the stability margin. The calculation of C is eased by creating the
selection matrix S, obtained from Dg by replacing desired (n−m) eigenvalues by
1, and other m eigenvalues with 0. The matrix product VS then has as its columns
(n−m) selected eigenvectors and m zero columns. Using this matrix, (1.24) may be
rewritten as

C
[

V S B
]
=
[

0m,n Im
]
. (1.25)

The unique solution of this system is

C =
[

0m,n Im
][

VS B
]+

. (1.26)

The paper by [[1]] presented a way to obtain an optimal motion in the SM with
R= 0 using the regular form of the system (1.1). The approach applied here is differ-
ent: it only guarantees that the behavior in the SM is not worse than the behavior of
an LQR optimal system. Its advantage is the possibility to remove undesired compo-
nents from the solution space. Also, the condition CB = I, convenient for the design
of switching control, is not built into the regular form approach.

Application of integral SM results in a system that mimics a linear LQR system,
and also suppresses matched disturbances. In integral SM, the integrator outputs σ
need not be optimized. The feedback matrix K in (1.9) or (1.16) may be obtained
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by the LQR technique. The calculation of D and E is the same as in the design for
desired spectrum.

1.4 SM State Space Equations

A dynamical system of n-th order in the reduced order SM with rank(C) = m be-
haves as a dynamical system of n−mth order. If the design is performed using a state
space model of the plant, the motion is described by the equivalent system dynamic
equation of n-th order and the sliding subspace algebraic equation of m-th order.
This is not a state space model in the strict sense, and numerous tools available in
control software cannot be applied for its analysis.

The first way to obtain a state space model for a system of reduced order was pro-
posed in [[1]] and described in the Introduction. The controlled system state space
model is first transformed into regular form. The action of any unmatched distur-
bances was not considered in this approach. Since their presence may deteriorate
system performance, it is very important to include them as an input in the system
model.

In further derivations of a new way to obtain such a state space model, a matrix
denoted by 0 has all its elements equal to zero, and I is the unity matrix. The matrix
dimensions are explicitly stated only if necessary. The reduced SM model will be
treated first.

Consider a system given in operator notation having additive disturbances

δx = Ax+Bu+G f . (1.27)

The system output is
y = Hx. (1.28)

G ∈ ℜn×r is the constant disturbance matrix and f ∈ ℜr is the disturbance vector.
H ∈ℜq×n is the output matrix. Sliding occurs at g =Cx = 0, where g ∈ℜm is the
vector switching function. In the sliding subspace, the equivalent system equation is

δx = P(Ax+G f ), (1.29)

where P denotes the projector matrix:

P = I −B(CB)−1C. (1.30)

It is easy to verify that the matrix C satisfies the equation CP = 0. Since C is of full
rank, rank(P) = n−m. Represent P with its SVD:

P =USV T. (1.31)

Since P is a quadratic matrix of rank equal to (n−m), S ∈ℜn×n has the following
form:
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S =

[
S1 0
0 0

]
,S1 ∈ℜ(n−m)×(n−m) (1.32)

The elements of the diagonal matrix S1 are (n−m) nonzero singular values of P,
and thus S1 is invertible. Since S has the last m rows equal to zero, and the last m
columns equal to zero, for any matrix T of appropriate dimensions, the following
two properties hold:

(A) product ST has its last m rows equal to zero;
(B) product T S has the last m columns equal to zero.

Matrices U and V are square and unitary, that is their inverse is equal to their trans-
pose. Therefore, UT qualifies as a transform matrix. Introduce new state variables

[
z
w

]
=UTx, i.e x =U

[
z
w

]
, where z ∈ℜn−m, w ∈ℜm. (1.33)

The equation of the equivalent system after some matrix manipulations becomes
[
δ z
δw

]
= SV TAU

[
z

w

]
+ SVTG f . (1.34)

Due to the property (A) matrices SV TAU and SV TG may be broken into blocs as
follows [

δ z
δw

]
=

[
Az Aw

0 0

][
z

w

]
+

[
Gz

0

]
f . (1.35)

Since δw = 0, in the SM the value of the vector w is constant. Now consider the
sliding subspace equation:

Cx =CU

[
z

w

]
= 0. (1.36)

To find CU , start from CP =CUSV T. Since V is invertible, this reduces to CUS = 0.
Break also C and U into blocs to obtain

CUS =
[

Cz Cw
]
[

Uzz Uzw

Uwz Uww

][
S1 0
0 0

]
=
[
(CzUzz +CwUwz)S1 0

]
= 0. (1.37)

Since S1 is an invertible matrix, CzUzz +CwUwz = 0. Now consider the sliding sub-
space equation (1.36)

[
Cz Cw

]
[

Uzz Uzw

Uwz Uww

][
z

w

]
=
[

CzUzz +CwUwz CzUzw +CwUww
]
[

z
w

]
= 0.

(1.38)
Taking into consideration CzUzz +CwUwz = 0 it follows that

[
0 CzUzw +CwUww

]
[

z
w

]
= (CzUzw +CwUww)w = 0. (1.39)



1 Comprehensive Approach to Sliding Mode Design and Analysis 13

Matrix C has full rank, and U is nonsingular, therefore CU has also full rank. It
follows that the quadratic matrix (CzUzw +CwUww) is nonsingular, and the above
equation reduces to w = 0. Therefore in the SM the constant value of w is zero.
Hence, the SM is defined by

δ z = Azz+Gz f , (1.40)

w = 0. (1.41)

In these equations, the coordinates w and z are completely decoupled. Eq. (1.41)
defines the sliding subspace, and (1.40) is a state space equation of (n−m) order,
describing the SM motion under the influence of additive disturbances f seen as an
input. The output of the system (1.41) is

y = Hx = HU

[
z

w

]
=
[

Hz Hw
]
[

z
w

]
=
[

Hz Hw
]
[

z
0

]
= Hzz. (1.42)

Now consider the full order SM motion of system (1.27). The extended system
equations with additive disturbances are

δx = Ax+Bu+G f , (1.43)

δσ = Ex+ qσ . (1.44)

The sliding subspace is defined by the equation δσ = 0. If D guarantees that DB is
full rank, the equivalent control is

ueq =−(DB)−1((D(A− qI)+E)x+DG f ). (1.45)

The equation of the SM is
δx = Asmx+Gsm f , (1.46)

where Asm = A−B(DB)−1(D(A− qI)+E) and Gsm = G−B(DB)−1DG. Since the
output in the SM is y = Hx, Hsm = H.

This completes the construction of the state space model.

1.5 Examples and Simulations

This section contains four design examples and two simulations. The examples il-
lustrate design of the four basic types of SM given in Section 1.3 and generation of
SM state space models. The aim of the first simulation is to compare the trajecto-
ries of a standard LQR design, and SM design in a system supplied with matched
disturbance, with a trajectory having a reaching phase and a sliding phase. The sec-
ond simulation uses integral SM. Since there is no reaching phase, the trajectory is
obtained using a SM state space model. The simulations use designs performed in
corresponding examples of the presented theory. MATLAB implementations are
supplied to help the reader to apply the results of this chapter in practice. All
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examples and simulations use the same linearized CT model of an aircraft given
in [[14]] to illustrate the application of the proposed design. The system matrices are:

A =

⎡

⎢
⎢
⎢
⎢
⎣

0 0 1.132 0 −1
0 −0.0638 −0.1712 0 0.0705
0 0 0 1 0
0 0.0468 0 −0.8556 −1.013
0 −0.2908 0 1.0532 −0.6059

⎤

⎥
⎥
⎥
⎥
⎦
, B =

⎡

⎢
⎢
⎢
⎢
⎣

0 0 0
−0.12 1 0

0 0 0
4.419 0 −1.656
1.575 0 −0.0732

⎤

⎥
⎥
⎥
⎥
⎦
.

The data for the DT version of the same model with T = 0.1s, is obtained using the
MATLAB command [Ad,Bd]=c2d(A,B,T).

Reduced order CT SM design: A matrix C with desired poles P =[−1.2+ 1.6ı −1.2− 1.6ı
]

is obtained using a single statement according to (1.20)

C=[place(A,B,[P zeros(1,rank(B))]) eye(rank(B))]*pinv([A B])

C =

⎡

⎣
−0.6332 0 0.5038 −0.0318 0.7243
−0.076 1 0.0605 −0.0038 0.0869
−2.5386 0 0.3831 −0.6851 1.9222

⎤

⎦ .

The state space model for reduced order CT SM: System matrices are A and B.
Unmatched disturbance and output matrices are respectively G =

[
1 0 0 0 −1

]T

and H =
[

1 1 0 0 0
]
. The following commands generate the reduced order SM

model:

[n,m]=size(B)
[n,r]=size(G)
[q,n]=size(H)
P=eye(n)-B*(B*C)ˆ-1*C %Projector matrix
[U,S,V]=svd(P) %SVD of P
SYSeq=ss(P*A,P*G,H,zeros(q,r)) %Equivalent system
SYStr=ss2ss(SYSeq,U’) %Transformed system
SYSsm=modred(SYStr,[n-m+1:n],’truncate’) %Trunc. of m variab.
[Asm,Gsm,Hsm,Dsm]=ssdata(SYSsm) %System matrices:

Asm =

[−1.015 −1.967
1.319 −1.385

]
, Gsm =

[−1.56
−1.12

]
, Hsm =

[−0.281 −0.5
]
, Dsm = 0.

Full order DT SM design: Let the desired poles be

Pd = [eT(−1.2−1.6ı) eT(−1.2+1.6ı) e−5T e−7T e−10T].

Based on DB = Im and (1.20), the following statements give Dd and Ed :

Dd=pinv(Bd)
Ed=place(Ad,Bd,Pd)-pinv(Bd)*(Ad-eye(size(Ad)))
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Dd =

⎡

⎣
−0.3785 0.1076 −0.0303 −0.7205 7.4516
−0.0461 10.0397 −0.0039 −0.0829 0.8585
−1.0064 0.2988 −0.3973 −8.1575 19.4651

⎤

⎦ ,

Ed =

⎡

⎣
−3.4769 −0.075 0.0898 −0.5184 3.7368
0.2787 6.2641 0.5838 0.2326 0.1806

−13.3457 −0.2739 −5.2685 −5.0862 10.7894

⎤

⎦ .

Reduced order CT optimal SM design: The chosen optimization matrices are
R = I3, Q = I5. The statement K=lqr(A,B,Q,R) gives

K =

⎡

⎣
−0.3004 −0.0965 0.4406 0.8111 0.6052
0.2756 1.0507 0.7903 0.1981 −0.5369
−0.9131 −0.2837 −2.679 −0.8635 1.5199

⎤

⎦ . (1.47)

Matrices V and Dg are obtained with [V,Dg]=eigs(A-B*K), where Dg is
a diagonal matrix: diag(Dg) = (−4.4786,−1.8769,−1.0004,−0.5621− 0.4812ı,
−0.5621+ 0.4812ı). There are no multiple poles and matrix (A−BK) is simple.
The three values nearest to the origin are discarded. The selection of matrices S and
VS are then

S =

⎡

⎢
⎢
⎢
⎢
⎣

1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎦
, VS =

⎡

⎢
⎢
⎢
⎢
⎣

−0.0592 0.0416 0 0 0
0.028 −0.0251 0 0 0

0.2174 −0.4298 0 0 0
−0.9733 0.8036 0 0 0
−0.0191 −0.4089 0 0 0

⎤

⎥
⎥
⎥
⎥
⎦
.

The following statements, based on (1.26), give the matrix C

[n,m]=size(B)
C=[zeros(m,n) eye(m)]*pinv([V*S B])

C =

⎡

⎣
−3.8119 0 −1.118 −0.032 0.7248
−0.0555 1 −0.1537 −0.0038 0.087
−1.2012 0 −3.2446 −0.6894 1.9341

⎤

⎦ . (1.48)

The matrix of the corresponding equivalent system (A−B(CB)−1CA) has eigenval-
ues (-4.4789,-1.8695,0,0,0), which confirms the design procedure.

Full order DT optimal SM design: Since MATLAB calculates a DT optimal feed-
back matrix based on the continuous-time system model, to avoid solving a discrete
Riccati equation the following is used Kd=lqrd(A,B,Q,R,0.1)

Kd =

⎡

⎣
−0.2936 −0.0958 0.1956 0.6245 0.5381
0.2481 0.9981 0.7221 0.1825 −0.4901
−0.8712 −0.2846 −0.5302 −0.779 1.4928

⎤

⎦ .

By further application of (1.20)

Dd=pinv(Bd)
Ed=Kd-pinv(Bd)*(Ad-eye(size(Ad)))
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Fig. 1.1 Comparative study of conventional LQR control (Conv.) and CT SM LQR control
(SMC). Initial state: x(0) = [10,10,0,0,0]T. Disturbance f (t) = 5h(t −10)sin(πt) is applied
only at the first input. Control is u = uLQR − [6sgn(g1),sgn(g2),sgn(g3)]

T.

Dd =

⎡

⎣
−0.3785 0.1075 −0.0304 −0.7224 7.4277
−0.0459 10.0447 −0.0039 −0.0831 0.8557
−1.0074 0.2996 −0.3997 −8.2068 19.5076

⎤

⎦ ,

Ed =

⎡

⎣
−0.2936 0.1165 0.2383 −0.1611 0.9072
0.2481 1.0873 0.8985 0.0969 −0.5164
−0.8712 0.3101 −2.4162 −3.3601 1.8656

⎤

⎦ .
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Reduced order CT optimal SM simulation: Trajectories of a conventional (1.47)
(Fig.1.1, dashed lines) and SM version (1.48) (Fig.1.1, solid lines) of an LQR op-
timal system show that, due to the elimination of slow solution space components,
the trajectories supplied with SM control generally reach steady state in a shorter
time. Moreover, in these systems outer disturbances are completely suppressed in
the sliding mode phase, while the states of systems with conventional control oscil-
late around the origin.

Full order CT optimal SM simulation: This simulation, Fig.1.2, has only the slid-
ing mode part of the trajectories, since the reaching phase in these systems may be
eliminated. Moreover SIMULINK is not used, as in the above simulation, but the
SM state space model derived in Section 1.4. The disturbances are matched.

System matrices are A, B, along with H = [2,0,0,0,0], G =
[0 − 0.36 0 13.257 4.725]T, Q = I5, R = 0.2I3. The disturbance is f (t) = 5sin(5t),
the initial state x0 = [2,0,0,0,0]T. The program follows:

[n,r]=size(G)
[k,n]=size(H)
[n,m]=size(B)
Kopt=lqr(A,B,Q,R)
SYSopt=ss(A-B*Kopt,G,zeros(k,r)) %Conventional optimal system
D=pinv(B) %Parameters of integral SM
E=Kopt-D*A
q=0 %Continuous system qualifier
Asm=A-B*(D*B)ˆ-1*(D*(A-q*eye(n))+E) %State space model matrices
Gsm=G-B*(D*B)ˆ-1*D*G
SYSsm=ss(Asm,Gsm,H,zeros(k,r))

The response in Fig.1.2 is obtained using:

[u,t]=gensig(’sin’,1,8,0.001)
x0=[2 0 0 0 0]’
lsim(SYSopt,SYSsm,5*u,t,x0)

Fig. 1.2 Output trajectories of conventional LQR (dashed line) and integral SM optimal sys-
tem (solid line). SM system rejects completely a strong disturbance.
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1.6 Conclusions

This chapter presents four simple algorithms fulfilling the following goals: the de-
sired spectrum is achieved in both reduced order and integral SM, approximately
optimal behavior is determined in reduced order SM and optimal behavior in in-
tegral SM. Due to the convenient operator representation of the controlled system,
these algorithms work both for CT and DT systems. The switching control design
is easy, since scalar controls and scalar switching functions are paired, and thus the
issue of coordination of controls in the reaching phase is resolved. A new and sim-
ple way to obtain the state space equation of the SM system using SVD is provided.
The challenging problem is to extend the proposed approach based on the similar-
ity of SM equations and first integral equations to other issues such as robustness
and attenuation of unmatched disturbances, descriptor systems and possibly to some
classes of nonlinear systems.

Acknowledgements. The third author acknowledges support from the Ministry of Education
and Science of the Republic of Serbia under Project Grant III44004.
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Chapter 2
Adaptive Sliding Mode Control

Vadim I. Utkin and Alexander S. Poznyak

Abstract. The main obstacles for application of Sliding Mode Control are two in-
terconnected phenomena: chattering and high activity of control action. It is well
known that the amplitude of chattering is proportional to the magnitude of a dis-
continuous control. These two problems can be handled simultaneously if the mag-
nitude is reduced to a minimal admissible level defined by the conditions for the
sliding mode to exist. Here an adaptation methodology is discussed for obtain-
ing the minimum possible value of control based on two approaches developed in
recent publications:

• The σ - adaptation, providing adequate adjustments of the magnitude of a dis-
continuous control within the “reaching phase”, that is, when the state trajectories
are out of a sliding surface;

• Dynamic adaptation or the adaptation within a sliding mode (on a sliding sur-
face), based on the, so-called, equivalent control obtained by the direct measure-
ments of the output signals of a first-order low-pass filter containing in the input
the discontinuous control with the specially adapted magnitude value.

The application of these methodologies is illustrated by the corresponding adaptive
versions of the Super Twist controller. It is shown that the adaptation based on the
equivalent control application enables reducing of the control action magnitude to
the minimum possible value keeping the property of finite-time convergence.
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2.1 Introduction

2.1.1 Brief Survey

The Sliding Mode Control is a very popular strategy for control of nonlinear uncer-
tain systems, with a very large frame of applications fields [[26]], [[30]]. Due to the
use of the discontinuous function, its main features are

• the robustness of closed-loop system
• and the finite-time convergence.

However, its design requires the knowledge of the bound on the uncertainties, which
could be, from a practical point of view, a hard task: it often follows that this
bound is overestimated, which yields excessive gain. Then, the main drawback of
the sliding mode control, the well-known chattering phenomenon (for its analysis,
see [[4]], [[5]]), is important and could damage actuators and systems. A first way to
reduce the chattering is the use of a boundary layer: in this case, many approaches
have proposed adequate controller gains tuning [[26]]. A second way to decrease the
effect of the chattering phenomenon is the use of higher order sliding mode con-
troller [[16]], [[17]], [[19]], [[7]], [[14]], [[22]]. However, in both these control approaches,
knowledge of the bound on the uncertainties is required. As the objective is the
non-requirement of the uncertainties bound, another way consists in using adaptive
sliding mode, the goal being to ensure a dynamic adaptation of the control gain
to be as small as possible whereas sufficient to counteract the uncertainties and
perturbations.

The basic idea of the Adaptive Control Approach consists in designing the sys-
tems exhibiting the same dynamic properties under uncertainty conditions based on
utilization of current information. It involves modifying the control law used by a
controller to cope with the fact that the parameters of the system being controlled
are slowly time-varying or uncertain. Even more, adaptive control implies improv-
ing dynamic characteristics while properties of a controlled plant or environment
are varying [[1]], [[25]]. Without adaptation the original SMC demonstrates robust-
ness properties with respect to parameter variations and disturbances [[29]]. The first
attempts to apply the ideas of adaptation in Sliding Mode Control (SMC) were made
in the 60’s [[8]], [[9]] and [[10]]: the control efficiency was improved by changing the
position or equation of the discontinuity surfaces without any information on a plant
parameters. The design idea might be formulated as follows: if sliding mode exists,
then the coefficients of switching plane can be varied to improve the system dynam-
ics. However those early publications did not take into account the main obstacle
for SMC application - the chattering phenomenon which is inherent in sliding mo-
tions (see, for example, [[7]], [[4]] and [[5]]). This phenomenon is well-known from
literature on power converters and referred to as “ripple” [[21]]. Then the efforts
of the researchers were oriented to the application of adaptability principles to re-
duce the effect of chattering. Since the amplitude of chattering is proportional to
discontinuity magnitude in control, one of possible adaptation methods is related
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to reducing this magnitude to the minimum admissible value dictated by the con-
ditions for SM to exist. So, in [[23]] the control gain depended on the distance of
system state to a discontinuity surface. The tracks of adaptability can be found in
the first publications about variable structure systems with SM (see [[29]], [[30]]) with
the control gain proportional the system state. As recalled previously, this problem
is an exciting challenge for applications given that, in many cases, gains are also
overestimated, which gives larger control magnitude and larger chattering. In or-
der to adapt the gain, many controllers based on fuzzy tools (see [[20]], [[28]]) have
been published; however, these papers do not guarantee the tracking performances.
In [[13]] gain dynamics directly depends on the tracking error (sliding variable): the
control gain is increasing since sliding mode is not established. Once this is the
case, gain dynamics equals zero. The main drawback of this approach is the gain
over-estimation with respect to uncertainties bound. Furthermore, this approach is
not directly applicable, but requires modifications for its application to real systems:
thus, the sign function is replaced by a saturation function where the boundary layer
width affects accuracy and robustness. Furthermore, no boundary layer width tuning
methodology is provided. A method proposed in [[15]] in order to limit the switch-
ing gain must be mentioned. The idea is based on use of equivalent control: once
sliding mode occurs, disturbance magnitude is evaluable and allows an adequate
tuning of control gain. However, this approach requires the knowledge of uncer-
tainties/perturbations bounds and the use of low-pass filter, which introduces signal
magnitude attenuation, delay and transient behavior when disturbances are acting.
In [[12]] a gain-adaptation algorithm is proposed by using sliding mode disturbance
observer. The main drawback is that the knowledge of uncertainties bounds is re-
quired to design observer-based controller. There exist also adaptive SMC (ASMC)
algorithms that allow adjusting dynamically the control gains without knowledge of
uncertainties/perturbations bounds. In particular, several adaptive fuzzy SMC algo-
rithms were proposed. However, they do not guarantee the tracking performance or
overestimate the switching control gains as in [[13]]. Of course, another efficient tool
to suppress chattering is the application of state observers [[6]], but for this method
the plant parameters are assumed to be known.

2.1.2 Objective and the Design Idea

The objective of the current article is to discuss two new methodologies for control
of a class of uncertain nonlinear systems:

1) the first one is referred to as Sigma Adaptation of Sliding Mode Controllers and
deals with models for which uncertainties are bounded, but this bound (which is
finite) is not known; this adaptation process with the varying magnitude of the
control gain terminates in the moment when the sliding mode starts (see [[23]]
and [[27]]).

2) the second methodology is associated with Dynamic Adaptation of Sliding
Mode Controllers (under known uncertainty bounds) where the adaptation
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process is continued during sliding mode, using the current estimates of the
corresponding equivalent control (see [[31]]), that leads to minimization of chat-
tering effect.

2.1.3 Main Contribution

The first contribution of this chapter is in developing the adaptation methodology for
finding the control gain k (t) providing a minimum value of discontinuity resulting
in minimization of the chattering effect.

The second contribution consists in developing the modified version of the sug-
gested methodology for the super-twisting algorithm with a SOSM (Second Order
Sliding Mode).

2.2 The σ -Adaptation Method

2.2.1 System Description, Main Assumptions and Restrictions

Consider the nonlinear uncertain system

ẋ (t) = f (x(t))+ g(x(t))u

x(0) = x0, t ≥ 0

⎫
⎬

⎭
(2.1)

where x(t) ∈ X ⊂ R
n the state vector and u ∈ R the control input to be designed.

Function f (x) and g(x) are supposed to be smooth uncertain functions and are
bounded for all x ∈ X ; furthermore, f (x) contains unmeasured perturbations term
and g(x) �= 0 for all x ∈ X .

The control objective consists in forcing the continuous function σ(x, t), named
sliding variable, to 0. Supposing that σ admits the relative degree equal to 1 with
respect to u, one gets

σ̇(x, t) =
(
∂σ(x, t)
∂x

)ᵀ
ẋ+

∂σ(x, t)
∂ t

=
∂σ(x, t)
∂ t

+

(
∂σ(x, t)
∂x

)ᵀ
f (x)+

(
∂σ(x, t)
∂x

)ᵀ
g(x)u =Ψ (x, t)+Γ (x, t)u

(2.2)

where

Ψ (x, t) :=
∂σ(x, t)
∂ t

+

(
∂σ(x, t)
∂x

)ᵀ
f (x)

Γ (x, t) :=

(
∂σ(x, t)
∂x

)ᵀ
g(x)
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FunctionsΨ (x, t) and Γ (x, t) are supposed to be bounded such that for all x ∈ X
and all t ≥ 0

|Ψ (x, t)| ≤ΨM, 0 < Γm ≤ Γ (x, t)≤ ΓM (2.3)

It is assumed thatΨM , Γm and ΓM exist but are not known. The objective for a de-
signer is to propose a sliding mode controller u(σ , t) with the same features as
classical SMC, namely, robustness and finite-time convergence but without any in-
formation on uncertainties and perturbations (appearing in f (x)); this latter is only
known to be bounded. Furthermore, this objective allows to ensure a global stability
of closed-loop system whereas the classical way (with knowledge of uncertainties
bounds) only ensures its semi-global stability.

2.2.2 Real and Ideal Sliding Modes

In the sequel, the definitions of ideal and real sliding mode are recalled.

Definition 2.1. [[2]] We say that an ideal sliding mode exists

lim
σ→+0

σ̇ < 0 and lim
σ→−0

σ̇ > 0

In real applications, an ‘ideal’ sliding mode, as defined in Definition 2.1, cannot be
established. Then, it is necessary to introduce the concept of ‘real’ sliding mode.

Definition 2.2. [[2]], [[16]] If, due to some small positive parameter μ , the state tra-
jectories belong to domain

|σ (t)| ≤ Δ (μ) , lim
μ→0

Δ (μ) = 0

then the motion is called a real sliding mode.

As it is common for Sliding Mode Theory [[29]], we will consider the scalar discon-
tinuous control action u = u(σ , t) at time t as

u(σ , t) =−K (t)sign(σ)

sign(σ) :=

⎧
⎨

⎩

1 i f σ > 0
−1 i f σ < 0

∈ [−1;1] i f σ = 0

(2.4)

Below we consider two different sliding mode control laws:

- the first one combines the adaptive schemes formulated in [[13]] and [[15]], while
mitigating the deficiencies of the combined gain-adaptation schemes;

- the second the adaptive scheme is suggested in [[23]]; it does not require the
estimation of the perturbations via equivalent control as in [[15]] and does not
overestimate the control gain as in [[13]]. Furthermore, the second adaptive-gain
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sliding mode control algorithm requires smaller amount of tuning parameters
than the first algorithm, and is developed in the real sliding mode context.

2.2.3 First Adaptive Sliding Mode Control Law

Consider the controller (2.4) with the gain K(t) defined as follows:

• If |σ(x(t) , t)| > ε > 0, then K(t) is the solution of the following differential
equation

K̇(t) = K̄1 |σ(x(t) , t)| (2.5)

with K̄1 > 0 and K(0)> 0;
• If |σ(x(t) , t)| ≤ ε, then K(t) reads as

K(t) = K̄2 |η (t)|+ K̄3

τη̇ (t)+η (t) = sign(σ(x(t) , t))
(2.6)

with K̄2 = K (t∗) , K̄3 > 0 and τ > 0, where t∗ is the largest value of t such that

|σ(x(t∗ − 0) , t∗ − 0)|> ε , |σ(x(t∗) , t∗)| ≤ ε

Obviously, this controller is based on the real sliding mode concept. By supposing
that

|σ(x(0) ,0)|> ε
the adaptive sliding mode control law (2.5) - (2.6) works as follows:

• The gain K(t) is increasing due to the adaptation law (2.5) up to a value large
enough to counteract the bounded uncertainty with unknown bounds in (2.1)
until the real sliding mode starts. Denote the time instant when the real sliding
mode starts for the first time as t1.

• As sliding mode has started, i.e.,

|σ(x(t) , t)| ≤ ε

from t = t1, K(t) follows the gain-adaptation law (2.6). Then, gain K(t) is adapted
through (2.6) with K̄2 = K(t1). Note that this strategy will allow to decrease the
gain and then to adjust it with respect to the current uncertainties and perturba-
tions.

• However, if the varying uncertainty and perturbation exceeds the value K̄2 =
K(t1), then the real sliding mode will be destroyed and we get that

|σ(x(t) , t)|> ε

• Next, the gain adaptation will happen in accordance with (2.5). The gain K(t) will
be increasing until the sliding mode occurs again at the reaching time instant t2.
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• As sliding mode has occurred and |σ(x(t) , t)| ≤ ε starting from t = t2, K(t) now
follows the gain-adaptation law (2.6) with K̄2 = K(t2). And so on.

The following theorem confirms the workability of the first adaptive sliding mode
control law (2.5) - (2.6).

Theorem 2.1 ( [[23]]). Given the nonlinear uncertain system (2.1) with the slid-
ing variable σ(x(t) , t), satisfying (2.2), controlled by (2.4), (2.5) and (2.6), there
exists a finite time tF so that a real sliding mode is established for all t ≥ tF ,
i.e.,|σ(x(t) , t)| ≤ ε for all t ≥ tF .

2.2.4 Second Adaptive Sliding Mode Control Law

The first adaptive sliding mode control law (2.4), (2.5) and (2.6) uses the concept
of ”equivalent control” [[30]]. It can be obtained by a low-pass filter, although it is
not easy to tune its parameter. The controller displayed in this subsection does not
estimate the boundary of perturbation and uncertainties. But, there is an eminent
price to do that: the new strategy guarantees a real sliding mode only.

Consider the following controller (2.4)

u(σ , t) =−K (t)sign(σ(x(t) , t))

where the gain coefficient K (t) satisfies

K̇ =

{
K̄ |σ(x(t) , t)|sign(|σ(x(t) , t)|− ε) if K > μ
0 if K ≤ μ (2.7)

with K̄ > 0, ε > 0 and a small enough positive μ . The parameter μ is introduced in
order to get only positive values for K.

Once sliding mode with respect to σ(x(t) , t) is established, the proposed gain-
adaptation law (2.7) allows the gain K declining (while |σ(x(t) , t)| < ε ). In other
words, the gain K will be kept at the smallest level that allows a given accuracy of
σ - stabilization. Of course, as described in the sequel, this adaptation law allows
to get an adequate gain with respect to uncertainties/perturbations magnitude.

First, let us prove the following auxiliary result.

Lemma 2.1. Given the nonlinear uncertain system (2.1) with the sliding variable
σ(x(t) , t) dynamics (2.2) controlled by (2.4) and (2.7), the gain K(t) has an upper-
bound, i.e. there exists a positive constant K∗ so that K(t)≤ K∗ for all t ≥ 0.

Proof. Suppose that |σ(x(0) ,0)| ≥ ε . From K - dynamics, and given that functions
Ψ and Γ are supposed bounded, it follows that K is increasing and there exists a
time t1 (see 2.1) such that

K(t1) =

∣∣
∣
∣
Ψ (t1)
Γ (t1)

∣∣
∣
∣
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Fig. 2.1 Scheme describing the behaviour of σ (top) and K (bottom) versus time

From t = t1, given K - dynamics, the gain K is large enough to make the sliding
variable decreasing. Then, it yields that, in a finite time t2 (2.1), |σ(x(t) , t)| < ε . It
yields that gain K is decreasing from t2, the gain K being at a maximum value at
t = t2. From K - dynamics, it yields that there exists a time instant t3 > t2 (2.1) such
that

K(t3) =

∣
∣
∣
∣
Ψ (t3)
Γ (t3)

∣
∣
∣
∣

From t = t3, the gain K is not large enough to counteract perturbations and uncer-
tainties as it is decreasing. It yields that there exists a time instant t4 > t3 such that

|σ(x(t4) , t4)| ≥ ε

The process then restarts from the beginning. By the adaptation law (2.7), the gains
K(ti) remain bounded uniformly on ti. In fact,

K(ti) =

∣
∣∣
∣
Ψ (ti)
Γ (ti)

∣
∣∣
∣≤

Ψ ∗∗

Γ ∗∗ := K∗∗

and, hence, there always exists a finite constant K∗ such that K∗ <K∗∗, which proves
the desired result.
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Theorem 2.2 ( [[23]]). Given the nonlinear uncertain system (2.1) with the sliding
variable σ(x(t) , t) dynamics (2.2) controlled by (2.4) and (2.7), there exists a finite
time tF so that a real sliding mode is established for all t ≥ tF , i.e.,

|σ(x(t) , t)|< δ

for all t ≥ tF with

δ =

√

ε2 +
Ψ2

M

K̄Γm
(2.8)

Proof. The proof is based on the Lyapunov approach and shows that, when
|σ(x(t) , t)| > ε , then control strategy ensures that |σ(x(t) , t)| ≤ ε in a finite time.
Furthermore, it is proven that as soon as σ reaches the domain |σ(x(t) , t)| ≤ ε , it
stays in the domain |σ(x(t) , t)| ≤ δ defined by (2.8) for all consecutive time. There-
fore, the proof shows that the real sliding mode is established in finite time in the
domain |σ(x(t) , t)| ≤ δ . Consider the following Lyapunov candidate function

V =
1
2
σ2 +

1
2γ

(K −K∗)2 , γ > 0 (2.9)

So one has

V̇ = σΨ −σΓKsign(σ)+
1
γ
(K −K∗) |σ |sign(|σ |− ε)≤

|σ |ΨM −|σ |ΓmK +
1
γ
(K −K∗) K̄ |σ |sign(|σ |− ε) =

|σ |(ΨM −ΓmK∗)+ (K −K∗)
(
−Γm |σ |+ K̄

γ
|σ |sign(|σ |− ε)

)

By Lemma 2.1 there always exists K∗ > 0 such that K (t)−K∗ ≤ 0 and hence, for
some βK > 0 it follows

V̇ ≤−βσ |σ |−βK |K −K∗|− ξ

ξ := |K −K∗|
(
−Γm |σ |+ K̄

γ
|σ |sign(|σ |− ε)−βK

)

βσ := (ΓmK∗ −ΨM)> 0

which results to
V̇ ≤−β√V − ξ (2.10)

for
β :=

√
2min{βσ ;βK

√
γ}
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Case 1: |σ |> ε . In this case it is possible to obtain ξ > 0 selecting γ

K̄
Γm +βKε−1 > γ

which provides

−Γm |σ |+ K̄
γ
|σ |−βK > 0

for all σ satisfying |σ |> ε . From (2.10) we get

V̇ ≤−β√V − ξ ≤−β√V

Therefore, the finite time convergence to a domain |σ | ≤ ε is guaranteed from any
initial condition corresponding |σ(x(0) ,0)| > ε.

Case 2: |σ | < ε . Function ξ in (2.10) can be negative. It means that V̇ would be
sign indefinite, and it is not possible to conclude on the closed-loop system sta-
bility. Therefore, |σ | can increase over ε . As soon as |σ | becomes greater than ε
, we return to the previous case and V starts decreasing. Apparently, the decrease
of V can be achieved via increase of K allowing |σ | to increase before it starts de-
creasing down to |σ | ≤ ε . Without loss of generality, let us estimate the overshoot
when σ(x(0) ,0) = ε+ and K (0)> 0: considering the ‘worst’ case (with respect to
uncertainties/perturbations), one has

σ̇ =ΨM −KΓm

K̇ = K̄ |σ |= K̄σ

leading tot

σ(x(t) , t) = ε+ cos
(√

K̄Γmt
)
+
ΨM − K̄Γm√

K̄Γm

sin
(√

K̄Γmt
)

K(t) = ε+
√

K̄
Γm

sin
(√

K̄Γmt
)
+

(
K (0)−ΨM

Γm

)
cos

(√
K̄Γmt

)
+
ΨM

Γm

Taking ε+ → ε , for δ = max
t
σ(x(t) , t) (maximization is taken over all t within the

considered interval), we obtain (2.8). Theorem is proven.

So, the convergence to the domain |σ | ≤ ε is in a finite time, but could be sustained
in the bigger domain |σ | ≤ δ . Therefore, the real sliding mode exists in the domain
|σ | ≤ δ .
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2.2.5 On the ε - Parameter Tuning

The choice of parameter ε has to be made by an adequate way because a ‘bad’
tuning could provide either instability and control gain increasing to infinity, or bad
accuracy for closed-loop system as described in the sequel.

• If the parameter ε is too small, and due to large gain K and sampling period Te,
system trajectories are such that |σ | never stays lower than ε . From K-dynamics
((2.7)) it yields that the gain K is increasing, which induces larger oscillation,
and so on.

• If the parameter ε is too large, system trajectories are such that, in spite of large
gain K and sampling period Te, |σ | is evolving around ε , it follows that controller
accuracy is not as good as possible.

In [[23]] there is suggested to select ε adjusted in time as

ε (t) = 4K(t)Te

2.3 The Dynamic Adaptation Based on the Equivalent Control
Method

In the previous section, following to [[23]] and [[27]], the adaptation process with the
varying magnitude of the control gain terminates in the moment when the sliding
mode starts. In [[15]] the authors tried to continue the adaptation process during slid-
ing mode estimating the corresponding equivalent control. However, none of the
above algorithms resulted in minimum possible value of the discontinuous control.
Finding the solution of this problem under uncertainty conditions is the objective of
this section.

2.3.1 Simple Illustrative Example Explaining the Main Idea of
the Method

We start with a simple example. It is assumed that for the first-order system

ẋ(t) = a(t)+ u
u =−ksign(x(t)) , k > 0

(2.11)

The ranges of a time varying parameter

0 < |a(t)| ≤ a+

and the upper bound A for its time derivative

|ȧ(t)| ≤ A

are known only.
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The sliding mode with x(t)≡ 0 exists for all values of unknown parameter a(t)
if

k > a+

However if parameter a(t) is varying, the gain k can be decreased and, as a result,
chattering amplitude can be reduced. The objective of adaptation is decreasing k to
the minimal value preserving sliding mode, if parameter a is unknown.

If the condition k > a+ holds, then sliding mode with x(t)≡ 0 occurs and control
in (2.11) should be replaced by the, so-called, equivalent control ueq [[29]] for which
the right-hand side in (2.11) is equal to zero, namely,

ẋ(t) = 0 = a(t)+ ueq (2.12)

that leads to

k (t) [sign(x(t))]eq = a(t) (2.13)

If k < a, the set x(t) ≡ 0 is of zero measure in time and can be disregarded. The
function [sign(x(t))]eq is an average value, or a slow component of discontinuous
function sign(x(t)) switching at high frequency and can be easily obtained by a low
pass filter filtering out the high frequency component [[29]]. Of course, the average
value is in the range (−1,1).
Then the design idea of adaptation seems to be evident:

after sliding mode occurs the control parameter [sign(x(t))]eq should be
decreased until and becomes close to 1.

On one hand, the condition k (t)> a(t) should hold. But the chattering amplitude is
proportional to k (t). The objective of adaptation process looks now transparent:

the gain k (t) should tend to a(t)/α with α ∈ (0,1) which is very close to 1.

As a result, the minimal possible value of discontinuity magnitude is found for the
current value of parameter a(t) to reduce the amplitude of chattering. For that pur-
pose select the adaptation algorithm in the form

k̇ (t) = ρk(t)sign(δ (t))−M [k(t)− k+]+ +M [μ− k(t)]+

δ (t) :=
∣
∣
∣[sign(x(t))]eq

∣
∣
∣−α, α ∈ (0,1)

[z]+ :=

{
1 if z ≥ 0
0 if z < 0

, M > ρk+, k+ > a+, ρ > 0

(2.14)

The gain k can vary in the range [μ ,k+], μ > 0 is a preselected minimal value
of k. For the adaptation algorithm (2.14) sliding mode will occur after a finite time
interval. Indeed, if it does not exist, then

∣
∣
∣[sign(x(t))]eq

∣
∣
∣= 1

that leads to δ > 0, and the increasing gain k (t) will reach the value k+ which is
sufficient for enforcing sliding mode for any value of parameter a(t).
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Show that in sliding mode the adaptation process (2.14) with

δ (t) = 0 or k = μ

is over after a finite time t f . To do that calculate the time derivative of the Lyapunov
function

V (δ ) = δ 2/2

First, assume that during the adaptation process k (t) ∈ [μ ,k+] which means that

|a(t)|/α > μ or (|a(t)|> αμ)

the time derivatives of
∣
∣
∣[sign(x(t))]eq

∣
∣
∣ (2.13) and |a(t)| exist and the terms depend-

ing on M in the adaptation algorithm (2.14) are equal to zero. Calculate the time
derivative of the Lyapunov function V (δ ) by virtue of (2.13) and (2.14):

V̇ (δ ) = δ δ̇ = δ
d
dt

∣
∣∣[sign(x)]eq

∣
∣∣=

δ
d
dt

(|a|/k) =−|a|δk−2k̇+ δk−1 d
dt

(|a|) =

−|a|δk−1ρsign
(
δ −M [k− k+]++M [μ− k]+

)

+ δk−1ȧsign(a)≤−|a|δk−1ρsign(δ )+ |δ |k−1A

≤−αμρk−1 |δ |+ |δ |k−1A =−|δ |k−1 (αμρ−A)

(2.15)

and if ρ > A/αμ it follows

V̇ (δ )≤−
√

2
(αμρ−A)

k+
√

V (δ )

It is evident from the solution

0 ≤
√

V (δ (t))≤
√

V (δ (0))− (αμρ−A)√
2k+

t

of the differential inequality (2.15) that
√

V (δ (t)) = 0 at least after

t f =
k+

(αμρ−A)

√
2V (δ (0)) =

k+

(αμρ−A)
|δ (0)|

and, as a result, δ (t) becomes equal to zero identically after the finite time t f .
After the adaptation process is over (t > t f ) we have

∣
∣
∣[sign(x(t))]eq

∣
∣
∣=

|a|
k

= α
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So, k = |a|/α . If in the course of motion |a(t)|/α < μ , then the gain k (t) decreases
until k (t) = μ and, as it follows from (2.14), it will be maintained at this level.
Since the gain a(t) is time varying its increase can can result in |a(t)|/α = μ and
δ (t) = 0 at a time t f . As it follows from the above analysis, for the further motion
in the domain k (t) ∈ (μ ,k+] with the initial condition δ

(
t f
)
= 0 the time function

δ (t) will be equal to zero with α = |a(t)|/k (t).

Remark 2.1. The function [sign(x(t))]eq is needed here for the implementation of
the adaptation algorithm (2.14). As it was mentioned above, it can be derived by
filtering out a high frequency component of the discontinuous function sign(x(t))
by a low pass filter

τ ż+ z = sign(x(t)) , z(0) = 0

with a small time constant τ > 0 and the output z(t) which is, in fact, an estimate of
[sign(x(t))]eq satisfying

∣∣
∣z(t)− [sign(x(t))]eq

∣∣
∣≤ O(τ) →

τ→0
0

Then the convergence analysis of (2.14)-(2.15) with δ (t) = z(t)−α is valid beyond
the domain |δ (t)| ≤ O(τ). This inequality defines the accuracy of adaptation. Note
that the switching frequencies of the modern power converters are of order dozens
of kHz, and very small time constant τ can be selected to get a high accuracy of
adaptation.

Notice also that, as follows from [[29]],

z(t) = ψ(t)+O(sup|x(t) |+ τ)+O(sup|x(t) |/τ)
where ψ(t) is the fast rate exponentially decreasing function. The term sup|x(t) | is
inverse proportional to the sliding mode frequency f . It is of order of dozen kHz in
the modern switching devices. Therefore it is not a problem to make the term

O(sup|x|+ τ)+O(sup|x|/τ)

negligible. Of course, this engineering language can be translated into mathematical
one, for example as follows: for any ε > 0 there exists a switching frequency f0 such
that

|z− ueq|< ε if f > f0

implying

sign[
∣
∣
∣[sign(x(t))]eq

∣
∣
∣−α] = sign[|z(t)|−α]

Certainly, we have described the idea only. The generalization of the adaptive pro-
cedure (2.14) for the vector-state models with uncertainties a = a(t,x) constitutes
the main result given below.
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2.3.2 Main Assumptions

Here we consider an arbitrary order system

ẋ(t) = f (t,x(t))+ b(t,x(t))u(t,x(t))

x(t) ∈ Rn, f : R+×Rn → Rn

u : R+×Rn → R, b : R+×Rn → Rn

(2.16)

for which we assume that

A1 the control u = u(t,x) enforces siding mode on some surface

σ (x) = 0 (σ ∈C1)

and is in the following form

u(t,x) =−k (t)

(
1+λ

√
‖x‖2 + ε

)
sign(σ (x))

λ ≥ 0, ε > 0, k (t) ∈ [μ ,k+] , μ > 0

(2.17)

Similarly to the example (2.11) the control gain k (t) is a time varying function
governed by the adaptation procedure described below.

A2 the uncertain functions f (t,x) and b(t,x) satisfy the commonly accepted con-
ditions (which are much more general then in (2.3)):

‖ f (t,x)‖ ≤ f0 + f1‖x‖

0 < b0 ≤ ∇ᵀσ (x)b(t,x)

‖b(t,x)‖ ≤ b+, ‖∇σ (x)‖ ≤ σ+

(2.18)

Φ(t,x) :=
∇ᵀσ (x) f (t,x)
∇ᵀσ (x)b(t,x)

‖∇ᵀΦ(t,x)‖ ≤Φ0 +Φ1 ‖x‖∣∣
∣
∣
∂
∂ t
Φ(t,x)

∣∣
∣
∣ ≤ ϕ0 +ϕ1‖x‖

(2.19)

All coefficients in the right-hand sides of these inequalities are constant and positive.
The function σ (x) and its time derivative

σ̇ (x) = ∇ᵀσ (x) f (t,x)−

∇ᵀσ (x)b(t,x)k (t)

(
1+λ

√
‖x‖2 + ε

)
sign(σ (x))

(2.20)
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should have opposite signs (σ (x) σ̇ (x) < 0 if σ (x) �= 0) for sliding mode to exist
on the surface σ (x) = 0. The sufficient condition for this follows from (2.18),(2.19)
and (2.20):

σ (x) σ̇ (x) = σ (x)∇ᵀσ (x) f (t,x)−

∇ᵀσ (x)b(t,x)k (t)

(
1+λ

√
‖x‖2 + ε

)
|σ (x)|

≤ [∇ᵀσ (x)b(t,x)] |σ (x)|×
(
|Φ(t,x)|− k (t)

(
1+λ

√
‖x‖2 + ε

))
< 0

if

|Φ(t,x)|− k (t)

(
1+λ

√
‖x‖2 + ε

)
< 0 (2.21)

which is always holds when

λ ≥ f1/ f0, μ > f0σ+/b0, k (t) ∈ (μ ,k+] (2.22)

in view of the relation

|Φ(t,x)|− k (t)

(
1+λ

√
‖x‖2 + ε

)
≤

f0
σ+ (1+ ‖x‖ f1/ f0)

b0
− μ (1+λ ‖x‖)

To derive the sliding mode equation the function sign(σ (x)) should be replaced by
the solution of the equation σ̇ (x) = 0 with respect to the term sign(σ (x)), called
the equivalent control:

[sign(σ (x))]eq :=⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Φ(t,x)

k (t)

(
1+λ

√
‖x‖2 + ε

) if
σ (x(t)) = 0

sign(σ (x(t)))
if

σ (x(t)) �= 0

(2.23)

satisfying (in view of (2.21)) in the sliding mode (σ (x(t)) = 0)
∣
∣
∣[sign(σ (x))]eq

∣
∣
∣< 1 (2.24)

Note that the state-depended magnitude of discontinuity is the conventional tool
to minimize chattering. Indeed, in the course of approaching the origin x = 0 it is
decreasing automatically [[15]]. Similarly the term
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(

1+λ
√
‖x‖2 + ε

)

may also affect the amplitude of chattering appearing on sliding mode phase. The
necessity of this term in (2.17) is related with the considered class of nonlinear
functions satisfying

‖ f (t,x)‖ ≤ f0 + f1 ‖x‖
If f1 = 0 (nonlinear function is bounded satisfying ‖ f (t,x)‖ ≤ f0) similarly to the

example we may take λ = 0, and, in this case, the term

(
1+λ

√
‖x‖2 + ε

)
does

not affect a chattering amplitude. It is important, that this methodology is oriented
to the worst case - sliding mode should exist for all values of unknown functions
or parameters from some range. The method of the paper guarantees the minimal
magnitude for their current values of unknown functions and parameters. In general,

we may add the term

(
1+λ

√
‖x‖2 + ε

)
to the gain multiplying the discontinuous

function sign(σ (x)) to enforce sliding mode when f (x) is unbounded. This term
with ε = 0 in the form (1+ λ‖x‖) can solve this problem as well. However, the
adaptation algorithm implies existence of the gradient of this term, but it does not
exist for the last case.

Below we will show that in the general case the adaptation of the gain-parameter
k (t) only is sufficient to minimize the chattering effect on sliding mode phase since
the suggested “learning law” for k (t) variation automatically takes into account the
presence of this term.

2.3.3 Adaptation Algorithm in Sliding Mode

2.3.3.1 Description of the Adaptation Procedure

The idea of the adaptation law for the control gain k (t) is similar to that for our
first-order system in the previous subsection:

k̇(t) =

⎧
⎨

⎩

(γ0 + γ1‖x‖)k(t)sign(δ (t))

− M [k(t)− k+]++M [μ− k(t)]+

(2.25)

where
δ (t) :=

∣
∣
∣[sign(σ (x))]eq

∣
∣
∣−α

α ∈ (0,1) , λ > 0, γ0,γ1 > 0

(2.26)

Notice that in (2.23)
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|Φ(t,x)|
(

1+λ
√
‖x‖2 + ε

) < k

and, moreover,

|Φ(t,x)|
(

1+λ
√
‖x‖2 + ε

) ≤ σ+ ( f0 + f1 ‖x‖)
b0 (1+λ ‖x‖) =

σ+ f0

b0

(

1+

(
f1 f−1

0 −λ)‖x‖
1+λ ‖x‖

)

≤ σ+ f0

b0

(2.27)

Select in (2.25)

k+ > σ+ f0

b0
(2.28)

If sliding mode does not exist, then
∣
∣∣[sign(σ (x))]eq

∣
∣∣ = 1

and the gain k(t) will be equal to k+ which results in the occurrence of this motion
in the surface σ (x(t)) = 0.

2.3.3.2 Analysis of the δ -Stability for the Adaptive Version

The following theorem describes the main stability property of the sliding mode
controller with the gain adaptation based on the “equivalent control method”.

Theorem 2.3 (on the adaptive sliding mode controller). For the dynamic system
(2.16) closed by the control (2.17) with the gain adaptation law (2.25) - (2.26) with
the parameters satisfying

k+ > σ+ f0

b0
, μ > f0σ+/b0, 0 < ε << 1

γ0 > α−1

[(
f0

μ
+b+

)
Φ0 +

ϕ0

μ
+ f0 + b+k+

]

γ1 ≥ α−1

(
f0

μ
+ b+

)
Φ1, M > γ0k+

(2.29)

there exist

θ := αγ0 −
[(

f0

μ
+ b+

)
Φ0 +

ϕ0

μ
+ f0 + b+k+

]
> 0 (2.30)
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and
t f = θ−1 |δ (0)|

(where δ (0) is defined by (2.26)) such that for all t ≥ t f the condition

∣
∣
∣[sign(σ (x(t)))]eq

∣
∣
∣= α (2.31)

holds. It means that the sliding surface σ (x) = 0 is attained in a finite time t f , and
for

α = 1− ε0

(ε0 > 0 is a small enough positive number) the suggested adaptation procedure
provides k (t) tending to a vicinity of the minimum possible value kmin (t), that is, as
it follows from (2.23), in sliding mode

k(t)=

⎧
⎨

⎩

1
1− ε0

kmin (t) i f kmin (t)≥ μ
μ i f kmin (t)< μ

kmin (t) :=
|Φ(t,x(t))|

1+λ
√
‖x(t)‖2 + ε

(2.32)

Proof. Consider the Lyapunov function candidate as

V (δ ) :=
1
2
δ 2 (2.33)

and it is assumed that during adaptation process k (t) ∈ [μ ,k+] which means that

|Φ(t,x)|
k (t)

(
1+λ

√
‖x‖2 + ε

) > α

|Φ(t,x)|> αμ (1+λ ‖x‖)
taking into account that

[sign(σ (x))]eq �= 0

and the time derivative of
∣
∣
∣[sign(σ (x))]eq

∣
∣
∣ exists. If in the course of adaptation

process the above inequality does not hold, the gain k (t) will decrease and after the
k (t) = μ it will remain constant. Note that the similar consideration was given for
the simple example in the previous subsection. Calculate the time derivative of (2.9)
(it exists with any ε > 0, while it does not exist with ε = 0):
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V̇ (δ ) = δ δ̇ = δ
d
dt

⎡

⎢⎢
⎣

|Φ(t,x)|
k (t)

(
1+λ

√
‖x‖2 + ε

) −α

⎤

⎥⎥
⎦

= δ

⎡

⎢
⎢
⎣
∇ᵀΦ(t,x)( f + bu)+ ∂

∂ tΦ(t,x)

k (t)

(
1+λ

√
‖x‖2 + ε

) sign(Φ(t,x))−

|Φ(t,x)|
k̇ (t)

(
1+λ

√
‖x‖2 + ε

)
+ k (t)λ xᵀ( f+bu)√

‖x‖2+ε

k2 (t)

(
1+λ

√
‖x‖2 + ε

)2

⎤

⎥
⎥⎥
⎦

(2.34)

Applying here the estimates (2.18), (2.19) and using (2.17), we derive

V̇ (δ ) ≤ δ

⎡

⎢
⎢
⎣
‖∇ᵀΦ(t,x)‖‖ f‖+

∣
∣
∣ ∂∂ tΦ(t,x)

∣
∣
∣

k (t)

(
1+λ

√
‖x‖2 + ε

) +

‖∇ᵀΦ(t,x)‖‖b‖−|Φ(t,x)| (γ0 + γ1‖x‖) sign(δ (t))

k (t)

(
1+λ

√
‖x‖2 + ε

)

+ |Φ(t,x)| λxᵀ ( f + bu)

k (t)

(
1+λ

√
‖x‖2 + ε

)√
‖x‖2 + ε

⎤

⎥
⎥
⎦

which (in view of (2.24)) implies

V̇ (δ )≤ δ

⎡

⎢
⎢
⎣
(Φ0 +Φ1‖x‖) ( f0 + f1 ‖x‖)+ (ϕ0 +ϕ1 ‖x‖)

k (t)

(
1+λ

√
‖x‖2 + ε

)

+‖∇ᵀΦ(t,x)‖‖b‖− |Φ(t,x)| (γ0 + γ1‖x‖) sign(δ (t))

k (t)

(
1+λ

√
‖x‖2 + ε

)
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+ |Φ(t,x)| λxᵀ ( f + bu)

k (t)

(
1+λ

√
‖x‖2 + ε

)3

⎤

⎥⎥
⎥
⎦
≤

|δ |
f0 (Φ0 +Φ1 ‖x‖)

(
1+

f1

f0
‖x‖

)
+ϕ0

(
1+

ϕ1

ϕ0
‖x‖

)

μ (1+λ ‖x‖)

+ |δ |(Φ0 +Φ1 ‖x‖)b+−|δ |α (γ0 + γ1‖x‖)

+ |δ |
λ ‖x‖

(
f0 + f1 ‖x‖+ b+k+

(
1+λ

√
‖x‖2 + ε

))

(
1+λ

√
‖x‖2 + ε

)2

Selecting λ ≥ max
{

f1
f0
, ϕ1
ϕ0

}
we get

V̇ (δ ) ≤ |δ |
[(

f0

μ
+ b+

)
(Φ0 +Φ1 ‖x‖)+ ϕ0

μ

]

−|δ |α (γ0 + γ1‖x‖)+ |δ |
[

f0

1+ f1
f0
‖x‖

1+λ ‖x‖ + b+k+
]

≤ |δ |
[(

f0

μ
+ b+

)
Φ0 +

ϕ0

μ
+ f0 + b+k+−αγ0

+‖x‖
((

f0

μ
+ b+

)
Φ1 −αγ1

)

Taking γ0 and γ1 satisfying (2.29) we finally get

V̇ (δ ) ≤−|δ |θ =−θ
√

2V (δ )

where θ is given by (2.30). Then similarly to the primitive example it can be shown
that the adaptation process will be over after time instant

t f = θ−1 |δ (0)|

and if in the course of motion k(t) decreases and becomes equal to μ , then it will be
maintained at this level.
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2.4 Adaptive Super-Twist Control

In this section we consider the application of the presented adaptation concept for,
the adaptive version of the, so-called, Super-Twist Control.

2.4.1 Main Properties of the Standard Super Twist without
Adaptation

Consider the simple two dimensional nonlinear system containing discontinuous
nonlinearity in the right-hand side of the second component:

⎧
⎨

⎩

ẋ(t) = y(t)− ᾱ√|x(t)|sign(x(t))
ẏ(t) = φ(t)+ u(t)

u(t) :=−β̄ sign(x(t))
(2.35)

referred below to as the “super-twist” controller [[16]], [[17]] and [[19]].

Remark 2.2. Notice that if y(0) = 0, then (2.35) can be represented as

ẋ(t) =−ᾱ
√
|x(t)|sign(x(t))− β̄

t∫

s=0

sign(x(s))ds

which is exactly a PI-controller (with the P-part modulation) with respect to the
sign(x) - term. Recall that standard PI-controllers contain the same Proportional
and Integration terms (PI terms), but with respect to the state variable x.

In (2.35) it is supposed that

ᾱ > 0 and |φ(t)| ≤ φ0 < β̄ (2.36)

Of course, similarly [[16]], [[17]], [[19]] it is assumed that the super twisting algorithm
is applied for a system of an arbitrary order with scalar control; x and y are state
variable of the controller only, while the function φ(t) depends on both x, y and the
system state.

2.4.1.1 Convergence Analysis of a Standard Super - Twist Controller
without Adaptation

a) The both state variable are sign-varying, therefore the initial conditions can be
selected as follows

x(0) =−x0, x0 > 0, y(0) = 0

In our case ẋ(0)> 0 and, hence, x(t) is increasing. Denote

t∗1 := inf{t > 0 : x(t∗1 ) = 0, x(t)< 0 for t ∈ [0, t∗1)}
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Next, compare two ODE’s:

ẋ(t) = y(t)− ᾱ x(t)
√|x(t)| , x(0) =−x0 < 0 (2.37)

where

y(t) =

t∫

τ=0

[
β̄ +φ(τ)

]
dτ

satisfying

y(t)≥
t∫

τ=0

[
β̄ −φ0

]
dτ = m · t, m := β̄ −φ0 > 0

y(t)≤
t∫

τ=0

[
β̄ +φ0

]
dτ = Mt, M := β̄ +φ0

(2.38)

and

ż(t) = m · t − ᾱ z(t)√
x0
, z(0) = x(0) =−x0 < 0 (2.39)

Obviously that the ODE (2.37) is equivalent to (2.35). Since |x(t)| is decreasing it
follows that

1
√|x(t)| >

1√
x0

:= k0 for t > 0

For any t ∈ [0, t∗1) we have x(t) < 0 and z(t) < 0 which implies ẋ(t) > ż(t) and, as
the result, x(t) > z(t). So that

t∗1 > t ′ := inf{t > 0 : z(t) = 0}

The solution to (2.39) is

z(t) =
m
ᾱk0

(
t − 1

ᾱk0

)
+

[
m

(ᾱk0)
2 − x0

]

e−ᾱk0t

and one can conclude that

t ′ = (k0)
−1 q

(
1
ᾱ

)
=
√

x0q

(
1
ᾱ

)
< t∗1

for a large enough ᾱ . Here t ′ is the solution of the transcendent algebraic equation
z(t ′) = 0 and q(s)→ 0 when s → 0. By (2.38) it follows that y(t)≤ Mt and hence

y(t∗1)≤ Mt∗1 ≤ Mt ′ = M
√

x0q

(
1
ᾱ

)

b) For t > t∗1 we already have that x(t)> 0 and y(t) is a decaying function since

ẏ(t) = φ(t)− β̄sign(x(t)) = φ(t)− β̄ ≤ 0
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that implies
y(t)≤ y(t∗1 )−m · t (2.40)

For the instant t∗∗1
t∗∗1 := inf{t > t∗1 : y(t) = 0}

we have

t∗∗1 ≤ t∗1 + y(t∗1)/m = t∗1 +
M
m
√

x0q

(
1
ᾱ

)

=

(
1+

M
m

)√
x0q

(
1
ᾱ

) (2.41)

So, by (2.35) and (2.40)

x(t∗∗1 ) =
t∗∗1∫

τ=t∗1

[
y(τ)− ᾱ√|x(τ)|sign(x(τ))

]
dτ

=
t∗∗1∫

τ=t∗1

[
y(τ)− ᾱ√|x(τ)|

]
dτ ≤

t∗∗1∫

τ=t∗1
y(t∗1)dτ =

y(t∗1)(t
∗∗
1 − t∗1)≤ y2(t∗1)/m ≤ γx0

(2.42)

where

γ :=
M2

m

[
q

(
1
ᾱ

)]2

(2.43)

Selecting ᾱ large enough we may conclude that γ ∈ (0,1) and

x(t∗∗1 )≤ γx0

Here x(t∗∗1 ) is an initial value of (2.35) for the second interval Δ t2 := t∗∗2 − t∗∗1 where

t∗∗2 := inf{t > t∗∗1 : y(t) = 0}

Similarly to (2.42)
|x(t∗∗2 )| ≤ γx(t∗∗1 )≤ γ2x0 (2.44)

c) Iterating this process we may conclude that

|x(t∗∗i )| ≤ γ ∣∣x(t∗∗i−1)
∣
∣≤ · · · ≤ γ ix0 (2.45)

and

Δ ti := t∗∗i − t∗∗i−1 ≤
√∣∣x(t∗∗i−1)

∣∣
(

1+
M
m

)
q

(
1
ᾱ

)

≤ γ i/2√x0

(
1+

M
m

)
q

(
1
ᾱ

) (2.46)

Last two inequalities permit to formulate the following result.
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Proposition 2.1. If
|φ(t)| ≤ φ0 < β

then for any initial value x(0) from bounded domain there exists large enough ᾱ > 0,
such that the super-twist procedure (2.35) has a finite time convergence or reaching
time proceeding the second order sliding mode, and the following properties holds:

1)
|x(t)|  q

(
γt/2

) →
t→∞ 0

γ :=
M2

m

[
q

(
1
ᾱ

)]2

∈ (0,1)

2) The reaching time

treach := inf
t̄≥0

{t̄ : x(t) = 0 for all t ≥ t̄}

is estimated by

treach ≤
∞
∑

i=1
Δ ti ≤√

x0

(
1+

M
m

)
q

(
1
ᾱ

)
∞
∑

i=1
γ i/2

≤
√γ

1−√γ
√

x0

(
1+

M
m

)
q

(
1
ᾱ

) (2.47)

The important comments can be done:

• the reaching time tends to zero with gain ᾱ → ∞;
• a finite-time convergence takes place for any small m := β̄ −φ0 > 0;
• the sufficient convergence conditions, derived in previous publications(see, for

example, [[18]], [[24]]) led to upper estimate of admissible disturbance less than
0.5β̄ . Note that the system is not even asymptotically stable for φ0 ≥ β̄ . As it
follows from (2.35) in this case y(t) is constant or diverging, if the disturbance φ
is such that |φ (t)| ≥ β̄ , and has sign opposite to control u(t).

• the upper bound (2.47) for the reaching time treach is proportional to the root of
the initial state, namely,

√|x0| (since, in our case y0 = 0) and inverse-proportinal

to the parameter ᾱ, i.e., q

(
1
ᾱ

)
, which coincides with the estimates in [[18]]

proportional also to (y0 = 0)
√
|x0|+ |y0|=

√
|x0|

2.4.1.2 Simulations of a Super-Twist Control without Adaptation

The figure 2.2 illustrates the dynamics of the super-twist controller with

φ (t) = φ0 sin(ωt)
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the following parameters:

ᾱ = 1.2, β̄ = 0.6, φ0 = 1, ω = 0.09 and x(0) =
[−0.3 0.25

]ᵀ

One can see a finite-time convergence to zero (approximately in 3.5 sec.) of the first
state variable x(t) and the corresponding discontinuous control of the amplitude β̄ .
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Fig. 2.2 The states and the control signal for the super-twist controller without adaptation of
the gain parameter β̄

2.4.2 Super-Twist Control with Adaptation

Denoting
x1 = x, x2 = y, k := β̄

the system (2.35) can be represented as
⎧
⎨

⎩

ẋ1 = x2 − ᾱ
√|x1|sign(x1)

ẋ2 = φ(t)+ u
u :=−ksign(x1)

or, in the vector format (2.16)

ẋ = f (t,x)+ b(t,x)u
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with

f (t,x) :=

(
x2 − ᾱ

√|x1|sign(x1)
φ(t)

)
, b(t,x) :=

(
0
1

)

Taking

σ(x) = x1

and permitting for the gain parameter to be time-varying, i.e.,

k (t) = β (t)

we may apply the adaptation procedure (2.25)-(2.26) in spite of the fact that∥
∥∥ ∂∂x f (t,x)

∥
∥∥

2
is unbounded since in this case it does not participate directly in the

construction of [sign(σ (x(t)))]eq. Below we will consider this with more details.

2.4.2.1 The σ -Adaptation Method

Here, following to [[23]], we apply the adaptation law given by

u(t) =−k(t)sign(x1(t))

k̇(t) =

{
k(t) |σ(x(t))| sign(|σ(x(t)|− ε) if k(t)> μ̄

μ̄ if k(t)≤ μ̄
(2.48)

referred to as ”σ−adaptation”. In (2.48)

k(0) = 2.8,ε = 0.0003 and μ̄ = 0.04

The specific feature of this procedure is that the adaptation process practically stops
after the reaching time treach when

σ(x(t)) = x1(t) = 0

for any t ≥ treach, and, as the result, the gain parameter k(t) = β (t), defining the size
of the discontinuous control (or a chattering amplitude) may be still too far from the
disturbance level |φ(t)| ≤ φ0 which is minimal possible one guarantying the finite-
time convergence. This effect is clearly seen in the Figure 2.3: the reaching time
treach  1sec ., but the gain parameter (the chattering amplitude) remains around
the initial level 2.8 (in fact, 3.5) which is too high comparing with φ0 = 1. So, the
adaptation period is to short to decrease significantly the gain parameter k(t) = β̄ (t),
and in sliding mode regime there is no adaptation.
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Fig. 2.3 The states and the control signal (with the zooms in the right column) for the super-
twist controller with σ -adaptation of the gain parameter β̄

2.4.2.2 Adaptation Based on the “Equivalent Control”

Theoretical Analysis

The adaptation procedure (2.25)-(2.26) suggested here is applied to minimize the
magnitude of discontinuous input β̄ sign(x(t)) in (2.35). In sliding mode y(t) ≡ 0
therefore

[sign(σ (x(t)))]eq = φ(t)/β̄ (t) = φ(t)/k(t) (2.49)

and the algorithm (2.25)-(2.26) with

λ = γ1 = 0

can be used directly for this case if time derivative of |φ(t)| is bounded, namely, if

d
dt

|φ(t)| ≤ L (2.50)

Indeed, following to (2.26) and (2.49) for V (δ ) = δ 2/2 we have

V̇ (δ (t)) = δ (t) δ̇ (t) = δ (t)
d
dt

(∣∣∣[sign(σ (x))]eq

∣
∣∣
)
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If |φ(t)| is differentiable then

d
dt

(∣∣
∣[sign(σ (x))]eq

∣
∣
∣
)
=

1
k

d
dt

|φ |− |φ |
k2 k̇

and

V̇ (δ (t)) = δ (t)
(

1
k

d
dt

|φ |− |φ |
k2 k̇

)
(2.51)

Substitution
k̇ (t) = γ0k (t) sign(δ (t)) (2.52)

in (2.51) and using (2.50) imply

V̇ (δ (t)) = δ (t)
[

1
k

d
dt

|φ | −

|φ |
k2 kγ0sign(δ (t))

]
≤ |δ (t)|

k
(L−φ0γ0)

Taking γ0 > L/φ0 and denoting

κ := φ0γ0 −L > 0

from the last inequality we get

V̇ (δ (t))≤−|δ (t)|κ/k+ =−κ/k+
√

2V (δ (t))

which proofs the finite convergence before t f = |δ (0)|k+/κ. So, the following
statement can be formulated.

Theorem 2.4 (on adaptive super-twist [[31]]). The system (2.35) with disturbances
φ(t) having a bounded derivative (fulfilling (2.50)), and with the parameter β̄ (t) =
k(t) adapted on-line according to the adaptation law

k̇ (t)=

⎧
⎪⎪⎨

⎪⎪⎩

γ0k(t)sign(δ (t))−M [k(t)− k+]++M [μ− k(t)]+
if 0 < μ ≤ k (t)≤ k+

0 otherwise

where γ0 > L/μ converges in the finite time

t f = |δ (0)|k+/(μγ0 −L)

to the sliding mode regime

σ(x) = x1 = 0
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maintaining within the relation

φ(t)/k(t) = α = 1− ε0

for small enough ε0 > 0.

Numerical Illustration

To demonstrate the properties of the adaptation procedure (2.25)-(2.26), simulation
was performed for the case σ(x) = x1 with the following parameters:

γ0 = 2, φ0 = 1, μ = 0.04

α = 0.95, k+ = 10 , k(0) = 2.8

In the simulations, the filter (given in Remark 1) with τ = 0.5 was used to calculate
the function δ (t) . We obtained the following dynamics (see the figure ):
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Fig. 2.4 The states and the control signal ( with the zooms in the right column) for the super-
twist controller with adaptation of the gain parameter β̄ based on the “equivalent control”
signal

Here is clearly seen from Fig.2.5 and Fig.2.4 that gain parameter k(t) = β (t),
defining the chattering amplitude in the sliding mode (after the reaching time treach 
1sec .), continues to decrease attaining after 1.3sec .the level 0.1 and after follows
the amplitude of the external perturbation signal φ (t). Notice that the simulation
with lower frequency demonstrates perfect adaptation process.
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Fig. 2.5 The gain parameter k(t) for σ -adaptation and the adaptation process based on
“equivalent control method”

Remark 2.3. The main source of chattering of the super-twisting controller (2.35)
is the square root, and not the relay term. A large ᾱ is really bad selection. If the
disturbance is close to the magnitude of the relay function, convergence takes place
only for high enough value of ᾱ . So, the magnitude of the relay should be increased
to decrease ᾱ . The open problem is to find the trade off to minimize chattering.

2.4.3 Conclusions

In this work an adaptation methodology is developed to find the control gain of a
sliding-mode control providing a minimum value of discontinuity resulting in mini-
mization of the chattering effect. The application of this methodology to the super -
twist control enables reducing of the control action magnitude to minimum possible
value along with a finite-time convergence. The numerical examples clearly illus-
trate the positive effect of the gain coefficient adaptation being applied to the SOSM
controllers (in particularly, to the super-twist controller).

Acknowledgements. The authors would like to express their appreciation to the Ph.D. stu-
dent of CINVESTAV-IPN M.S. Patricio Ordaz for his help in the numerical realization of the
presented methodologies.
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Chapter 3
Decentralised Variable Structure Control for
Time Delay Interconnected Systems

Xing-Gang Yan and Sarah K. Spurgeon

Abstract. A class of multiple time varying delay interconnected systems with non-
linear disturbances is considered in this Chapter, where both the known and un-
certain interconnections involve time delay. A decentralised static output feedback
variable structure control is synthesised, which is independent of the time delays, to
stabilise the system globally uniformly asymptotically. The stability of the closed
loop system is analysed based on the Lyapunov Razumikhin approach. Then, for
interconnected systems where each subsystem is square, it is shown that the effects
of the uncertain interconnections can be largely rejected by appropriate controllers
if the delays are known and the uncertain interconnections are bounded by a class
of functions of the outputs and delayed outputs. A case study relating to a river
pollution control problem is presented to illustrate the proposed approach.

3.1 Introduction

Interconnected systems exist widely in the real world. Examples include power net-
works, cellular systems, ecological systems and financial systems. Such systems are
often widely distributed in space. A fundamental characteristic of interconnected
systems, which holds for both natural and engineered systems, is that they tend
to operate in a decentralised manner. For interconnected systems, the presupposi-
tion of centrality generally fails to hold due to the lack of centralised information
or the lack of a centralised decision making focus. Even with engineered systems,
issues such as the economic cost and reliability of communication links, particu-
larly when systems are characterised by geographical separation, limit the appetite
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to develop centralised systems. This has motivated the development of a wide lit-
erature in the area of decentralised control for interconnected systems, see, for
example, [[12, 17, 20, 26, 27]].

3.1.1 Interconnected Systems

Interconnected systems are often modelled as dynamical equations composed of
interconnections between a collection of lower-dimensional subsystems. A funda-
mental property of any interconnected system is that a perturbation of one subsystem
can affect the other subsystems as well as the overall performance of the network.
The purpose of control and monitoring paradigms from the domain of engineering
within an interconnected system’s architecture is thus to minimise the effect of any
perturbation or uncertainty on the overall system behaviour.

Large scale interconnected systems were studied from the engineering perspec-
tive as early as the 1970’s [[24]]. This early work focussed primarily on linear inter-
connected systems. The dynamics of large scale natural and engineered intercon-
nected systems are usually highly nonlinear, and thus it is not only the structure of
the system which produces complexity but also the nonlinearity of the dynamics.
It is clear that although a linear dynamics may approximate the orbit of a nonlinear
system locally, it does not permit the existence of the multiple states observed in real
networks and does not accommodate global properties of the system. Such global
properties can be crucial because they may become significant when the system
is perturbed or a subsystem enters a failure state. Increasing requirements on sys-
tem performance coupled with the ability to model and simulate reality by means
of complex, possibly nonlinear, interconnected systems models have motivated in-
creasing contributions to the study of such systems. This interest has been further
stimulated by the simultaneous development of nonlinear systems theory and the
emergence of powerful mathematical and computational tools which render the for-
mal and constructive study of nonlinear large scale systems increasingly possible.

3.1.2 Decentralised Output Feedback Control

Decentralised output feedback control, where only limited local system state infor-
mation is available to design any corrective action, has received much attention in
the literature and many interesting results have been obtained. Many of these meth-
ods are based on Lyapunov approaches or involve adaptive control. In the contribu-
tions of Saberi and Khalil [[23]] and Yan et al. [[31]], Lyapunov methods are used to
form the control scheme and strict structural conditions are imposed on each of the
nominal subsystem models. The work also includes some strong limitations on the
admissible interconnections. Adaptive control techniques have been employed by
Zhou and Wen [[34]], and Jain and Khorrami [[11]], but only parametric uncertainty
is dealt with due to the limitation of the approach; this is clearly a strong limita-
tion as uncertainty in the possibly nonlinear system structure as well as external
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perturbations are key factors in any interconnected system of practical significance.
The corresponding results can thus only be applied to certain systems with spe-
cial structure. An appropriate methodology must be able to deal with a broad class
of nonlinear subsystems where the subsystems themselves as well as the possibly
nonlinear interconnections between them will be uncertain and only limited system
state variables will be measurable. So called sliding mode control has been used
successfully by many authors in such uncertain, nonlinear scenarios [[2, 3, 25, 32]].
However, the primary focus in the literature has been on centralised control which is
problematic to implement in large-scale interconnected systems using decentralised
control.

Sliding mode control schemes for large-scale systems have also been proposed in
the literature, see for example [[7, 13]]. However, in such contributions it is required
that the uncertainties and the interconnections have special structure, or else have
linear or polynomial bounds. In addition, most methods focus on the so-called state
feedback control case where all state information is assumed available to the control
design. Much less attention has been paid to the output feedback, or limited infor-
mation, case. Lee proposed a decentralised output feedback control scheme using
sliding mode techniques [[13]], where not only were the isolated subsystems required
to be linear, but the interconnections were restricted to the linear case as well. Also
all of the uncertainties and interconnections are required to adopt a specific struc-
ture, i.e. satisfy the so-called matching conditions whereby all the perturbations and
interconnection effects are assumed to be implicit in the control injection channels.
Recent work has made significant contributions to alleviating these constraints and
has developed constructive frameworks for the development of output feedback con-
trol strategies based on sliding mode techniques [[27–29]]. This work encompasses
nonlinear system representations, uncertainty and unknown perturbations as well
as limited available measurements of the system state. A class of nonlinear, large-
scale interconnected systems incorporating a broad range of uncertainties has been
considered where no statistical information about the uncertainties is imposed.

3.1.3 Time Delay in Interconnected Systems

Interconnections between two or more subsystems in a network are often accom-
panied by phenomena such as material transfer, energy transfer and information
transfer. From a mathematical point of view, transfer phenomena can be represented
by delay elements [[19]]. However, for such a time delay interconnected system, the
future evolution frequently depends not only on the present state but also on the past
history of the system. The presence of even a small delay may greatly affect the per-
formance of a system; a stable system may become unstable, or chaotic behaviour
may result [[19]]. This has motivated the importance of the study of interconnected
systems in the presence of delay [[1]].

It should be noted that time delay is another important factor which makes
the study of interconnected systems complex [[21]]. Mahmoud and Bingulac [[18]]
considered a class of interconnected systems where delay does not appear in the
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interconnection terms. Although time delay interconnected systems have been con-
sidered, and many results have been achieved [[1,8]], most of the existing results are
based on the fact that the system states are available. The associated decentralised
output feedback results for time-delayed interconnected systems are few [[10,15,33]].
An output feedback decentralised control scheme is given in [[16]] where discrete in-
terconnected systems are considered. A class of nonlinear interconnected systems
with triangular structure is considered in [[10]], and an interconnected system com-
posed of a set of single input single output subsystems with dead zone input is
considered in [[33]]. In both [[10]] and [[33]], the control schemes are based on dynam-
ical output feedback which increases the computation greatly due to the associated
closed-loop system possessing possibly double the order of the actual plant. A de-
centralised model reference adaptive control scheme is proposed in [[15]] where the
considered interconnections are linear and matched.

Some work considers systems of particular structure, such as the work of Hua
and Guan [[9]] where a triangular structure is assumed. In all of the existing output
feedback control strategies for interconnected time delay systems, the nominal iso-
lated subsystems are required to be linear, and the bounds on the disturbances are
functions of the outputs and/or largely linear [[9, 16, 33]]. A class of interconnected
systems with time delay is considered in [[8]] where a model following problem
is considered and state feedback is employed. Building on a strong track record
of work in the area of control of delay systems [[29]] and interconnected systems
[[27,28]], recent work has sought to develop a global decentralised static output feed-
back robust control scheme for interconnected systems [[30]] where it is assumed that
all the time delays are known.

3.1.4 Contribution

In this Chapter, a variable structure control is synthesised to stabilise a class of time
delay interconnected systems with nonlinear disturbances. The bounds on the uncer-
tainties are nonlinear and time delayed. Both the isolated subsystems and the inter-
connections involve multiple time varying delays. A decentralised variable structure
control scheme using only output information is proposed firstly which is indepen-
dent of time delay. Based on the Lyapunov Razumikhin approach, sufficient condi-
tions are derived such that the closed-loop systems formed by the designed control
and the considered interconnected systems are globally uniformly asymptotically
stable. Then, for interconnected systems composed of a set of square subsystems,
it is shown that the effects of the nonlinear interconnections can be largely rejected
if their bounds are nonlinear functions of only the outputs and delayed outputs, and
the delays are available for design. The limitation that the rate of change of the time
delay is less than one, is not required. A compensator, which increases the required
computation levels for large-scale interconnected systems, is not required either. A
case study on the river pollution problem is presented to demonstrate the work.



3 Decentralised Variable Structure Control 59

3.2 Preliminaries

This section will provide the required notation and some basic results which will be
used later in this Chapter.

3.2.1 Notation

In this Chapter, R+ denotes the nonnegative set of real numbers {t | t ≥ 0}. The
symbol C[a,b] represents the set of Rn-valued continuous function on [a,b] and In

denotes the unit matrix with dimension n. For a matrix A, the expression A > 0
(A< 0) means that A is symmetric positive (negative) definite and λmax(A) (λmin(A))
represents its maximum (minimum) eigenvalue. The symbol diag{A1,A2, · · · ,An}
represents diagonal/block-diagonal matrix with diagonal entries A1,A2, · · · ,An. For
vectors x = (x1,x2, . . . ,xn1)

T ∈ Rn1 and y = (y1,y2, . . . ,yn2)
T ∈ Rn2 , the expres-

sion f (x,y) denotes a function f (x1,x2, . . . ,xn1 ,y1,y2, . . . ,yn2) defined on Rn1+n2 .
Finally, ‖ · ‖ denotes the Euclidean norm or its induced norm.

3.2.2 Basic Results

Definition 3.1. (see, [[6]]) A continuous function α : [0,a) �→ [0,∞) is said to belong
to class K if it is strictly increasing and α(0) = 0. Further, it is said to belong to
class K∞ if a = ∞ and limr→∞α(r) = ∞.

Consider a time-delay system

ẋ(t) = f (t,x(t − d(t)) (3.1)

with initial condition
x(t) = φ(t), t ∈ [−d,0]

where f : R+×C[−d,0] �→Rn takes R× (bounded sets of C[−d,0]) into bounded sets

in Rn; d(t) is the time-varying delay and d := supt∈R+{d(t)}< ∞.
Lemma 3.1. If there exist class K∞ functions ζ1(·) and ζ2(·), a class K function
ζ3(·) and a continuous function V1(·) : [−d,∞]×Rn �→ R+ satisfying

ζ1(‖x‖)≤V1(t,x)≤ ζ2(‖x‖), t ∈ R+, x ∈ Rn

such that the time derivative of V1 along the solution of system (3.1) satisfies

V̇1(t,x)≤−ζ3(‖x‖) (3.2)

whenever
V1(t + d,x(t + d))≤V1(t,x(t))
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for any d ∈ [−d,0], then the system (3.1) is uniformly stable. If in addition, ζ3(τ)> 0
for τ > 0 and there exists a continuous nondecreasing function ξ (τ) > τ for τ > 0
such that (3.2) is strengthened to

V̇1(t,x)≤−ζ3(‖x‖) if V1(t + d,x(t + d))≤ ξ (V1(t,x(t))) (3.3)

for d ∈ [−d,0] , then the system (3.1) is uniformly asymptotically stable. Further, if
in addition limτ→∞ ζ1(τ) = ∞, then, the system (3.1) is globally uniformly asymp-
totically stable.

Proof. See pages 14-15 in [[6]].

Lemma 3.1 is the well known Razumikhin Theorem [[6]]. From Lemma 3.1, the
following result can be obtained.

Lemma 3.2. Consider system (3.1). If there exists a function V0(x) = xT Px with
P > 0 such that for d ∈ [−d,0], the time derivative of V0 along the solution of system
(3.1) satisfies

V̇0(x)≤−q1‖x‖2 if V0(x(t + d))≤ q2V0(x(t)) (3.4)

for some q1 > 0 and q2 > 1, then system (3.1) is globally uniformly asymptotically
stable.

Proof. See Lemma 1 of Appendix 1 in [[30]].

Lemma 3.3. Assume the matrix/vector functions Hi j(t,x j) ∈ Rni×mj with ni and
m j positive integral numbers, and x = col(x1,x2, · · · , xn) where xi ∈ Rni for i =
1,2, . . . ,n. Then

n

∑
i=1

n

∑
j=1
j �=i

Hi j(t,x j) =
n

∑
i=1

n

∑
j=1
j �=i

Hji(t,xi)

Proof. From the fact that

n

∑
i=1

n

∑
j=1

Hi j(t,x j) =
n

∑
j=1

n

∑
i=1

Hi j(t,x j)

it follows that

∑n
i=1∑

n
j=1
j �=i

Hi j(t,x j)

= ∑n
i=1∑

n
j=1 Hi j(t,x j)−H11(t,x1)−H22(t,x2)−·· ·−Hnn(t,xn)

= ∑n
j=1∑

n
i=1 Hi j(t,x j)−∑n

j=1 Hj j(t,x j)

= ∑n
j=1 (∑

n
i=1 Hi j(t,x j)−Hj j(t,x j))

= ∑n
j=1∑

n
i=1
i�= j

Hi j(t,x j)

= ∑n
i=1∑

n
j=1
j �=i

Hji(t,xi)
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Hence the conclusion follows.

The results presented in this section will be used in the later analysis.

3.3 System Description and Basic Assumptions

In this section, the systems considered in this chapter will be presented and basic
assumptions will be imposed.

3.3.1 Interconnected System Description

Consider a time-varying delayed interconnected system composed of n ni-th order
subsystems

ẋi = Aixi +Bi
(
ui +Gi

(
t,xi,xidi)

)
+

n

∑
j=1
j �=i

(
Ei jx jd j +Fi jx j +Φi j(t,x j,x jd j)

)
(3.5)

yi = Cixi, i = 1,2, . . . ,n, (3.6)

where x := col(x1, . . . ,xn), xi ∈ Rni , ui ∈ Rmi and yi ∈ R pi are the state variables,
inputs and outputs of the i-th subsystem respectively. The triple (Ai,Bi,Ci) and
Ei j,Fi j ∈ Rni×n j with i �= j represent constant matrices of appropriate dimensions
with Bi and Ci of full rank. The functions Gi(·) are matched nonlinear uncertainties
in the i-th subsystem. The terms

n

∑
j=1
j �=i

(Ei jx jd j +Fi jx j) and
n

∑
j=1
j �=i

Φi j(t,x j,x jd j)

are, respectively, the known and uncertain interconnections of the i-th subsystem;
xidi := xi(t − di) are the delayed states, and the symbols di := di(t) denote the time-
varying delays which are assumed to be known, nonnegative and bounded in R+,
that is

di := sup
t∈R+

{di(t)}< ∞, i = 1,2, . . . ,n

The initial conditions associated with the time delays are given by

xi(t) = φi(t), t ∈ [−di,0]

where φi(·) are continuous in [−di,0] for i = 1,2, . . . ,n. It is assumed that all the
nonlinear functions are smooth enough such that the unforced interconnected system
has a unique continuous solution.
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Definition 3.2. Consider system (3.5)–(3.6). The systems

ẋi = Aixi +Bi(ui +Gi
(
t,xi,xidi))

yi = Cixi, i = 1,2, . . . ,n,

are called the i-th isolated subsystems of the system (3.5)–(3.6), and the systems

ẋi = Aixi +Biui (3.7)

yi = Cixi, i = 1,2, . . . ,n, (3.8)

are said to be the i-th nominal isolated subsystems of the system (3.5)–(3.6).

3.3.2 Assumptions

For the interconnected system (3.5)–(3.6), it is required to impose the following
conditions.
Assumption 3.1. There exist known continuous functions ρi(·) and ϖi(·) and con-
stants αi j and βi j such that for i �= j, i, j = 1,2, . . . ,n

‖Gi(t,x,xidi)‖ ≤ ρi(t,yi)+ϖi(t,yi)‖xidi‖ (3.9)

‖Φi j(t,x j,x jd j)‖ ≤ αi j‖x j‖+βi j‖x jd j‖ (3.10)

Remark 1. Assumption 3.1 is a limitation on the uncertainties that can be tolerated
by the system. It is not required that the interconnections are described or bounded
by functions of the system outputs. Unlike [[22, 33]], time delays are involved in the
interconnections; and the result obtained in this chapter will be global.

Assumption 3.2. There exist matrices Ki, Di and Pi > 0 such that for i = 1,2, . . . ,n

−Qi := (Ai −BiKiCi)
T Pi +Pi(Ai −BiKiCi) < 0 (3.11)

BT
i Pi = DiCi (3.12)

Remark 2. Assumption 3.2 describes a structural property associated with the triple
(Ai,Bi,Ci) which is the standard Constrained Lyapunov Problem (CLP) [[5]]. A sim-
ilar limitation has been imposed by many authors (see e.g, [[5, 31]]). Necessary and
sufficient conditions for solving the CLP can be found in [[4, 5]].

3.3.3 Problem Statement

In this chapter, it is assumed that all the isolated subsystems (3.7) and (3.8) are
output feedback stabilisable. The objective is to design a variable structure control
law of the form

ui = ui(t,yi), i = 1,2, . . . ,n (3.13)
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such that the associated closed-loop system formed by applying the control law in
(3.13) to the interconnected system (3.5)–(3.6), is globally uniformly asymptotically
stable even in the presence of the uncertainties and time delays. Since the control
elements ui in (3.13) are only dependent on the time t and output yi, and are in-
dependent of time delay, they are called a memoryless decentralised static output
feedback control. Then, for interconnected systems with square subsystems, delay
dependent decentralised output feedback control elements

ui = ui(t,yi,yidi), i = 1,2, . . . ,n

are proposed such that the effects of the uncertain interconnections are largely
rejected.

3.4 Decentralised Delay Independent Control

In this section, a decentralised output feedback controller which is independent of
the time delay will be designed for the interconnected systems (3.5)–(3.6).

3.4.1 Designed Control

Consider the control

ui =−Kiyi − 1
2εi

Diyiϖ2
i (t,yi)+ ua

i (t,yi), i = 1,2, . . . ,n (3.14)

where Ki ∈ Rmi×pi are design parameters satisfying Assumption 3.2, εi > 0 are
constant and ua

i (·) are defined by

ua
i (·) :=

{
− Diyi

‖Diyi‖ρi(t,yi), Diyi �= 0
0, Diyi = 0

(3.15)

where Di satisfy (3.12). Since the structure of the control ui in (3.14) are variable
due to ua

i (·) in (3.15), they are called a variable structure control. Clearly it is decen-
tralised because ui is only dependent on time t and local output information yi. Thus
ui in (3.14) are called decentralised output feedback variable structure controllers.

3.4.2 Main Result

The following result can now be presented:

Theorem 3.1. Assume that Assumptions 3.1–3.2 hold. Then, the closed-loop sys-
tem formed by applying the control (3.14)–(3.15) into system (3.5)–(3.6) is globally
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uniformly asymptotically stable if W T +W > 0 where the matrix W = [wi j]2n×2n is
defined by

wi j =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

λmin(Qi)− qλmax(Pi), 1 ≤ i = j ≤ n

λmin(Pi)− εi, n+ 1 ≤ i = j ≤ 2n

−2‖PiFi j‖− 2αi j‖Pi‖, i �= j and 1 ≤ i, j ≤ n

−2‖PiEi( j−n)‖− 2βi( j−n)‖Pi‖, 1 ≤ i ≤ n, j > n and j− n �= i

−2‖Pi−nE(i−n) j‖− 2β(i−n) j‖Pi−n‖, i > n, 1 ≤ j ≤ n and i− n �= j

0, otherwise

for constants q > 1 and εi > 0, where αi j and βi j are defined in (3.10) for i, j =
1,2, . . . ,n, i �= j.

Proof. Applying the control (3.14)–(3.15) into system (3.5)–(3.6), it follows that
the closed-loop system is described by

ẋi = Aixi +Bi

(
−KiCixi − 1

2εi
Diyiϖ2

i (t,yi)+ ua
i (t,yi)+Gi

(
t,xi,xidi)

)

+
n

∑
j=1
j �=i

(
Ei jx jd j +Fi jx j +Φi j(t,x j,x jd j )

)
(3.16)

where ua
i (·) are given by (3.15) for i = 1,2, . . . ,n. For system (3.16), consider the

Lyapunov function candidate

V (x(t)) =
n

∑
i=1

xT
i (t)Pixi(t) (3.17)

where Pi > 0 satisfy Assumption 3.2 for i = 1,2, . . . ,n. Then, the time derivative of
V (·) along the trajectories of system (3.16) is given by

V̇ = −
n

∑
i=1

xT
i Qixi + 2

n

∑
i=1

xT
i PiBi

(
− 1

2εi
Diyiϖ2

i (t,yi)+ ua
i (t,yi)

)

+2
n

∑
i=1

xT
i PiBiGi(t,xi,xidi)+ 2

n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiEi jx jd j

+2
n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiFi jx j + 2

n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiΦi j(t,x j,x jd j) (3.18)

From (3.9), (3.12) and Young’s inequality, it follows that for any εi > 0
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xT
i PiBiGi(t,xi,xidi) = (Diyi)

T Gi(t,xi,xidi)

≤ ‖Diyi‖ρi(t,yi)+ ‖Diyi‖ϖi(t,yi)‖xidi‖
≤ ‖Diyi‖ρi(t,yi)+

1
2εi

‖Diyi‖2ϖ2
i (t,yi)+

εi

2
‖xidi‖2 (3.19)

From (3.12) and the definition of ua
i (·) in (3.15), it follows that

i) if Diyi = 0, then ua
i (·) = 0, and thus

xT
i PiBiu

a
i (t,yi)+ ‖Diyi‖ρi(t,yi) = ‖Diyi‖ρi(t,yi) = 0

ii) if Diyi �= 0, from the definition of ua
i (·) in (3.15),

xT
i PiBiu

a
i (t,yi)+ ‖Diyi‖ρi(t,yi)

≤ −(Diyi)
T Diyi

‖Diyi‖ρ(t,yi)+ ‖Diyi‖ρi(t,yi)

= 0

Thus, from i) and ii) above,

xT
i PiBiu

a
i (t,yi)+ ‖Diyi‖ρi(t,yi)≤ 0, i = 1,2, · · · ,n (3.20)

Further, from (3.12),

− 1
2εi

xT
i PiBiDiyiϖ2

i (t,yi)+
1

2εi
‖Diyi‖2ϖ2

i (t,yi)

= − 1
2εi

xT
i CT

i DT
i Diyiϖ2

i (t,yi)+
1

2εi
‖Diyi‖2ϖ2

i (t,yi)

= − 1
2εi

(Diyi)
T Diyiϖ2

i (t,yi)+
1

2εi
‖Diyi‖2ϖ2

i (t,yi) = 0 (3.21)

Therefore, from (3.19), (3.20) and (3.21)

2
n

∑
i=1

xT
i PiBi

(
− 1

2εi
Diyiϖ2

i (t,yi)+ ua
i (t,yi)

)
+ 2

n

∑
i=1

xT
i PiBiGi(t,xi,xidi)

≤
n

∑
i=1

εi‖xidi‖2 (3.22)

From (3.10),

xT
i PiΦi j(t,x j,x jd j ) ≤ ‖xi‖‖Pi‖

(
αi j‖x j‖+βi j‖x jd j‖

)

= αi j‖Pi‖‖xi‖‖x j‖+βi j‖Pi‖‖xi‖‖x jd j‖ (3.23)

Applying (3.22) and (3.23) to equation (3.18) yields
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V̇ ≤ −
n

∑
i=1

xT
i Qixi +

n

∑
i=1

εi‖xidi‖2 + 2
n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiEi jx jd j + 2

n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiFi jx j

+2
n

∑
i=1

n

∑
j = 1
j �= i

(
αi j‖Pi‖‖xi‖‖x j‖+βi j‖Pi‖‖xi‖‖x jd j‖

)
(3.24)

From the definition of V (·) in (3.17), it is clear that

V (x1d1 ,x2d2 , . . . ,xndn)≤ qV (x1,x2, . . . ,xn), (q > 1)

implies that

q
n

∑
i=1
λmax(Pi)‖xi‖2 −

n

∑
i=1
λmin(Pi)‖xidi‖2 ≥ q

n

∑
i=1

xT
i Pixi −

n

∑
i=1

xT
idi

Pixidi ≥ 0 (3.25)

Therefore, from (3.25) and (3.24), it follows that when V (x1d1 , . . . , xndn) ≤
qV (x1, . . . ,xn),

V̇ ≤ −
n

∑
i=1

xT
i Qixi +

n

∑
i=1
εi‖xidi‖2 + 2

n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiEi jx jd j + 2

n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiFi jx j

+2
n

∑
i=1

n

∑
j = 1
j �= i

(
αi j‖Pi‖‖xi‖‖x j‖+βi j‖Pi‖‖xi‖‖x jd j‖

)

+q
n

∑
i=1
λmax(Pi)‖xi‖2 −

n

∑
i=1
λmin(Pi)‖xidi‖2

≤ −
n

∑
i=1

(
λmin(Qi)− qλmax(Pi)

)
‖xi‖2 −

n

∑
i=1

(
λmin(Pi)− εi

)
‖xidi‖2

+2
n

∑
i=1

n

∑
j = 1
j �= i

(
‖PiFi j‖+αi j‖Pi‖

)
‖xi‖‖x j‖

+2
n

∑
i=1

n

∑
j = 1
j �= i

(
‖PiEi j‖+βi j‖Pi‖

)
‖xi‖‖x jd j‖

= −1
2

Y (W T +W)Y T

≤ −1
2
λmin(W

T +W)(‖x‖2 + ‖xd‖2)

≤ −1
2
λmin(W

T +W)‖x‖2
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where Y :=
[ ‖x1‖ · · · ‖xn‖ ‖x1d1‖ · · · ‖xndn‖

]
. From W T +W > 0, it follows that

λmin(W T +W )> 0. Hence the conclusion follows from Lemma 3.2.

Remark 3. Consider (3.10) in Assumption 3.1. The bounds on the uncertain in-
terconnections in system (3.5) are dependent on the systems states, and thus they
cannot be employed in the control design since static output feedback is used in this
chapter. The effects of such interconnections have been reflected throughαi j and βi j

in the matrix W .

3.5 Decentralised Control Synthesised for Square Case

Consider interconnected systems where all of the subsystems are square (each sub-
system has the same number of outputs as the number of inputs). In this case, it is
possible to design decentralised controllers such that the effect of the uncertain in-
terconnections can be largely rejected if delay is available for design. This problem
is far from trivial because the uncertain interconnections in each subsystem involve
all subsystems’ output information while the decentralised control is only allowed
to use local output information.

3.5.1 Controller Design

The following assumption is imposed on the system (3.5)–(3.6).

Assumption 3.3. It is assumed that mi = pi and the time delays di are known. The
uncertainties Gi(·) satisfy (3.9) and the uncertaintiesΦi j(·) satisfy

‖Φi j(t,x j,x jd j )‖ ≤ ξi j(t,y j,y jd j)‖y j‖ (3.26)

where functions ξi j(·) are known nonnegative and continuous for i �= j and i, j =
1,2, . . . ,n.

Since both Bi and Ci are of full rank, it follows that under Assumption 3.2 the
matrix Di is nonsingular in square case. Then, consider the following control law

ui =−Kiyi − 1
2εi

Diyiϖ2
i (t,yi)+ ua

i (·)+ ub
i (·) (3.27)

where Ki and ua
i (·) are the same as in (3.14), and ub

i (·) is defined by

ub
i (·) =−D−T

i yi

n

∑
j = 1
j �= i

1
ε ji

(λmax(Pj))
2ξ 2

ji(t,yi,yidi) (3.28)
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where ε ji > 0 ( j �= i) are constants for i, j = 1,2, . . . ,n. It is obvious that the delays
are employed in the control design for ub

i and thus it is required to be known.The
result in section 3.5.2 will show that the controllers in (3.27) can largely reject the
effects of the uncertain interconnections.

3.5.2 Main Result

Theorem 3.2. Under Assumptions 3.2 and 3.3, the closed-loop system formed by
applying control (3.27) with ub

i (·) defined in (3.28) into system (3.5)–(3.6) is glob-
ally uniformly asymptotically stable if Γ T +Γ > 0 where the matrix

Γ :=

[
Γ11 Γ12

Γ21 Γ22

]

is defined by

Γ11 :=

⎡

⎢⎢
⎢
⎢
⎢
⎢
⎣

Π a
1 −2P1F12 · · · −2P1F1n

−2P2F21 Π a
2

. . .
...

...
. . .

. . . −2Pn−1F(n−1)n

−2PnFn1 · · · −2PnFn(n−1) Π a
n

⎤

⎥⎥
⎥
⎥
⎥
⎥
⎦

Γ12 :=

⎡

⎢
⎢⎢
⎢
⎢
⎢
⎣

0 −2P1E12 · · · −2P1E1n

−2P2E21 0
. . .

...

...
. . .

. . . −2Pn−1E(n−1)n

−2PnEn1 · · · −2PnEn(n−1) 0

⎤

⎥
⎥⎥
⎥
⎥
⎥
⎦

Γ21 :=

⎡

⎢⎢
⎢
⎢
⎢
⎢
⎣

0 −2P2E21 · · · −2PnEn1

−2P1E12 0
. . .

...

...
. . .

. . . −2Pn−1E(n−1)n

−2PnEn1 · · · −2PnEn(n−1) 0

⎤

⎥⎥
⎥
⎥
⎥
⎥
⎦

and

Γ22 := diag
{
Π b

1 ,Π
b
2 , · · · ,Π b

n

}

where Π a
i := Qi − (qλmax(Pi) +∑n

j = 1
j �= i
εi j)Ini and Π b

i := (λmin(Pi)− εi) Ini for i =

1, . . . ,n and q > 1.



3 Decentralised Variable Structure Control 69

Proof. Consider the uncertain interconnection terms ∑n
j=1
j �=i
Φi j(t,x j,x jd j). From the

condition (3.26) and Young’s inequality (ab ≤ 1
2ε a2 + ε

2 b2 for ε > 0),

2xT
i PiΦi j(t,x j,x jd j)

≤ 2λmax(Pi)‖xi‖ξi j(t,y j,y jd j )‖y j‖
≤ εi j‖xi‖2 +

1
εi j

(λmax(Pi))
2 ξ 2

i j(t,y j,y jd j)‖y j‖2 (3.29)

for constant scalars εi j > 0. Then, from inequalities (3.29)

2
n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiΦi j(t,x j,x jd j)

≤
n

∑
i=1

n

∑
j = 1
j �= i

εi j‖xi‖2 +
n

∑
i=1

n

∑
j = 1
j �= i

1
εi j

(λmax(Pi))
2 ξ 2

i j(t,y j,y jd j )‖y j‖2

=
n

∑
i=1

( n

∑
j = 1
j �= i

εi j

)
‖xi‖2 +

n

∑
i=1

n

∑
j = 1
j �= i

1
ε ji

(λmax(Pj))
2ξ 2

ji(t,yi,yidi)‖yi‖2 (3.30)

where Lemma 3.3 is used to obtain the last equality. From the definition of ub
i (·) in

(3.28),

xT
i PiBiu

b
i (·)+

n

∑
j = 1
j �= i

1
ε ji

(λmax(Pj))
2ξ 2

ji(t,yi,yidi)‖yi‖2

≤ −xT
i CT

i DT
i D−T

i yi

n

∑
j = 1
j �= i

1
ε ji

(λmax(Pj))
2ξ 2

ji(t,yi,yidi)

+
n

∑
j = 1
j �= i

1
ε ji

(λmax(Pj))
2ξ 2

ji(t,yi,yidi)‖yi‖2

= 0 (3.31)

Therefore, from (3.30) and (3.31)

2
n

∑
i=1

xT
i PiBiu

b
i (t,yi)+ 2

n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiΦi j(t,x j,x jd j)≤

n

∑
i=1

n

∑
j = 1
j �= i

εi j‖xi‖2 (3.32)

Consider the same Lyapunov function as given in (3.17). Following the analysis
and proof in Theorem 1, it is straightfoward to see that when V (x1d1 , . . . , xndn) ≤
qV (x1, . . . ,xn),
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V̇ ≤ −
n

∑
i=1

xT
i Qixi +

n

∑
i=1

εi‖xidi‖2 + 2
n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiEi jx jd j + 2

n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiFi jx j

+
n

∑
i=1

n

∑
j = 1
j �= i

εi j‖xi‖2 + q
n

∑
i=1

λmax(Pi)‖xi‖2 −
n

∑
i=1

λmin(Pi)‖xidi‖2

≤ −
n

∑
i=1

xT
i

(
Qi −

(
qλmax(Pi)+

n

∑
j = 1
j �= i

εi j

)
Ini

)
xi −

n

∑
i=1

(
λmin(Pi)− εi

)
xT

idi
xidi

+2
n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiEi jx jd j + 2

n

∑
i=1

n

∑
j = 1
j �= i

xT
i PiFi jx j

= −1
2

ZT (Γ T +Γ )Z ≤−1
2
λmin(Γ T +Γ )‖Z‖2 ≤−1

2
λmin(Γ T +Γ )‖x‖2

where Z := col(x1, · · · ,xn,x1d1 , . . . ,xndn).
Hence, the conclusion follows from Γ +Γ T > 0.

Remark 4. From the proof of Theorem 3.2, it is clear to see that the only terms re-
sulting from the uncertain interconnections, are ∑n

j = 1
j �= i
εi j in the matrix Γ . Compared

the matrix W in Theorem 3.1 and the matrix Γ in Theorem 3.2, it is straightforward
to see that the effects of the uncertain interconnections have been largely rejected by
the control (3.27) because the terms ∑n

j = 1
j �= i
εi j appeared in the matrix Γ , can be very

small if the parameters εi j are chosen to be small enough although small εi j usually
result in high gain control.

3.6 Case Study—River Pollution Control Problem

Consider a two-reach model of a river pollution control problem [[14]]. It is assumed
that the concentration of biochemical oxygen demand (BOD) for the first subsystem
is perturbed by a time delay. Then, the system can be described by (See, [[30]])

ẋ1 =

[−1.32δ 0
−0.32 −1.2

]

︸ ︷︷ ︸
A1

x1 +

[
0.1
0

]

︸ ︷︷ ︸
B1

(
u1 +(−13.2(1− δ ))y1d1︸ ︷︷ ︸

G1(·)

)
+Φ12(·) (3.33)

ẋ2 =

[−1.32 0
−0.32 −1.2

]

︸ ︷︷ ︸
A2

x2 +

[
0.1
0

]

︸ ︷︷ ︸
B2

(u2 +G2(·))+
[

0.9δ 0
0 0

]

︸ ︷︷ ︸
E21

x1d1

+

[
0.9 0
0 0.9

]

︸ ︷︷ ︸
F21

x1 +

[−0.9δy1

0

]

︸ ︷︷ ︸
Φ21(·)

(3.34)
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y1 = [1 0]
︸ ︷︷ ︸

C1

x1, y2 = [1 0]
︸ ︷︷ ︸

C2

x2 (3.35)

where x1 := col(x11,x12) and x2 := col(x21,x22). The variables xi1 and xi2 represent
the concentration of the BOD and the concentration of dissolved oxygen respec-
tively, and the control ui are the BOD of the effluent discharge into the river for
i = 1,2. The constant δ ∈ [0,1] is the retarded coefficient. The uncertainties G2(·)
and Φ12(·) are added to illustrate the results obtained.

By direct computation, it is obtained that the matrix W +WT defined in Theorem
3.1 is not positive definite even if it is assumed that both G2(·) and Φ12(·) are zero.
Therefore, for the system (3.33)–(3.35), the result in Theorem 3.1 does not hold.

Next a decentralised controller based on the result given in section 3.5 will be
proposed. Rewrite the system (3.33)–(3.35) as follows

ẋ1 =

[−1.32δ 0
−0.32 −1.2

]

︸ ︷︷ ︸
A1

x1 +

[
0.1
0

]

︸ ︷︷ ︸
B1

(
u1 +(−13.2(1− δ ))y1d1︸ ︷︷ ︸

G1(·)

)
+Φ12(·) (3.36)

ẋ2 =

[−1.32 0
−0.32 −1.2

]

︸ ︷︷ ︸
A2

x2 +

[
0.1
0

]

︸ ︷︷ ︸
B2

(u2 +G2(·))+
[

0.9δ 0
0 0

]

︸ ︷︷ ︸
E21

x1d1

+

[
0 0
0 0.9

]

︸ ︷︷ ︸
F21

x1 +

[
(1− δ )0.9y1

0

]

︸ ︷︷ ︸
Φ21(·)

(3.37)

y1 = [1 0]
︸ ︷︷ ︸

C1

x1, y2 = [1 0]
︸ ︷︷ ︸

C2

x2 (3.38)

It is assumed that

|G2(·)| ≤ 1+ siny2︸ ︷︷ ︸
ρ2

+ |y2|︸︷︷︸
ϖ2

‖x2d2‖, ‖Φ12‖ ≤ |y2y2d2 |sin2 t
︸ ︷︷ ︸

ξ12

|y2| (3.39)

Let ρ1 = 0, ϖ1(·) = 13.2(1− δ ) and ξ21 = 0.9(1− δ ). It is clear to see that the
Assumption 3.3 hold. Then let K1 = 20, K2 = 30 and

Q1 =

[
4.5280 0.3200
0.3200 2.4000

]
, Q2 =

[
8.6400 0.3200
0.3200 2.4000

]

The solutions to the Lyapunov equations in (3.11) are P1 = P2 = I2 and the equations
(3.12) are satisfied with D1 = D2 = 0.1. Comparing system (3.36)–(3.37) with the
system (3.5)–(3.6), it is straightforward to see that E12 = F12 = 0. Let ε1 = ε2 = 0.5
and ε12 = ε21 = 0.1. By direct computation,
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Γ11 =

⎡

⎢
⎢
⎣

3.4180 0.3200 0 0
0.3200 1.2900 0 0

0 0 7.5300 0.3200
0 −1.8000 0.3200 1.2900

⎤

⎥
⎥
⎦

Γ22 =

⎡

⎢
⎢
⎣

0.5000 0 0 0
0 0.5000 0 0
0 0 0.5000 0
0 0 0 0.5000

⎤

⎥
⎥
⎦

Γ12 =

⎡

⎢
⎢
⎣

0 0 0 0
0 0 0 0

−0.3600 0 0 0
0 0 0 0

⎤

⎥
⎥
⎦ , Γ21 =

⎡

⎢
⎢
⎣

0 0 −0.3600 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤

⎥
⎥
⎦

and the matrix Γ T +Γ where Γ is defined in Theorem 3.2, is positive definite.
Clearly the controllers (3.27)–(3.28) are well defined, and, from Theorem 3.2, they
stabilise the system (3.33)-(3.35) globally asymptotically.

For simulation purposes, choose σ = 0.20 and assume the delays are chosen as
d1(t) = 3− 2sin(t) and d2(t) = 2− cost, and the delay related initial conditions
are chosen as φ1(t) = col(2cost,1) and φ2(t) = col(0,1− sin(t)). The simulation
results shown in Figure 3.1 are as expected.
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Fig. 3.1 The time responses of the state variables of system (3.33)–(3.34)



3 Decentralised Variable Structure Control 73

3.7 Conclusions

This Chapter has presented two control strategies based on different classes of un-
certain interconnections. The proposed control schemes are decentralised and based
only on output information, which is convenient for real implementation. The differ-
ences between the inaccessible bounds which cannot be used in the control design,
and the accessible bounds on the uncertain interconnections which can be employed
in the control design, are shown. The proposed approach can be used to accommo-
date mismatched uncertain interconnections if the delay is known and the bounds
on the uncertain interconnections are a class of functions of the outputs and de-
layed outputs. The limitation on the rate of change of the time varying delay is not
required, as is required using the Lyapunov-Krasovskii approach. The case study
shows the practicability of the proposed approach.
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Chapter 4
On the Second Order Sliding Mode Approach
to Distributed and Boundary Control
of Uncertain Parabolic PDEs

Y. Orlov, A. Pisano, and E. Usai

Abstract. This chapter addresses the Lyapunov-based design of distributed and
boundary second order sliding mode (2-SM) controllers in the domain of distributed-
parameters systems (DPSs). New distributed control results are given and, addition-
ally, an already presented boundary control approach is briefly recalled to enhance
the tutorial value of the chapter. Non-standard Lyapunov functionals are invoked
to establish the relevant stability and convergence results in appropriate functional
spaces. As the novelty, the state tracking problem for an uncertain reaction-diffusion
process with spatially varying parameters and non-homogeneous mixed boundary
conditions is first addressed. The reference profile is both time and space depen-
dent, and the process is affected by a smooth distributed disturbance. The proposed
robust synthesis of the distributed control input is formed by linear PI-type feedback
design and the “Super-Twisting” second-order sliding-mode control algorithm, suit-
ably combined and re-worked in the infinite-dimensional setting.

In the second part of the chapter, recently achieved results [[20]] concerning the
regulation of an uncertain heat process with collocated boundary sensing and actua-
tion are recalled. The underlying heat process is governed by an uncertain parabolic
partial differential equation (PDE) with controlled mixed boundary conditions, it
exhibits an unknown spatially varying diffusivity parameter, and it is affected by a
smooth boundary disturbance. The proposed robust synthesis is formed by combin-
ing linear PD-type feedback design and the “Twisting” second-order sliding-mode
control algorithm. The stability of the twisting-based boundary controller can be
investigated by means of a totally different family of Lyapunov functionals as com-
pared to that used for the super-twisting-based distributed control scheme, and the
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approach is recalled in order to give a more complete overview of the available
second-order sliding mode designs for PDEs. The presented control schemes are
supported by simulation results.

Keywords: Distributed parameter systems, Parabolic PDEs, Heat equation,
Reaction-diffusion equation, Boundary control, Second-order sliding mode control,
Lyapunov analysis.

4.1 Introduction

Sliding-mode control has long been recognized as a powerful control method to
counteract non-vanishing external disturbances and unmodelled dynamics when
controlling dynamical systems of finite and infinite dimension [[27]].

Presently, the discontinuous control synthesis in the infinite-dimensional setting
is well documented [[12, 15, 16, 18, 19]], and it is generally shown to retain the main
robustness features as those possessed by its finite-dimensional counterpart. Other
robust control paradigms have been fruitfully applied in the infinite dimensional
setting such as adaptive and model-reference control (see [[4, 10]]), geometric and
Lyapunov-based design (see [[2]]), H∞ and LMI-based design (see [[6]]). It should
be noted that the latter paradigms are capable of attenuating vanishing disturbances
only, whereas the former discontinuous control is additionally capable of rejecting
persistent disturbances with an a priori known bound on their L2 norm.

In the present chapter we basically present some results concerning the track-
ing and regulation of infinite dimensional processes by means, respectively, of dis-
tributed and boundary control techniques based on the second-order sliding mode
concept. In some recent authors’ publications (see [[22–24]])) two finite dimensional
robust control algorithms, namely, the “Super-Twisting” and “Twisting” second-
order sliding-mode (2-SM) controllers (see [[5, 13]]) for details on these controllers)
have been generalized to the infinite-dimensional setting and applied, in distributed
form, for controlling certain heat and wave processes with uncertain constant pa-
rameters. In [[25]] the regulation of a heat process with collocated boundary sensing
and actuation and uncertain constant diffusivity was tackled by relying on a suitable
combination between linear PD design and the Twisting algorithm. In a more re-
cent authors’ work [[21]], the regulation problem for an uncertain reaction-diffusion
process with spatially varying parameters and non-homogeneous mixed boundary
conditions, and affected by a smooth distributed disturbance, was addressed. The
proposed robust synthesis of the distributed control input is formed by linear PI-
type feedback design and the “Super-Twisting” second-order sliding-mode control
algorithm, suitably combined and re-worked in the infinite-dimensional setting. The
reference profile is admitted to be space dependent but must be time-invariant.

As the novelty, we shall extend the results of [[21]] by addressing the tracking prob-
lem with a reference profile which is both time and space dependent. This generaliza-
tion is far from being trivial as it requires the imposition of an additional assumption
concerning the admitted disturbance, that was not required in the regulation case
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of [[21]], as well as corresponding significant changes in the Lyapunov analysis pro-
cedure. We put the constraint that the distributed control input must be a continuous
(although possibly non-smooth) function of time.

The additional concern of the present chapter is to investigate the use of the
second order sliding mode approach within the framework of Parabolic PDEs with
collocated boundary sensing and actuation. The boundary control problem for heat
processes was studied, e.g., in [[6, 9, 26]] under more strict assumptions on the ad-
mitted uncertainties and perturbations compared to those made in the present work.
Here we address the boundary control problem for an uncertain heat process with
uncertain and spatially varying diffusivity parameter and controlled Robin’s bound-
ary conditions.

Summarizing the results previously presented in [[20]], an appropriate combi-
nation between linear PD-type feedback design and the “Twisting” second-order
sliding-mode control algorithm (see [[13, 16]] for details on the application of this
algorithm in the finite-dimensional setting) is considered in order to provide sys-
tem’s stability in a suitable Sobolev space, involving spatial state derivatives up to
the second order, while rejecting a class of non-vanishing matched perturbations of
arbitrary shape, possibly unbounded in magnitude, requiring just the knowledge of
a constant upper bound to the magnitude of the disturbance time derivative. In the
resulting closed-loop system, the discontinuous 2-SM controller is connected to the
plant input through a dynamical filter (an integrator) thereby augmenting the system
state with its time derivative. While passing through the filter, the discontinuous sig-
nal is smoothed out, and the so-called chattering phenomenon, extremely undesired
in practice, is thus attenuated.

The rest of the paper is structured as follows. Some notations are introduced in
the remainder of the Introduction. Section 2 deals with the new results concern-
ing the distributed control of an uncertain reaction-diffusion equation. Particularly,
Subsection 2.1 deals with the problem formulation, Subsection 2.2 presents the pro-
posed controller and provides the relevant Lyapunov based stability analysis. Sub-
section 2.3 illustrates some numerical simulation results. Section 3 summarizes a
previously presented result concerning the boundary regulation of an uncertain heat
process. The three Subsections 3.1, 3.2 and 3.3 deal with, respectively, the prob-
lem formulation, the description and stability analysis of the suggested scheme, and
the illustration of some simulation results. Finally, Section 4 gives some concluding
remarks pointing out possible directions of improvement of the proposed results.

Notation

The notation used throughout is fairly standard. L2(0,1) stands for the Hilbert space
of square integrable functions z(ζ ), ζ ∈ (0,1), whose L2-norm is given by

‖z(·)‖2 =

√
∫ 1

0
z2(ζ )dζ . (4.1)
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W 0,2(0,1)denotes the Hilbert space L2(0,1). W 1,2(0,1) denotes the Sobolev space
of absolutely continuous scalar functions z(ζ ) on (0,1) with square integrable
derivative zζ (ζ ) and the norm

‖z(·)‖1,2 =
√
‖z(·)‖2 + ‖zζ (·)‖2 (4.2)

W 2,2(0,1) denotes the Sobolev space of absolutely continuous scalar functions z(ζ )
on (0,1) with square integrable derivatives z(i)(ζ ) up to the order i = 2 and the
weighted norm

‖z(·)‖2,2,ϕ =
√
‖z(·)‖2 + ‖zζ (·)‖2 + ‖[ϕ(·)zζ (·)]ζ ‖2 (4.3)

which depends on the weighting function ϕ(·) ∈ W 1,2(0,1). More generally,
W �,2(0,1) denotes the Sobolev space of absolutely continuous scalar functions
z(ζ ), ζ ∈ [0,1] with square integrable derivatives z(i)(ζ ) up to the order � ≥ 1.
A non-standard notation stands for

Ω 4,2(0,1) = {ω(ξ ) ∈W 4,2(0,1) :
√
|ω(ξ )|sign(ω(ξ )) ∈W 2,2(0,1)}. (4.4)

4.2 Distributed Control of Reaction-Diffusion Processes

4.2.1 Problem Formulation

Consider the space- and time-varying scalar field Q(ξ , t) evolving in a Hilbert space
L2(0,1), where ξ ∈ [0,1] is the monodimensional (1D) space variable and t ≥ 0 is
time. Let it be governed by the following perturbed Reaction-Diffusion Equation
with spatially-varying parameters

Qt(ξ , t) = [θ1(ξ )Qξ (ξ , t)]ξ +θ2(ξ )Q(ξ , t)+ u(ξ , t)+ψ(ξ , t), (4.5)

where θ1(·) ∈C1(0,1) is a positive-definite spatially-varying parameter called ther-
mal conductivity (or, more generally, diffusivity), θ2(·)∈C(0,1) is another spatially-
varying parameter called dispersion (or reaction constant), u(ξ , t) is the modifiable
source term (the distributed control input), and ψ(ξ , t) represents a distributed un-
certain disturbance source term. This uncertain term is supposed to satisfy the fol-
lowing conditions

ψ(ξ , t) ∈ L2(0,1), ψt(ξ , t) ∈W 1,2(0,1) (4.6)

The spatially-varying diffusivity and dispersion coefficients θ1(ξ ) and θ2(ξ ) are
supposed to be uncertain, too. We consider non-homogeneous mixed boundary con-
ditions (BCs)
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Q(0, t)−α0Qξ (0, t) = Q0(t) ∈W 1,2(0,∞), (4.7)

Q(1, t)+α1Qξ (1, t) = Q1(t) ∈W 1,2(0,∞), (4.8)

with some positive uncertain constants α0,α1. The initial conditions (ICs)

Q(ξ ,0) = ω0(ξ ) ∈W 2,2(0,1) (4.9)

are assumed to meet the same BCs. Since nonhomogeneous BCs are in force, a so-
lution of the above boundary-value problem is defined in the mild sense (see [[3]]) as
that of the corresponding integral equation, written in terms of the strongly contin-
uous semigroup, generated by the infinitesimal plant operator.

The control task is to make the scalar field Q(ξ , t) to track a given reference
Qr(ξ , t) ∈ W 2,2(0,1) which should be selected in accordance with the BCs (4.7)-
(4.8) and which also satisfies the following condition

Qr
t ∈W 3,2(0,1). (4.10)

4.2.2 Super-Twisting Based Synthesis

Consider the deviation variable

x(ξ , t) = Q(ξ , t)−Qr(ξ , t) (4.11)

whose L2 norm will be driven to zero by the designed feedback control. The dynam-
ics of the error variable (4.11) are easily derived as

xt(ξ , t) = [θ1(ξ )xξ (ξ , t)]ξ +θ2(ξ )x(ξ , t)+ u(ξ , t)−Qr
t (ξ , t)+η(ξ , t), (4.12)

with the “augmented” disturbance

η(ξ , t) = [θ1(ξ )Qr
ξ (ξ , t)]ξ +θ2(ξ )Qr(ξ , t)+ψ(ξ , t), (4.13)

and the next ICs and homogeneous mixed BCs

x(ξ ,0) = ω0(ξ )−Qr(ξ ,0) ∈W 2,2(0,1) (4.14)

x(0, t)−α0xξ (0, t) = x(1, t)+α1xξ (1, t) = 0. (4.15)

Assume what follows:

Assumption 4.1. There exist a priori known constantsΘ1m,Θ1M andΘ2M such that

0 <Θ1m ≤ θ1(ξ )≤Θ1M, |θ2(ξ )| ≤Θ2M f or all ξ ∈ [0,1]. (4.16)

Assumption 4.2. There exist a priori known constants H0, ..., H3,Ψ0 andΨ1 such
that the following inequalities hold for all t ≥ 0
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‖θ2(·)Qr
t (·, t)‖2 ≤ H0, ‖[θ2(ξ )Qr

t (·, t)]ξ‖2 ≤ H1, (4.17)

‖[θ1(ξ )Qr
ξ (·, t)]ξ t‖2 ≤ H2, ‖[θ1(ξ )Qr

ξ (·, t)]ξξ t‖2 ≤ H3, (4.18)

‖ψt(·, t)‖2 ≤Ψ0, ‖ψtξ (·, t)‖2 ≤Ψ1 (4.19)

By the Assumption 4.2, it follows that the L2 norm of the augmented disturbance
time derivative ηt(ξ , t), and that of its spatial derivative, fulfill the next conditions

‖ηt(·, t)‖2 ≤ M, ‖ηtξ (·, t)‖2 ≤ Mξ , ∀t ≥ 0 (4.20)

with
M = H2 +H0 +Ψ0, Mξ = H3 +H1 +Ψ1 (4.21)

The class of admissible “augmented” disturbances is further specified by the fol-
lowing additional restriction, being introduced in [[24]]:

Assumption 4.3. There exist a priori known constant Mx such that the following re-
striction holds uniformly beyond the origin ‖x(·, t)‖2 = 0 in the state space L2(0,1):

|ηt(ξ , t)| ≤ Mx
|x(ξ , t)|
‖x(·, t)‖2

, ∀t ≥ 0,∀ξ ∈ [0,1] (4.22)

It is worth noticing that according to the Assumption 4.3 an admissible disturbance
has a time derivative which is not necessarily vanishing as ‖x(·, t)‖2 → 0 because
the norm of the right-hand side of the disturbance restriction (4.22) remains unit ac-

cording to relation
∥
∥
∥ |x(·,t)|
‖x(·,t)‖2

∥
∥
∥

2
= 1. Particularly, with Mx ≤ M a finite-dimensional

counterpart of (4.22) would not impose any further restrictions on admissible dis-
turbances in addition to the first relation of (4.20).

It should also be noted that the assumptions on the ICs and BCs, made above,
allow us to deal with strong, sufficiently smooth solutions of the uncertain error
dynamics (4.12)-(4.15) in the open-loop when no control input is applied.

In order to stabilize the error dynamics it is proposed a dynamical distributed
controller defined as follows

u(ξ , t) = Qr
t (ξ , t)−λ1

√
|x(ξ , t)| sign(x(ξ , t))−λ2x(ξ , t)+ v(ξ , t) (4.23)

vt(ξ , t) = −W1
x(ξ , t)

‖x(·, t)‖2
−W2x(ξ , t), v(ξ ,0) = 0 (4.24)

which can be seen as a distributed version of the finite-dimensional “Super-Twisting”
second-order sliding-mode controller (see [[5,13]]) complemented by a feed-forward
term Qr

t (ξ , t) and by the two additional proportional and integral linear terms
−λ2x(ξ , t) and −W2x(ξ , t). For ease of reference, the combined Distributed Super-
Twisting/PI controller (4.23)-(4.24) will be abbreviated as DSTPI.

The non-smooth nature of the DSTPI controller (4.23)-(4.24), that undergoes
discontinuities on the manifold x = 0 due to the discontinuous term x(ξ ,t)

‖x(·,t)‖2
, re-

quires appropriate analysis about the meaning of the corresponding solutions for
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the resulting discontinuous feedback system. The precise meaning of the solutions
of (4.12), (4.14), (4.15) with the piece-wise continuously differentiable control input
(4.23)-(4.24) can be defined in a generalized sense (see [[16]]) as a limiting result ob-
tained through a certain regularization procedure, similar to that proposed for finite-
dimensional systems (see [[7,27]]). According to this procedure, the strong solutions
of the boundary-value problem are only considered whenever they are beyond the
discontinuity manifold x = 0 whereas in a vicinity of these manifolds the original
system is replaced by a related system, which takes into account all possible imper-
fections (e.g., delay, hysteresis, saturation, etc.) in the new input function uδ (x,ξ , t),
for which there exists a strong solution xδ (ξ , t) of the corresponding boundary-value
problem with the smoothed input uδ (x,ξ , t). In particular, a relevant approximation

occurs when the discontinuous term U(x) = x(ξ ,t)
‖x(·,t)‖2

is substituted by the smooth

approximation Uδ (x) = x(ξ ,t)
δ+‖x(·,t)‖2

. A generalized solution of the system in question

is then obtained through the limiting procedure by diminishing δ to zero, thereby
making the characteristics of the new system approach those of the original one. As
in the finite-dimensional case, a motion along the discontinuity manifold is referred
to as a “sliding mode”.

Remark 4.1. The existence of generalized solutions, thus defined, has been estab-
lished within the abstract framework of Hilbert space-valued dynamic systems (cf.,
e.g., [[16�Theorem 2.4]]) whereas the uniqueness and well-posedness appear to fol-
low from the fact that in the system in question, no sliding mode occurs but in the
origin x = 0. While being well-recognized for second order sliding mode control
algorithms if confined to the finite-dimensional setting, this fact, however, remains
beyond the scope of the present investigation.

The performance of the closed-loop system is analyzed in the next theorem.

Theorem 4.1. Consider the perturbed diffusion/dispersion equation (4.5) along
with the boundary conditions (4.7) and with the system parameters, reference tra-
jectory and uncertain disturbance satisfying the Assumptions 4.1-4.3. Then, the dis-
tributed control strategy (4.23)-(4.24) with the parameters λ1, λ2, W1 and W2 se-
lected according to

λ2 ≥Θ2M, W1 ≥ max

{
M+

Θ1MMξ

2(λ2 −Θ2M)
,

1
2
Θ1M

Θ1m
Mξ ,2Mx

}
,

λ1 ≥ max

{
2M,

2Mx

W1

}
, W2 ≥ 0, , (4.25)

guarantees that the L2-norm ‖x(·, t)‖2 of the tracking error tends to zero as t tends
to infinity.

Proof of Theorem 4.1. Let us define the auxiliary variable

δ (ξ , t) = v(ξ , t)+η(ξ , t) (4.26)
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System (4.12) with the control law (4.23)-(4.24) yields the following closed-loop
dynamics in the new x− δ coordinates

xt(ξ , t) = [θ1(ξ )xξ (ξ , t)]ξ −λ1

√
|x(ξ , t)| sign(x(ξ , t))− (λ2 −θ2(ξ ))x(ξ , t)

+δ (ξ , t) (4.27)

δt(ξ , t) = −W1
x(ξ , t)

‖x(·, t)‖2
−W2x(ξ , t)+ηt(ξ , t) (4.28)

In order to simplify the notation, the dependence of the system coordinates from the
space and time variables (ξ , t) is omitted from this point on. Consider the following
Lyapunov functional

V1(t) = 2W1‖x‖2 +W2‖x‖2
2 +

1
2
‖δ‖2

2 +
1
2
‖s‖2

2 (4.29)

inspired from the finite-dimensional treatment (see [[14]]), where

s = xt = [θ1(ξ )xξ ]ξ −λ1

√
|x| sign(x)− [λ2 −θ2(ξ )]x+ δ . (4.30)

The time derivative of V1(t) is given by

V̇1(t) =
2W1

‖x‖2

∫ 1

0
xsdξ + 2W2

∫ 1

0
xsdξ +

∫ 1

0
δδt dξ +

∫ 1

0
sstdξ (4.31)

Let us evaluate the time derivative of the auxiliary signal s along the strong solutions
of (4.27)-(4.28)

st = [θ1(ξ )sξ ]ξ −
1
2
λ1

s
√|x| − [λ2 −θ2(ξ )]s−W1

x
‖x‖2

−W2x+ηt (4.32)

Substituting (4.28) and (4.32) into (4.31) and rearranging it yields

V̇1(t) =
2W1

‖x‖2

∫ 1

0
xsdξ + 2W2

∫ 1

0
xsdξ − W1

‖x‖2

∫ 1

0
δxdξ −W2

∫ 1

0
δxdξ

+

∫ 1

0
δηt dξ +

∫ 1

0
s[θ1(ξ )sξ ]ξdξ − 1

2
λ1

∫ 1

0

s2dξ
√|x| −

∫ 1

0
[λ2 −θ2(ξ )]s2dξ

− W1

‖x‖2

∫ 1

0
xsdξ −W2

∫ 1

0
xsdξ +

∫ 1

0
sηt dξ (4.33)

which can be manipulated as follows by virtue of Assumption 4.1

V̇1(t) ≤ − W1

‖x‖2

∫ 1

0
x(δ − s)dξ −W2

∫ 1

0
x(δ − s)dξ +

∫ 1

0
s[θ1(ξ )sξ ]ξ dξ −

− 1
2
λ1

∫ 1

0

s2dξ
√|x| − [λ2 −Θ2M]

∫ 1

0
s2dξ +

∫ 1

0
(δ + s)ηtdξ (4.34)
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By (4.30), one has

δ − s = λ1

√
|x| sign(x)+ [λ2 −θ2(ξ )]x− [θ1(ξ )xξ ]ξ (4.35)

δ + s = 2s+λ1

√
|x| sign(x)+ [λ2 −θ2(ξ )]x− [θ1(ξ )xξ ]ξ . (4.36)

Due to this, and considering once more the Assumption 4.1, (4.34) can further be
manipulated as

V̇1(t) ≤ −W1λ1

‖x‖2

∫ 1

0
x
√
|x| sign(x)dξ − W1[λ2 −Θ2M]

‖x‖2

∫ 1

0
x2dξ

+
W1

‖x‖2

∫ 1

0
x[θ1(ξ )xξ ]ξdξ −W2λ1

∫ 1

0
x
√
|x| sign(x)dξ

− W2[λ2 −Θ2M]

∫ 1

0
x2dξ +W2

∫ 1

0
x[θ1(ξ )xξ ]ξdξ +

∫ 1

0
s[θ1(ξ )sξ ]ξ dξ

− 1
2
λ1

∫ 1

0

s2dξ
√|x| − [λ2 −Θ2M]

∫ 1

0
s2dξ + 2

∫ 1

0
sηt dξ

+ λ1

∫ 1

0

√
|x| sign(x)ηt dξ +[λ2 −Θ2M]

∫ 1

0
xηt dξ −

∫ 1

0
[θ1(ξ )xξ ]ξ ηt dξ .

(4.37)

By taking into account the BCs (4.15) and their time derivatives, standard integration
by parts yields

∫ 1

0
x[θ1(ξ )xξ ]ξdξ = −

∫ 1

0
θ1(ξ )x2

ξdξ +θ1(1)x(1, t)xξ (1, t)−θ1(0)x(0, t)xξ (0, t)

≤ −Θ1m‖xξ‖2
2 −θ1(1)

x2(1, t)
α1

−θ1(0)
x2(0, t)
α0

(4.38)

∫ 1

0
s[θ1(ξ )sξ ]ξdξ = −

∫ 1

0
θ1(ξ )s2

ξdξ +θ1(1)s(1, t)sξ (1, t)−θ1(0)s(0, t)sξ (0, t)

≤ −Θ1m‖sξ‖2
2 −θ1(1)

s2(1, t)
α1

−θ1(0)
s2(0, t)
α0

(4.39)

∫ 1

0
[θ1(ξ )xξ ]ξ ηtdξ = −

∫ 1

0
θ1(ξ )xξ ηtξ dξ +θ1(1)ηt (1, t)xξ (1, t)−θ1(0)ηt(0, t)xξ (0, t)

= −
∫ 1

0
θ1(ξ )xξ ηtξ dξ −θ1(1)ηt (1, t)

x(1, t)
α1

−θ1(0)ηt(0, t)
x(0, t)
α0

(4.40)

Additional straightforward manipulations of (4.37) taking into account (4.38) and
(4.39) yield
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V̇1(t) ≤ −W1[λ2 −Θ2M]‖x‖2 −W2[λ2 −Θ2M]‖x‖2
2 −W1Θ1m

‖xξ‖2
2

‖x‖2

− W1

‖x‖2
θ1(1)

x2(1, t)
α1

− W1

‖x‖2
θ1(0)

x2(0, t)
α0

−W2Θ1m‖xξ‖2
2

− W2θ1(1)
x2(1, t)
α1

−W2θ1(0)
x2(0, t)
α0

− [λ2 −Θ2M]‖s‖2
2 −Θ1m‖sξ‖2

2

− θ1(1)
s2(1, t)
α1

−θ1(0)
s2(0, t)
α0

−W2λ1

∫ 1

0
|x|3/2dξ

− −1
2
λ1

∫ 1

0

s2dξ
√|x| −

W1λ1

‖x‖2

∫ 1

0

√
|x||x|dξ + 2

∫ 1

0
sηt dξ

+ λ1

∫ 1

0

√
|x| sign(x)ηt dξ +[λ2 −Θ2M]

∫ 1

0
xηt dξ

+
∫ 1

0
θ1(ξ )xξηtξ dξ +θ1(1)ηt(1, t)

x(1, t)
α1

+θ1(0)ηt(0, t)
x(0, t)
α0

(4.41)

It is worth noting that by virtue of the tuning inequality λ2 >Θ2M in (4.25) all terms
appearing in the right hand side of (4.41) are negative definite except those depend-
ing on the augmented disturbance term ηt and its spatial derivative. Some estima-
tions involving those sign-indefinite terms are now derived by simple application of
the Cauchy-Schwartz and Young’s inequalities and by considering the Assumptions
4.1 and 4.2, the BCs (4.15) and the derived conditions (4.20)-(4.21):

2

∣∣
∣
∣

∫ 1

0
sηt dξ

∣∣
∣
∣ ≤ 2

∫ 1

0
|s||ηt |dξ = 2

∫ 1

0

|s|√|ηt |
√|ηt |

√|x|
√|x| dξ

≤
∫ 1

0

|ηt |s2 + |ηt ||x|√|x| dξ ≤ M
∫ 1

0

s2
√|x|dξ +

∫ 1

0
ηt

√
|x|dξ

(4.42)
∣∣
∣
∣

∫ 1

0
xηt dξ

∣∣
∣
∣ ≤

[∫ 1

0
x2dξ

]1/2 [∫ 1

0
η2

t dξ
]1/2

≤ M‖x‖2 (4.43)

∣∣
∣
∣

∫ 1

0
θ1(ξ )xξηtξ dξ

∣∣
∣
∣ ≤ Θ1M

∫ 1

0
|xξ ||ηtξ |dξ =Θ1M

∫ 1

0

|xξ |
√
|ηtξ |

√
|ηtξ |‖x‖2

‖x‖2
dξ

≤ 1
2
Θ1M

∫ 1

0

x2
ξ |ηtξ |+ |ηtξ |‖x‖2

2

‖x‖2
dξ

≤ 1
2
Θ1MMξ

‖xξ‖2
2

‖x‖2
+

1
2
Θ1MMξ ‖x‖2 (4.44)
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Taking into account (4.42)-(4.44), the right-hand side of (4.41) can be estimated as

V̇1(t) ≤ −(λ2 −Θ2M)

[
W1 −M− Θ1MMξ

2(λ2 −Θ2M)

]
‖x‖2 −W2(λ2 −Θ2M)‖x‖2

2

−
[
W1Θ1m − 1

2
Θ1MMξ

] ‖xξ‖2
2

‖x‖2
−W2Θ1m‖xξ‖2

2 − (λ2 −Θ2M)‖s‖2
2

− Θ1m‖sξ‖2
2 −W2λ1

∫ 1

0
|x|3/2dξ − 1

2
(λ1 − 2M)

∫ 1

0

s2dξ
√|x|

−
∫ 1

0

√
|x|
[

W1λ1

2‖x‖2
|x|−ηt

]
dξ −λ1

∫ 1

0

√
|x|
[

W1

2‖x‖2
|x|−ηt

]
dξ

− θ1(1)
|x(1, t)|
α1

[
W1

‖x‖2
|x(1, t)|−ηt(1, t)

]

− θ1(0)
|x(0, t)|
α0

[
W1

‖x‖2
|x(0, t)|−ηt(0, t)

]

− W2θ1(1)
x2(1, t)
α1

−W2θ1(0)
x2(0, t)
α0

−θ1(1)
s2(1, t)
α1

−θ1(0)
s2(0, t)
α0

(4.45)

By virtue of Assumption 4.3, the next inequalities guarantee that all terms in the
right hand side of (4.45) are negative definite

λ2 >Θ2M, W1 > M+
Θ1MMξ

2(λ2 −Θ2M)
, W2 > 0, W1 >

1
2
Θ1M

Θ1m
Mξ , (4.46)

λ1 > 2M, W1λ1 > 2Mx, W1 > 2Mx, W1 > Mx (4.47)

The above inequalities collected together form the tuning conditions (4.25). To com-
plete the proof it remains to demonstrate that

‖x(·, t)‖2 → 0 as t → ∞. (4.48)

For this purpose, let us integrate the relation

˙̃V (t)≤−(λ2 −Θ2M)

[
W1 −M− Θ1MMξ

2(λ2 −Θ2M)

]
‖x‖2, (4.49)

straightforwardly resulting from the negative definiteness of all terms in the right
hand side of (4.45), to conclude that

∫ ∞

0
‖x(·, t)‖2dt < ∞ (4.50)

The inequality V̇1(t) ≤ 0, which is readily concluded from (4.45) and (4.46)-(4.47)
in light of the Assumption 4.3, guarantees that V1(t) ≤ V1(0) for any t ≥ 0. From
this, and considering (4.29), one can conclude that the L2 norm of s = xt fulfills the
estimation
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‖xt‖2
2 ≤ 2V1(0), ∀t ≥ 0 (4.51)

Thus, the integrand ω(t) = ‖x(·, t)‖2 of (4.50) possesses a uniformly bounded time
derivative

ω̇(t) =
∫ 1

0 xxtdξ
‖x‖2

≤ ‖xt‖2 ≤
√

2R (4.52)

on the semi-infinite time interval t ∈ [0,∞), where R is any positive constant such
that R ≥V1(0). Convergence (4.48) is then verified by applying the Barbalat lemma
(see [[8]]). Since the Lyapunov functional (4.29) is radially unbounded the global
asymptotic stability of the closed-loop system (4.12)-(4.15) is thus established in
the L2 space. Theorem 4.1 is proved. �

4.2.3 Numerical Simulations

Consider the perturbed reaction diffusion equation (4.5) with the space-varying pa-
rameters:

θ1(ξ ) = 0.1+ 0.02sin(1.3πξ ) (4.53)

θ2(ξ ) = 1+ 0.1sin(3.5πξ ) (4.54)

Mixed-type BCs

Q(0, t)−Qξ (0, t) = Q(1, t)+Qξ (1, t) = 20 (4.55)

and ICs
Q(ξ ,0) = 20+ 10sin(6πξ ) (4.56)

The chosen function for θ2(ξ ) makes the system open-loop unstable (see [[9]]). We
choose the following reference profile:

Qr(ξ , t) = 20+ 5sin(πξ )sin(πt) (4.57)

which meets the actual BCs. A space- and time-varying disturbance term is consid-
ered in the form

ψ(ξ , t) = 5sin(2.5πξ )cos(3πt) (4.58)

The L2 norm bounds M and Mξ of the disturbance derivatives ηt and ηtξ , which
are involved in the controller tuning inequalities (4.25) can be easily estimated as
M = 80 and Mξ = 550, and the constant Mx is selected as Mx = 100. Then, the
controller gains are set in accordance with (4.25) to the values

W1 = 400, λ1 = 160, W2 = 2, λ2 = 2 (4.59)

For solving the PDE governing the closed-loop system, standard finite-difference
approximation method is used by discretizing the spatial solution domain ξ ∈ [0,1]
into a finite number of N uniformly spaced solution nodes ξi = ih, h = 1/(N + 1),
i = 1,2, ...,N. The value N = 100 has been used in the present simulations. The
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resulting 100-th order discretized system is implemented in Matlab-Simulink and
solved by fixed-step Euler integration method with constant step Ts = 10−4.

The left plot in Figure 4.1 depicts the solution Q(ξ , t), which converges to the
given reference profile, and the right plot depicts the distributed control input u(ξ , t)
which, as expected, appears to be a smooth function of both time and space. Figure
4.2 depicts the contractive time evolution of the tracking error L2-norm ‖x(·, t)‖2,
which fastly tends to zero. The attained results confirm the validity of the presented
analysis.

Fig. 4.1 The solution Q(ξ , t) and the distributed control u(ξ , t)

 

Fig. 4.2 Tracking error L2 norm ‖x(·, t)‖2

4.3 Boundary Control of Uncertain Diffusion Processes

4.3.1 Problem Formulation

Consider the space- and time-varying scalar field Q(ξ , t) with the monodimensional
spatial variable ξ ∈ [0,1] and time variable t ≥ 0. Let it be governed by a perturbed
version of the parabolic PDE which is commonly referred to as the “Heat Equa-
tion”:

Qt(ξ , t) = [θ (ξ )Qξ (ξ , t)]ξ , (4.60)
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where the subscripts t and ξ denote temporal and spatial derivatives, respectively,
and θ (·) ∈C1(0,1) is a positive-definite spatially-varying parameter called thermal
conductivity (or, more generally, diffusivity). The initial condition (IC) is given by

Q(ξ ,0) = Q0(ξ ) ∈W 2,2(0,1). (4.61)

Throughout, we assume controlled and perturbed Robin’s (i.e., mixed) boundary
conditions (BCs) of the form

Qξ (0, t) = α0Q(0, t)+β0 (4.62)

Qξ (1, t) = −α1Q(1, t)+β1 + u(t)+ψ(t), (4.63)

where αi ≥ 0 and βi (i = 0,1), are arbitrary constants (no restrictions on the sign of
the βi’s are met), u(t) ∈ R is a modifiable source term (boundary control input) and
ψ(t) ∈R represents an uncertain sufficiently smooth disturbance. We consider the
time-independent and spatially varying reference Qr(ξ ) which satisfies the bound-
ary value problem

[θ (ξ )Qr
ξ (ξ )]ξ = 0 (4.64)

Qr
ξ (0) = α0Qr(0)+β0 (4.65)

Qr(1) = Qr
1 (4.66)

for an arbitrary, user-selectable, constant Qr
1.

The class of admissible disturbances is specified by the following restriction on
their time derivative.

Assumption 4.4. The disturbance ψ(t) is twice continuously differentiable and
there exists an a priori known constant M such that

|ψt(t)| ≤ M (4.67)

for almost all t ≥ 0.

The spatially varying diffusivity is supposed to satisfy the next restriction

Assumption 4.5. There exist a priori known constantsΘm,ΘM such that

0 <Θm ≤ θ (ξ )≤ΘM, ∀ξ ∈ [0,1]. (4.68)

With the assumptions above the evolution of the considered heat process is studied
in the Sobolev space W 2,2(0,1) and the control objective is to steer the W 2,2-norm
of the deviation

x(ξ , t) = Q(ξ , t)−Qr(ξ ) (4.69)

of the scalar field Q(ξ , t) from the a priori given reference to zero, despite the pres-
ence of an uncertain, arbitrarily shaped, smooth boundary disturbanceψ(t) fulfilling
the Assumption 4.4. Boundary sensing at ξ = 1 of the deviation x(ξ , t) and of its
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time derivative xt(ξ , t) is assumed to be the only available information on the state
of the system. The deviation variable x(ξ , t) is governed by the heat equation

xt(ξ , t) = [θ (ξ )xξ (ξ , t)]ξ (4.70)

subject to the next Robin-type BCs

xξ (0, t)−α0x(0, t) = 0 (4.71)

xξ (1, t)+α1x(1, t) = u(t)+ψ(t)+ γ1, (4.72)

with the constant
γ1 = β1 −Qr

ξ (1)−α1Qr
1, (4.73)

which can be derived by considering (4.69), and its spatial derivative xξ (ξ , t) =
Qξ (ξ , t)−Qr

ξ (ξ ), along with the conditions (4.63) and (4.66). The corresponding
ICs are

x(ξ ,0) = x0(ξ ), x0(ξ ) = Q0(ξ )−Qr(ξ ) (4.74)

It is worth noticing that the disturbance-free system (4.70)-(4.74) in open-loop is
only stable, rather than asymptotically stable. Thus, the modifiable control vari-
able u(t) should be designed in order to make the zero solution x(ξ , t) = 0 of the
closed-loop system (4.70)-(4.74) globally asymptotically stable in the W 2,2-space
despite the presence of an unknown disturbance ψ(t) affecting the state of the sys-
tem through its boundary. Since non-homogeneousboundary conditions are in force,
the meaning of the boundary-value problem (4.70)-(4.74) is subsequently viewed in
the mild sense. The mild solutions coincide with those of the following PDE in
distributions

xt(ξ , t) = [θ (ξ )xξ (ξ , t)]ξ +θ (1)[u(t)+ψ(t)+ γ1]δ (ξ − 1) (4.75)

subject to the homogeneous Robin BCs

xξ (0, t)−α0x(0, t) = xξ (1, t)+α1x(1, t) = 0 (4.76)

and to the ICs (4.74). Indeed, (weak) solutions of the boundary-value problem
(4.75)-(4.76) are defined by means of the corresponding Green function, yielding
the same integral equation. To this end, we note that according to [[3�Theorem
3.3.3]], the unforced system (4.70)-(4.74) with u(t)≡ 0 possesses a unique classical
solution in the state space W 2,2(0,1) (cf. [[3�Definition 3.2.9]].

4.3.2 Twisting Based Synthesis

To achieve the control goal, the system state is augmented through a dynamic input
extension by inserting an integrator at the plant input. The control derivative ut(t) is
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then regarded as a fictitious control variable to be generated by a suitable feedback
mechanism. The next dynamical controller

ut(t) = −λ1sign x(1, t)−λ2sign xt(1, t)−W1x(1, t)−W2xt(1, t),

u(0) = 0, (4.77)

is currently under study, where the initial condition u(0) is set to zero for certainty.
In the above controller description, λ1, λ2, W1 and W2 are constant tuning parameters
subject to the inequalities

λ2 > M, λ1 > λ2 +M, W1 >
1
2
ΘM

Θm
, W2 > 0. (4.78)

Since the present work focuses on the stabilizing synthesis we do not analyze the
well-posedness of the closed-loop system because of space limitations and due to
the parabolic character of the system that ensures it. Thus, in the remainder, we
simply assume the following.

Assumption 4.6. The closed-loop system (4.75)-(4.77) possesses a unique mild so-
lution x(·, t) ∈ W 2,2(0,1) whose time derivative xt(·, t) ∈ W 2,2(0,1) constitutes a
(weak) solution of the distribution boundary-value problem

xtt(ξ , t) = [θ (ξ )xtξ (ξ , t)]ξ +θ (1){ut[y](t)+ψt(t)}δ (ξ − 1) (4.79)

xtξ (0, t)−α0xt(0, t) = xtξ (1, t)+α1xt(1, t) = 0, (4.80)

with respect to xt(ξ , t), which is formally obtained by differentiating (4.75)-(4.76)
in the time variable.

The following relation
‖xt‖2 = ‖[θ (ξ )xξ (ξ , t)]ξ‖2 (4.81)

is particularly concluded from (4.70). Along with the instrumental lemmas given
below, relation (4.81) will be instrumental in our further derivation.

We introduce several technical lemmas that will be instrumental in our next
derivations.

Lemma 4.1. [[20]] Let z(ξ ) ∈W 1,2(0,1). Then, the following inequality holds:

‖z(·)‖2
2 ≤ 2(z2(i)+ ‖zξ (·)‖2

2), i = 0,1. (4.82)

Lemma 4.2. [[20]] The functional

Ṽ (x,xt) = λ1θ (1)|x(1, t)|+ 1
2
θ (1)W1x2(1, t)+

1
2
‖xt(·, t)‖2

2, (4.83)

being computed on the mild solutions (x,xt) of the boundary-value problem (4.79)-
(4.80), upper estimates the weighted W 2,2(0,1)× L2(0,1)-norm of these solutions
in the sense that
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α(‖x(·, t)‖2
2,2,θ + ‖xt(·, t)‖2

2)≤ Ṽ (x,xt) (4.84)

for any time instant t ≥ 0 and for some positive constant α

Lemma 4.3. [[20]] Let a set

DṼ
R = {(z(ξ ),h(ξ )) ∈W 2,2(0,1)×L2(0,1) : Ṽ (z,h)≤ R} (4.85)

be determined by means of functional (4.83) and be specified with some positive R.
Then the following conditions

∫ 1

0
z(1)h(ξ ) dξ ≥−1

2

[
R

λ1Θm
|z(1)|+ ‖h‖2

2

]
, (4.86)

‖h‖2
2 ≤ 2R, ‖h‖2 ≤

√
2R, ‖h‖2

2 ≤
√

2R‖h‖2, (4.87)

hold for an arbitrary (z(ξ ),h(ξ )) ∈ DṼ
R .

We are now in a position to state the convergence result while providing a sketch of
the proof. A more comprehensive treatment can be found in [[20]]

Theorem 4.2. [[20]] Consider the perturbed heat process (4.60)-(4.63) subject to
the dynamic control strategy (4.77), (4.78). Let Assumptions 4-6 be satisfied. Then
the solutions (x,xt) of the resulting error boundary-value problem (4.79)-(4.80) are
globally asymptotically stable in the space W 2,2(0,1)×L2(0,1) .

Proof of Theorem 4.2 (sketch)
By Lemma 4.2, functional (4.83) is positive definite along the mild solutions (x,xt )
of the boundary-value problem (4.79)-(4.80). The time derivative of (4.83) along
such solutions is shown, after few manipulations, to meet the next estimation

˙̃V (t) ≤ −Θm(λ2 −M)|xt(1, t)|−Θm(W2 +α1)x
2
t (1, t)

− Θmα0x2
t (0, t)−Θm‖xtξ‖2

2. (4.88)

Due to (4.78) and (4.88), the Lyapunov functional Ṽ (t), being computed along the
mild solutions of the closed-loop system, is a non-increasing function of time, and
as a result the domain DṼ

R , given by (4.85) with an arbitrary R ≥ Ṽ (0), is invariant
for the system trajectories. Thus, the subsequent analysis will take into account that
the mild solutions (x,xt) stay in the domain DṼ

R forever.
Now consider the “augmented” functional

ṼR(t) = Ṽ (t)+
1
2
κRθ (1)(W2 +α1)x

2(1, t)+κR

∫ 1

0
x(1, t)xt(ξ , t) dξ (4.89)

where κR is a sufficiently small positive constant to subsequently be specified.
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By Lemma 4.3 specified with z = x and h = xt , and considering the inequality
(4.68) and the additional restriction

κR < min

{
2λ 2

1Θ 2
m

R
,1

}
(4.90)

the augmented functional (4.89) is lower estimated by functional (4.83) as

ṼR (x,xt)≥ μṼ (x,xt) (4.91)

μ = min

{
1− κRR

2λ 2
1Θ 2

m
,
W1 +κR(W2 +α1)

W1
,(1−κR)

}

(4.92)

It means that along with (4.83), the functional ṼR is positive definite on the mild
solutions (x,xt) of the boundary-value problem (4.79)-(4.80) within the invariant set
DṼ

R . Let us now evaluate the time derivative of ṼR(t):

˙̃VR = ˙̃V +κRθ (1)(W2 +α1)x(1, t)xt(1, t)

+κR

∫ 1

0
xt(1, t)xt(ξ , t)dξ +κR

∫ 1

0
x(1, t)xtt(ξ , t)ξ . (4.93)

After appropriate manipulations (see [[20]]), (4.93) is shown to fulfill the next esti-
mation

˙̃VR(t) ≤ −γṼR(t) (4.94)

for some positive constant parameter γ that establishes the exponential convergence
of ṼR(t), initialized within (4.85), to zero as t → ∞.

To complete the proof it remains to note that due to the upper estimate (4.91)
of the functional Ṽ (t) by the functional ṼR(t), it follows that Ṽ (t), being computed
on the mild solutions (x,xt) of the boundary-value problem (4.79)-(4.80), converges
asymptotically to zero, too, and by virtue of Lemma 4.2, the local asymptotic sta-
bility of (4.79)-(4.80) with the augmented state (x,xt ) in the W 2,2(0,1)×L2(0,1)-
space is established with the initial set (4.85). Since the initial set (4.85) can be
specified with an arbitrarily large R > 0 the global asymptotic stability in the
W 2,2(0,1)×L2(0,1)-space is then concluded. Theorem 1 is thus proved. �

4.3.3 Simulations

Consider the perturbed heat equation (4.60) with constant diffusivity θ = 1. The
parameters of the uncontrolled Robin’s BC (4.62) are set as α0 = 1 and β0 =−5.

The boundary value problem (4.64)-(4.66) specialized for a constant diffusiv-
ity has a solution Qr(ξ ) = Qr

0 + ξ (Qr
1 −Qr

0) which linearly depends on the spatial
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variable, where the reference boundary value Qr(1) = Qr
1 is arbitrarily selected as

Qr
1 = 15 and the resulting value for Qr

0 is derived from the other parameters ac-

cording to Qr
0 =

Qr
1−β0

1+α0
= 10, which is obtained by imposing the BC (4.62) on the

solution Qr(ξ ). Parameter β1 is arbitrarily set to the value β1 = 1. The disturbance
ψ(t) is selected as ψ(t) = 4cos(0.5πt). The magnitude of the disturbance time
derivative ψt can be easily upper-estimated as M = 6.5, as required by (4.67). The
initial conditions have been set to Q0(ξ ) = 3+ 2sin(4πξ ).

Controller (4.77) has been implemented with the parameters λ1 = 15, λ2 = 7,
W1 = W2 = 1 which are selected in accordance with (4.78). The same finite-
difference discretization technique and numerical solver used in the previously pre-
sented simulations were used.

The two plots in Figure 4.3 show the solution Q(ξ , t) and the applied boundary
control u(t). It can be seen that the solution converges to the linear reference Qr(ξ )
along the entire solution domain, and that, as expected, the applied boundary control
is a continuous function.

 
 

Fig. 4.3 The solution Q(ξ , t) (left plot) and the boundary control u(, t) (right plot)

4.4 Conclusions

The “Super-Twisting” and “Twisting” 2-SMC algorithms have been used in con-
junction with linear PI and PD controllers, respectively, to address certain tracking
and regulation problems for uncertain parabolic PDEs by means of distributed and
boundary control schemes.

Appropriate non-smooth Lyapunov functionals are introduced to demonstrate
the convergence properties in the relevant functional spaces. The proposed infinite-
dimensional treatments retain robustness features against non-vanishing matching
disturbances similar to those possessed by the finite-dimensional counterparts of
the considered controllers.

Finite-time convergence of the proposed algorithms, which would be the case
if confined to a finite dimensional treatment, cannot be proved using the proposed
Lyapunov functionals, and it remains among other problems to be tackled in the
future within the present framework.
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Chapter 5
Practical Relative Degree Approach
in Sliding-Mode Control

Arie Levant

Abstract. The high-order sliding-mode approach offers a robust way to solve nu-
merous output-regulation problems when the system relative degree is known. Still
the difficult cases remain when the relative degree does not exist, is very high, or
the mathematical model is not reliable. The notion of practical relative degree is
proposed, which generalizes the standard relative-degree notion for the cases of un-
certain systems lacking certain mathematical model. Practical output regulation is
ensured. Computer simulation and practical results confirm the theoretical approach.

5.1 Introduction

Control under heavy uncertainty conditions is one of the main subjects of the mod-
ern control theory, and the main idea to deal with such problems is to single out
and keep properly chosen constraints successively lowering the system dimension.
Sliding-mode (SM) or high-gain control are the corresponding methods [[12,20,42]].
The simplest problem of such kind is to make the output σ of a single-input single-
output (SISO) “black-box” system vanish.

Sliding mode is accurate and insensitive to disturbances [[12, 42]]. The informal
definition of the relative degree (RD) [[18]] is the least order of the total output
derivative, which explicitly contains the control. While standard SMs are applica-
ble to make a sliding variable vanish, if its RD is 1 [[12, 40, 42]], high-order sliding
modes (HOSMs) [[2, 3, 8, 9, 11, 14, 22, 24, 36, 37, 39, 41, 44]] are capable of keeping
constraints of higher RDs. One of the main reasons for their application is the pos-
sibility [[2, 22, 28]] to effectively attenuate the so-called chattering effect [[7, 15, 16]]
caused by the high control-switching frequency.

Establishing the needed constraint σ = 0 requires the stabilization of the sliding
variable σ at zero. The corresponding dynamics of σ is of the order of the RD and is
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typically uncertain. Theoretically it also allows feedback linearization [[18]], though
the uncertainty prevents its direct application. Finite-time stabilization is preferable,
since it provides for higher robustness, simpler overall performance analysis, and
higher accuracy in the presence of small sampling noises and delays. With the RD 1,
such finite-time stabilization is easily obtained by means of the relay control, which
is widely used in the standard sliding-mode control. With higher RDs the problem
is much more complicated and corresponds to the HOSM approach [[22, 24]].

HOSM actually is a motion on the discontinuity set of a dynamic system under-
stood in Filippov’s sense [[13]]. The sliding order characterizes the dynamics smooth-
ness degree in the vicinity of the mode. Let the task be to make some smooth scalar
function σ vanish, keeping it at zero afterwards. Then successively differentiating
σ along trajectories, a discontinuity will be encountered sooner or later in the gen-
eral case. Thus, a sliding mode σ ≡ 0 may be classified by the number r of the first
successive total time derivative σ (r) which is not a continuous function of the state
space variables or does not exist due to some reason, like trajectory nonuniqueness.
That number is called the sliding order [[22, 24]], and the motion σ ≡ 0 is said to
be in rth-order sliding (r-sliding) mode. If σ is a vector, also the sliding order is a
vector.

Thus, with the RD r a discontinuous control providing for σ ≡ 0, inevitably gen-
erates an r-sliding mode. In order to attenuate the chattering, the control derivative
is used as a new discontinuous control [[2, 22, 28]]. The RD with respect to the new
control turns out to be r+ 1 and an (r+ 1)-SM is to be established.

The main result of the HOSM control theory probably is the list of universal
SISO controllers corresponding to each RD [[24, 26, 33]]. Only a few parameters
(usually the control magnitude and one differentiator parameter) are to be adjusted
to make the “black-box” output exactly vanish in finite time. Thus, the RD turns out
to be the main information needed about the system, and it is typically assumed to
be known.

Recent results [[28, 31]] show that fast stable actuators [[31]] and sensors [[28]],
which can be considered as singular perturbations [[20]], as well as any small sys-
tem perturbations affecting the RD [[27]], only partially destroy the performance
of homogeneous SM controllers. Thus, the system RD actually becomes a design
parameter. When developing a mathematical model of a controlled process, one
can deliberately neglect some dynamics, in order to simplify the model and the
corresponding controller.

Unfortunately, the available model can be very complicated, and sometimes it
is difficult to present it as a simple low-order system with negligible slow and sta-
ble singular disturbances. Moreover, the very existence of the system RD is rather
restrictive. It requires the system to be described by a smooth ordinary differential
equation which is linear in control. Hence, a designed controller critically depends
on the chosen model form, even if the model is considered unreliable.

The question arises, whether it is possible to treat a system as a “black box”,
avoiding any dependence on the model. Some recent practical results [[17]] show
that it is possible. An attempt is made in this paper to mathematically justify
such approach. The corresponding notion, called practical relative degree (PRD), is
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formally introduced. It also admits experimental identification by simulation or real
life tests.

The PRD is informally defined as the order of the output derivative, which is
explicitly affected by control step-function. It can involve system delays and output
noises, and it does not require a system mathematical description. In particular, if
the system RD exists, it is also a system PRD, but the system can also have a few
lower PRDs. A homogeneous SM control designed for a certain RD is shown to
be applicable also with the same PRD. The accuracy of the corresponding output
regulation is determined by the output reaction delay value.

Even if the RD exists and is known, while theoretically providing for the exact
output regulation, a corresponding HOSM controller can be practically impossible
to realize due to high information or energy demand. In such a case the PRD ap-
proach turns to be a real alternative. Moreover, one can try to apply a number of
simple controllers corresponding to lower RDs, without real detection of a PRD.
The natural application of such approach lies in the field of artificial-intelligence
research.

Computer simulation and recent practical results of blood glucose control [[17]]
demonstrate the feasibility of the suggested approach.

5.2 Homogeneous Sliding Mode Control

5.2.1 Standard SISO Regulation Problem

Definition 5.1. Consider a discontinuous differential equation ẋ = f (x) (Filippov
differential inclusion ẋ ∈ F(x) [[13, 25]]) with a smooth output function σ = σ(x),
and let it be understood in the Filippov sense. Then, provided that

1. successive total time derivatives σ , σ̇ , ..., σ (r−1) are continuous functions of x,
2. the set

σ = σ̇ = . . .= σ (r−1) = 0 (5.1)

is a non-empty integral set,
3. the Filippov set of admissible velocities at the r-sliding points (5.1) contains

more than one vector,

the motion on set (5.1) is said to exist in r-sliding (rth-order sliding) mode [[22,24]].
In the non-autonomous case the additional coordinate t is formally added, ṫ = 1.

Consider a dynamic system of the form

ẋ = a(t,x)+ b(t,x)u, σ = σ(t,x), (5.2)

where x ∈ Rn, a, b and σ : Rn+1 → R are unknown smooth functions, u ∈ R, the
dimension n might be also uncertain. Only measurements of σ are available in real
time. The task is to provide in finite time for exactly keeping σ ≡ 0.
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The relative degree r of the system is assumed to be constant and known. In other
words, for the first time the control explicitly appears in the rth total time derivative
of σ and

σ (r) = h(t,x)+ g(t,x)u, (5.3)

where h(t,x) = σ (r)
∣
∣
∣
u=0

, g(t,x) = ∂
∂uσ

(r) �= 0. It is supposed that

0 < Km ≤ ∂
∂u
σ (r) ≤ KM,

∣
∣
∣σ (r)

∣
∣
∣
u=0

∣
∣
∣≤C (5.4)

holds for some Km, KM , C > 0. It is always true at least in compact operation regions.
Trajectories of (5.2) are assumed infinitely extendible in time for any Lebesgue-
measurable bounded control u(t, x).

Finite-time stabilization of smooth systems at an equilibrium point by means of
continuous control is considered in [[1, 6]]. In our case any continuous control

u = ϕ(σ , σ̇ , . . . ,σ (r−1)), (5.5)

providing for σ ≡ 0, should satisfy the equality ϕ(0,0, . . . ,0) = −h(t,x)/g(t,x),
whenever (5.1) holds. Since the problem of uncertainty prevents it, the control has
to be discontinuous at least on the set (5.1). Hence, the r-sliding mode σ = 0 is to
be established.

As follows from (5.3), (5.4)

σ (r) ∈ [−C,C]+ [Km,KM ]u. (5.6)

The obtained inclusion does not “remember” anything on system (5.2) except the
constants r, C, Km, KM. Thus, provided (5.4) holds, the finite-time stabilization of
(5.6) at the origin simultaneously solves the stated problem for all systems (5.2).

Note that the realization of this plan requires real-time differentiation of the out-
put. The controllers, which are further designed, are r-sliding homogeneous [[25]].
The corresponding notion is introduced below.

5.2.2 Homogeneous Sliding Modes

Definition 5.2. A function f : Rn → R (respectively a vector-set field F(x) ⊂ Rn

(see [[25]]), x ∈ Rn, or a vector field f : Rn → Rn) is called homogeneous of the
degree q ∈ R with the dilation [[1]]

dκ : (x1,x2, ...,xn) �→ (κm1x1,κm2x2, ...,κmnxn),

where m1, ..., mn are some positive numbers (weights), if for any κ > 0 the
identity f (x) = κ−q f (dκx) holds (respectively F(x) = κ−qd−1

κ F(dκx), or f (x) =
κ−qd−1

κ f (dκx)). The non-zero homogeneity degree q of a vector field can always
be scaled to ±1 by an appropriate proportional change of the weights m1, ..., mn.
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The homogeneity of a vector field f (x) (a vector-set field F(x)) can equivalently be
defined as the invariance of the differential equation ẋ= f (x) (differential inclusion
ẋ∈ F(x)) with respect to the combined time-coordinate transformation

Gκ : (t,x) �→ (κ pt,dκx),

where p = - q, might naturally be considered as the weight of t. Indeed, the homo-
geneity condition can be rewritten as

ẋ ∈ F(x)⇔ d(dκx)
d(κ pt)

∈ F(dκx).

It was proved in [[25]] that if ẋ ∈ F(x) is a homogeneous Filippov inclusion with a
negative homogeneous degree -p, then uniform finite-time stability, uniform asymp-
totic stability and the contractivity feature [[25]] are equivalent and the maximal
settling time is a homogeneous function of the initial conditions of the degree p.
Furthermore it was proved there that in the presence of variable delays of the order
τ p, and sampling noises of xi of the order τmi the trajectories converge in finite-time
into a region featuring xi = O(τmi). Finite-time stability of homogeneous discontin-
uous differential equations was also considered in [[38]].

Suppose that feedback (5.5) imparts homogeneity properties to the closed-loop
inclusion (5.5), (5.6). Due to the term [-C, C], the right-hand side of (5.5) can only
have the homogeneity degree 0 with C �= 0. Thus, the homogeneity degree of σ (r−1)

is to be opposite to the degree of the whole system, i.e. degσ (r−1) = degt =−q.
Scaling the system homogeneity degree to -1, would achieve the homogeneity

weights of t, σ , σ̇ , ..., σ (r−1) to be 1, r, r - 1, ..., 1 respectively. This homogeneity is
further called the r-sliding homogeneity. The inclusion (5.5), (5.6) is called r-sliding
homogeneous if for any κ > 0 the combined time-coordinate transformation

Gκ : (t,σ , σ̇ , . . . ,σ (r−1)) �→ (κt,κ rσ ,κ r−1σ̇ , . . . ,κσ (r−1)) (5.7)

preserves the closed-loop inclusion (5.5), (5.6).
Transformation (5.7) transfers (5.5), (5.6) into

dr(κ rσ)
d(κt)r ∈ [−C,C]+ [Km,KM]ϕ(κ rσ ,κ r−1σ̇ , . . . ,κσ (r−1)).

Obviously, (5.5), (5.6) is r-sliding homogeneous if degϕ = 0, i.e.

ϕ(κ rσ ,κ r−1σ̇ , . . . ,κσ (r−1))≡ ϕ(σ , σ̇ , . . . ,σ (r−1)). (5.8)

Definition 5.3. Controller (5.5) is called r-sliding homogeneous (rth order sliding
homogeneous) if (5.8) holds for any (σ , σ̇ , ...,σ (r−1)) and κ > 0. The corresponding
sliding mode is also called homogeneous (if exists).

Such a homogeneous controller is inevitably discontinuous at the origin (0, ..., 0),
unless ϕ is a constant function. Most known r-sliding controllers, r ≥ 2, are based on
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r-sliding homogeneous controllers. An important exception is the terminal 2-sliding
controller maintaining 1-sliding mode σ̇ +βσρ ≡ 0, where ρ = (2k+1)/(2m+1),
β > 0, k < m, and k, m are natural numbers [[36, 44]]. Indeed, the homogeneity
requires ρ = 1/2 and σ ≥ 0.

5.2.3 Arbitrary Order Sliding Mode Controllers

Following is one of the most known r-sliding controller families [[24, 26, 33]] called
quasi-continuous. The controllers of the form

u =−αΨr−1,r(σ , σ̇ , . . . ,σ (r−1)), (5.9)

are defined by recursive procedures, have the magnitude α > 0, and solve the
general output regulation problem from Section 5.2.1 with the relative degree r.
Quasi-continuous r-sliding controller is a feedback function of σ , σ̇ , ..., σ (r−1) be-
ing continuous everywhere except on the manifold σ = σ̇ = . . .= σ (r−1) = 0 of the
r-sliding mode. In the presence of errors in evaluation of σ and its derivatives, these
equalities never take place simultaneously with r > 1 . Therefore, control practically
turns out to be a continuous function of time.

The parameters of the controllers can be chosen in advance for each r. Only the
magnitude α is to be adjusted for any fixed C, Km, KM , most conveniently by com-
puter simulation, avoiding complicated and redundantly large estimations. Obvi-
ously,α is to be taken negative with (∂/∂u)σ (r) < 0. In the following β1, . . . ,βr−1 >
0 are the controller parameters, and i = 1,..., r-1.The following procedure defines a
family of such controllers [[26]]:

ϕ0,r = σ , N0,r = |σ |, Ψ0,r = ϕ0,r/N0,r = signσ ,

ϕi,r = σ (i) +βiN
(r−i)/(r−i+1)
i−1,r Ψi−1,r,

Ni,r = |σ (i)|+βiN
(r−i)/(r−i+1)
i−1,r , Ψi,r = ϕi,r/Ni,r,u =−αΨr−1,r.

Note that while increasing α enlarges the class of systems (5.4), to which the con-
troller is applicable, parameters βi are tuned to provide for the needed convergence
rate [[32]]. Asymptotic accuracies of these controllers are readily obtained from their
homogeneity properties. In particular σ (i) = O(τr−i), i = 0, 1, . . . , r-1, if the mea-
surements are performed with the sampling interval τ .

A controller providing for the time-optimal stabilization of the inclusion (5.6)
under the restriction |u|≤ α was proposed in [[8]]. Such controllers are also r-sliding
homogeneous providing for the same asymptotic accuracy. Unfortunately, in prac-
tice they are only available for r ≤ 3.

Controller Adjustment. The magnitude of the controllers [[24,26]] can be increased
without loss of the convergence. The corresponding controller gets the form

u =−αΦ(t,x)Ψr−1,r(σ , σ̇ , . . . ,σ (r−1)), (5.10)
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where α > 0, andΨr−1,r were introduced above. Note that controller (5.10) is not
homogeneous. While the function Φ can be chosen large to control exploding sys-
tems, it is also reasonable to make the function Φ decrease and even vanish, when
approaching the system operational point, therefore reducing the chattering [[32]].

It follows from [[33]] that the parameters β1, . . . ,βr−1 can be chosen one-by-one
by means of relatively simple simulation of concrete differential equations ϕi,r = 0,
all of which are to be finite-time stable. The controller with the resulting parameters
formally provides for the universal solution of the stated problem. Nevertheless,
in practice one often needs to adjust the convergence rate, either to slow it down
relaxing the requirements to actuators, or to accelerate it in order to meet some
system requirements. In that context note that redundantly enlarging the magnitude
αΦ of controller (5.9) does not accelerate the convergence, but only increases the
chattering, while its reduction may lead to the convergence loss.

The main procedure is to take the controller

u =−γrαΨr−1,r(σ , σ̇/γ, . . . ,σ (r−1)/γr−1), γ > 0,

instead of (5.9), providing for the approximately γ times reduction of the conver-
gence time [[32]]. With 0 < γ < 1 the convergence is slowed down.

In the case of quasi-continuous controllers the form of the controller is pre-
served. The new parameters β̃1, . . . , β̃r−1, α̃ are calculated according to the formulas
β̃1 = γβ1, β̃2 = γ r/(r−1)β2, . . . , β̃r−1 = γ r/2βr−1, α̃ = γ rα . Larger the γ ,faster the
convergence. Following are the resulting quasi-continuous controllers with r ≤ 4,
simulation-tested βi and a general gain functionΦ:

1. u =−γαΦ signσ ,

2. u =−γ2αΦ (σ̇ + γ|σ |1/2 signσ)/(|σ̇ |+ γ|σ |1/2),

3. u =−γ3αΦ [σ̈ + 2γ3/2(|σ̇ |+ γ|σ |2/3)−1/2)(σ̇ + γ|σ |2/3 signσ)]/

[|σ̈ |+ 2γ3/2(|σ̇ |+ γ|σ |2/3)1/2)],

4. ϕ3,4 =
...
σ + 3γ2[σ̈ + γ4/3(|σ̇ |+ 0.5γ|σ |3/4)−1/3(σ̇ + 0.5γ)|σ |3/4 signσ)]

[|σ̈ |+ γ4/3(|σ̇ |+ 0.5γ|σ |3/4)2/3]−1/2,

N3,4 = |...σ |+ 3γ2[|σ̈ |+ γ4/3(|σ̇ |+ 0.5γ|σ |3/4)2/3]1/2,

u =−γ4αΦ ϕ3,4/N3,4.

Chattering Attenuation. The standard chattering attenuation procedure is to con-
sider the control derivative as a new control input, increasing the relative degree
and the sliding order by one [[1, 22, 28]]. It was successfully applied in practice (for
example see [[3]]) many times, though formally the convergence is only locally en-
sured in some vicinity of the (r + 1)-sliding mode σ ≡ 0. Global convergence can
be easily obtained in the case of the transition from the relative degree 1 to 2 [[22]];
semi-global convergence can be assured with higher relative degrees using integral
(r + 1)-sliding modes [[30]].
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5.3 Arbitrary Order Robust Exact Differentiation

Any r-sliding homogeneous controller can be complemented by an (r-1)th order dif-
ferentiator [[4, 41, 43]] producing an output-feedback controller. In order to preserve
the demonstrated exactness, finite-time stability and the corresponding asymptotic
properties, the natural way is to calculate σ̇ , ..., σ (r−1) in real time by means of a
robust finite-time convergent exact homogeneous differentiator [[23,24]]. Its applica-
tion is possible due to the boundedness of σ (r) provided by the boundedness of the
feedback function ϕ in (5.5).

5.3.1 Standard Arbitrary-Order Robust Exact Differentiator

Let the input signal f (t) be a function defined on [0, ∞) and consisting of a bounded
Lebesgue-measurable noise with unknown features, and of an unknown base signal
f 0(t), whose kth derivative has a known Lipschitz constant L > 0. The problem

of finding real-time robust estimations of ḟ0(t), f̈0(t), ... , f (k)0 (t) being exact in the
absence of measurement noises is solved by the differentiator [[24]]

ż0 = v0,v0 =−λkL1/(k+1)|z0 − f (t)|k/(k+1)sign(z0 − f (t))+ z1,

ż1 = v1,v1 =−λk−1L1/k|z1 − v0|(k−1)/ksign(z1 − v0)+ z2,
...

żk−1 = vk−1,vk−1 =−λ1L1/2|zk−1 − vk−2|1/2sign(zk−1 − vk−2)+ zk,
żk =−λ0Lsign(zk − vk−1).

(5.11)

The parameters λ0, λ1, . . . , λk > 0 being properly chosen, the following equalities
are true in the absence of input noises after a finite time of the transient process:

z0 = f0(t); zi = vi−1 = f (i)0 , i = 1, . . . ,k.

Note that the differentiator has a recursive structure. Once the parameters λ0, λ1,
. . . , λk−1 are properly chosen for the (k - 1)th order differentiator with the Lipschitz
constant L, only one parameter λk is needed to be tuned for the kth order differentia-
tor with the same Lipschitz constant. The parameter λk is just to be taken sufficiently
large. Any λ0 > 1 can be used to start this process. Such differentiator can be used
in any output feedback.

Thus an infinite sequence of parameters λk can be built, valid for all k. In partic-
ular, one can choose λ0 = 1.1, λ1 = 1.5, λ2 = 2, λ3 = 3, λ4 = 5, λ5 = 8, which is
enough for k ≤ 5. Another possible choice of the differentiator parameters with k ≤
5 is λ0 = 1.1, λ1 = 1.5, λ2 = 3, λ3 = 5, λ4 = 8, λ5 = 12 [[25]].

The homogeneity features imply the asymptotic accuracy of the differentiator
[[25]]. Let the measurement noise be any Lebesgue-measurable function with the
magnitude not exceeding ε . Then the accuracy |zi(t) - f 0

(i)(t)|= O(ε(k+1−i)/(k+1) )
is obtained. That accuracy is shown to be the best possible [[21, 23]]. Differentiators
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(5.11) with constant and variable parameters L have been already proved useful in
practical and theoretical observation [[3, 5]].

Due to the specific homogeneity features of the differentiator (5.11), its output-
feedback combination with controller (5.9) produces an r-sliding homogeneous
controller; which when used in the feedback closure of (5.6) an r-sliding homo-
geneous differential inclusion is produced. Thus the asymptotic accuracy of the
output-feedback controller remains the same as of the controller (5.9) with direct
measurements.

5.3.2 Homogeneous Tracking Differentiator

The following construction is called a homogeneous tracking differentiator [[29]] of

the order k. As previously let the input be a function f (t) = f0(t)+η(t), | f (k+1)
0 | ≤

L, |η | ≤ ε . Construct an auxiliary dynamic system w(k+1) = v rewritten as

ẇ0 = w1, · · · , ẇk−1 = wk,
ẇk = v

(5.12)

with the input v, output w0 and the measured signal f (t) to be tracked. For the further
use rewrite differentiator (5.11) symbolically by the formula z = Dk,λ ,L( f ). Now,
close system (5.12) by the feedback

v =−ϖLΨk,k+1(z),
z = Dk,λ ,ϖ1L(w0 − f )

. (5.13)

where ϖ1 ≥ ϖ > 1. Here Ψk,k+1 is the quasicontinuous controller introduced in
Section 5.2.3, but any other (k+1)-sliding homogeneous controller can also be used.
With sufficiently large ϖ , a system which starts to track the function f 0(t) in finite
time is obtained. That implies the following simple theorem.

Theorem 5.1. With sufficiently large ϖ > 1 and anyϖ1 ≥ϖ , tracking differentiator

(5.12), (5.13) provides for the finite-time convergence of wi to f (i)0 , i= 0,1, . . . ,k. The
asymptotic accuracy of the tracking differentiator (5.12), (5.13) is exactly the same
as of the standard differentiator [[24]] (5.11). In particular, with continuous-time

sampling the tracking accuracies |wi− f (i)0 | ≤ μiLi/(k+1)ε(k+1−i)/(k+1) are obtained.
The coefficients μi only depend on the tracking differentiator parameters.

The parameterϖ > 1 can be chosen once and forever. The value ϖ1 ≥ϖ is adjusted
according to the circumstances, in particular, larger values are to be considered in the
presence of significant noises. It can also be shown that the digital-implementation
asymptotic accuracy of (5.12), (5.13) is exactly the same as of the standard dif-
ferentiator (5.11) [[24]]. Also its output-feedback combination with controller (5.9)
produces an r-sliding homogeneous controller which can be used for the solu-
tion of the problem from Section 5.2.1. Moreover, the asymptotic accuracy of the
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output-feedback controller remains the same as of the controller (5.9) with direct
measurements.

The main advantage of the tracking differentiator is that its estimations wi of

the input derivatives f (i)0 , i = 0,1, . . . ,k−1, are successive integrals of the kth-order
derivative estimation wk.

5.4 Practical Relative Degree Concept

5.4.1 Practical Relative Degree (PRD) Definition

Consider a SISO system with a scalar input u ∈ R (the control), and output σ̃ ∈ R.
The output depends on the internal state of the system, which changes in time. The
control influences the state in some way. The nature of the state remains unknown.
The task is to keep the output σ̃ close to zero.

The input belongs to a certain class. For example, it should be Lebesgue-
measurable, or continuous, etc. It is assumed in the following that the system accepts
Lebesgue-measurable inputs, but the results do not change if inputs are required to
have any predefined smoothness.

Definition 5.4. A natural number r is called a practical relative degree (PRD) of the
SISO system with the input (control) u ∈ R, and output σ̃ ∈ R, if there exist positive
ε , δt , αm, αM , L, Lm, αm ≤ αM , L ≤ Lm, and u0 ∈ R, λσ =±1 such that

1. The system accepts any bounded input u(t), |u − u0| ≤ αM . The correspond-
ing output can be always represented as a sum of two components, σ̃(t) =
σ(t) + η(t), where |h| ≤ ε . With r > 0 the function σ is assumed r-1 times
differentiable with σ (r−1) having a uniform Lipschitz constant L. Respectively
σ (r) exists almost everywhere, σ (r) ≤ L.

Fig. 5.1 Reaction of a system with PRD r to a step function
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2. Let w = λsσ . For any time moment t0, if starting from t0 the inequality αM ≥
u(t)−u0 ≥ αm (−αM ≤ u(t)−u0 ≤−αm) is kept, then starting from the moment
t0 + δt the output satisfies w(r) ≥ Lm (respectively w(r) ≤−Lm).

Parameters u0, λs, δt and ε are respectively called the reference input, the input
influence direction, the delay and the approximation parameters.

In the following u0 = 0, λs = 1 are assumed. The characteristic reaction of σ (r) to
the input step function is shown in Fig. 5.1.

Definition 5.5. A natural number r is called a local practical relative degree, if there
exist three time values t1, t2, T, t1 < t2, δt < T , such that requirement 2 of Definition
5.4 is fulfilled for each t0 ∈ [t1, t2] over the time interval of the length T, and the
first requirement is true over the time interval [t1, t2 + T].

Obviously, in general one cannot hope to keep σ = 0 exactly. It should be stressed
that the function σ does not necessarily has to have some real meaning. It can be
simply an output of some smoothing filter, in particular, of a tracking differentiator.
Though ε and δt are naturally assumed to be small with respect to T and t2 - t1 , it
is not formally required. Local practical relative degree is a temporary feature of a
system, usable for temporarily controlling its output.

The following Proposition is obvious.

Proposition 5.1. If system (5.1) satisfies the assumptions of Section 5.2.1 it also has
the practical relative degree r with ε = δt = 0, u0 = 0, λσ = 1. If condition (5.4) is
not globally satisfied, but the relative degree is still r, then it has the local practical
relative degree r over any compact region of the extended state space t,x.

Indeed, one can choose any values αM > αm > C/Km, L > C+KMαM , Lm = L−
C −KMαM . If condition (5.4) is only locally satisfied λσ = sign g is taken (recall
that since the RD is r, the function g = ∂

∂uσ
(r) does never vanish).

Choose a controller for a system with the PRD r. The following construction is
valid for any r-sliding homogeneous controller [[24–26, 33]] of the form (5.10). Let

u = u0 −αmλsΦ(z0,z1, . . . ,zr−1)Ψr−1,r(z0,z1/γ, . . . ,zr−1/γr−1), (5.14)

z = Dr−1,λ ,L̃(z0 − σ̃). (5.15)

Here functionsΦ ,Ψr−1,r are described above, and meantime Φ ≡ 1, Dr−1,λ ,L̃ is the
homogeneous (r-1)th order differentiator (5.11). Choose α so that control (5.10)
provides for the finite-time stabilization of the simple system σ (r) = u; and choose
γ > 0 so that γrα ≤ Lm. The differentiator parameter L̃ > L is taken.

Theorem 5.2. With the parameters chosen as above, controller (5.14), (5.15) pro-
vides in finite time for the accuracyσ (i) ≤ηi max[δ r−i

t ,ε(r−i)/r], |σ̃ | ≤ η̃0 max[δ r
t ,ε],

η̃0, ηi being constants only depending on the parameters L,αm,Lm of definition 5.4
and the choice of the controller parameters L̃, γ .
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Note that with ε = δt = 0, exact output regulation is obtained, which, in particular,
extends the known HOSM control results to systems of any nature, for example to
possibly discontinuous systems nonlinear in control.

Idea of the Proof. After the differentiator converges, the arguments of the controller
(5.12) are close to the corresponding derivatives of σ with the errors described
in Section 5.3.1. Thus, in the additional time δt , the state space with coordinates
(σ , σ̇ , . . . ,σ (r−1)) is divided in the two regions. The first region corresponds to the
points where respectively to the PRD definition, the trajectories satisfy the differen-
tial inclusion

σ (r) ∈ −[Lm,L]Ψr−1,r(σ , σ̇ , . . . ,σ (r−1)),

while in the second one any other values of σ (r), σ (r) ∈ −[L,L], are possible. Con-
sider the homogeneity transformation

Gκ : (t,δt ,ε,σ , σ̇ , ...,σ (r−1)) �→ (κt,κδt ,κ rε,κ rσ ,κ r−1σ̇ , ...,κσ (r−1)). (5.16)

The second region is proved to be described by homogeneous inequalities, which
are preserved by transformation (5.16). As a result, the trajectories satisfy some ho-
mogeneous differential inclusion invariant with respect to (5.16). The further proof
follows the standard homogeneity technique [[25]].

Since under the conditions of the PRD definition, exact satisfaction of σ ≡ 0 is
impossible with ε > 0, one can use continuous control without compromising the
system accuracy. Indeed, it is enough to take the gain functionΦ equal to a homoge-
neous norm of (σ/γr

1, σ̇/γ
r−1
1 , ...,σ (r−1)/γ1) saturated at 1 with a sufficiently large

γ1 > 0 in (5.14).

5.4.2 PRD Identification

One can identify a PRD using analytical methods developed in the sequel. An-
other way is to experimentally identify a PRD by simulation or even by a real-
life test. According to definition 5.4, the measured system output σ̃(t) is to be
the sum of a smooth component and a bounded (preferably small) additional term,
σ̃(t) = σ(t)+η(t). Let the function σ (r) be absolutely continuous with its deriva-
tive almost everywhere bounded by some number L̃. Such additional smoothness
is usual due to the presence of sensors. Respectively call the PRD strong. Apply a
tracking differentiator to single out the smooth component σ(t):

ẇ0 = w1, · · · , ẇr−1 = wr,
ẇr =−ϖ L̃Ψr,r+1(z),
z = Dr,λ ,ϖ1L̃(w0 − σ̃)

(5.17)

Here ϖ > 1 is chosen in advance, and any ϖ1 ≥ ϖ fits. The following proposition
is an easy consequence of Theorem 5.1.
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Proposition 5.2. Let the system have a strong PRD r, |σ (r+1)| ≤ L̃. Then ob-

server (5.17) provides for the accuracies |w(i)
0 − σ (i)| ≤ μiL̃i/(r+1)ε(r−i+1)/(r+1),

i = 0,1, . . . ,r, established in uniformly bounded time with μi > 1 being constants
only depending on the observer parameters. Thus, with Lm > μrL̃r/(r+1)ε1/(r+1) the
function σ(t) can be redefined as w0 in definition 5.4 with the corresponding change
of other parameters. On the other hand, if after some transient, the output w0 of the
differentiator differs from the system output σ̃ by not more than some constant, and
requirements 1, 2 of Definition 5.4 are satisfied for σ = w0, then the system has the
strong PRD r.

Note that, as follows from Theorem 5.1, if the component σ is already known from
the simulation context, the PRD itself can be identified by a bit simpler standard
differentiator of the form (5.11).

5.4.3 PRD Features

In this subsection, general examples and properties of the practical relative degree
are demonstrated. Consider a SISO system

μzż = fz(z,uz),vz = vz0(z)+ηz(t), (5.18)

where z ∈ Rm, uz ∈ R, |uz| ≤ Uz, is the control and the input of the actuator, vz0

is a continuous output function, μz > 0 is a time-constant parameter, and ηz(t) is
some deterministic Lebesgue-measurable noise of the magnitude εz. The system
is understood in Filippov’s sense [[13]] and features the Bounded Input - Bounded
State property. The initial values z(0) are assumed belonging to a compact. Thus, z
forever belongs to a larger compact Wz. The function fz(z,uz) is assumed piece-wise
continuous in the region z ∈Wz, |uz| ≤Uz with a finite number of compact continuity
regions and continuity components extendible up to the region boundaries.

System (5.6) is further called a transmission unit, if the above conditions are
satisfied, and there is such k �= 0 that with μz = 1 and any uz = const, the output
vz0 converges to kuz uniformly in uz and initial values of z. That means that for any
t0, δ > 0 there exists T > 0 such that with any z(t0), uz, uz = const, the inequality
|vz0 − kuz| ≤ δ is kept, starting from the moment T .

Examples. Any LTI stable system with the transfer function P(μzw)/Q(μzw) is a
transmission unit, provided degQ − degP > 0, Q is a Hurwitz polynomial,
P(0)/Q(0) = k. With infinitesimally small μz traditional models of actuators and
sensors are produced. Another example: v̈z = −α sign(vz − kuz)− β v̇z, α,β > 0,
z = (vz, v̇z).

Proposition 5.3. Provided the inputs are required to have a fixed Lipschitz constant,
transmission units have PRD equal to 0.

See [[28,31]] for the proof. Note that the time constants of the units are not required to
be infinitesimal. Low-pass filters also have zero PRD. In the following propositions,
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the cascade connections are assumed to satisfy the obvious compliance conditions
of input and output bounds.

Proposition 5.4. A cascade connection of a SISO system of the PRD 0 at the input
and another SISO system of the PRD r has the PRD equal to r with the delay pa-
rameter being the sum of two delay parameters. The new approximation parameter
equals that parameter of the last system, i.e. of the system at the output.

A cascade system considered in [[28]] with actuator and sensor also depending on
the middle-system internal state, has the PRD equal to the RD of the system in the
middle.

Proposition 5.5. A cascade connection of a SISO system of the practical relative
degree r1 with the zero approximation parameter and a system of the form (5.1)-
(5.3) of the relative degree r2 with some bounded output noise forms a new SISO
system of the practical relative degree r1 + r2.

Note that putting a system with regular RD before a system with PRD may even
lead to the loss of PRD. The above propositions allow constructing a lot of systems
with PRD. Similar results are also true with respect to the local PRD.

Obviously a system can have a few PRDs. For example, consider a cascade sys-
tem of successively connected smooth transmission units with RDs r1, r2, and a
SISO system (5.1)-(5.3) with the RD r between them. Let all approximation pa-
rameters be zero. Then the resulting system has PRDs r1 + r + r2, r1 + r, r + r2,
and r.

5.5 Simulation and Applications

5.5.1 Disturbed-Kinematic-Car-Model Control

Consider a simple kinematic model of car control

ẋ =V cosϕ , ẏ =V sinϕ , ϕ̇ =
V
Δ

tanθ , θ̇ = u,

where x and y are Cartesian coordinates of the rear-axle middle point, ϕ is the ori-
entation angle, V is the longitudinal velocity, Δ is the length between the two axles
and θ is the steering angle (i.e. the real input), u is the system input (control). The
task is to steer the car from a given initial position to the trajectory y = g(x), where
g(x) and y are assumed to be available in real time. The relative degree of the system
is 3.

Now consider a disturbed system.

ẋ =V cosφ , ẏ =V sinφ , φ̈ =−4sign(φ −ϕ)− 6φ̇,

ϕ̇ =
V
Δ

tanθ , θ̇ = ζ1.
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Let V = const= 10m/s, Δ = 5m, x = y = ϕ = θ = 0 at t = 0, g(x) = 10sin(0.05x)+
5. Introduce the actuator transmission unit

ζ̈1 =−100(2(ζ1− u)+ 0.01ζ̇1)
3 − 100(ζ1 − u)− 2ζ̇1,

and the sensor transmission unit
...
ζ 2 =−100(ζ2− y)− 2ζ̇2− 0.02ζ̈2, σ = ζ2 + 0.01ζ̇2− g(x), σ̃ = σ +η(t),

which produces the noisy output σ̃ with σ being a smooth component. Here η is a
noise, |η | ≤ 0.01m; ζ2 = −10, ζ̇2 = 2000, ζ̈2 = −80000, ζ1 = ζ̇1 = φ = φ̇ = 0 at
t = 0.

Note that the disturbed system does not have a relative degree, for it is not
smooth. With φ ≡ ϕ , η = 0 the RD would be equal to 8. Propositions 5.2-5.5 show
that it has a local strong PRD equal to 3. The PRD identification results obtained by
means of the third-order differentiator z = D3,{1.1,1.5,2,3},100(σ̃)

ż0 = v0, v0 =−9.49|z0 − σ̃(t)|3/4 sign(z0 − σ̃(t))+ z1,

ż1 = v1, v1 =−9.28|z1 − v0|2/3 sign(z1 − v0)+ z2,

ż2 = v2, v2 =−15|z2 − v1|1/2 sign(z2 − v1)+ z3,
ż3 =−110 sign(z3 − v2).

of the form (5.11) are demonstrated in Fig. 5.2.

Fig. 5.2 PRD identification. PRD equals 3.

Fig. 5.3 Performance of the “disturbed-car” control
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The applied control consists of the quasi-continuous 3-sliding controller

u = 0, 0 ≤ t < 1,
u =−2[s2 + 2(|s1|+ |s0|2/3)−1/2(s1 + |s0|2/3 signs0)]/[|s2|+ 2(|s1|+ |s0|2/3)1/2]

with t ≥ 1;

and the second-order differentiator

ṡ0 = v1, v1 =−9.28|s0 − σ̃(t)|2/3 sign(s0 − σ̃(t))+ s1,

ṡ1 = v1, v1 =−15|s1 − v0|1/2 sign(s1 − v0)+ s2,
ṡ2 =−110 sign(s2 − v1).

The tracking results are shown in the coordinates x, y of the “car” in Fig. 5.3. The
obtained accuracy is |y− g(x)| ≤ 0.16m.

Fig. 5.4 Summary of different models for the dynamics of the blood glucose concentration

Fig. 5.5 Control of the glucose concentration in the blood of live rats. PRD equals 3.
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5.5.2 Practical Control of Glucose Blood Concentration

Consider now the practical problem of controlling the glucose concentration in the
human blood [[10, 17, 19, 35]]. The concentration is measured in real time once per
minute, and a pump injects insulin, when it is needed. A number of models are
available with the relative degrees changing from 3 to 5 and the number of variables
changing from 3 to 18 (Fig. 5.4, courtesy to A.G. Gallardo-Hernandez, [[17]]).

Computer simulation shows that most models have the PRD 3 [[17]] (not all mod-
els were checked). A controller of the same form, as for the above “car” control,
was applied. Negative values of the insulin injections were simply zeroed. The re-
cent experimental results on live rats with the same control are shown in Fig. 5.5
(courtesy to A.G. Gallardo-Hernandez, [[17]]).

5.6 Conclusions

A new concept of practical relative degree is introduced, which generalizes the stan-
dard relative degree notion to systems of arbitrary nature, not necessarily described
by ordinary differential equations. The results are new already for smooth dynamic
systems nonlinear in control.

A new homogeneous tracking differentiator is proposed, featuring the same
asymptotic accuracy as the standard homogeneous differentiator [[24]], but at the
same time producing smooth estimations of the input derivatives with higher-order
estimations being exact derivatives of the lower order ones. It has found natural
application in identification of the practical relative degree.

Propositions 5.1-5.5 provide many examples of systems with practical relative
degrees. One system can have a few practical relative degrees, which means that
controllers developed for different relative degrees can prove to be efficient for the
same system. The lowest practical relative degree is not always the best choice.
A lot depends also on on the corresponding delay and approximation parameters.
The new concept significantly generalizes the previous results showing that one can
neglect fast stable actuators [[31]], fast stable sensors [[28]] and small perturbations
changing the relative degree [[27]].

Thus, actually a new class of systems is singled out. The further theoretical re-
search is to find various practical examples of systems with practical relative degrees
and estimation of their delay and approximation parameters, which actually can be
of no resemblance to real noises and delays. The notion can be probably extended
to multi-input multi-output case.

Another natural application is in the artificial intelligence research. In such a
case, one can successively try universal HOSM controllers corresponding to lower
practical relative degrees 1, 2, 3, even without performing an attempt of the practical
relative degree identification.
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Chapter 6
Higher Order Sliding Mode Based Accurate
Tracking of Unmatched Perturbed Outputs

Leonid Fridman, Antonio Estrada, and Alejandra Ferreira de Loza

Abstract. Three approaches for higher-order sliding-mode based unmatched un-
certainty compensation are summarized. Firstly, an algorithm is proposed based on
the block control and quasi-continuous higher order sliding modes techniques. This
method provides for the finite-time exact tracking of a smooth desired signal in spite
of unmatched perturbations and allows the reduction of the controller gains in the
case of partial knowledge of the system model. Thereafter, the combination of in-
tegral high-order sliding modes with the hierarchical quasi-continuous controller is
proposed allowing finite-time convergence theoretically. Finally, high-order slid-
ing mode observers are employed for exact state and uncertainties/perturbations
reconstruction. A sliding mode control design is proposed which ensures theoret-
ically exact compensation of the uncertainties/perturbations for the corresponding
unmatched states based on the identified perturbation values. An inverted pendu-
lum simulation example is considered for illustrating the feasibility of the proposed
approach.

6.1 Introduction

It is a known issue that classical sliding mode (SM) control [[37]] is not able to
compensate unmatched perturbations [[11]].
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The combination of different robust techniques and SM has been applied to deal
with systems with unmatched uncertainties [[9]]- [[5]]. In order to reduce the effects of
the unmatched uncertainties [[6]] proposes a method that combines H∞ and integral
sliding mode control. The main idea is to choose such a projection matrix, ensuring
that unmatched perturbations are not amplified and moreover minimized. For uncer-
tain nonlinear systems in strict-feedback form [[23]], [[24]] developed the technique
known as backstepping where a virtual control based on Lyapunov methods is con-
structed step by step. In a similar manner to backstepping, multiple surface sliding
control is proposed in [[36]] to simplify the controller design of systems where model
differentiation is difficult.

The combination of the backstepping design and sliding mode control is studied
in [[3]] for systems in strict-feedback form with parameter uncertainties and it was
extended to the multi-input case in [[16]]. The procedure proposed in [[3]], [[16]] re-
duces the computational load, as compared with the standard backstepping strategy,
because only retains (n− 2) steps of the original backstepping technique, coupling
them with an auxiliary second order subsystem to which a second order sliding
mode control is applied. In [[34]] the combination of dynamical adaptive backstep-
ping and first and second order sliding mode control is applied to both triangular
and nontriangular uncertain observable minimum phase nonlinear systems.

Another approach to the problem of unmatched uncertainty compensation is based
on the Nonlinear Block Controllable form (NBC-form) [[31]]. In [[31]] the conventional
sliding mode technique is applied to compensate the matched perturbations. A high
gain approach is used to achieve compensation of unmatched uncertainty and stabi-
lization of the sliding mode dynamics. In [[20]] a sliding mode controller is designed
using the combination of block control [[30]], a sigmoid approximation to the inte-
gral sliding mode control [[38]] and nested sliding mode control [[1]]. A coordinate
transformation is applied to design a nonlinear sliding manifold. This transformation
requires smoothness of each virtual control, that is why sigmoid, instead of signum
functions are used. With the use of the high gain approach in [[31]] and sigmoid func-
tions in [[20]], [[1]] they prove that asymptotic tracking is achieved.

In [[14]] a new design algorithm for systems in strict-feedback form, a special
case of the BC-form, is proposed. This algorithm achieves finite-time exact tracking
of the desired output in the presence of smooth unmatched perturbations. These
features are accomplished via the use of quasi-continuous high-order sliding modes
(HOSM) and a hierarchical design approach. In the first step the desired dynamic
for the first state is defined by the desired tracking signal. After the first step, the
desired dynamic for each state is defined by the previous one. Each virtual control
is divided in two parts, the first one is intended to compensate the nominal nonlinear
part of the system and the second one is aimed to achieve the desired dynamics in
spite of perturbations.

Difficulties arise when initial conditions lead to big initial errors because then,
the smoothness needed to achieve and keep the HOSM of each virtual control could
be broken in some of them, leading to lost of control. One possible solution is to
increase the gains of the HOSM term included in each virtual control, nevertheless
it goes against a key motivation of the algorithm which is to reduce discontinuous
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control gain via the use of information on the known nominal part of the system.
The solution proposed in the present paper is to apply the integral HOSM approach
reported in [[25]] in which the desired reference is reached by means of a previously
designed auxiliary smooth trajectory that depends on the initial conditions of the
error and its derivatives up to the order of the HOSM control used. Thus each state
starts in the proper auxiliary sliding motion and the whole internal dynamics remains
controlled since the beginning.

On the other hand, the problem of unmatched uncertainties considering only out-
put information has been tackled in [[13]], [[8]]. In [[8]] a linear matrix inequalities (LMI)
based method for designing an output feedback variable structure control system is
presented. The author proposes an LMI based sliding surface design considering H2

performance. Another possible solution to overcome the full state requirement is to
use an observer to estimate the state. In [[13]] an output robust stabilization prob-
lem for a class of systems with matched and mismatched uncertainties using sliding
mode techniques is considered. The idea is to use an asymptotic nonlinear observer
to estimate system states, then a variable structure controller is proposed to stabilize
the system. Here, a HOSM observer is employed to reconstruct the state and iden-
tify the unknown inputs theoretically exact [[4]]. With these informations, a sliding
manifold is designed such that the system’s motion along the manifold meets the
specified performance: the regulation of the non-actuated states and the theoretically
exact unmatched uncertainties compensation. Thus, a discontinuous control law is
designed such that the system’s state is driven towards the manifold and stays there
for all future time, regardless of disturbances and uncertainties.

The present chapter summarizes the results of papers [[14]], [[15]], [[17]]. In Section
6.2.1 the class of nonlinear systems to be treated and the problem formulation are
described, the Quasi-continuous control is also introduced in this section. In 6.2.2
the hierarchical design algorithm is presented. The section 6.2.3 introduces the inte-
gral HOSM approach and the modification to the hierarchical design algorithm. At
the final part of the both, section 6.2.2 and 6.2.3, the corresponding proposed algo-
rithms are applied to an example and simulation results are presented. The HOSM
based exact unmatched compensation control is introduced in Section 6.2.4. The
state estimation as well as the perturbations identification methodologies based on
HOSM techniques are explained in In 6.2.4.1. The output sliding mode controller
rejecting the unmatched uncertainty is presented in 6.2.4.2. At the end of the sec-
tion, a simulation example illustrates the performance of such controller. The note
then concludes with a brief comment on the proposed algorithms.

6.2 HOSM Based Unmatched Uncertainties Compensation

It is a known issue that classical sliding mode (SM) control [[37]] is not able to com-
pensate unmatched perturbations [[11]]. Nevertheless, controllers based on HOSM
algorithms may be applied in order to reject the effect of unmatched perturbations.
Next, some of these schemes are presented.
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6.2.1 Black Box Control via HOSM

Consider a Single-Input-Single-Output system of the form

ẋ1 = f1(x1, t)+B1(x1, t)x2 +ω1(x1, t)
ẋi = fi(xi, t)+Bi(xi, t)xi+1 +ωi(xi, t)
ẋn = fn(x, t)+Bn(x, t)u+ωn(x, t)

i = 2, ...,n− 1
σ : (t,x) �→ σ(t,x) ∈ IR

(6.1)

where x ∈ IRn is the state vector, xi ∈ IR, x̄i = [x1 . . .xi]
T , and u ∈ IR is the control.

Moreover fi and Bi are smooth scalar functions, ωi is a bounded unknown pertur-
bation term due to parameter variations and external disturbances with at least n− i
bounded derivatives w.r.t. system (6.1), Bi �= 0 ∀x ∈ X ⊂ IRn, t ∈ [0,∞) and σ is
the measured output. The task is to achieve σ ≡ 0.

It is assumed that system (6.1) has a constant and known relative degree r.
Then it follows that σ (r) = h(t,x) + g(t,x)u, g(t,x) �= 0 holds, where h(t,x) =
σ (r)|u=0, g(t,x) = ∂

∂uσ
(r) if the inequalities 0 < Km ≤ ∂

∂uσ
(r) ≤ KM, |σ (r)|u=0| ≤C

are fulfilled for some Km,KM,C > 0. The trajectories of (6.1) are assumed infinitely
extendible in time for any Lebesgue-measurable bounded control u(t,x). The next
differential inclusion is implied

σ (r) ∈ [−C,C]+ [Km,KM]u (6.2)

As it was described earlier, the above problem may be solved by the Quasi-
Continuous Higuer-Order Sliding Mode (QC-HOSM) controllers [[26]], which is
constructed according to (6.3), ensuring that σ = σ̇ = . . . = σ (r−1) = 0 is estab-
lished in finite time.

ϕ0,r = σ , N0,r = |σ |, Ψ0,r = ϕ0,r/N0,r

ϕi,r = σ (i) +βiN
(r−i)/(r−i+1)
i−1,r Ψi−1,r

Ni,r = |σ (i)|+βiN
(r−i)/(r−i+1)
i−1,r

Hi,r(·) = ϕi,r/Ni,r; i = 0, . . . ,r− 1.

(6.3)

The above result is claimed in the next theorem [[26]]

Theorem 6.1. [[26]] Provided that β1, . . . ,βr−1,α > 0 are chosen sufficiently large
in the listed order, the above design result in the r-sliding homogeneous controller

u =−αHr−1,r(σ , σ̇ , . . . ,σ (r−1)) (6.4)

providing for the finite-time stability of (6.2),(6.4). The finite-time stable r-sliding
mode σ ≡ 0 is established in system (6.1),(6.4).

In [[32]] compensation of unmatched perturbations is tackled using the block con-
trol approach combined with HOSM algorithms in order to consider unmodelled
actuators in the controller design.
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6.2.2 Model Based Application of HOSM

In [[14]], see also [[15]], a new design algorithm for systems in strict-feedback form, a
special case of the BC-form, is proposed. This algorithm achieves finite-time exact
tracking of the desired output in the presence of smooth unmatched perturbations.
These features are accomplished via the use of QC-HOSM controllers and a hier-
archical design approach. In the first step the desired dynamic for the first state is
defined by the reference tracking signal. After the first step, the desired dynamic
for each state is defined by the previous one. Each virtual control is divided into
two parts, the first one is intended to compensate the nominal nonlinear part of the
system and the second one is aimed at achieving the desired dynamics in spite of
perturbations.

Consider the class of systems of equation (6.1), the control problem is to design
a controller such that the output y = x1 tracks a smooth desired reference yd with
bounded derivatives, in spite of the presence of unknown bounded perturbations.
The whole state vector x is assumed to be known.

At each step i the constraint σi = 0 is established and kept by means of the virtual
control xi+1 = φi, which forms the constraint σi+1 = xi+1 −φi for the next step.

Step 1. Defining x2 = φ1, the next virtual controller is constructed

φ1(x1, t,u1) = B1(x1, t)−1{− f1(x1, t)+ u1}
u(n−1)

1 = −α1Hn(σ1, σ̇1, . . . ,σ
(n−1)
1 )

(6.5)

where σ1 = x1−yd and Hn is an n-th order sliding mode algorithm that is introduced

in φ1 through n− 1 integrators. The derivatives σ1, σ̇1, . . . ,σ
(n−1)
1 are calculated by

means of robust differentiators with finite-time convergence [[27]].

Step i. The remaining virtual controls are constructed as follows.

φi(xi, t,ui) = Bi(xi, t)−1{− fi(xi, t)+ ui}
u(n−i)

i = −αiHn−i+1(σi, σ̇i, . . . ,σ
(n−i)
i )

σi = xi −φi−1; i = 2, . . . ,n.
(6.6)

where Hn−i+1 is an n− i+ 1-th order sliding algorithm. Notice that in step n, the
real control is calculated i.e. φn = u.

u = Bn(x, t)
−1{− fn(x, t)+ un} (6.7)

un =−αn sign(σn). (6.8)

It is possible to smooth out the control signal by raising the order of the QC con-
troller in each φ . If this is done, the super-twisting algorithm can also be used in un.
The following theorem describes the result.
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Theorem 6.2. Provided that ωi(xi, t) in system (6.1) and yd are smooth functions
with n− i and n bounded derivatives respectively the above hierarchic design results
in an ultimate controller u, providing for the finite time stability of σ1 = x1 − yd =

σ̇1 = . . .= σ (n−1)
1 = 0 in system (6.1).

Proof.
• Consider the state xn

ẋn = fn(x, t)+Bn(x, t)u+ωn(x, t)

with u = Bn(x, t)
−1{− fn(x, t)−αnsign(σn)};

σn = xn −φn−1; φn−1 sufficiently smooth.

Thus σ̇n =−αnsign(σn)+ωn(x, t)− φ̇n−1. Taking αn ≥ |ωn(x, t)|+ |φ̇n−1|, provides
for the appearance of a 1-sliding mode for the constraint σn.
• Now for the state xn−1, we have

σ̇n−1 = ẋn−1 − φ̇n−2

= fn−1(xn−1, t)+Bn−1(xn−1, t)φn−1

+ωn−1(xn−1, t)− φ̇n−2

= un−1 +ωn−1(xn−1, t)− φ̇n−2

σ̈n−1 = u̇n−1 + ω̇n−1(xn−1, t)− φ̈n−2 (6.9)

and according to (6.6)

u̇n−1 =−α(n−1)H1,2(σn−1, σ̇n−1). (6.10)

That is (6.9) takes the form:

σ̈n−1 = hn−1(t,x)+ gn−1(t,x)u̇n−1 (6.11)

with hn−1(t,x) = σ̈n−1|u̇n−1=0 = ω̇n−1 − φ̈n−2

gn−1(t,x) = ∂ σ̈n−1/∂ u̇n−1.

If for some Kmn−1 ,KMn−1 ,Cn−1 > 0 the inequalities 0 < Kmn−1 ≤ gn−1 ≤ KMn−1 ,
|hn−1| ≤Cn−1 are fulfilled, then the next differential inclusion is implied

σ̈n−1 ∈ [−Cn−1,Cn−1]+ [Kmn−1 ,KMn−1 ]u̇n−1 (6.12)

and controller (6.10) provides for the finite time stability of ((6.10),6.12). The finite-
time stable 2-sliding mode is established for the constraint σn−1.

• It is possible to obtain an analogous equation to (6.9) for each of the remaining
states, thus for the state x1
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σ (n)
1 = h1(t,x)+ g1(t,x)u

(n−1)
1 (6.13)

u(n−1)
1 =−α1Hn−1,n(σ1, σ̇1, . . . ,σ

(n−1)
1 ) (6.14)

σ (n)
1 ∈ [−C1,C1]+ [Km1 ,KM1 ]u

(n−1)
1 (6.15)

the differential inclusion (6.15) is implied for some constants Km1 ,KM1 and C1. The
controller (6.14) provides for the finite time stability of (6.15). The finite time stable
n-sliding mode is established for the constraint σ1. ��
Due to the dependence on states of functions in (6.13), the inclusion (6.15) may
be ensured only locally. The same applies to the inclusion obtained for each virtual
control.

6.2.2.1 Example

Consider the perturbed third order system

ẋ1 = 2sin(x1)+ 1.5x2+ω1(x1, t)

ẋ2 = 0.8x1x2 + x3 +ω2(x2, t)

ẋ3 =−x2
3 + 2u+ω3(x, t)

(6.16)

functionsω1,ω2 are unmatched bounded perturbations and functionω3 is a matched
bounded perturbation; these functions were defined as follows

ω1(x1, t) = 0.2sin(t)+ 0.1x1+ 0.12

ω2(x2, t) = 0.3sin(2t)+ 0.2x1+ 0.2x2− 0.4

ω3(x, t) = 0.2sin(2t)+ 0.2x1+ 0.3x2+ 0.2x3+ 0.3.

Tracking of yd = 2sin(0.15t)+ 4cos(0.1t)− 4 by x1 is desired.
• Step 1. According to the tracking objective, the first error signal is defined as
σ1 = x1 − yd and the first virtual controller as follows

φ1 =
1

1.5
{−2sin(x1)+ u1};

ü1 = −α1H2,3(σ1, σ̇1, σ̈1)

H2,3 =
σ̈1 + 2(|σ̇1|+ |σ1|2/3)−1/2(σ̇1 + |σ1|2/3sign(σ1))

|σ̈1|+ 2(|σ̇1|+ |σ1|2/3)1/2

• Step 2. Defining σ2 = x2 −φ1, the next expression corresponds to φ2

φ2 = −0.8x1x2 + u2

u̇2 = −α2H1,2(σ2, σ̇2)

H1,2 =
σ̇2 + |σ2|1/2sign(σ2)

|σ̇2|+ |σ2|1/2
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• Step 3. With σ3 = x3 −φ2, the real control is

u =
1
2
{x2

3 + u3}
u3 = −α3sign(σ3).

Results obtained in simulation are shown in figures (6.1)-(6.5), using α1 = 6, α2 =
10,α3 = 16 and the initial conditions x◦ = [0.1, 0, 0]T .
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Since σ1 = x1 − yd , straightforward algebra reveals that u1 = ẏd −ω1 has to be
accomplished in order to achieve that x1 tracks yd . Figure (6.5) depicts the fulfilling
of the aforementioned equality.
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6.2.2.2 Example: Smoothness of the Control Signal

Consider the same nonlinear system (6.16) of the previous example. We apply the
same control design procedure, but now, increasing by one the order of the QC-
HOSM control present, on each virtual controller, with the aim of obtaining a
smooth real control signal u.

• Step 2. The tracking error signal is σ1 = x1 − yd and next is the expression for
the first virtual control

φ1(t,x1,σ1) =
1

1.5
{−2sin(x1)+ u1}

u(3)1 =−α1H3,4(σ1, σ̇1, σ̈1,
...
σ 1)

where

H3,4 =
{...
σ 1 + 3[σ̈1 +(|σ̇1|+ 0.5|σ1|3/4)−1/3(σ̇1 + 0.5|σ |3/4sign(σ1))]

× [|σ̈1|+(|σ̇1|+ 0.5|σ1|3/4)2/3]1/2
}

/
{
|...σ 1|+ 3[|σ̈1|+(|σ̇1|+ 0.5|σ1|3/4)2/3]1/2

}

• Step 2. The new error signal σ2 = x2 −φ1, is used for the next virtual control

φ2 =−0.8x1x2 + u2

ü2 =−α2H2,3(σ2, σ̇2, σ̈2)

where

H2,3 =
σ̈2 + 2(|σ̇2|+ |σ2|2/3)−1/2(σ̇2 + |σ1|2/3sign(σ2))

|σ̈2|+ 2(|σ̇2|+ |σ2|2/3)1/2
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• Step 3. For the real control, defining σ3 = x3 −φ2, one has

u =−0.8x1x2 + u3

u̇3 =−α3H1,2(σ3, σ̇3)

H1,2(σ3, σ̇3) =
σ̇3 + |σ3|1/2sign(σ3)

|σ̇3|+ |σ3|1/2

That is, the term u3 in u, is a 2nd order QC-HOM introduced through one integrator.
In Figures (6.7) and (6.8) the new control u and the corresponding new error signal
σ1 are plotted. The Figures (6.9) and (6.10) are zoomed views of the previously
obtained non smooth control signal and the new smooth control.
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6.2.3 Hierachical Design Using Integral HOSM Approach

In order to illustrate the convenience of the integral HOSM approach in combination
with the design algorithm presented in previous section, consider the state xn of
system (6.1) and recall the first step of the convergence proof for the control (6.7):

• For the state n

ẋn = fn +Bnu+ωn(x, t)

with u = B−1
n {− fn +αnsign(σn)}

σn = xn −φn−1; φn−1 sufficiently smooth.

Then σ̇n = −αnsign(σn)+ωn(x, t)+ φ̇n−1 and taking αn ≥ |ωn|+ |φ̇n−1| provides
for the appearance of a 1-sliding mode for the constraint σn after a finite time Tn.
Thus the subsystem
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ẋn−1 = fn−1 +Bn−1xn−1 +ωn−1(xn−1, t)

could be unstable in the transient, when xn �= φn−1. The same can be said, unless
the system is bounded-input-bounded-state (BIBS), for each of the remaining states
used as virtual controls before they reach the desired dynamics.

In order to overcome the problem of transient dynamics, the application of the
integral HOSM approach reported in [[25]] is proposed. The main idea is that each
virtual control starts in the sliding mode of the proper order from the very beginning.
The procedure is as follows:

Consider the r-sliding controller (6.3) and suppose a transient trajectoryσ(t,x(t))
= ρ(t), t0 ≤ t ≤ t f such that:

ρ(t0) = σ(t0), . . . ,ρ ( j)(t0) = σ ( j)(t0)
j = 1, . . . ,r− 1; ρ(t)≡ 0 ∀t ≥ t f

}
(6.17)

Integral r-sliding mode. Let ρ (r−1)(t) be a Lipschitz function, then it has a glob-
ally bounded derivative ρ (r)(t) almost everywhere, and the new output Σ(t,x) =
σ(t,x)−ρ(t) satisfies

0 < Km ≤ ∂
∂u
Σ (r) ≤ KM, |Σ (r)|u=0| ≤C

with some changed constants Km, KM,C > 0.
Let the (r− 1)−smooth function ρ(t) satisfying (6.17) have the form

ρ = (t − t f )
r(c0 + c1(t − t0)+ . . .+ cr−1(t − t0)

r−1). (6.18)

Parameters ci are now to be found from conditions (6.17) after t f is assigned. In
order to avoid the necessity of very large control values to reach the r−sliding mode
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−→σ (t0) = 0 (i.e., σ = σ̇ = . . . = σ (r−1) = 0) due to far distanced initial values, or a
very low convergence rate if −→σ (t0) is close to zero instead of a constant, let t f −
t0 be a continuous positive-definite r-sliding homogeneous function of the initial
conditions, −→σ (t0), and of homogeneity degree 1, i.e.,

t f − t0 = T (−→σ (t0)), T (dκ
−→σ ) = κT (−→σ ) ∀κ > 0. (6.19)

Theorem 6.3. [[25]] The function ρ(t − t0,
−→σ (t0)) is uniquely determined by (6.17),

(6.18), (6.19). Then with any sufficiently large α , independent of the initial condi-
tions −→σ (t0), the controller (6.20):

u = αHr−1,r(Σ , Σ̇ , . . . ,Σ (r−1)) (6.20)

Σ(t,x) =
{
σ(t,x)−ρ(t − t0,

−→σ (t0)), t0 ≤ t ≤ t0 +T (−→σ (t0))
σ(t,x), t ≥ t0 +T (−→σ (t0))

establishes the finite-time-stable r-sliding mode σ ≡ 0 with the transient time (6.19).
The equality σ(t,x(t)) = ρ(t − t0,

−→σ (t0))) is kept during the transient process.

The function used in this paper for T (−→σ (t0)) is the one reported in [[25]], whose
expression is

T (−→σ (t0)) =λ (|σ(t0)|p/r + |σ̇(t0)|p/(r−1) + |σ (r−1)(t0)|p)1/p; p,λ > 0. (6.21)

As previously mentioned the stability advantages of integral HOSM, obtained
through the use of the knowledge of the initial conditions of the system will be
used in the hierarchical design; the details are explained next.

6.2.3.1 Modification of the Hierarchical QC-HOSM Controller

The modification consists in the substitution of each restriction σi for a new one,
Σi = σi −ρi, as follows.

Step i. The i-th sliding surface is chosen as Σi = σi −ρi where σi = xi −φi−1 (with
the exception σ1 = x1 − yd).

φi(x̄i, t,ui) = Bi(x̄i, t)−1{− fi(x̄i, t)+ ui}
u(n−i)

i = −αiHn−i,n−i+1(Σi, Σ̇i, . . . ,Σ
(n−i)
i ).

(6.22)

Hn−i,n−i+1 is defined as in (6.3), obviously using σ = Σi in those equations and
where ρi fulfills condition (6.17):

ρi(t0) = σ(t0), . . . ,ρ
(n−i)
i (t0) = σ

(n−i)
i (t0)

ρi(t)≡ 0 ∀ t ≥ t f i

}
(6.23)

and is constructed according to (6.18) setting r = n− i+1. The equation for (6.19),
depending on the index i, is
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T (−→σi(t0)) = λi(|σi(t0)|p/n−i+1 + |σ̇i(t0)|p/(n−i)+

. . .+ |σ (n−i)
i (t0)|p)1/p. (6.24)

Step n. Σn = σn −ρn where σn = xn −φn−1.

u = Bn(x, t)
−1{− fn(x, t)+ un} (6.25)

where un = −αnsign(Σn).

Theorem 6.4. If system (6.1) is BIBS then provided that ωi and yd are smooth
functions with n − i and n bounded derivatives respectively the above hierar-
chic design results in the controller (6.25) that assures the finite time stability of

σ1 = x1 − yd = σ̇1 = . . . = σ (n−1)
1 = 0 in system (6.1) independently of their initial

conditions x(t0).

Remark 6.1. Observe that the BIBS condition is only a sufficient but not necessary
condition as it can be seen in the convergence proof.

Proof.
• Consider the state xn

ẋn = fn +Bnu+ωn(x, t)

with u = B−1
n {− fn +αnsign(Σn)}

Σn = σn −ρn, σn = xn −φn−1, φn−1 sufficiently smooth.

Then Σ̇n =−αnsign(σn)+ωn(x, t)+ φ̇n−1 − ρ̇n and taking αn ≥ |ωn|+ |φ̇n−1|+ |ρ̇n|
provides for the appearance of a 1-sliding mode for the constraint Σn after t = t0,
i.e. since the beginning, and for σn after Tn = t f n − t0 = λn(|σn(t0)|) choosing p = 1
for equation (6.24).

• Now for the state xn−1, with φn−1 defined according to (6.22) and Σn−1 = σn−1 −
ρn−1, σn−1 = xn−1 −φn−2 then:

Σ̇n−1 = ẋn−1 − φ̇n−2 − ρ̇n−1

= fn−1 +Bn−1xn +ωn−1 − ρ̇n−1 − φ̇n−2

= fn−1 +Bn−1(φn−1 +ρn−1)+ωn−1 − ρ̇n−1− φ̇n−2.

The function fn−1, may not be compensated right from t = t0 because of the arbitrary
initial condition of xn. However due to the BIBS condition xn−1 remains bounded
and after t = t0 +Tn, when xn = φn−1 :

Σ̇n−1 = un−1 +ωn−1(xn−1, t)− ρ̇n − φ̇n−2

Σ̈n−1 = u̇n−1 + ω̇n−1(xn−1, t)− ρ̈n − φ̈n−2 (6.26)
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that is (6.26) takes the form

Σ̈n−1 = hn−1(t,x)+ gn−1(t,x)u̇n−1 (6.27)

with hn−1(t,x) = Σ̈n−1|un−1=0; gn−1(t,x) =
∂

∂ u̇n−1
Σ̈n−1

u̇n−1 = −αn−1H1,2(Σn−1, Σ̇n−1). (6.28)

If for some Kmn−1 ,KMn−1 ,Cn−1 > 0 the inequalities 0 < Kmn−1 ≤ ∂
∂ u̇n−1

Σ̈n−1 ≤
KMn−1 and |Σ̈n−1|u̇n−1=0| ≤Cn−1 holds, the next differential inclusion is implied

Σ̈n−1 ∈ [−Cn−1,Cn−1]+ [Kmn−1 ,KMn−1 ]u̇n−1 (6.29)

and controller (6.28) keeps (since it was established from t0) stability of (6.29),
(6.28). The finite-time stable 2-sliding mode is maintained for the constraint Σn−1

from t0 and for σn−1 after t f n−1 = t0 +Tn.

The same procedure can be applied to each one of the states of (6.1). ��
Remark 6.2. As it was previously mentioned it becomes clear that the BIBS condi-
tion is not a necessary one, it will suffice that in each subsystem of (6.1)

ẋi = fi(x̄i, t)+Bi(x̄i, t)xi+1 +ωi(x̄i, t)

xi remains bounded with the input xi+1 bounded, at least during the time interval
t < t f i; because after that time fi is compensated.

Notice that, with the use of integral HOSM in each virtual control, it is possible to
introduce suitable dynamics on each of them. If direct application is used, in which
only the input and the output is considered, this is not possible.

6.2.3.2 Example

Consider the perturbed nonlinear system (6.16), rewritten here along with the con-
trol problem statement for the reader convenience

ẋ1 = 2sin(x1)+ 1.5x2+ω1(x1, t)

ẋ2 = 0.8x1x2 + x3 +ω2(x2, t) (6.30)

ẋ3 = −1.5x2
3 + 2u+ω3(x, t)

where functions ω1,ω2 are the unmatched bounded perturbations and function ω3

is the matched perturbation. These functions were defined as follows
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ω1(x1, t) = 0.2sin(t)+ 0.1x1+ 0.12

ω2(x2, t) = 0.3sin(2t)+ 0.2x1+ 0.2x2− 0.4

ω3(x, t) = 0.2sin(2t)+ 0.2x1+ 0.3x2+ 0.2x3 + 0.3

a controller that achieves tracking of yd = 2sin(0.15t)+ 4cos(0.1t)− 4 by x1 is
desired. In addition to the previous perturbations the nominal compensation term of
the first two virtual controls is not exact.

The first sliding surface is Σ1 = σ1 − ρ1, σ1 = x1 − yd , and the virtual control
for x1:

φ1(x1, t,u1) =
1

1.5
{−1.8sin(x1)+ u1}

u̇(2)1 = −α1H2,3(Σ1, Σ̇1, Σ̈1);

H2,3(Σ1, Σ̇1, Σ̈1) =
Σ̈1 + 2(|Σ̇1|+ |Σ1|2/3)−1/2(Σ̇1 + |Σ1|2/3sign(Σ1))

|Σ̈1|+ 2(|Σ̇1|+ |Σ1|2/3)1/2

ρ1 = (t − t f 1)
3(c10 + c11(t − t0)+ c12(t − t0)

2)

T1 = λ1(|σ1(t0)|2 + |σ̇1(t0)|3 + |σ̈1(t0)|6)1/6.

For the next state Σ2 = σ2 −ρ2, σ2 = x2 −φ1 then

φ2(x2, t,u2) = −0.7x1x2 + u2

u̇2 = −α2H1,2(Σ2, Σ̇2)

H1,2(Σ2, Σ̇2) =
Σ̇2 + |Σ2|1/2sign(Σ2)

|Σ̇2|+ |Σ2|1/2

ρ2 = (t − t f2)
2(c20 + c21(t − t0))

T2 = λ2(|σ2(t0)|+ |σ̇2(t0)|2)1/2.

Finally for state x3, Σ3 = σ3 −ρ3, σ3 = x3 −φ2

u =
1
2
{1.5x2

3 + u3}
u3 =−α3sign(Σ3)

ρ3 = (t − t f3)(c30); T3 = λ3(|σ3(t0)|).

Results obtained in simulations are shown in figures (6.11)-(6.14), where the next
parametersα1 = 4, α2 = 10, α3 = 8, λ1 = 6, λ2 = 0.5, λ3 = 1 were used. In figures
(6.11) and (6.12), the vector of initial conditions x◦ = [3, −2, 4]T is used, whereas
in figures (6.13) and (6.14), x◦ = [−3, 1.5, 2]T was used and a phase lead of 30
seconds is introduced in yd .
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6.2.4 Exact Unmatched Uncertainties Compensation Based on
HOSM Observation

Let us consider a linear time invariant system with unknown inputs

ẋ(t) = Ax(t)+Bu(t)+Dω(t),
y(t) =Cx(t),

where x ∈ IRn, u ∈ IRm, y ∈ IRp and ω ∈ IRq are the state vector, the control, the
measured output of the system and the unknown input (or disturbance), respectively.
In addition, and without loss of generality, let us assume that rankC = p, rankB =
m, rankD = q and that the triplet (A,D,C) is strongly observable, such that the
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state x(t) may be recovered in finite-time using only the output and its derivatives
(through the use of the HOSM differentiator). Under the additional assumption on
the smoothness of the unknown input w, i.e. ‖ω̇(t)‖ ≤ ω+, an extra derivative of
the estimated state can be computed, thus obtaining an estimate for ẋ. Under these
considerations, an estimate for the unknown input may be obtained as

ω̂ = D+ [ẋ(t)−Ax(t)−Bu(t)],

With this estimate of the unknown input, it is natural to try to compensate the effect
of the unknown input in the system as much as possible. Direct compensation of the
part ofω(t) that is matched to u is possible. To see this apply the state transformation

T =

[
B⊥
B+

]
which allows to rewrite the system as

ẋ1(t) = A11x1(t)+A12x2(t)+D1ω(t),
ẋ2(t) = A21x1(t)+A22x2(t)+D2ω(t)+ u(t)

(6.31)

with x1(t) ∈ IRn−m, x2(t) ∈ IRm. Then taking

u(t) =−D2ω̂(t)+ v(t),

the effect of matched disturbances can be reduced and, if all the derivatives are
exact, completely removed without the direct application of a discontinuous control
signal. Hence, v(t) ∈ IRm, which may be designed following any control strategy, is
a nominal control.

Another option is to consider the estimate of the disturbance into the sliding
surface design in order to compensate the effects of the unmatched inputs. Thus, if

spanD1 ∈ spanA12, (6.32)

the sliding surface is designed as σ = x2 +Kx1 +Gω̂ , where matrices K and G
are to be designed to provide for both stability and performance and the control is
constructed as an unitary control

u(t) =−ϕ(x) σ‖σ‖ .

Now, to realize the reconstruction of the state, let us introduce a HOSM observer.
The HOSM observer provides the theoretically exact value of the state vector and
the unknown inputs identification in a finite time.

6.2.4.1 HOSM Observation and Identification Process

Basically, the HOSM observer design consists of two stages: firstly a Luenberger
observer is used to maintain the norm of the estimation error bounded; then, by
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means of a differentiation scheme, the state vector is reconstructed. For further
details see [[4]].

Before introducing the observer, let us define the following notation: let f (t) be
a vector function, f [i](t) represents the i-th anti-differentiator of f (t), i.e. f [i] (t) =∫ t

0

∫ τ1
0 · · ·∫ τi−1

0 f (τi)dτi · · ·dτ2dτ1, f [0] (t) = f (t) .
Stage 1. In order to realize the differentiation process we need to be sure that the

observation error will be bounded. Firstly, design an auxiliary dynamic system

˙̃x(t) = Ax̃(t)+Bu(t)+L(y(t)− ỹ,(t)) ,

where x̃ ∈ IRn is an auxiliary state vector and ỹ(t) = Cx̃ (t) and the gain L must
be designed such that the matrix Ã := (A−LC) is Hurwitz (notice that strongly
observable assumption implies that (A,C) pair is observable). Let e(t) := x(t)−
x̃(t), whose dynamic equations are

ė(t) = Ãe(t)+Dw(t) . (6.33)

Thus, in view of the boundness of the unknown input ω(t), e(t) has a bounded
norm, i.e., there exists a known constant e+ and a finite time te, such that

‖e(t)‖ ≤ e+, for all t > te. (6.34)

Stage 2. This part of the state reconstruction is based on an algorithm that allows
decoupling the unknown inputs from the successive derivatives of the output of the
linear estimation error system ye(t) := y(t)−Cx̃(t).

0. Define M1 :=C.
1. Derive a linear combination of the output ye(t), ensuring that the derivative

of this combination is unaffected by the uncertainties, i.e., d
dt (M1D)⊥ ye (t) =

(M1D)⊥CÃe(t). Thus, form the extended vector

[
d
dt (M1D)⊥ ye (t)

ye (t)

]
=

[
(M1D)⊥CÃ

C

]

︸ ︷︷ ︸
M2

e(t) . (6.35)

Then, moving the differentiation operator outside the parenthesis and defining
J1 = (M1D)⊥, the following equation is obtained

d
dt

[
J1 0
0 Ip

][
ye (t)

y
[1]

e (t)

]
= M2e(t) , (6.36)

where Ip ∈ IRp×p is an identity matrix.
2. Derive a linear combination of M2e(t), ensuring that the derivative of this com-

bination is unaffected by uncertainties, i.e. d
dt (M2D)⊥ M2e(t) . Then form the

extended vector
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[
d
dt (M2D)⊥ M2e(t)

ye (t)

]
=

[
(M2D)⊥CÃ

C

]

︸ ︷︷ ︸
M3

e(t) . (6.37)

Moving the differentiation operator outside the parenthesis from (6.37) we have
that

d
dt

[
(M2D)⊥ M2e(t)

y[1]e (t)

]

= M3e(t) .

From the above expression and from (6.36), and by moving the differentiation
operator outside the parenthesis, it yields to

d2

dt2

[
J2 0
0 Ip

]
⎡

⎢
⎣

ye (t)

y
[1]

e (t)

y
[2]

e (t)

⎤

⎥
⎦= M3e(t) , (6.38)

where J2 = (M2D)⊥
[

J1 0
0 Ip

]
.

j. A general step j ( j ≥ 1) can be summarized as follows. Derive(
Mj−1D

)⊥
Mj−1e(t). Then, from the identity

[
d
dt

(
Mj−1D

)⊥
Mj−1e(t)

ye (t)

]
=

[ (
Mj−1D

)⊥
Mj−1Ã

C

]

︸ ︷︷ ︸
Mj

e(t) , (6.39)

the next expression is obtained

d j−1

dt j−1

[
Jj−1 0

0 Ip

]
⎡

⎢
⎣

ye (t)
...

y
[ j−1]

e (t)

⎤

⎥
⎦= Mje(t) , (6.40)

where Jj−1 =
(
Mj−1D

)⊥
[

Jj−2 0
0 Ip

]
.

Due to the strong observability assumption, there exists a unique positive integer
k such that after k steps of the algorithm (0 ≤ k ≤ n), the matrix Mk generated
recursively by (6.40), satisfies the conditions rankMi < n for all i< k and rankMi =
n for all i ≥ k (see, e.g., [[33]]). This means that the algebraic equation

Mke(t) =
dk−1

dtk−1

[
Jk−1 0

0 Ip

]
⎡

⎢
⎣

ye (t)
...

y
[k−1]

e (t)

⎤

⎥
⎦
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has a unique solution for e(t). Such solution may be found by pre-multiplying both

sides of the previous equation by M+
k :=

(
MT

k Mk
)−1

MT
k . That is

e(t) =
dk−1

dtk−1 M+
k

[
Jk−1 0

0 Ip

]
⎡

⎢
⎣

ye (t)
...

y
[k−1]

e (t)

⎤

⎥
⎦ (6.41)

Thus, the term e(t) can be reconstructed in just one step using a high order differ-
entiation; meanwhile the matrices Mk and Jk−1 should be obtained in an iterative
manner using (6.39) with M1 =C.

From (6.41), the reconstruction of x(t) is equivalent to the reconstruction of e(t),
which can be carried out by a linear combination of the output ye (t) and its (k−
1)-th derivatives. Hence, a real time high order sliding mode differentiator will be
used in order to provide the theoretically exact observation and unknown inputs
identification.

The bondness of ω̇(t) allows realizing a k− th order sliding mode differentiator,
such that we recover not only the state x(t) but also the disturbance ω(t). Before-
hand, let us define

Θ (t) := M+
k

[
Jk−1 0

0 Ip

]
⎡

⎢
⎣

ye (t)
...

y
[k−1]

e (t)

⎤

⎥
⎦ . (6.42)

That is, from (6.41) and (6.42)

e(t) =
dk−1

dtk−1Θ (t) . (6.43)

The HOSM differentiator is given by

ż0(t) = −λ0Γ
1

i+1Ψ
i

i+1 (z0(t)−Θ (t))+ z1(t)

ż1(t) = −λ1Γ
1
iΨ

i−1
i (z1(t)− ż0(t))+ z2(t)

... (6.44)

żk−1(t) = −λk−1(t)Γ
1
2Ψ

1
2 (zk−1(t)− żk−2(t))+ zk(t)

żk(t) = −λkΓΨ 0 (zk(t)− żk−1(t)) ,

where zi(t),Θ (t)∈ IRn, λi,Γ ∈ IR. Considerϑ=
[
ϑ1 . . . ϑn

]T
, β∈IR, the function

vectorΨβ (σ) ∈ IRn is defined asΨβ (ϑ) =
[
|ϑ1|β sign(ϑ1) . . . |ϑn|β sign(ϑn)

]T
.

In [[27]] there was shown that there is a finite time T such that the identity

z j (t) =
d j

dt jΘ (t) (6.45)

is achieved for every j = 0, ...,k.
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The values of the λ ’s can be calculated as it is shown in [[27]], Γ is a Lipschitz
constant of Θ (k+1) (t), which for our case can be calculated in the following way:

from (6.34) and (6.43)
∥
∥
∥Θ (k−1) (t)

∥
∥
∥≤ e+, the next derivativeΘ (k) (t) = ė(t) will be

also bounded
∥
∥∥Θ (k) (t)

∥
∥∥≤

∥∥Ã
∥∥e++ ‖B‖ω+. Finally, it can be verified that

Γ ≥ ∥
∥Ã
∥
∥2

e++
∥
∥Ã
∥
∥‖D‖ω++ ‖D‖ω+. (6.46)

The vector e(t) can be reconstructed from the (k− 1)-th order sliding dynamics.
Thus from (6.45), we achieve the identity zk−1 (t) = e(t) , and consequently

x̂ (t) := zk−1 (t)+ x̃(t) for all t ≥ T, (6.47)

where x̂ represents the estimated value of x. Therefore, the identity

x̂(t)≡ x(t) (6.48)

is achieved, for all t ≥ T .
Now, from error dynamics (6.33), we can recover ė (t) using the HOSM differ-

entiator (6.44). From (6.45), the equality zk (t) = ė(t) is achieved for all t ≥ T and
the next equation holds

ω̂ (t) = D+
[
zk (t)− Ãzk−1 (t)

]
, (6.49)

where ω̂(t) is the identified exact value of the unknown input ω(t). Thus, after
a finite time T , when the HOSM differentiator converges (see [[27]]), the identity
ω̂(t)≡ ω(t) holds.

6.2.4.2 Control Design

The sliding surface is designed considering the estimated values of the state and the
identified unknown input signal,

[
x̂1 x̂2

]↔ T x̂, as follows

s(t) = Kx̂1 (t)+ x̂2 (t)+Gω̂(t). (6.50)

The matrix K ∈ IRm×(n−m) could be designed to prescribe the required performance
of the reduced-order system. The term Gŵ(t) is added to compensate unmatched
uncertainties. The control law given in (6.2.4) is considered. First, it is necessary
guarantee that the above control law induces a sliding motion despite the presence
of uncertainties.

Due to (6.48), the identities x̂1 = x1, x̂2 = x2 are certainly obtained. Then, the
time derivative of σ(t) is given by

σ̇ (t) =Φx(t)+ (KD1 +D2)ω(t)+G
·
ω̂(t)+ u(t) , (6.51)

where matrix Φ ∈ IRm×n is defined as Φ :=
[

KA11 +A21 KA12 +A22
]
T .
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Choosing a Lyapunov candidate function V (σ) = σT (t)σ(t)
2 and taking its deriva-

tive along time yields

V̇ (σ) = σT (t)

(
Φx(t)+ (KD1 +D2)ω(t)+G

·
ω̂(t)−ϕ (x) σ(t)

‖σ(t)‖
)

≤ −‖σ(t)‖(ϕ (x)−‖Φ‖‖x(t)‖−θ ) (6.52)

where θ := ‖(KD1 +D2)‖ω+ + ‖G‖ω+. The scalar gain ϕ (x) satisfies the
condition

ϕ (x)−‖Φ‖‖x(t)‖−θ ≥ ζ > 0,

where ζ is a constant.

ϕ (x)> ‖Φ‖‖x(t)‖+θ + ζ . (6.53)

Combining inequalities (6.52) and (6.53), it follows that the derivative of the Lya-
punov function satisfies V̇ (σ) ≤ −ζV

1
2 and, consequently, gain ϕ (x) will induce

the sliding motion.
When the system reaches the sliding surface σ = 0, we have

x2(t) = −Kx1(t)−Gω̂(t) (6.54)

ẋ1(t) = (A11 −A12K)x1(t)−A12Gω̂(t)+D1ω(t). (6.55)

It is well known that the (A11,A12) pair will be controllable since the (A,B)
pair is controllable also [[12]]. Hence, there exists a matrix K such that matrix
As � (A11 −A12K) has stable eigenvalues. The G gain matrix should be selected
in order to compensate the unmatched uncertainties. In order to compensate ω(t)
from x1(t), matrix D1 must be matched with respect to A12; therefore, im (D1)⊂ im
(A12).

Thus, matrix G ∈ IRm×p may be chosen so that

A12G = D1. (6.56)

Then equation (6.55) yields

ẋ1 (t) = (A11 −A12K)x1 (t)+D1 (ω(t)− ω̂(t)) , (6.57)

so, in the ideal case after a finite time T , w(t)≡ ω̂(t), and therefore,

ẋ1 (t) = Asx1 (t) . (6.58)

In particular, when rank(A12) = n−m, matrix G = A+
12D1.

Since the eigenvalues of As have negative real part, equation (6.58) is exponen-
tially stable. Hence, the unmatched uncertainties are compensated and coordinate x1
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is stabilized. The trajectories of the state x1 will converge to a bounded region, i.e.
there exist some constants a1, a2 > 0 such that

‖x1(t)‖ ≤ a1‖x1(0)‖exp−a2t ∀t > Tσ ,

where Tσ is the time taken to reach the sliding surface. Furthermore, x2(t) is
bounded as well indeed during sliding motion. Taking the norm of equation (6.54)
we have

‖x2 (t)‖ ≤ ‖K‖‖x1 (t)‖+ ‖G‖w+ ∀t > Tσ . (6.59)

From the above equation, it is clear that the trajectories of x2(t) are bounded.

6.2.4.3 Simulations

Consider the inverted pendulum system shown in Fig. 6.15. The system consists of
a cart (e) moving along a metal guiding bar (d). A cylindrical weight (f) is fixed
to the cart by an axis (g). The cart is connected by a transmission belt (c) to a
drive wheel (b). The wheel is driven by a current controlled direct current motor (a)
which transforms the voltage u in torque such that the cart is accelerated. The state
equations, considering the actuator dynamics are

ẋ =

⎡

⎢⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 1 0 0
0 0 0 1 0

0 − mp�
2g

(mp+mc)I+mpmc�2 0 0
Kt(I+mp�

2)
(mp+mc)I+mpmc�2

0
(mp+mc)mpg�

(mp+mc)I+mpmc�2 0 0 − mp�Kt

(mp+mc)I+mpmc�2

0 0 2πKm
Im

0 − R
Im

⎤

⎥⎥
⎥
⎥
⎥
⎥
⎥
⎦

x+

⎡

⎢
⎢
⎢
⎢
⎣

0
0
0
0
1
Im

⎤

⎥
⎥
⎥
⎥
⎦

u

+

⎡

⎢⎢
⎢
⎢
⎢
⎢
⎣

0
0

I+mp�
2

(mp+mc)I+mpmc�2

− mp�

(mp+mc)I+mpmc�2

0

⎤

⎥⎥
⎥
⎥
⎥
⎥
⎦

w (6.60)

y =

⎡

⎣
1 0 0 0 0
0 1 0 0 0
0 0 0 0 1

⎤

⎦x, (6.61)

The state vector is given by x =
[

r φ ṙ φ̇ di/dt
]

T , where r, φ , i, represent the
longitudinal position of the cart, the angular position of the pendulum and the motor
current respectively. The unknown input ω is a perturbing force acting on the cart.
The variable description and their corresponding values are given in the next table.
For this example, we are considering an unknown input ω = 2.5sin(2.2t)+ 1.5.
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Fig. 6.15 Inverted cart pendulum system

Table 6.1 Inverted-Cart Pendulum System description

Symbol Description Value Units
mp mass of the pendulum 0.36 kg
mc mass of the cart 4 kg
I pendulum moment of inertia 0.084 kg ·m2

� longitude 0.5 m
g gravitational acceleration constant 9.81 m/s2

Kt motor torque constant 0.0295 N ·m
Im motor inductance 0.0087 H
Km motor back electromotive constant 0.212 V/(rad/s)
R motor armature resistance 3.12 Ω

Observer design. First, a Luenberger-type observer is designed such that matrix A−
LC has a set of eigenvalues given by {−780,−9,−2.6,−2}. System (6.62)-(6.63)
is strongly observable. A way to check the system’s strong observability property is
to apply the unknown inputs decoupling algorithm introduced in Observer Section.
Thus, if the system is strongly observable, k iterations (k ≤ n) are needed to find
a full column rank matrix Mk. For system (6.62)-(6.63) k = 2. From (6.41) we
need to differentiate once (i.e. (k − 1)− times) in order to reconstruct the state.
Additionally, for recovering the unknown inputs a second differentiation is needed.
The total order of the differentiator (6.44) is determined by the smoothness of the
unknown input, we select a HOSM differentiator of 2nd − order. The input of the
HOSM differentiator (6.42) is

Θ (t) =

⎡

⎢
⎢
⎢
⎢
⎣

−0.07 0 0 0.45 0.05 0.48
0 0 0 0.05 0.99 −0.48

−0.32 0 0 −2.4 0.18 −2.76
0.76 1 0 4.22 9.16 3.83
0.06 0 0 0.48 −0.04 0.56

⎤

⎥
⎥
⎥
⎥
⎦

[
ye (t)

y
[1]

e (t)

]
.

Following [[27]]we select λ0 = 1.1, λ1 = 1.5, λ2 = 2.The observer gain isΓ = 2.8e6.
The sampling step is δ = 10(μs).
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Fig. 6.16 Column (B) shows the compensated system and in column (A) the system without
compensation. The underactuated states are x11, . . . ,x14, while the completely actuated state
is x2

Control design. Regularizing the system

ẋ1 =

⎡

⎢
⎢
⎣

0 0 1 0
−0.4377 0 0 0

10.6 10 0 0
0 −1 0 0

⎤

⎥
⎥
⎦x1 +

⎡

⎢
⎢
⎣

0
0.8345
−0.8632

0

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
A12

x2 +

⎡

⎢
⎢
⎣

0
0.2396
−0.2479

0

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
D1

ω (6.62)

ẋ2 =
[

0 −1.332 0 0
]

x1 − 386.35u. (6.63)

From the above equation can be seen that condition im (D1) ⊂ im(A12) is satis-
fied. The compensator gain is selected as G = 0.28. The gain K was designed by
eigenvalues assignment, such that the reduced order system has an eigenvalues set
given by {−1− 1.3− 4.53−3.9}. From (6.53) the sliding mode gain is selected as
ϕ (x) = 1.2e3(‖x(t)‖+ 1).

The simulation was carried comparing two approaches for sliding surface design.
The approach in (A) was carried designing a conventional sliding mode surface
(see [[37]]) i.e. σA (t) = x1 (t)+Kx2 (t) , while in (B), the surface was designed to
cope with the unmatched perturbations (6.50) i.e. σB (t) = x1 (t)+Kx2 (t)+Gω̂ (t).
Fig. (6.16) shows the states of the regularized system, column (A) shows the results
when no compensation is carried: the perturbation effects are present in all the states.
Column (B) shows the states when the compensation of unmatched uncertainties is
done through the sliding surface, here the stabilization of state x1 is achieved, while
the trajectories of state x2 remain bounded.
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6.2.5 Conclusions

Three methods for finite time compensation of unmatched perturbations of inputs
are suggested.

Open problems:

1. Design a global compensation technique joining the Lyapunov backstepping
techniques together with HOSM techniques.

2. Observer based compensation for the case when condition (6.32) is not
satisfied.
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Chapter 7
Higher Order Sliding Mode Control by Keeping
a 2-Sliding Constraint

Prasiddh Trivedi and Bijnan Bandyopadhyay

Abstract. This article investigates a new algorithm for higher order sliding mode
control. The proposed control law keeps a constraint in 2-sliding mode such that
the finite time stabilization of the chain of integrators is achieved. The proposed
switching function has relative degree two with respect to the input and a second
order sliding controller is used. The twisting controller is used for achieving finite
time convergent 2-sliding mode to the switching manifold. The switching manifold
is designed to provide finite time convergence of the integrator chain. The fractional
powers in the switching function are carefully designed to prevent the unbounded-
ness or singularity arising because of the switching constraint being kept at zero.

7.1 Introduction

Finite time stability and Sliding Mode Control (SMC) are closely related areas of
active research. Since sliding mode control methods require finite time reaching
to the sliding manifold, finite time stabilization methods can naturally be applied
in SMC. However, SMC has more emphasis on robustness and sliding mode con-
trollers should be robust. The Higher Order Sliding Mode Control (HOSM) is a
necessity for achieving robust stabilization or tracking in the systems with outputs
having relative degree more that one with respect to the input. The sliding order by
definition gives better accuracy [[11]], [[13]].

The literature on second order sliding modes is abundant. However, few con-
trollers exist for achieving finite time convergence for an arbitrary order dynamical
system. In general this may not be possible but given boundedness of the states
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finite time robust stabilization of an arbitrary chain of integrators is an interesting
problem. Finite time stability with non-lipschitzian right hand sides is well docu-
mented [[2]], [[8]], [[15]]. Homogeneity properties of the vector field are also explored
and shown to be quite useful in proving the finite time nature [[1]], [[10]]. The gen-
eralization to systems with dynamics of order higher than 2 has been established
in different forms [[3]], [[9]]. These methods employ fractional powers and provide a
continuous control law.

Terminal sliding mode (TSM) was first introduced in [[7]] as a robust finite time
controller for a second order two-link robotic manipulator. The terminal sliding
mode has an extraordinary feature of providing finite time convergence of all the
system states through a non linear switching function. The more general formulation
was presented in [[17]], where nested non linear switching functions are designed. All
switching functions converge to zero in finite time sequentially and as a consequence
ultimately all system states converge to zero. The terminal sliding mode can easily
be used to achieve finite time stabilization of chain of integrators and thus providing
for a higher order sliding mode. However, as mentioned by Levant [[12]], this form
leads to unbounded control for systems of order three and higher. Thus, Filippov
solutions are not well defined for this formulation.This has led to development of
non-singular terminal sliding mode control. A slightly different switching function
has been shown [[6]], [[5]] to provide terminal sliding without causing unbounded
control. Non singular terminal sliding mode control has been used as second order
sliding mode control of uncertain multivariable systems [[5]].

The discontinuous control i.e., the sliding mode control has also been developed
for achieving finite time stabilization of higher order systems [[12]], [[16]]. The dis-
continuous feedback has the apparent advantage of robustness over the continuous
feedback laws. The most popular HOSM controller is detailed in [[12]]. The idea
in [[12]] for achieving finite time convergence is to keep a properly designed switch-
ing constraint in 1-sliding. The novel method proposed in [[16]] utilizes feedback
control with matrix exponentials, but needs the knowledge of initial conditions to
compute the gain matrix. The advantage is the reaching time can be easily specified
and the designed control law is able to steer the trajectory to the desired sliding set
in the specified time. The proposed controller in this article is based on the idea
of holding a 2-sliding constraint. The organisation is as follows. The first section
provides a basic introduction to HOSM. The second section describes the main pro-
posal and detailed proof that keeping a properly designed constraint in 2-sliding can
achieve finite time convergence of a triple integrator. Extension of the idea to the
chain of integrators for higher order sliding mode control is described in the third
section followed by numerical simulations and an example.

7.1.1 Higher Order Sliding Mode Control

The HOSM is introduced and well defined in terms of a family of real sliding tra-
jectories [[11]]. This article follows the same definitions and assumptions. Let the
dynamical system be described by,
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ẋ = f (t,x)+ g(t,x)u (7.1)

with x ∈ Rn,u ∈ R. Let σ(x) ∈ R be some output of the system with stable zero
dynamics and the problem is to steer it to zero in finite time. The classical sliding
mode approach makes σ̇ discontinuous using a relay feedback and provides for fi-
nite time stabilization. This approach would require σ(x) to have relative degree 1
with respect to the input and it makes the input discontinuous. Apparently when the
output has relative degree more than one, this approach would not work and HOSM
concepts have to be employed. In some situations, discontinuous control might be
unacceptable. Then the relative degree can be increased artificially by cascading
integrators and shifting the discontinuity in to higher derivatives of input. This ap-
proach increases the smoothness of control as well as σ(x).
Suppose σ(x) has relative degree r with respect to the input (it may have been ar-
tificially increased as mentioned). Then the control appears in the r-th derivative of
σ(x) with the direction derivatives of system functions. Thus,

σ (r) = φ(t,x)+ γ(t,x)u (7.2)

where, φ(t,x) and γ(t,x) contains directional derivative(Lie derivatives) of the sys-
tem functions f (t,x) and g(t,x). It is assumed that

|φ(t,x)|<Φ, 0 < Γm ≤ γ(t,x)≤ ΓM (7.3)

The problem is to find a control input u which stabilizes (7.2) in finite time.
It can also be stated as finite time stabilization of an integrator chain in the pres-

ence of uncertainties in the form of φ(t,x) and γ(t,x). Also, finite time stabilization
of an integrator chain without uncertainties is a good starting point for analysis of
new controller. The next section describes a new controller for triple integrator with-
out uncertainties and then extends it to the triple integrator with uncertainties.

7.2 Third Order Sliding via Non-singular Terminal Switching
Function

This section introduces the idea of keeping a constraint in 2-sliding to obtain third
order sliding. At first we consider the triple integrator without uncertainties. We
show that finite time convergence of the triple integrator is obtained by holding a
switching function in 2-sliding mode. The switching function is the one used in
non-singluar terminal sliding mode control. The triple integrator input has relative
degree two with respect to this switching function. The twisting controller is the
obvious choice to confine the trajectory on the manifold defined by this constraint
function.
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7.2.1 Triple Integrator without Uncertainties

Let the triple integrator be σ (3) = u. The constraint function, as mentioned earlier,
has to have relative degree two with respect to the input. Thus, it must be a function
of variables σ and σ̇ such that the input appears in the second time derivative of the
function. Consider the following function,

ψ(σ , σ̇) = σ + σ̇α (7.4)

where, α is a ratio of positive odd integers. Specifically α = p/q, with p,q ∈ N

and odd. This function also defines a 2-sliding manifold in σ ,σ̇ and σ̈ coordinates
as S = {(σ , σ̇ , σ̈)|ψ(σ , σ̇ ) = ψ̇(σ̇ , σ̈) = 0}. We have the following proposition to
show that keeping the constraint function (7.4) in a 2-sliding mode achieves finite
time stabilization of the triple integrator.

Proposition 7.1. The control law,

u =−k1sign(σ + σ̇α)− k2sign(σ̇ +ασ̇α−1σ̈) (7.5)

stabilizes σ (3) = u in finite time with the following sufficient conditions.

• α is a ratio of two odd integers with 1 < α < 1.5.
• k1 > k2 and Ξ3 +α ′Ξ2Ξ 2

3 +Ξ2(k1 − k2)<−Ξ3 −α ′Ξ2Ξ 2
3 +Ξ2(k1 + k2).

where, |σ̇ |< 1
α Ξ

1−α
2 , |σ̈ |< Ξ3 and Ξ2,Ξ3 ∈R are known.

Proof. Let us define the integrator states as, ξ1 = σ ,ξ2 = σ̇ and ξ3 = σ̈ , then the
state equations are

ξ̇1 = ξ2

ξ̇2 = ξ3

ξ̇3 = u

(7.6)

Consider the switching function ψ(ξ ) = ξ1 +ξα2 . The proof is divided in two major
parts. First we show that if the constraint ψ(ξ ) is held in 2-sliding, i.e., ψ(ξ ) =
ψ̇(ξ ) = 0 is kept then the reduced order dynamics of (7.6) is finite time stable. It is
equivalent to say that the zero dynamics of the (7.6) with functionψ(ξ ) as output is
finite time stable. The second part proposes a controller which keeps this constraint
in 2-sliding i.e, makes the trajectory reach the 2-sliding manifold in finite time.

The zero dynamics can be easily obtained by equating ψ(ξ ) and ψ̇(ξ ) to zero.
That is,

ψ(ξ ) = ξ1 + ξα2 = 0 (7.7)

ψ̇(ξ ) = ξ2 +αξα−1
2 ξ3 = 0 (7.8)
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The algebraic relationships are obtained as,

ξ2 =−ξ
1
α

1 (7.9)

ξ3 =− 1
α
ξ 2−α

2 (7.10)

Note that, (7.8) dictates two algebraic relations namely ξ2 = 0 or ξ3 = − 1
α ξ

2−α
2 .

However, ξ2 = 0 is not to be considered for reduced order dynamics for reasons
explain later in the proof. Thus, when the constraint ψ is kelp in 2-sliding, the dy-

namics of (7.6) reduces to one differential equation ξ̇1 =−ξ 1/α
1 which is finite time

stable with 1 < α < 2, and the other two states are algebraically related with ξ1.
Here, it is obvious that for finite time stability α > 1 is necessary but α < 2 is ap-
parent from the algebraic relation (7.10), where the ξ 2−α

2 converges to zero only
with α < 2.

We have established that if the constraint ψ(ξ ) = ξ1 + ξα2 is kept in 2-sliding,
then finite time convergence of (7.6) is achieved. Next we show that the proposed
controller achieves finite time convergence to the 2-sliding manifold S . To this end,
consider the second time derivative of ψ(ξ ),

ψ̈ = ξ3 +α(α− 1)ξα−2
2 ξ 2

3 +αξα−1
2 ξ̇3 (7.11)

= φ ′(ξ )+ γ ′(ξ )u (7.12)

where,

φ ′(ξ ) = ξ3 +α(α− 1)ξα−2
2 ξ 2

3 (7.13)

γ ′(ξ ) = αξα−1
2 (7.14)

The functions φ ′(ξ ) and γ ′(ξ ) are of utmost importance in the subsequent analysis.
Some remarks about these functions, follow, which are useful in the proof.

Remark 7.1. The function φ ′(ξ ) is not globally bounded so the question can be
raised about the existence of Filippov’s solution. Note that the equation (7.11) is
only a tool to understand the behaviour of ψ and ψ̇ . The solution of the system is
dictated by (7.6). It is obvious that Filippov solutions for ξ are very well defined
with the proposed control. The functions ψ and ψ̇ are algebraically related with ξ
so these are also well defined.

Remark 7.2. The set S = {ξ ∈R3|ψ(ξ ) = ψ̇(ξ ) = 0} is intended to be a positively
invariant set, hence, it is necessary to examine the dynamics when the trajectory is
within S i.e., during the sliding mode. Consider (7.11) when ψ(ξ )≡ ψ̇(ξ )≡ 0,i.e.,
substituting algebraic relations (7.9)-(7.10) into (7.11),

ψ̈ = αξα−1
2

(
α− 2
α2 ξ 2−3α

2 + u

)
(7.15)
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Note that it contains the term ξ 2−3α and 2− 3α > 0 is necessary for the right hand
side to be bounded while sliding. Thus, we obtain the condition 1 < α < 1.5.

Remark 7.3. γ ′(ξ ) is a sign definite positive function. The α is ratio of two odd in-
tegers, so α−1 has an even number in the numerator. Thus ξα−1

2 is always positive.
However, it does not have a lower bound. It is seen that γ ′(ξ )→ 0 as ξ2 → 0. Also
as ξ2 → 0 the function φ ′(ξ )→ ∞.

Remark 7.4. Also, it is crucial to note that on the manifold S the function φ ′(ξ ) is
bounded. It is evident from the following limit.

lim
(ξ2→0)|S

ξ3 +
α(α− 1)ξα2 ξ

2
3

ξ 2
2

=
α− 2
α

ξ 2−α
2 = 0 (7.16)

Thus, once the trajectories converge to the 2-sliding set S , φ ′(ξ ) is bounded.

Consider some identities relating the functions φ ′ and γ ′. These identities are useful
in the proof.

γ̇ ′(ξ ) = α(α− 1)ξα−2
2 ξ3 = α ′γ ′(ξ )ξ−1

2 ξ3 (7.17)

φ ′(ξ ) = ξ3 + γ̇ ′(ξ )ξ3 (7.18)

ψ̇(ξ ) =
ξ2

α ′ (α
′+ γ̇ ′), α ′ = α− 1 (7.19)

The proof of finite convergence will consist of showing that the real trajectory is
”majored” by a known fixed trajectory (majorant curve). This majorant curve con-
verges to zero in finite time and thus the real trajectory converges to zero. To this
end, consider the ψ̈ again in a more convenient form,

ψ̈ = ξ3 + γ̇ ′(ξ )ξ3 + γ ′(ξ )u (7.20)

= ξ3 + γ ′(ξ )
(
α ′ξ−1

2 ξ 2
3 + u

)
(7.21)

Next, consider the projection of the trajectory on ψ-ψ̇ coordinates. Without loss of
generality one can consider the trajectory starting from a point (0, ψ̇0). The trajec-
tory enters the quadrant ψ > 0,ψ̇ > 0. We shall show that the real trajectory of the
system with proposed control in this quadrant is confined by the axis ψ = 0, ψ̇ = 0
and the trajectory of the equation

ψ̈ = Ξ3 +α ′Ξ2Ξ 2
3 −Ξ2kM (7.22)

where, kM = k1 + k2,Ξ2 and Ξ3 are bounds considered as |ξ3|< Ξ3,γ ′(ξ )< Ξ2.
For the justification of this fact let us write the differential inclusion from (7.20)

as,

ψ̈ ∈ [−Ξ3,Ξ3]+ [0,Ξ2]

(
α ′

ξ2

[−Ξ 2
3 ,Ξ

2
3

]
+ u

)
(7.23)
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Table 7.1 Table gain conditions in state-space

Region ξ1 ξ2 ξ3 Condition for ψ̇ > 0 Condition for φ ′ < 0

O1 +,+,+ Always Never
O2 −,+,+ Always Never
O3 +,−,+ γ̇ ′ <−α ′ γ̇ ′ <−1
O4 +,+,− γ̇ ′ >−α ′ γ̇ ′ >−1
O5 −,+,− γ̇ ′ >−α ′ γ̇ ′ >−1

Now, refer to the Table-7.1. The table details the regions in ξ -space where ψ̇ can
be positive. The third column lists the condition for ψ̇ > 0 and fourth column lists
the condition for φ ′(ξ ) as in (7.18) to be negative. Interestingly the condition for
ψ̇ > 0 implies the condition for φ ′(ξ ) < 0 in the regions O4 and O5. For example,
consider ψ̇0 ∈ O4. Then, from (7.19) γ̇ ′ >−α ′ is necessary for ψ̇ > 0. Moreover, in
this region γ̇ ′ >−1 implies φ ′ < 0. It is trivial that when φ ′(ξ )< 0 the real trajectory
is obviously confined by trajectory of (7.22). Thus, the regions where φ ′(ξ )> 0 are
of concern which are O1, O2 and O3. Observe that in these regions ξ3 > 0 and in
the quadrant ψ > 0, ψ̇ > 0 we have ξ̇3 =−kM . Thus, ξ3 becomes negative in finite
time and enters regions O4 or O5. In these regions as we have already seen the real
trajectory is bounded by the trajectory of (7.22).

However, there exist initial points on ψ = 0 axis such that ψ̈ > 0. In this case
the trajectory is not bounded by (7.22). Note that such initial points exist only in the
regions O1, O2 and O3. We have already seen that the trajectory leaves this regions
never to enter again. Let the majorant curve intersection point on the axis ψ̇ = 0 be
(ψM,0), then

−2(Ξ3 +α ′Ξ2Ξ 2
3 −Ξ2kM) = ψ̇2

0 (7.24)

Similar analysis can be done to see that the trajectory in the quadrant ψ > 0,ψ̇ < 0
is confined by the trajectory of

ψ̈ =−Ξ3 −α ′Ξ2Ξ 2
3 −Ξ2km (7.25)

where, km = k1 − k2. Assume that the trajectory intersects the axis ψ = 0 at a point
(0, ψ̇1) then,

2(Ξ3 +α ′Ξ2Ξ 2
3 +Ξ2km) = ψ̇2

1 (7.26)

For the convergence of the majorant trajectory it is sufficient to have |ξ̇1|/|ξ̇0|< 1.
Thus, a sufficient condition can be written as

Ξ3 +α ′Ξ2Ξ 2
3 +Ξ2km <−Ξ3 −α ′Ξ2Ξ 2

3 +Ξ2kM (7.27)

This completes the proof.
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Fig. 7.1 Real trajectory and the Majorant Curve

Thus, it is established that finite time convergence to a 3-sliding set is possi-
ble by keeping a switching constraint in 2-sliding mode. Unlike the usual terminal
sliding mode, the existence of Filippov solutions is also seen with a condition on
the fractional power. It is important to note that the derived gain conditions are too
conservative and in practice gains cannot be assigned using these inequalities.

7.2.2 Uncertain Triple Integrator

This section considers the triple integrator with uncertainties. The practical appli-
cation of the 3-sliding algorithm requires stabilization in the presence of uncertain
bounded system functions. Thus, it is necessary for the proposed controller to be
able to achieve finite time stabilization of,

σ (3) = φ(t,x)+ γ(t,x)u (7.28)

with bounds given as,

|φ(t,x)|<Φ,0 < Γm < γ(t,x)≤ ΓM (7.29)

Proposition 7.2. The control (7.5), stabilizes the uncertain integrator (7.28) in finite
time, if the following sufficient conditions hold.

• α is a ratio of two odd integers with 1 < α < 1.5.
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• ΓmΞ3kM −Ξ2Ξ 2
3 −Φ > ΓMΞ3km +Ξ3 +Ξ2Ξ 2

3 +Φ .

Proof. The equation for ψ̈ is changed incorporating these changes as,

ψ̈ = ξ3 +αα ′ξα−2
2 ξ 2

3 +αξα−1
2 φ(t,x)+αξα−1

2 γ(t,x)u (7.30)

Let φ ′(t,x) and γ ′(t,x) be,

φ ′(t,x) = ξ3 +αα ′ξα−2
2 ξ 2

3 +αξα−1
2 φ(t,x) (7.31)

γ ′(t,x) = αξα−1
2 γ(t,x) (7.32)

Exactly the same analysis as in the proof of Proposition 7.1 can be repeated to
determine the majorant curve in the ψ-ψ̇ plane. The majorant curve in the first
quadrant(ψ > 0,ψ̇ > 0) is determined as

ψ̈ = Ξ3 +Ξ2Ξ 2
3 +Φ−ΓmkM (7.33)

In the second quadrant(ψ > 0,ψ̇ < 0) the majorant curve is determined by

ψ̈ =−Ξ3 −Ξ2Ξ 2
3 −Φ−ΓMkm (7.34)

Thus, the sufficient condition in this case can be easily written as,

ΓmΞ3kM −Ξ2Ξ 2
3 −Φ > ΓMΞ3km +Ξ3 +Ξ2Ξ 2

3 +Φ (7.35)

Thus, the proposed control produces a 2-sliding mode on the constraint ψ(ξ ) and
in turn finite time stabilization of the triple integrator.

7.3 Extension to Higher Order Sliding

The idea presented in the previous section can also be used to achieve higher order
sliding modes. The key idea is to hold a 2-sliding constraint to obtain higher order
sliding. Consider the chain of r integrators with uncertainties which might be of the
form (7.2).

σ (r)(x) = φ(t,x)+ γ(t,x)u (7.36)

Assume that the r-sliding set S = {x∈Rn|σ = σ̇ = . . .= σ (r−1) = 0} is non empty.
The objective is to find an input u such that the trajectory of (7.36) is finite time
convergent to S . To this end, a switching function ψ(σ , σ̇ , · · · ,σ (r−2)) is designed
such that if ψ and ψ̇ are forced to zero the reduced dynamics of (7.36) is finite time
convergent.

Theorem 7.1. Let ψ0 = σ and further the switching functions defined as,

ψi = ψi−1 + ψ̇αi
i−1, i = 1, . . . ,r− 2 (7.37)
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where, r ≥ 4 and each αi is a ratio of odd integers with 1 < αi <
r−i+1

r−i .

u =−k1sgn(ψr−2)− k2sgn(ψ̇r−2), k1 > k2 (7.38)

The controller with sufficiently large gains k1 and k2 makes the trajectories of (7.36)
reach the r-sliding set S in finite time.

Proof. The control law (7.5) first establishes a 2-sliding mode on ψr−2, i.e., the
trajectory reaches the set {ψr−2 = ψ̇r−2 = 0}. This provides finite time conver-
gence of ψr−3 and ψ̇r−3. In turn the trajectory is successively transferred to the
set N = {ψ0 = ψ1 = · · · = ψr−2 = 0}. As seen earlier it is clear that if the trajec-
tory reaches within N and stays in N then the reduced order dynamics are such
that σ ,σ̇ ,· · · ,σ (r−1) converges to the origin in finite time.

The second time derivative of ψi can be obtained exactly as (7.14). A similar
argument holds for existence of Filippov solutions and the evaluation of ψ̈i on
the constraint manifolds is required which is obtained as (details are given in the
appendix),

ψ̈i =
r−2

∏
j=1
α jψ̇αi

i−1

(
βiψ̇3−2αi

i−1 + ψ̇αi−1−1
i−2

(
βi−1ψ̇

4−3αi−1
i−2

+ ψ̇αi−2−1
i−3

(
βi−2ψ̇

5−4αi−2
i−3 + . . .+ u

))) (7.39)

It is easy to see that for the right hand side of (7.39) to be well defined, the following
inequalities are necessary.

αi <
3
2
, αi−1 <

4
3
, . . . , α1 <

r
r− 1

(7.40)

The (7.40) can be written collectively as

αi <
r− i+ 1

r− i
(7.41)

As we have noted in previous sections with k1, k2 sufficiently large,ψr−2 is attractive
in finite time. Since, (7.37) define nested surfaces, ultimately the r-sliding set S is
reached in finite time.

This proves to be another algorithm for stabilizing an uncertain chain of integrators
in finite time. It can be noted that as this algorithm involves keeping the constraint in
2-sliding, it provides for extra accuracy compared to algorithms keeping a 1-sliding
constraint. The following section considers some simulation examples to illustrate
the proposed algorithm.
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7.4 Simulation Examples

All simulations are carried out using MATLAB R©’s ODE45 program with all toler-
ances set to 10−4.

Example 7.1. This numerical simulation shows stabilization of an uncertain triple
integrator with the proposed controller. Consider the perturbed triple integrator

σ (3) = 1.5sin(2t)+ (1.5+ 0.5sin(t)+ 0.5cos(3t))u (7.42)

The switching function ψ(σ , σ̇) is taken as,

ψ(σ , σ̇) = σ + σ̇
7
5 (7.43)

According to the condition derived in Proposition 7.1, we have 1 < 7
5 < 1.5 and the

controller used for simulation is

u =−8sgn(ψ)− 6sgn(ψ̇) (7.44)

The Figure-7.3 shows that the switching function and its derivative reaches zero at
about 1 unit of time. Figure-7.2 shows σ ,σ̇ and σ̈ reaching zero in finite time as
desired.

Fig. 7.2 Switching function and its derivatives in 3-sliding in Example-1



156 P. Trivedi and B. Bandyopadhyay

Example 7.2. This numerical simulation shows stabilization of pure fourth order in-
tegrator with the proposed control. Consider the fourth order integrator chain as
σ (4) = u. The switching functions are defined as

ψ0 = σ (7.45)

ψ1 = ψ0 + ψ̇
9
7

0 (7.46)

ψ2 = ψ1 + ψ̇
7
5

1 (7.47)

Since 7
5 < 3

2 , and 9
7 < 4

3 these are proper choice of fraction powers according to the
Proposition 7.2. The control law is determined as u = −13sign(ψ2)− 11sign(ψ̇2)
and the initial conditions are (−0.1 0.7 0.8 0.3)T . Figure-7.4 shows the 4-sliding
trajectories of σ ,σ̇ ,σ̈ , σ (3).

Fig. 7.3 Switching function and its derivative for Example-1

Example 7.3. To realize the proposed algorithm with uncertain functions, we con-
sider a non linear DC motor model. DC motors have been used widely for motion
control in industries. A wide variety of DC motors are available for specific applica-
tions. This example considers a series excited DC motor model. Motors are usually
non linear devices but frequently linearized for control design. However, there are
several applications where a linear model that ignores the friction nonlinearity is
not adequate. For example, for orientation angle control of large telescopes. Since
speeds are very small in these applications the friction force is dominant and cannot
be ignored. One such non linear model is considered here.
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Fig. 7.4 Switching function and its derivatives in 4-sliding

The model is described by [[4]],

ẋ1 = x2

ẋ2 =−m1x2 +m2x3 −m6sgn(x2)

−m7em8|x3|sgn(x2)

ẋ3 =−m4x2 −m3x3 +m5u

(7.48)

where, x1 = θ (angular position), x2 = ω (angular speed), x3 = ia (motor current),
u = Va (armature voltage). ki are motor parameters given as m1 = 0.0110,m2 =
16.16,m3 = 50.66,m4 = 1.31,m5 = 15.8,m6 = 19.27,m7 = 10.11,m8 = 0.0051.

The problem is to design a control to track a given position i.e., θd(t) is given and
the motor angle should track the desired angle at all times. Defining σ = x1 − x1d ,
it is clear that it has relative degree three with the input. Thus, the proposed method
in Section 7.2 is applicable here. Please note that the signum function is ẋ2 equation
is just a notational aid to represent the friction force reversal when the direction of
the rotation reverses. Thus, it does not affect the relative degree in any way.

The switching function is designed as ψ = σ + σ̇
7
5 and ψ̇ = σ̇ + 7

5 σ̇
2/5σ̈ is ob-

tained. The gains for the control law are determined as k1 = 17 and k2 = 13. Figure-
7.5,7.6 show the simulations with θ (0) = 0.35R and all other initial conditions zero.
The desired position is given as θd = π/2R.
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Fig. 7.5 Angle, speed and armature current with 3-sliding

Fig. 7.6 Armature Voltage with 3-sliding
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Fig. 7.7 State Trajectories with 4-sliding control

Fig. 7.8 Armature Voltage with 4-sliding control
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It is observed that having relative degree three output, the control is discontinuous
and if smooth control is desired then 4-th or higher order sliding mode control has
to be designed. According to the proposed method, a nested switching function can
be designed as

ψ0 = x1 −θd (7.49)

ψ1 = ψ0 + ψ̇
9
7

0 (7.50)

ψ2 = ψ1 + ψ̇
7
5

1 (7.51)

The controller is given as u = −3sign(ψ2)− 2sign(ψ̇2). Figure-7.7,7.8 shows tra-
jectories and input with 4-sliding controller. Comparatively smooth input can be
recognised.

7.5 Conclusion

A new algorithm to obtain higher order sliding mode control is presented in this
paper. The proposed algorithm keeps a properly designed switching constraint in 2-
sliding. The constraint design utilizes a form of non-singular terminal sliding mode
switching function, and keeping it in 2-sliding is achieved using twisting controller.
It has been shown that Filippov solutions exist with properly chosen fractional pow-
ers. The proposed controller is simulated numerically for third and fourth order
sliding modes. Also the proposed method is applied to a DC motor with friction in
an angle tracking problem, where fourth order sliding is used to avoid chattering in
the controller.

7.6 Appendix

7.6.1 The Switching Constraints and its Derivatives

The nested switching functions are listed as defined in (7.37),

ψ0 = σ
ψ1 = ψ0 + ψ̇α1

0

ψ2 = ψ1 + ψ̇α2
1

ψ3 = ψ2 + α̇α3
2

...

(7.52)
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The time derivatives of the functions (7.52) can also be listed accordingly

ψ̇1 = ψ̇0 +α1ψ̇α1−1ψ̈0

ψ̇2 = ψ̇1 +α2ψ̇α2−1ψ̈1

ψ̇3 = ψ̇2 +α3ψ̇α3−1ψ̈2

...

(7.53)

Since we are interested in the form of ψ̈i, while ψi = ψ̇i = 0, it is necessary to
evaluate the identities provided by (7.52) and (7.53).

ψ̇0 =−ψ
1
α1

0 (7.54)

ψ̇1 =−ψ
1
α1

1 (7.55)

ψ̇2 =−ψ
1
α1

2 (7.56)

... (7.57)

and from first time derivatives,

ψ̈0 =− 1
α1
ψ̇2−α1

0 (7.58)

ψ̈1 =− 1
α2
ψ̇2−α2

1 (7.59)

ψ̈2 =− 1
α3
ψ̇2−α3

2 (7.60)

... (7.61)

Now, if desired sliding order is r = 3 then using (7.54) and (7.58),

ψ̈1 = α1ψα1−1
0

(
α1 − 2

α2
1

ψ3−2α1
0 +ψ(3)

0

)
(7.62)

= α1ψα1−1
0

(
β1ψ3−2α1

0 +ψ(3)
0

)
(7.63)

For r = 4, using (7.55) and (7.59)

ψ̈2 = α1α2ψ̇α2−1
1

(
α2 − 2

α1α2
2

ψ̇3−2α2
1 (7.64)

+ψ̇α1−1
0

((
(α1 − 2)2

α2
1

−α1 + 1

)
ψ̇4−3α1

0 +ψ(4)
0

))
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Denoting real number terms of α1 and α2 by β1 and β2 respectively

ψ̈2 = α1α2ψ̇α2−1
1

(
β2ψ̇3−2α2

1 + ψ̇α1−1
0

(
β1ψ̇4−3α1

0 +ψ(4)
0

))
(7.65)

For r = 5, using (7.56) and (7.60),

ψ̈3 = α1α2α3ψ̇α3−1
2

(
β3ψ̇3−2α3

2 + ψ̇α2−1
1

(
β2ψ̇4−3α2

1 + ψ̇α1−1
0

(
β1ψ̇5−4α1 +ψ(5)

0

)))

(7.66)

Thus, this recursion leads to the rth-order equation as,

ψ̈i =
r−2

∏
j=1
α jψ̇αi

i−1

(
βiψ̇3−2αi

i−1 + ψ̇αi−1−1
i−2

(
βi−1ψ̇

4−3αi−1
i−2

+ ψ̇αi−2−1
i−3

(
βi−2ψ̇

5−4αi−2
i−3 + . . .+ u

))) (7.67)
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Chapter 8
Applying Sliding Mode Technique to Filter and
Controller Design for Nonlinear Polynomial
Stochastic Systems∗

Michael Basin and Pablo Rodriguez-Ramirez

Abstract. This chapter addresses the mean-square and mean-module filtering prob-
lems for stochastic polynomial systems with Gaussian white noises. The obtained
solution contains a sliding mode term, signum of the innovations process. It is shown
that the designed sliding mode mean-square filter generates the mean-square esti-
mate, which has the same minimum estimation error variance as the best estimate
given by the conventional mean-square polynomial filter, although the gain matrices
of both filters are different. The designed sliding mode mean-module filter gener-
ates the mean-module estimate, which yields a better value of the mean-module
criterion in comparison to the conventional polynomial mean-square filter. The the-
oretical results are complemented with illustrative examples verifying performance
of the designed filters. It is demonstrated that the estimates produced by the designed
sliding mode mean-square filter and the conventional polynomial mean-square filter
yield the same estimation error variance, and there is an advantage in favor of the
designed sliding mode mean-module filter. The chapter then presents the solution
to the optimal controller problems for a polynomial system over linear observations
with respect to a Bolza-Meyer criterion, where the integral control and state energy
terms are quadratic and the non-integral term is of the first degree. The simulation
results confirm an advantage in favor of the designed sliding mode controller.

8.1 Introduction

Since the sliding mode control was invented in the beginning of 1970s (see a histor-
ical review in [[1–3]]), it has been applied to solve several classes of problems. For
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instance, the sliding mode control methodology has been used in stabilization [[4,5]],
tracking [[6, 7]], observer design [[8, 9]], frequency domain analysis [[10]], and other
control problems. Promising modifications of the original sliding mode concept,
such as integral sliding mode [[11]] and higher order sliding modes [[3, 12]], have
been developed. The sliding mode optimal regulator has been recently designed for
a linear system with a non-quadratic Bolza-Meyer criterion [[13]]. Application of the
sliding mode method is extended even to stochastic systems [[14–16]] and stochastic
filtering problems [[17,18]]. However, to the best of the authors’ knowledge, no slid-
ing mode filtering algorithms solving the mean-square filtering problem have been
designed for stochastic polynomial systems. The mean-square and mean-module fil-
tering problems, as well as the corresponding mean-square controller problem, are
considered in this chapter.

This chapter presents the solutions to the mean-square and mean-module filter-
ing problems for stochastic polynomial systems, which contain a sliding mode term,
signum of the innovations process. It is shown that the designed sliding mode mean-
square filter generates the mean-square estimate, which has the same minimum esti-
mation error variance as the best estimate given by the the mean-square polynomial
filter [[19]], although the gain matrices of both filters are different. This is the first
designed sliding mode filter that is optimal with respect to the mean-square crite-
rion and yields an estimate with the same structural properties as the conventional
mean-square optimal filter. On the other hand, the designed sliding mode filter gen-
erates the mean-module estimate, which yields a better value of the mean-module
criterion in comparison to the mean-square polynomial filter [[19]]. Again, this is the
first designed sliding mode filter that is optimal with respect to the mean-module
criterion. The theoretical result is complemented with an illustrative example veri-
fying the performance of the designed filters. It is demonstrated that the estimates
produced by the designed sliding mean-square filter and conventional mean-square
optimal filter yield the estimate with the same minimum estimation error variance,
whereas there is an advantage in favor of the designed sliding mode mean-module
filter.

This chapter then presents the solutions to the optimal controller problem for a
polynomial system over linear observations with respect to a Bolza-Meyer criterion,
where the integral control and state energy terms are quadratic and the non-integral
term is of the first degree. The simulation results confirm an advantage in favor of
the designed sliding mode controller.

The chapter is organized as follows. Section 2 states the mean-square and mean-
module filtering problems for stochastic polynomial systems with Gaussian white
noises. The sliding mode solutions to the mean-square and mean-module filtering
problems are given in Sections 3 and 4, respectively, which also contain illustra-
tive examples. Section 5 addresses the controller design problem for a polynomial
system over linear observations with respect to the Bolza-Meyer criteria with first
degree terms.
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8.2 Filtering Problem Statement

Let (Ω ,F,P) be a complete probability space with an increasing right-continuous
family of σ -algebras Ft , t ≥ t0, and let (W1(t),Ft , t ≥ t0) and (W2(t),Ft , t ≥ t0)
be independent standard Wiener processes. The Ft-measurable random process
(x(t),y(t)) is described by a polynomial differential equation for the system state

dx(t) = f (x, t)dt + b(t)dW1(t), x(t0) = x0, (8.1)

and a linear differential equation for the observation process

dY (t) = A(t)x(t)dt +B(t)dW2(t). (8.2)

Here, x(t) ∈ Rn is the state vector and y(t) ∈ Rm, m ≤ n, is the observation process.
The initial condition x0 ∈ Rn is a Gaussian vector such that x0, W1(t), and W2(t) are
independent. It is assumed that B(t)BT (t) is a positive definite matrix. All coeffi-
cients in (8.1),(8.2) are deterministic functions of time of appropriate dimensions.

The nonlinear function f (x, t) is considered polynomial of n variables, compo-
nents of the state vector x(t)∈ Rn, with time-dependent coefficients. Since x(t) ∈ Rn

is a vector, this requires a special definition of the polynomial for n > 1. A p-degree
polynomial of a vector x(t) ∈ Rn is regarded as a p-linear form of n components of
x(t)

f (x, t) = a0(t)+ a1(t)x(t)+ a2(t)xxT + ...+ ap(t)x...p times...x,

where a0(t) is a vector of dimension n, a1 is a matrix of dimension n × n, a2

is a 3D tensor of dimension n × n × n, ap is a (p + 1)D tensor of dimension
n× . . .(p+1) times . . .× n, and x× . . .p times . . .× x is a pD tensor of dimension n×
. . .p times . . .× n obtained by p times spatial multiplication of the vector x(t) by it-
self. Such a polynomial can also be expressed in the summation form

fk(x, t) = a0 k(t)+∑
i

a1 ki(t)xi(t)+∑
i j

a2 ki j(t)xi(t)x j(t)

+ . . .+ ∑
i1...ip

ap ki1...ip(t)xi1(t) . . .xip(t), k, i, j, i1 . . . ip = 1, . . . ,n.

The state and observation equations can also be written in an alternative form

ẋ(t) = f (x, t)+ b(t)ψ1(t), x(t0) = x0, (8.1∗)

y(t) = A(t)x(t)+B(t)ψ2(t), (8.2∗)

where y(t) = Ẏ (t), and ψ1(t) and ψ2(t) are white Gaussian noises, which are
the weak mean square derivatives of standard Wiener process W1(t), and W2(t)
(see [[20]]). The representations (8.1),(8.2) and (8.1∗),(8.2∗) are equivalent ( [[21]]).
The equations (1∗),(2∗) present the conventional form for the equations (8.1),(8.2),
which is actually used in practice.
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The estimation problem is to find the estimate x̂(t) of the system state x(t), based
on the observation process Y (t) = {y(s), t0 ≤ s ≤ t}, that minimizes the mean-square
norm

J = E[(x(t)− x̂(t))T (x(t)− x̂(t)) | FY
t ] (8.3)

at every time moment t. Here, E[z(t) | FY
t ] means the conditional expectation of a

stochastic process z(t) = (x(t)− x̂(t))T (x(t)− x̂(t)) with respect to the σ - algebra
FY

t generated by the observation process Y (t) in the interval [t0, t]. As known [[20]],
this estimate is given by the conditional expectation

x̂(t) = m(t) = E(x(t) | FY
t )

of the system state x(t) with respect to the σ - algebra FY
t generated by the observa-

tion process Y (t) in the interval [t0, t]. As usual, the matrix function

P(t) = E[(x(t)−m(t))(x(t)−m(t))T | FY
t ]

is the estimation error variance.
The solution to this filtering problem for stochastic polynomial systems is given

by the mean-square polynomial filter [[19]] generalizing the optimal Kalman-Bucy
filter [[22]] for linear systems. An alternative solution involving the sliding mode
term is given in the next section and proved in Subsection 3.2. As demonstrated, the
obtained sliding mode filter is optimal with respect to the criterion (8.3).

This chapter also addresses the mean-module filtering problem to find the es-
timate x̂(t) of the system state x(t), based on the observation process Y (t) =
{y(s), t0 ≤ s ≤ t}, that minimizes the mean-module norm

J = E[(| x(t)− x̂(t) |) | FY
t ] (8.4)

at every time moment t. Here, | x |= [| x1 |, . . . , | xn |] ∈ Rn is defined as the vector of
absolute values of the components of the vector x ∈ Rn

The solution to the stated filtering problem, involving the sliding mode term, is
given in Section 4 and proved in Subsection 4.2. As demonstrated, the obtained
sliding mode filter is optimal with respect to the criterion (8.4).

8.3 Sliding Mode Mean-Square Filter Design

The solution to the mean-square filtering problem for the polynomial stochastic sys-
tem (8.1) and the criterion (8.3) is given as follows. The mean-square estimate sat-
isfies the differential equation with the sliding mode term

ṁ(t) = E( f (x, t)|FY
t )+Q(t)AT (t)(B(t)BT (t))−1× (8.5)

A(t)Sign[AT (t)(A(t)AT (t))−1y(t)−m(t)].

with the initial condition m(t0) = E(x(t0) | FY
t0 ).
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Here, the Signum function of a vector x= [x1, . . . ,xn]∈ Rn is defined as Sign[x] =
[sign(x1), . . . , sign(xn)] ∈ Rn, and the signum function of a scalar x is defined as
sign(x) = 1, if x > 0, sign(x) = 0, if x = 0, and sign(x) =−1, if x < 0 ( [[23]]).

The matrix function Q(t) satisfies the matrix equation with time-varying
coefficients

Q̇(t) = E( f (x, t)(x(t)−m(t))T |FY
t )+ (8.6)

(b(t)bT (t))∗ | AT (t)(A(t)AT (t))−1y(t)−m(t) |,

with the initial condition

Q(t0) = E[(x(t0)−m(t0)(x(t0)−m(t0)
T | FY

t0 ]∗

| AT (t0)(A(t0)A
T (t0))

−1y(t0)−m(t0) | .

Here, | x |= [| x1 |, . . . , | xn |] ∈ Rn is defined as the vector of absolute values of
the components of the vector x ∈ Rn, and A∗ b denotes a product between a matrix
A ∈ Rn×n and a vector b∈ Rn, that results in the matrix defined as follows: all entries
of the j-th column of the matrix A are multiplied by the j-th component of the vector
b, j = 1, . . . ,n.

Note that the equations (8.5) and (8.6) do not form a closed system of equa-
tions due to the presence of polynomial terms depending on x, E( f (x, t) | FY

t ), and
E( f (x, t)(x(t)−m(t))T ) | FY

t ), which are not expressed yet as functions of the filter
variables, m(t) and Q(t) (or P(t)). However, as shown in [[24]], the closed system of
the mean-square filtering equations can be obtained for any polynomial state (8.1)
over linear observations (8.2). In the next section, the sliding mode mean-square
filter is obtained in a particular case of a third-order polynomial state. Consider the
case where f (x, t) is,

f (x, t) = a0 + a1(t)x+ a2(t)xxT + a3(t)xxxT (8.7)

be a third-order polynomial, where x is an n-dimensional vector, a0(t) is a vector
of dimension n, a1 is a matrix of dimension n× n, a2 is a 3D tensor of dimension
n× n× n, a3 is a 4D tensor of dimension n× n× n× n. In this case, the following
filtering equations for the optimal estimate m(t) and the filter gain matrix Q(t) are
obtained

ṁ(t) = a0 + a1m(t)+ a2m(t)m(t)T + a2P(t) (8.8)

+3a3P(t)m(t)+ a3m(t)m(t)m(t)T

+Q(t)AT (t)(B(t)BT (t))−1A(t)Sign[AT (t)(A(t)AT (t))−1y(t)−m(t)],

with the initial condition m(t0) = E(x(t0) | FY
t0 ),
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Q̇(t) = a1Q(t)+ 2a2m(t)Q(t)+ (a2m(t)Q(t))T (8.9)

+3(a3(P(t)Q(t)+m(t)m(t)T Q(t)))

+(a3(3P(t)Q(t)+ 2m(t)m(t)T Q(t)))T

+(b(t)bT (t))∗ | AT (t)(A(t)AT (t))−1y(t)−m(t) |,
with the initial condition

Q(t0)=E[(x(t0)−m(t0)(x(t0)−m(t0)
T |FY

t0 ]∗ |AT (t0)(A(t0)A
T (t0))

−1y(t0)−m(t0) |,

Ṗ(t) = a(t)P(t)+P(t)aT(t)+ 2a2(t)m(t)P(t) (8.10)

+2(a2(t)m(t)P(t))T + 3(a3(P(t)P(t)+m(t)mT (t)P(t)))

+3(a3(P(t)P(t)+m(t)mT (t)P(t)))T + b(t)bT (t)

−P(t)AT (t)(B(t)BT (t))−1A(t)P(t),

with the initial condition

P(t0) = E[(x(t0)−m(t0)(x(t0)−m(t0)
T | FY

t0 ].

Consequently, the main result is formulated in the following theorem.

Theorem 1. The mean-square filter for the third degree polynomial stochastic sys-
tem state (8.7) over the linear observations (8.2) is given by the equation (8.8) for
the estimate m(t) = E(x(t) | FY

t ) and the equations (8.9) and (8.10) for the filter gain
matrix Q(t) and the error variance matrix P(t).

8.3.1 Example 1

This section presents an illustrative example of designing the mean-square sliding
mode filter for a second degree polynomial state (8.7) over linear observations (8.2),
using the filtering equations (8.5)–(8.10).

Consider a scalar polynomial unmeasured state

ẋ(t) = 0.1x2(t)+ψ1(t), x(0) = x0, (8.11)

and the scalar linear observation process

y(t) = x(t)+ψ2(t), (8.12)

where ψ1(t) and ψ2(t) are white Gaussian noises, which are the weak mean square
derivatives of standard Wiener processes (see [[20]]). The equations (8.11),(8.12) cor-
respond to the alternative conventional form (1∗),(2∗) for the equations (8.1),(8.2).
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The filtering problem is to find the mean-square estimate for the second degree
polynomial state (8.11), using linear observations (8.12) confused with independent
and identically distributed disturbances modeled as white Gaussian noises.

The filtering equations (8.8),(8.9) and (8.10) take the following particular form
for the system (8.11),(8.12)

ṁ(t) = 0.1m2(t)+ 0.1P(t)+Q(t)sign[y(t)−m(t)], (8.13)

with the initial condition m(0) = E(x(0) | y(0)) = m0,

Q̇(t) = 0.3Q(t)+ | y(t)−m(t) |, (8.14)

with the initial condition Q(0) = E((x(0)−m(0))(x(0)−m(0))T | y(0))∗ | y(0)−
m(0) |.

Ṗ(t) = 1+ 0.4m(t)P(t)−P2(t), (8.15)

with the initial condition P(0) = E((x(0)−m(0))(x(0)−m(0))T | y(0)). The esti-
mates obtained upon solving the equations (8.13)–(8.15) are also compared to the
estimates satisfying the mean-square filtering equations [[19]] for the second degree
polynomial system (8.11),(8.12)

ṁK(t) = 0.1m2
K(t)+ 0.1P(t)+P(t)[y(t)−mK(t)], (8.16)

with the initial condition m(0) = E(x(0) | y(0)) = m0,

Ṗ(t) = 1+ 0.4m(t)P(t)−P2(t), (8.17)

with the initial condition P(0) = E((x(0)−m(0))(x(0)−m(0))T | y(0)).
Numerical simulation results are obtained solving the systems of filtering equa-

tions (8.13)–(8.15) and (8.16),(8.17). The obtained values of the estimates m(t) and
mK(t) satisfying the equations (8.13) and (8.16), respectively, are compared to the
real values of the state variables x(t) in (8.11).

For each of the two filters (8.13)–(8.15) and (8.16),(8.17) and the reference sys-
tem (8.11),(8.12), involved in simulation, the following initial values are assigned:
x0 = 1, m0 = 10, P(0) = 100, Q(0) = 943.74. The filtering horizon is set to T = 0.4.
Gaussian disturbances ψ1(t) and ψ2(t) in (8.7),(8.8) are realized using the built-in
MATLAB white noise function.

The following graphs are obtained: graphs of the reference state x(t), satisfying
the equation (8.11), the mean-square sliding mode filter estimate m(t), satisfying the
equations (8.13), and the mean-square polynomial filter estimate mK(t), satisfying
the equation (8.16), are shown in the entire simulation interval [0,0.4] in Fig. 8.1.
In addition, the graph of the mean-square sliding mode filter estimate m(t) averaged
by a Butterworth filter and all the variables of Fig. 8.1 are shown in detail in the
interval [0.2,0.4] in Fig. 8.2.
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It can be observed that the estimates given by both filters generate the same
minimum estimation error variance, although the gain matrices Q(t) and P(t) are
different.

8.4 Sliding Mode Mean-Module Filter Design

The solution to the mean-module filtering problem for the polynomial system (8.1)
and the criterion (8.4) is given as follows. The mean-module estimate satisfies the
differential equation with the sliding mode term

ṁ(t) = E( f (x, t) | FY
t )dt +Q(t)AT (t)(B(t)BT (t))−1× (8.19)

A(t)Sign[AT (t)(A(t)AT (t))−1y(t)−m(t)].

with the initial condition m(t0) = E(x(t0) | FY
t0 ).

The matrix function Q(t) satisfies the matrix equation with time-varying
coefficients

Q̇(t) = b(t)bT (t)+E( f (x, t)(x(t)−m(t))T ) | FY
t ), (8.20)

with the initial condition
Q(t0) = E[(x(t0)−m(t0))(Sign(AT (t0)(A(t0)AT (t0))−1A(t0)x(t0)−m(t0)))T | FY

t0 ].
Note that the equations (8.4) and (8.5) do not form a closed system of equa-

tions due to the presence of polynomial terms depending on x, E( f (x, t) | FY
t ), and

E( f (x, t)(x(t)−m(t))T ) | FY
t ), which are not expressed yet as functions of the filter

variables, m(t) and Q(t) (or P(t)). Similarly to the mean-square case [[24]], the closed
system of the filtering equations can be obtained for any polynomial state (8.1) over
linear observations (8.2), using the technique of representing of superior moments of
the conditionally Gaussian random variable x(t)−m(t) as functions of only two of
its lower conditional moments, m(t) and P(t) (see [[24]] for more details of this tech-
nique). Apparently, the polynomial dependence of f (x, t) and f (x, t)(x(t)−m(t))T

on x is the key point making this representation possible.
Next, a closed form of the filtering equations is obtained from (8.19) and (20)

for a third-order function f (x, t) in the equation (1), as follows. It should be noted,
however, that application of the same procedure would result in designing a closed
system of the filtering equations for any polynomial function f (x, t) in (8.1).

Let the function

f (x, t) = a0(t)+ a1(t)x+ a2(t)xxT + a3(t)xxxT (8.21)

be a third-order polynomial, where x is an n-dimensional vector, a0(t) is an n-
dimensional vector, a1(t) is a n × n-dimensional matrix, a2(t) is a 3D tensor of
dimension n×n×n, a3(t) is a 4D tensor of dimension n×n×n×n. In this case, the
following filtering equations for the optimal estimate m(t) and the filter gain matrix
Q(t) are obtained
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ṁ(t) = a0(t)+ a1(t)m(t)+ a2(t)m(t)mT (t)+ (8.22)

a2(t)Q(t)∗ | AT (t)(A(t)AT (t))−1y(t)−m(t) |+
3a3(t)m(t)Q(t)∗ | AT (t)(A(t)AT (t))−1y(t)−m(t) |+

a3(t)m(t)m(t)mT (t)+Q(t)AT (t)(B(t)BT (t))−1×
A(t)Sign[AT (t)(A(t)AT (t))−1y(t)−m(t)],

m(t0) = E(x(t0) | FY
t )),

Q̇(t) = a1(t)Q(t)+ 2a2(t)m(t)Q(t)+ (8.23)

a3(t)[Q(t)Q(t)∗ | AT (t)(A(t)AT (t))−1y(t)−m(t) |+
3m(t)mT (t)Q(t)])+ b(t)bT (t),

Q(t0) = E[(x(t0)−m(t0))(Sign(AT (t0)(A(t0)A
T (t0))

−1A(t0)x(t0)−m(t0)))
T | FY

t0 ].

Consequently, this result is formulated in the following theorem.

Theorem 2. The mean-module filter for the third degree polynomial system state
(8.21) over the linear observations (8.2) is given by the equation (8.22) for the esti-
mate m(t) and the equation (8.23) for the filter gain matrix Q(t).

8.4.1 Example 2

This section presents an illustrative example of designing the mean-module sliding
mode filter for a second degree polynomial state (8.21) over linear observations
(8.2), using the filtering equations (8.22),(8.23).

Consider a scalar linear unmeasured state

ẋ(t) = 0.1x2(t)+ψ1(t), x(0) = x0, (8.24)

and the scalar linear observation process

y(t) = x(t)+ψ2(t), (8.25)

where ψ1(t) and ψ2(t) are white Gaussian noises.
The filtering problem is to find the mean-module estimate for the second degree

polynomial state (8.24), using linear observations (8.25) confused with independent
and identically distributed disturbances modeled as white Gaussian noises.

The filtering equations (8.22),(8.23) take the following particular form for the
system (8.24),(8.25)

ṁ(t) = 0.1m2(t)+ (8.26)

0.1Q(t) | y(t)−m(t) |+Q(t)sign[y(t)−m(t)],
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with the initial condition m(0) = E(x(0) | y(0)) = m0,

Q̇(t) = 0.2m(t)Q(t)+ 1, (8.27)

with the initial condition Q(0) = E((x(0)−m(0))(Sign(x(0)−m(0)))T | y(0)).
The estimates obtained upon solving the equations (8.26),(8.27) are also com-

pared to the estimates satisfying the mean-square filtering equations [[19]] for the
second degree polynomial system (8.24),(8.25)

ṁP(t) = 0.1m2
P(t)+ 0.1P(t)+P(t)[y(t)−mP(t)], (8.28)

with the initial condition m(0) = E(x(0) | y(0)) = m0,

Ṗ(t) = 1+ 0.4mP(t)P(t)−P2(t), (8.29)

with the initial condition P(0) = E((x(0)−m(0))(x(0)−m(0))T | y(0)).
Numerical simulation results are obtained solving the systems of filtering equa-

tions (8.26),(8.27) and (8.28),(8.29). The obtained values of the estimates m(t) and
mP(t) satisfying the equations (8.26) and (8.28), respectively, are compared to the
real values of the state variables x(t) in (8.24).

For each of the two filters (8.26),(8.27) and (8.28),(8.29) and the reference system
(8.24),(8.25), involved in simulation, the following initial values are assigned: x0 =
1, m0 = 4, P(0) = Q(0) = 100. The filtering horizon is set to T = 0.4. Gaussian
disturbances ψ1(t) and ψ2(t) in (8.24),(8.25) are realized using the built-in MatLab
white noise function.

Note that the initial conditions P(0) and Q(0) are assigned equal for simulation
purposes, since the results should be compared with respect to the mean-module
criterion (8.4). If the initial value for Q is assigned as Q(0) = 10, the mean-square
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Fig. 8.1 Graphs of the unmeasured state (11) x(t) (blue), the mean-square sliding mode es-
timate (13) m(t) (green), and the mean-square polynomial filter estimate (16) mK(t) (red) in
the interval [0,0.4].
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Fig. 8.2 Graphs of the unmeasured state (11) x(t) (blue), the mean-square sliding mode es-
timate (13) m(t) (green), the mean-square sliding mode estimate (13) m(t) averaged by a
Butterworth filter (light blue), and the mean-square polynomial estimate (16) mK(t) (red) in
the interval [0.1,0.4].

polynomial filter of [[19]] would yield a better result as the mean-square polynomial
filter.

The following graphs are obtained: graphs of the reference state x(t), satisfying
the equation (8.24), the mean-module sliding mode filter estimate m(t), satisfying
the equations (8.26), and the mean-square polynomial filter estimate mP(t), satisfy-
ing the equation (8.28), are shown in the entire simulation interval [0,0.4] in Fig. 8.1.

It can be observed that the mean-module sliding mode filter (8.26),(8.27) yields
a certainly better value of the mean-module criterion (8.4) in comparison to the
mean-square polynomial filter (8.28),(8.29).

Note that the comparison of the designed mean-module sliding mode filter
(8.26),(8.27) to the mean-square polynomial filter (8.28),(8.29) with respect to the
criterion (8.4) is conducted for illustration purposes, since the filter (8.26),(8.27)
should theoretically yield a better result, as follows from Theorem 1.

In the classical linear optimal controller problem [[25, 26]], the criterion to be
minimized is defined as a quadratic Bolza-Meyer functional:

J3 = E[
1
2
[x(T )]Tψ [x(T )]+

1
2

∫ T

t0
(uT (s)R(s)u(s)+ xT (s)L(s)x(s))ds], (8.30)

where R(t) is positive and ψ , L(t) are nonnegative definite symmetric matrix func-
tions, and T > t0 is a certain time moment. The symbol E[ f (x)] means the expec-
tation (mean) of a function f of a random variable x, and aT denotes transpose to a
vector (matrix) a. The solution to this problem was recently obtained in [[31]].

In this chapter, the criterion to be minimized includes a non-quadratic terminal
term is defined as follows:
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J1 = E[
n

∑
i=1

ψii | xi(T ) |+1
2

∫ T

t0
(uT (s)R(s)u(s)+ xT (s)L(s)x(s))ds], (8.31)

where R(s) is positive and L(s) is a nonnegative definite continuous symmetric ma-
trix functions, ψ is a diagonal nonnegative definite matrix, and | xi | denotes the
absolute value of the component xi of the vector x ∈ Rn.

The optimal controller problem is to find the control u∗(t), t ∈ [t0,T ], that min-
imizes the criterion J1 or J2 along with the unobserved trajectory x∗(t), t ∈ [t0,T ],
generated upon substituting u∗(t) into the state equation (8.1).
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Fig. 8.3 Graphs of the unmeasured state (24) x(t) (blue), the mean-module sliding mode
estimate (26) m(t) (green), and the mean-square polynomial filter estimate (28) mP(t) (red)
in the interval [0,0.4].

8.5 Mean-Square Controller Design

8.5.1 Separation Principle

Solving the problem corresponding to the criterion (8.31), the unmeasured poly-
nomial state x(t), satisfying (8.1), is replaced with its mean-square estimate m(t)
over linear observations y(t) (8.2), which is obtained using the mean-square sliding
mode filter for polynomial systems (see [[27]] for the corresponding filtering problem
statement and solution)

ṁ(t) = E( f (x, t) | FY
t )+B(t)u(t)+K(t)AT(t)(G(t)GT (t))−1× (8.32)

A(t)Sign[AT (t)(A(t)AT (t))−1y(t)−m(t)].

with the initial condition m(t0) = E(x(t0) | FY
t0 ). Here, the Signum function of a

vector x = [x1, . . . ,xn] ∈ Rn is defined as Sign[x] = [sign(x1), . . . , sign(xn)] ∈ Rn, and
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the signum function of a scalar x is defined as sign(x) = 1, if x > 0, sign(x) = 0, if
x = 0, and sign(x) =−1, if x < 0 ( [[23]]).

The matrix function K(t) satisfies the matrix equation with time-varying
coefficients

K̇(t) = E( f (x, t)(x(t)−m(t))T |FY
t )+ (8.33)

(b(t)bT (t))∗ | AT (t)(A(t)AT (t))−1y(t)−m(t) |,
with the initial condition

K(t0) = E[(x(t0)−m(t0)(x(t0)−m(t0)
T | FY

t0 ]∗
| AT (t0)(A(t0)A

T (t0))
−1y(t0)−m(t0) | .

Here, | x |= [| x1 |, . . . , | xn |] ∈ Rn is defined as the vector of absolute values of
the components of the vector x ∈ Rn, and A∗ b denotes a product between a matrix
A ∈ Rn×n and a vector b∈ Rn, that results in the matrix defined as follows: all entries
of the j-th column of the matrix A are multiplied by the j-th component of the vector
b, j = 1, . . . ,n.

Recall that m(t) is the mean-square estimate for the state vector x(t), based on
the observation process Y (t) = {y(s), t0 ≤ s ≤ t}, that minimizes the mean-square
norm

H = E[(x(t)−m(t))T (x(t)−m(t)) | FY
t ]

at every time moment t. Here, E[ξ (t) | FY
t ] means the conditional expectation of a

stochastic process ξ (t) = (x(t)−m(t))T (x(t)−m(t)) with respect to the σ - algebra
FY

t generated by the observation process Y (t) in the interval [t0, t]. As known [[20]],
this optimal estimate is given by the conditional expectation

m(t) = E(x(t) | FY
t )

of the system state x(t) with respect to the σ - algebra FY
t generated by the observa-

tion process Y (t) in the interval [t0, t]. As usual, the matrix function

P(t) = E[(x(t)−m(t))(x(t)−m(t))T | FY
t ]

is the estimation error variance.

Remark 1. Note that the equations (8.32) and (8.33) do not form a closed system of
equations due to the presence of polynomial terms depending on x, E( f (x, t) | FY

t ),
and E( f (x, t)(x(t)−m(t))T ) | FY

t ), which are not expressed yet as functions of the
filter variables, m(t) and K(t) (or P(t)). However, as shown in [[24]], the closed
system of the mean-square filtering equations can be obtained for any polynomial
state (8.1) over linear observations (8.2).

It is readily verified that the optimal control problem for the system state (8.1)
and cost function (8.31) is equivalent to the optimal control problem for the estimate
(8.32) and the cost function J1 represented as
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J1 =
n

∑
i=1

ψii | mi(T ) |+1
2

∫ T

t0
(uT (s)R(s)u(s)+mT (s)L(s)m(s))ds+ (8.34)

1
2

∫ T

t0
tr[P(s)L(s)]ds+ tr[P−1(T )K(T )ψ ],

where tr[A] denotes trace of a matrix A. Since the latter part of J1 does not depend
on control u(t) or state x(t), the reduced effective cost function M1 to be minimized
takes the form

M1 =
n

∑
i=1
ψii | mi(T ) |+1

2

∫ T

t0
(uT (s)R(s)u(s)+mT (s)L(s)m(s))ds. (8.35)

Thus, the solution for the optimal control problem specified by (8.1),(8.31) can be
found solving the optimal control problem given by (8.32),(8.35). Finally, the min-
imal value of the criterion J1 should be determined using (8.34). This conclusion
presents the separation principle for polynomial systems with a non-quadratic crite-
rion (8.31).

8.5.2 Controller Design

The optimal solution to the control problem defined by (32),(35) is given in [[28]].
Applying the separation principle from the previous subsection to the sliding mode
mean-square filter in [[27]] and the sliding mode optimal regulator in [[28]], the op-
timal controller solving the original problem (1),(2),(31) is given by the following
theorem.

Theorem 3. The mean-square controller for a polynomial system (8.1) over linear
observations (8.2) with respect to a non-quadratic criterion (8.31) is given by the
control law

u(t) = R−1(t)BT (t)Q(t)Sign[m(t)], (8.36)

where the matrix function Q(t) is the solution of the matrix equation

Q̇(t) = L(t)∗ | m(t) | −[a1(t)+ 2a2(t)m(t)+ (8.37)

3a3(t)m(t)mT (t)+ . . .+ pap(t)m(t) . . .p−1 times . . .m(t)]T Q(t).

The terminal condition for the equation (8.37) is defined as Q(T ) = −ψ , if the
state m(t) does not reach the sliding manifold m(t) = 0 within the time interval
[t0,T ], m(t) �= 0, t ∈ [t0,T ]. Otherwise, if the state m(t) reaches the sliding manifold
m(t) = 0 within the time interval [t0,T ], m(t) = 0 for some t ∈ [t0,T ], then Q(t) is set
equal to a matrix function Q0(t) that is such a solution of (10) that m(t) reaches the
sliding manifold m(t) = 0 under the control law (36) with the matrix Q0(t) exactly
at the final time moment t = T , m(T ) = 0, but m(t) �= 0, t < T .

Upon substituting the optimal control (8.36) into the equation (8.32), the follow-
ing optimally controlled state estimate equation is obtained
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ṁ(t) = E( f (x, t) | FY
t )+ (8.38)

B(t)R−1(t)BT (t)Q(t)Sign[m(t)]+K(t)AT(t)(G(t)GT (t))−1×
A(t)Sign[AT (t)(A(t)AT (t))−1y(t)−m(t)],

with the initial condition m(t0) = E(x(t0) | FY
t ).

As commented in Remark 1, the obtained controller equations (8.32),(8.33),
(8.36)–(8.38), do not present an explicit closed system of equations, if a specific
form of the polynomial f (x, t) in (1) is not provided. Therefore, in the next sub-
section, a closed form of the filtering equations is obtained from (32) and (33) for
a third-order function f (x, t) in the equation (8.1), as follows. It should be noted,
however, that application of the same procedure would result in designing a closed
system of the filtering equations for any polynomial function f (x, t) in (8.1).

8.5.2.1 Controller Design for a Third-Order Polynomial State

Let the function

f (x, t) = a0 + a1(t)x+ a2(t)xxT + a3(t)xxxT (8.39)

be a third-order polynomial, where x is an n-dimensional vector, a0(t) is a vector
of dimension n, a1 is a matrix of dimension n× n, a2 is a 3D tensor of dimension
n× n× n, a3 is a 4D tensor of dimension n× n× n× n. In this case, the following
filtering equations for the optimal estimate m(t) and the filter gain matrix Q(t) are
explicitly obtained

ṁ(t) = a0 + a1m(t)+ a2(t)m(t)m(t)T + a2(t)P(t) (8.40)

+3a3(t)P(t)m(t)+ a3(t)m(t)m(t)m(t)T

+K(t)AT (t)(G(t)GT (t))−1×
A(t)Sign[AT (t)(A(t)AT (t))−1y(t)−m(t)].

with the initial condition m(t0) = E(x(t0) | FY
t0 ),

K̇(t) = a1(t)K(t)+ 2a2(t)m(t)K(t)+ (a2(t)m(t)K(t))T (8.41)

+3(a3(t)(P(t)K(t)+m(t)m(t)T K(t)))

+(a3(t)(3P(t)K(t)+ 2m(t)m(t)T K(t)))T

+(b(t)bT (t))∗ | AT (t)(A(t)AT (t))−1y(t)−m(t) |,
with the initial condition

K(t0) = E[(x(t0)−m(t0)(x(t0)−m(t0)
T | FY

t0 ]∗
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| AT (t0)(A(t0)A
T (t0))

−1y(t0)−m(t0) |,
Ṗ(t) = a(t)P(t)+P(t)aT(t)+ 2a2(t)m(t)P(t) (8.42)

+2(a2(t)m(t)P(t))T + 3(a3(t)(P(t)P(t)+m(t)mT (t)P(t)))

+3(a3(t)(P(t)P(t)+m(t)mT (t)P(t)))T + b(t)bT (t)

−P(t)AT (t)(B(t)BT (t))−1A(t)P(t),

with the initial condition

P(t0) = E[(x(t0)−m(t0)(x(t0)−m(t0)T | FY
t0 ].

Consequently, the obtained result is formulated in the following theorem.

Theorem 4. The mean-square controller for a third degree polynomial stochastic
system state (8.39) over linear observations (8.2) with respect to a non-quadratic
criterion (8.31) is given by the control law (8.36), the equation (8.40) for the estimate
m(t) = E(x(t) | FY

t ), the equations (8.41) and (8.42) for the filter gain matrix K(t)
and the error variance matrix P(t), and the equation (8.10) for the control gain matrix
Q(t).

8.5.3 Example

This section presents an example of designing the optimal sliding mode controller
for a polynomial system (8.1) over linear observations (8.2) with a non-quadratic
criterion (8.31), using the controller (8.36),(8.37),(8.40)–(8.42), and comparing it to
the mean-square third-order polynomial controller [[31]].

Consider a quadratic state equation

ẋ(t) = 0.1x2(t)+ u(t)+ψ1(t), x(0) = 1, (8.43)

and a linear observation process

y(t) = x(t)+ψ2(t), (8.44)

where ψ1(t) and ψ2(t) are white Gaussian noises, which are the weak mean square
derivatives of standard Wiener processes (see [[20]]). The equations (8.43),(8.44) cor-
respond to the alternative conventional form (1∗),(2∗) for the equations (8.1),(8.2).

The controller problem is to find the control u(t), t ∈ [0,T ], T = 0.4, that mini-
mizes the criterion

J1 = 50 | x(T ) |+1
2

∫ T

0
(u2(t)+ x2(t))dt. (8.45)

Applying the designed sliding-mode controller (8.36),(8.37),(8.40)–(8.42), the con-
trol law (8.36) is given by



8 Applying Sliding Mode Technique to Polynomial Systems 181

u(t) = Q(t)sign[m(t)], (8.46)

where m(t) satisfies the equation

ṁ(t) = 0.1m2(t)+ 0.1P(t)+K(t)sign[y(t)−m(t)], (8.47)

with the initial condition m(0) = E(x(0) | y(0)) = m0,

K̇(t) = 0.3K(t)+ | y(t)−m(t) |, (8.48)

with the initial condition K(0) = E((x(0)−m(0))(x(0)−m(0))T | y(0))∗ | y(0)−
m(0) |,

Ṗ(t) = 1+ 0.4m(t)P(t)−P2(t), (8.49)

with the initial condition P(0) = E((x(0)−m(0))(x(0)−m(0))T | y(0)), and

Q̇∗(t) =| m(t) | −0.2m(t)Q∗(t), (8.50)

with the terminal condition Q(0.4) =−50, if m(t) �= 0 for any t < 5, and Q∗(t∗) = 0,
where t∗ is the time that the estimate m(t) reaches the sliding manifold m = 0 at the
final moment t = T , otherwise.

Upon substituting the control (8.46) into (8.47), the optimally controlled state
estimate equation takes the form

ṁ(t) = 0.1m2(t)+ 0.1P(t)+ (8.51)

Q(t)sign[m(t)]+K(t)sign[y(t)−m(t)],

with the initial condition m(0) = E(x(0) | y(0)) = m0. The obtained system (8.47)–
(8.51) can be solved using simple numerical methods, such as “shooting”. This
method consists in varying initial conditions of (8.50) until the given terminal con-
dition is satisfied.

For numerical simulation of the system (8.43),(8.44) and the controller (8.47)–
(8.51), the initial values x(0) = 1, m(0) = 10, and P(0) = 866.25 are assigned. The
final time is set to T = 0.4. The disturbances ψ1(t) in (8.43) and ψ2(t) in (8.44) are
realized using the built-in MatLab white noise function.

The system (8.47)–(8.51) is first simulated with the terminal condition Q∗(0.4)=
−50. As the simulation shows, the state m(t) reaches zero before the final mo-
ment T = 0.4. Accordingly, the terminal condition for the equation (50) is reset to
Q∗(0.4) = −ψ0 such that m(0.4) = 0, and the system (47)–(51) is simulated again.
The value of the criterion (8.45) at the final moment T = 0.4 is J1(0.4) = 6.8286.

The designed sliding mode controller (8.36),(8.37),(8.40)–(8.42) is compared to
the best polynomial controller for the criterion J3 with the quadratic non-integral
term

J3 = 25x2(T )+
1
2

∫ T

0
(u2(t)+ x2(t))dt. (8.52)
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Fig. 8.4 Sliding mode controller optimal with respect to criterion J1 vs. feedback polynomial-
quadratic controller in the entire simulation interval [0,0.4]. 1. Sliding mode controller.
Graphs of the controlled state (43) x(t) (blue) and the controlled estimate (51) m(t) (green); 2.
Feedback polynomial-quadratic controller. Graphs of the controlled state (43) x(t) (blue)
and the controlled estimate (57) m(t) (green); 3. Control. Graphs of the sliding mode control
(46) u∗(t) (blue) and the feedback polynomial-quadratic control (53) u(t) (green); 4. Crite-
rion. Graphs of the criterion (45) J1 produced by the sliding mode controller (blue) and by
the feedback polynomial-quadratic controller (green).
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As follows from the polynomial-quadratic control theory [[31]], the control law is
given by

u(t) = Q(t)m(t), (8.53)

where m(t) satisfies the equation

ṁ(t) = 0.1m2(t)+ 0.1P(t)+ u(t)+P(t)[y(t)−m(t)], (8.54)

with the initial condition m(0) = E(x(0) | y(0)) = m0,

Ṗ(t) = 1+ 0.4m(t)P(t)−P2(t), (8.55)

with the initial condition P(0) = E((x(0)−m(0))(x(0)−m(0))T | y(0)), and

Q̇(t) = 1− 0.3m(t)Q(t)−Q2(t), Q(0.4) =−50. (8.56)

Upon substituting the control (8.53) into (8.54), the controlled state estimate equa-
tion takes the form

ṁ(t) = 0.1m2(t)+ 0.1P(t)+Q(t)m(t)+P(t)[y(t)−m(t)], (8.57)

with the initial condition m(0) = E(x(0) | y(0)) = m0.
Note that the comparison of the designed sliding mode controller (8.36),(8.37),

(8.40)–(8.42) to the polynomial-quadratic controller (8.53)–(8.57) with respect to
the criterion (8.45) is conducted for illustration purposes, since the controller
(8.36),(8.37),(8.40)–(8.42) should theoretically yield a better result, as follows from
Theorem 3. The value of the criterion (8.45) at the final moment T = 0.4 is
J1(0.4) = 19.7499.

It can be observed that the sliding mode controller (8.36),(8.37),(8.40)–(8.42)
yields a certainly better value of the criterion (8.45) in comparison to the feedback
polynomial-quadratic controller (8.53)–(8.57). Note that the feedback polynomial-
quadratic controller fails to provide a causal control for the criterion (8.45).
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Chapter 9
A Review on Self-oscillating Relay Feedback
Systems and Its Application to Underactuated
Systems with Degree of Underactuation One

Luis T. Aguilar, Igor Boiko, Leonid Fridman, and Rafael Iriarte

Abstract. A tool for the design of a periodic motion in underactuated systems via
generating a self-excited oscillation of a desired amplitude and frequency driven by
a variable structure control is reviewed. In this chapter, we overview the capabili-
ties of the two-relay controller to induce oscillations in dynamical systems. In this
chapter, we will focus on underactuated mechanical systems with degree of under-
actuation one, that is, n degrees-of-freedom and n−1 actuators only. Three methods
to set the frequency and amplitude of oscillation and its application to one-degree
of underactuation systems are reviewed: describing function method, Locus of the
perturbed relay system design (LPRS), and Poincaré map based design. Theoretical
and practical open problems are also discussed.

9.1 Introduction

Researchers have been investigating and applying limit cycle behaviour to many
different engineering fields. We can find several research works on this subject (see,
e.g., [[26]]) but in the present survey we will focus on limit cycles induced by relay
feedback systems only. In this chapter, we review the control of one of the simplest
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types of functional motion: generation of a periodic motion in underactuated sys-
tems which could be non-minimum-phase. Current representative works on periodic
motions and orbital stabilization of underactuated systems involve finding and using
a reference model as a generator of limit cycles (see, e.g., [[9,25]]), thus considering
the problem of obtaining a periodic motion as a servo problem. Orbital stabilization
of underactuated systems finds applications in electrical and mechanical systems.

Electrical systems. In power electronics applications, the idea of using self-oscillating
switching has been explored in dc–dc inverters [[22]] because zero sensitivity to load
changes and high performance have been demonstrated. Such inverters are attrac-
tive to operate in dc–ac converters since two buck-boost dc–dc inverters are com-
monly used. Several topologies have been proposed to design these converters, for
example, Sanchis et al. [[27]] design a buck-boost dc–ac inverter using a double-loop
control for both buck-boost dc–dc converter. Youssef and Jain [[32]] present a self-
sustained oscillating controller for power factor correction circuits. Several circuit
topologies for nonconventional dc–ac inverters are illustrated in J. Lai [[19]]. Under
the framework of the present chapter, the dc–ac converter will consists of a two re-
lay controller and a second order filter. For example, in an uninterruptible power
supply (UPS) units, the desired voltage and frequency will be taken as 120 Vrms and
60 Hz, respectively according to North America standard. Thus, the purpose of the
two relay controller is to induce a periodic voltage at the output of the filter with
desired frequency and amplitude avoiding fast switching.

Underactuated mechanical systems. In particular, one of the most interesting appli-
cations of self-oscillation is to develop motion-planning algorithms which allow an
underactuated robot to execute reliable maneuvers which is still a challenge for this
class of systems for example in the coordinated motion of biped robots [[12]]. The
formulation is different from the typical formulation of the tracking control problem
for fully actuated mechanical systems [[30]] where the reference trajectory can be ar-
bitrarily given, because underactuated systems are not feedback linearizables due to
the insufficient number of actuators. Therefore, special attention is required in the
selection of the desired trajectory for the systems under study. Different approaches
for orbital stabilization have been proposed. For example, Shiriaev et al. [[29]] intro-
duces a constructive tool for generation and orbital stabilization of periodic motion
in underactuated nonlinear system through virtual constraint approach. Grizzle et
al. [[18]] demonstrate asymptotic tracking for an unactuated link by finding condi-
tions for the existence of a set of outputs that yields a system with a one-dimensional
exponentially stable zero dynamics. In Orlov et al. [[24]] and Santiesteban et al. [[28]]
an asymptotic harmonic generator was introduced through a modified Van der Pol
equation tested on a friction pendulum to solve the swing up problem for an in-
verted pendulum. Berkemeier and Fearing [[9]] derive a set of exact trajectories of
the nonlinear equations of motion of Acrobot, which involve inverted periodic mo-
tions. Martı́nez et al. [[21]] made a study of motion planning and oscillatory control
for underactuated systems under geometric control theory.

In this chapter, underactuated systems are considered as the systems with internal
(unactuated) dynamics with respect to the actuated variables. It allows us to propose
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a method of generating a periodic motion in an underactuated system where the
same behavior can be seen via second order sliding mode (SOSM) algorithms, that
is, generating self-excited oscillations using the same mechanism as the one that
produces chattering. However, the generalization of the SOSM algorithms and the
treatment of the unactuated part of the plant as additional dynamics result in the
oscillations that may not necessarily be fast and of small amplitude.

There exist two approaches to analysis of periodic motions in sliding mode sys-
tems due to the presence of additional dynamics: the time-domain approach, which
is based on the state space representation, and the frequency-domain approach. The
Poincaré maps [[31]] are successfully used to ensure the existence and stability of pe-
riodic motions in the relay control systems (see, e.g., [[16]]). We can find application
of Poincaré maps in several tasks such as biped locomotion [[23]] and switched con-
verter systems [[13]]. The describing function (DF) method [[15]] allows approximate
values of the frequency and the amplitude of periodic motions to be found in systems
with linear plants driven by sliding mode controllers. The locus of perturbed relay
system (LPRS) method [[10]] provides an exact solution of the periodic problem in
discontinuous control systems, including finding exact values of the amplitude and
the frequency of the self-excited oscillation.

Biped robots, gymnastic robot, and mechanical systems that evolve coordinated
motion in order to emulate human walking patterns and climbing are examples of
slow motion systems while switching power supplies are examples where fast os-
cillations are required. In this chapter, we will focus in underactuated mechanical
systems with degree of underactuation one, that is, n degrees-of-freedom and n− 1
actuators. Examples of such systems are inertia wheel pendulum, acrobot, pendubot,
among others.

9.2 Problem Statement

Let the underactuated mechanical system, which is a plant in the system where a
periodic motion is supposed to occur, be given by the Lagrange equation:

M(q)q̈+H(q, q̇) = Su (9.1)

where q(t) ∈ R
m is the vector of joint positions; u(t) ∈ R is the vector of applied

joint torques where m < n; S = [0(m−1),1]
T is the input that maps the torque input to

the joint coordinates space; M(q) ∈ R
m×m is the symmetric positive-definite inertia

matrix; and H(q, q̇)∈R
m is the vector that contains the Coriolis, centrifugal, gravity,

and friction torques.
The following two-relay controller is proposed for the purpose of exciting a pe-

riodic motion:
u =−c1 sign(y)− c2 sign(ẏ), (9.2)

where c1 and c2 are parameters designed such that the scalar output of the system
(the position of a selected link of the plant)
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y = h(q) (9.3)

has a steady periodic motion with the desired frequency and amplitude.
The analysis and design objectives are formulated as follows: Find the parameter

values c1 and c2 in (9.2) such that the system (9.1) has a periodic motion with the
desired frequency Ω and desired amplitude of the output signal A1. Therefore, the
main objective of this research is to find mapping G to be able to tune c1 and c2

values.

9.3 Methodologies Review

In Aguilar et al. [[5, 6]] was demonstrated the capabilities of the two relay controller
to induce oscillations in nonlinear dynamical systems. Indeed, due to the simplicity
of the controller to solve such problem, it looks attractive for its physical imple-
mentation. The TRC were successfully tested in academic underactuated systems
(inverted pendulums). However, we can found in literature many underactuated sys-
tems with certain degree of complexity where motion control is required. Analysis
of periodic motions in variable structure system were studied by Fridman [[17]]. The
introductory works [[2–4]] were motivated by the original works of Boiko and Frid-
man compiled in [[11]]where the analysis of chattering in linear systems was pursued
using frequency domain tools such as describing function and locus of a perturbed
relay systems (LPRS) methods.

9.3.1 Describing Function

Let firstly, the linearized plant be given by:

ẋ = Ax+Bu
y = Cx

, x ∈R
n, y ∈R, n = 2m (9.4)

which can be represented in the transfer function form as follows:

W (s) =C(sI −A)−1B.

Let us assume that matrix A has no eigenvalues at the imaginary axis and the relative
degree of (9.4) is greater than 1.

The describing function (DF), N, of the variable structure controller (9.2) is the
first harmonic of the periodic control signal divided by the amplitude of y(t) [[8]]:

N =
ω
πA1

∫ 2π/ω

0
u(t)sin(ωt)dt + j

ω
πA1

∫ 2π/ω

0
u(t)cos(ωt)dt (9.5)

where A1 is the amplitude of the input to the nonlinearity (of y(t) in our case) and ω
is the frequency of y(t). However, the algorithm (9.2) can be analyzed as the parallel
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connection of two ideal relay where the input to the first relay is the output variable
and the input to the second relay is the derivative of the output variable. For the first
relay the DF is:

N1 =
4c1

πA1
,

and for the second relay it is [[8]]:

N2 =
4c2

πA2
,

where A2 is the amplitude of dy/dt. Also, take into account the relationship between
y and dy/dt in the Laplace domain, which gives the relationship between the ampli-
tudes A1 and A2: A2 = A1Ω , where Ω is the frequency of the oscillation. Using the
notation of the algorithm (9.2) we can rewrite this equation as follows:

N = N1 + sN2 =
4c1

πA1
+ jΩ

4c2

πA2
=

4
πA1

(c1 + jc2), (9.6)

where s = jΩ . Let us note that the DF of the algorithm (9.2) depends on the ampli-
tude value only. This suggests the technique of finding the parameters of the limit
cycle via the solution of the harmonic balance equation [[8]]:

W ( jΩ)N(a) =−1, (9.7)

where a is the generic amplitude of the oscillation at the input to the nonlinearity,
and W ( jω) is the complex frequency response characteristic (Nyquist plot) of the
plant. Using the notation of the algorithm (9.2) and replacing the generic amplitude
with the amplitude of the oscillation of the input to the first relay this equation can
be rewritten as follows:

W ( jΩ) =− 1
N(A1)

, (9.8)

where the function at the right-hand side is given by:

− 1
N(A1)

= πA1
−c1 + jc2

4(c2
1 + c2

2)
.

Equation (9.7) is equivalent to the condition of the complex frequency response
characteristic of the open-loop system intersecting the real axis in the point (−1, j0).
The function −1/N is a straight line the slope of which depends on c2/c1 ratio. The
point of intersection of this function and of the Nyquist plot W ( jω) provides the
solution of the periodic problem.

Here, we summarize the steps to tune c1 and c2:

a) Identify the quadrant in the Nyquist plot where the desired frequency Ω is lo-
cated, which falls into one of the following categories (sets):
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Q1 = {ω ∈ R : Re{W ( jω)} > 0, Im{W( jω)} ≥ 0}
Q2 = {ω ∈ R : Re{W ( jω)} ≤ 0, Im{W( jω)} ≥ 0}
Q3 = {ω ∈ R : Re{W ( jω)} ≤ 0, Im{W( jω)} < 0}
Q4 = {ω ∈ R : Re{W ( jω)} > 0, Im{W( jω)} < 0}.

b) The frequency of the oscillations depends only on the c2/c1 ratio, and it is possi-
ble to obtain the desired frequencyΩ by tuning the ξ = c2/c1 ratio:

ξ =
c2

c1
=− Im{W ( jΩ)}

Re{W ( jΩ)} . (9.9)

Since the amplitude of the oscillations is given by

A1 =
4
π
|W ( jΩ)|

√
c2

1 + c2
2, (9.10)

then the c1 and c2 values can be computed as follows

c1 =

⎧
⎪⎨

⎪⎩

π
4

A1
|W ( jΩ)|

(√
1+ ξ 2

)−1
if Ω ∈ Q2 ∪Q3

− π
4

A1
|W ( jΩ)|

(√
1+ ξ 2

)−1
elsewhere

(9.11)

c2 = ξ · c1. (9.12)

9.3.2 Locus of a Perturbed Relay System Design (LPRS)

The LPRS proposed in [[10]] provides an exact solution of the periodic problem in
a relay feedback system having a plant (9.4) and the control given by the hysteretic
relay. The LPRS is defined as a characteristic of the response of a linear part to an
unequally spaced pulse control of variable frequency in a closed-loop system [[10]].
This method requires a computational effort but will provide an exact solution. The
LPRS can be computed as follows:

J(ω) =
∞

∑
k=1

(−1)k+1Re{W(kω)}+ j
∞

∑
k=1

1
2k− 1

Im{W [(2k− 1)ω ]} . (9.13)

The frequency of the periodic motion for the algorithm (9.2) can be found from the
following equation [[10]]:

ImJ(Ω) = 0.

In fact, we are going to consider the plant being nonlinear, with the second relay
transposed to the feedback in this equivalent plant. Introduce the following function,
which will be instrumental in finding a response of the nonlinear plant to the periodic
square-wave pulse control.
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L(ω ,θ ) =
∞

∑
k=1

1
2k− 1

(sin[(2k− 1)2πθ ]Re{W [(2k− 1)ω ]}

+ cos[(2k− 1)2πθ ]Im{W [(2k− 1)ω ]}).
(9.14)

The function L(ω ,θ ) denotes a linear plant output (with a coefficient) at the instant
t = θT (with T being the period: T = 2π/ω) if a periodic square-wave pulse signal
of unity amplitude is applied to the plant:

L(ω ,θ ) =
πy(t)

4c

∣
∣
∣∣
t=2πθ/ω

with θ ∈ [−0.5,0.5] and ω ∈ [0,∞], where t = 0 corresponds to the control switch
from −1 to +1.

With L(ω ,θ ) available, we obtain the following expression for Im{J(ω)} of the
equivalent plant:

Im{J(ω)}= L(ω ,0)+
c2

c1
L(ω ,θ ). (9.15)

The value of the time shift θ between the switching of the first and second relay can
be found from the following equation

ẏ(θ ) = 0.

As a result, the set of equations for finding the frequency Ω and the time shift θ is
as follows:

c1L(Ω ,0)+ c2L(Ω ,θ ) = 0, c1L1(Ω ,−θ )+ c2L1(Ω ,0) = 0. (9.16)

The amplitude of the oscillations can be found as follows. The output of the system
is:

y(t) =
4
π

∞

∑
i=1

{c1 sin[(2k− 1)Ω+ϕL((2k− 1)Ω)]

+ c2 sin[(2k− 1)Ω t+ϕL((2k− 1)Ω)+ (2k− 1)2πθ ]}AL((2k− 1)Ω)

(9.17)

where ϕL(ω) = argW (ω), which is a response of the plant to the two square pulse-
wave signals shifted with respect to each other by the angle 2πθ . Therefore, the
amplitude is

A1 = max
t∈[0;2π/ω]

y(t). (9.18)

Yet, instead of the true amplitude we can use the amplitude of the fundamental
frequency component (first harmonic) as a relatively precise estimate. In this case,
we can represent the input as the sum of two rotating vectors having amplitudes
4c1/π and 4c2/π , with the angle between the vectors 2πθ . Therefore, the amplitude
of the control signal (first harmonic) is
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Au =
4
π

√
c2

1 + c2
2 + 2c1c2 cos(2πθ ), (9.19)

and the amplitude of the output (first harmonic) is

A1 =
4
π

√
c2

1 + c2
2 + 2c1c2 cos(2πθ )AL(Ω), (9.20)

where AL(ω) = |W ( jω)|. We should note that despite using approximate value for
the amplitude in (9.20), the value of the frequency is exact. Expressions (9.16),
(9.20) if considered as equations for Ω and A1 provide one with mapping F . From
(9.16) one can see that the frequency of the oscillations depends only on the ra-
tio c2/c1 = ξ . Therefore, Ω is invariant with respect to c2/c1: Ω(λc1,λc2) =
Ω(c1,c2). It also follows from (9.20) that there is the following invariance for the
amplitude: A1(λc1,λc2) = λA1(c1,c2). Therefore, Ω and A1 can be manipulated
independently in accordance with mapping G considered below.

Mapping G (inverse of F) can be derived from (9.16), (9.20) if c1, c2 and θ are
considered unknown parameters in those equations. For any givenΩ , from equation
(9.16) the ratio c2/c1 = ξ can be found (as well as θ ). Therefore, we can find first
ξ = c2/c1 = h(Ω), where h(Ω) is an implicit function that corresponds to (9.16).
After that c1 and c2 can be computed as per the following formulas:

c1 =
π
4

A1

AL(Ω)

1
√

1+ 2ξ cos(2πθ )+ ξ 2
(9.21)

c2 =
π
4

A1

AL(Ω)

ξ
√

1+ 2ξ cos(2πθ )+ ξ 2
. (9.22)

9.3.3 Poincaré-Map-Based Design

To construct the Poincaré map, one has to choose a surface of section S in the state
space R

4 and consider the points of successive intersections of a given trajectory
with this surface. Switching occur on the level surfaces defined by

S1 = {x : y = 0, ẏ < 0}, S2 = {x : y < 0, ẏ = 0},
S3 = {x : y = 0, ẏ > 0}, S4 = {x : y > 0, ẏ = 0}. (9.23)

The space R
4 is divided into four regions by Si, i = 1, . . . ,4:

R1 = {x : y < 0, ẏ < 0}, R2 = {x : y < 0, ẏ > 0},
R3 = {x : y > 0, ẏ > 0}, R4 = {x : y > 0, ẏ < 0}. (9.24)

Depending on the state, the system is governed by one of the four models defined
by
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M1 : ẋ = Ax+B(c1+ c2),

M2 : ẋ = Ax+B(c1− c2),

M3 : ẋ = Ax−B(c1+ c2),

M4 : ẋ = Ax+B(−c1+ c2).

The solution of M1 on the time interval [0; t1], where t1 is the transition time from S1

to S2, subject to the initial conditions x(0) = ρp, where “(·)p” stands for “periodic”,
such that (without loss of generality)

y(0) =C x(0) =Cρp = 0,

ẏ(0) =C (Ax(0)+Bu) =C Aρp < 0
(9.25)

is given by

x(t) = eAtx(0)+
∫ t

0
eAτdτBu,

where ∫ t

0
eAτdτ =

∞

∑
i=1

Ai−1ti/i! = A−1(eAt − I)

and u = c1 + c2. The transition to S2 and switching to u = c1 − c2 is ensured under
the technical transversality condition

ÿ(t1) =C A2ηk > 0. (9.26)

Under this condition, the trajectory will enter the region R2, and since the matrix A
is Hurwitz it will reach either S3 or return back to S2. We will assume for now that
the latter does not happen.

Analogously, for the case of the twisting projection of the motion onto the (y, ẏ)-
plane, the four state transitions initiated at ρk = ρp are given by

ηk = eAt1ρk +A−1(eAt1 − I)B(c1 + c2),

ρ−k = eAt2ηk +A−1(eAt2 − I)B(c1 − c2),

η−
k = eAt3ρ−k −A−1(eAt3 − I)B(c1 + c2),

ρk+1 = eAt4η−
k −A−1(eAt4 − I)B(c1 − c2),

(9.27)

where t2 is the time interval between S2 and S3, t3 is the time interval between S3

and S4, and t4 is the time interval between S4 and S1.
The fixed point of the Poincaré map, corresponding to an isolated periodic so-

lution of system (9.4) driven by the two-relay controller, is determined by equation
ρk+1 = ρk = ρp. Skipping the sequential numbers of switching in (9.27) and us-
ing the principle of symmetry one can write the following: ρ−p = −ρp. For the T -
periodic (symmetric) solution we will use the following notation: t1 = t3 = θ1, t2 =
t4 = θ2 = T/2−θ1.

The equation for the fixed point together with the switching conditions can be
rewritten as follows:
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−ρp = eAθ2ηp +A−1(eAθ2 − I)B(c1 − c2) (9.28)

and, with the help of y(0) = ẏ(θ1) = 0 and CB = 0,

ηp = eAθ1ρp +A−1(eAθ1 − I)B(c1 + c2)
Cρp = 0, CAηp = 0, CAρp < 0, CA2ηp > 0.

(9.29)

We assume in (9.28) and (9.29) that there are no additional switches on intervals
t ∈ (0;t1) and t ∈ (t1;t2), respectively since ẏ < 0 initially and y monotonically
decreases from zero and cannot cross zero before ẏ changes sign at t = t1. This
condition can easily be verified after parameters θ1 and θ2 are determined.

It is left to formalize the condition ensuring transition from S2 to S3 without leav-
ing R2. Defining two hypothetical (for the fixed control input u = c1 − c2) boundary
crossing times as t̄2 and t2, we have

t2 = min
{

t > 0 : C
(
eAtηp +A−1(eAt − I)B(c1 − c2)

)
= 0

}

and
t̄2 = min

{
t > 0 : CA

(
eAtηp +A−1(eAt − I)B(c1 − c2)

)
= 0

}
.

Hence, we require
t2 < t̄2 (9.30)

to ensure that our analysis of the limit cycle with exactly four switches is correct. In
the case when the transition time is sufficiently small, dropping smaller-order terms
in the definitions of t2 and t̄2, one can derive the following simplified approximate
algebraic assumption1

0 < t2 ≈− 2CA2ηp

CA3ηp + c2 − c1
<

√
2Cηp

−CA2ηp
≈ t̄2.

Let us move onto defining the amplitude and frequency of the oscillations.
The system (9.28) and (9.29) can be considered as a system of algebraic equa-

tions for design of the two-relay controller providing for the system (9.4) the desired
periodic solution with a given frequency Ω and amplitude A1. Taking into account
that

y(θ1) =Cηp = A1, θ1 +θ2 = π/Ω = T/2 (9.31)

(9.28), (9.29), and (9.31) can be reduced to a system of five nonlinear algebraic
equations with respect to five variables: c1,c2,θ1 and the first and the second coor-
dinates of the vector ρp. Once the resolving set of parameters is found, the two-relay
controller gains that provide the periodic solution of the system (9.4) with the de-
sired amplitude and frequency are designed. This can be summarized as follows.

1 Here we have used the identities CAηp = 0, CB =CAB = 0, and CA2B = 1, and dropped
the third-order terms in the series expansions for the matrix exponents.
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Theorem 9.1. Suppose the system (9.28), (9.29), and (9.31) possesses a solution
satisfying (9.30). If the desired amplitude A1 is sufficiently small to avoid singular-
ity in the matrix M(q) defined in (9.1) and assuming that there are no additional
switches on intervals t ∈ (0;t1) and t ∈ (t1; t2), then the closed-loop system (9.1)–
(9.2) has the desired periodic solution.

Note however that (9.28), (9.29), and (9.31) is a system of nonlinear algebraic equa-
tions and might be hard to solve and even have no solutions for a particular values
of A1 and Ω .

It turns out that the linearity of the (transformed) plant and the fact that the control
in the periodic motion can be represented as a sum of two relay controls, with finding
the response of the plant as a linear combination (sum) of the two periodic relay
controls of amplitudes c1 and c2, allows for a reduction of complexity of the original
problem. Let us develop an approach that might simplify finding fixed points of the
Poincaré map utilizing the concepts of the locus of a perturbed relay system method.

9.4 Linearized-Poincaré-Map-Based Analysis of Orbital
Stability

Let us use (9.27) to analyze the deviation of a trajectory initiated on the surface S1 at
x(0)= ρk =ρp+δρ from a periodic trajectory initiated from some ρp for sufficiently
small initial deviations δρ . Using the equation in (9.27) for ηk, the equation in (9.29)
for ηp, and the Taylor expansion eAt1 = eAθ1 + eAθ1AΔ t +O

(
Δ t2), Δ t = t1 −θ1 one

can proceed as follows:

ηk = eAt1(ρp + δρ)+A−1(eAt1 − I)B(c1 + c2)

=
(

eAθ1 + eAθ1AΔ t
)
(ρp + δρ)+O

(
Δ t2)

+A−1
(

eAθ1 +(eAθ1 − I+ I)AΔ t − I
)

B(c1 + c2)

so that

ηk = eAθ1
(
δρ+AδρΔ t

)
+(I+AΔ t)ηp +B(c1+c2)Δ t +O

(
Δ t2) .

Now, since CAηk =CAηp = 0, premultiplying this equation by CA which results in

CAeAθ1
(
δρ+AδρΔ t

)
+CA(Aηp +B(c1 + c2))Δ t =O

(
Δ t2) ,

one immediately concludes thatΔ t =O(δρ) and obtains an estimate for t1 = θ1+Δ t,
that can be substituted back:

ηk = ηp + δη = ηp +ϕ1δρ +O(δ 2
ρ ),

where
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ϕ1 =

(
I− v1CA

CAv1

)
eAθ1 , v1 = Aηp +B(c1 + c2). (9.32)

Following the second equation in (9.27) and computing t2 using Cρ−k = Cρp = 0,
one, in a similar way, obtains

ρ−k =−ρp + δρ− =−ρp +ϕ2δη +O(δ 2
ρ ),

where

ϕ2 =

(
I− v2C

Cv2

)
eAθ2 , v2 = Aρp +B(c1 − c2). (9.33)

Following the third equation in (9.27) and computing t3 using CAη−
k =CAηp = 0,

one obtains
η−

k =−ηp + δη− =−ηp +ϕ3δρ−+O(δ 2
ρ ),

where ϕ3 = ϕ1.
Following the last equation in (9.27) and computing t4 using Cρk+1 = Cρp = 0,

one obtains
ρk+1 = ρp +ϕ4δρ−+O(δ 2

ρ ),

where ϕ4 = ϕ2.
Finally, we have for small δρ = ρk−ρp: ρk+1−ρp =Φ ·(ρk −ρp)+O(δ 2

ρ ), with

Φ = (ϕ2 ·ϕ1)
2. (9.34)

Since we have just computed a linearization for the Poincaré map, we conclude with
the following.

Theorem 9.2. Suppose that the parameters c1 and c2 induce a periodic trajectory
for the closed-loop system controlled by the two-relay algorithm, that is, (9.1)–(9.2).
This solution is orbitally exponentially stable if and only if all the eigenvalues of the
matrix Φ , defined by (9.32), (9.33), and (9.34), are inside the unit circle.

9.5 Robust Control Design

The system (9.1)–(9.2) is not a free-disturbance system except if there exist a de-
sired frequency and amplitude such that the coefficients of (9.2) satisfy the twisting
condition c1 > c2 > wmax > 0, where wmax is the upper bound of disturbance w(t),
that is ‖w(t)‖ ≤ wmax. Moreover, the system (9.1) is nonlinear and the design was
done considering the linearization of the model, which might result in a closed-loop
that is not robust in the presence of unknown inputs. In particular, in Aguilar et
al. [[7]], imperfections of oscillation characteristics due to Coulomb friction forces,
dead zone, mechanical vibrations, etc., were reported. Motivated by the need of a
robust closed-loop scheme, we present a non-autonomous scheme to deal with this
problem.
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Fig. 9.1 Block diagram of the two-relay controller for real-time trajectory generation for
orbital stabilization of inertia wheel pendulum

Let us start by explaining how to find a set of desired oscillations around its
upright position. To begin with, let us rewrite (9.1) in terms of the reference positions
and velocities (qr, q̇r)

M(qr)q̈r +H(qr, q̇r) = Su(yr, ẏr). (9.35)

We need to find u(yr, ẏr) ∈ R to produce a set of desired periodic motion of the ref-
erence model (yr) such that its output has a periodic motion with desired frequency
and amplitude. Figure 9.1 shows a block diagram of the control applied to the inertia
wheel pendulum with the real time trajectory generator.

Finally, a feedback law must be designed to ensure

lim
t→∞‖yr(t)− y(t)‖= lim

t→∞‖σ(t)‖= 0 (9.36)

where σ(t) ∈R stands for the output error, and yr(t) is the desired output while pro-
viding boundedness of q̇2 and attenuating external disturbances where the reference
output yr(t) is computed online from (9.35).
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9.5.1 Case of Study: Inertia Wheel Pendulum

We will illustrate the procedure to find the set of reference trajectories for the inertia
wheel pendulum. Let us consider the dynamics of the wheel pendulum in terms
of the reference positions and velocities (qr, q̇r) without considering the viscous
friction force [

J1 J2

J2 J2

][
q̈1r

q̈2r

]
+

[
hsinq1r

0

]
=

[
0
1

]
τr. (9.37)

We need to find the reference torque τr ∈ R to produce a set of desired periodic
motion of the underactuated link (y= q1r) such that the output has a periodic motion
with desired frequency and amplitude. As will be shown later, viscous friction is not
required in the above equation since it acts as a damping force thus ensuring the
stability of the closed-loop system.

In the results published in [[1, 5, 6]], the self-oscillations were generated in an
inertia wheel pendulum using the two relay controller without tracking control. Con-
sequently, the closed-loop system becomes sensitive to disturbances and uncertain-
ties of the model. Now, the proposed framework for trajectory generation under the
same methodology and the robust state-feedback tracking controller contributes to
avoid sensitivity to external disturbances and unknown dynamics. Here, we mean
that the deviation of the frequency and amplitude of the periodic trajectory at the
output of the closed-loop structure proposed in [[1, 5, 6]] with respect to the desired
ones, depended on the uncertainties of the parameters of the model because formu-
las to compute the two values of the two-relay controller (c1 and c2) depends of
the values of the inertia, length of the link, and masses, only; while viscous friction
level was not considered as part of the formulas however exists in the system. Now,
the proposed scheme is robust with respect to effect of viscous friction and exter-
nal disturbances which will be rejected using a second-order sliding mode tracking
controller.

The inertia wheel pendulum has underactuation degree one and satisfies certain
structural property noted in [[18]]. As a result, it is possible to make exact lineariza-
tion thus achieving local stability of zero dynamics. Following [[18]], let us take

p1 = q1r −π+ J−1
1 J2q2r

η = J1q̇1r + J2q̇2r +K p1

where K > 0 is a constant. It is easy to verify that

J1 ṗ1 = η−K p1

while

η̇ = KJ−1
1 J2q̇2r − hsin(q1r)+Kq̇1r,

η̈ =−hcos(q1r)q̇1r −KJ−1
1 hsin(q1r),

...
η = R(q1r, q̇1r)+H(q1r)τr
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where

H(q1r) =
hcos(q1r)

J1 − J2
,

R(q1r, q̇1r) = h
(
q̇2

1r +H(q1r)
)

sin(q1r)− hK
J1

q̇1r cos(q1r).

(9.38)

Hence, we can take

τr = H−1(q1r)(ur − a0η− a1η̇− a2η̈−R(q1r, q̇1r)) , (9.39)

where H(qr) is nonsingular around the equilibrium point (q�1r, q̇
�
1r) = (π ,0), a0,a1,

and a2 are positive constants. Introducing the new state coordinates x=(x1,x2,x3)=
(η , η̇ , η̈), we obtain

⎡

⎣
ẋ1

ẋ2

ẋ3

⎤

⎦=

⎡

⎣
0 1 0
0 0 1

−a0 −a1 −a2

⎤

⎦

⎡

⎣
x1

x2

x3

⎤

⎦+

⎡

⎣
0
0
1

⎤

⎦ur, (9.40)

ṗ1 =−K
J1

p1 +
1
J1

yr, yr =
[
1 0 0

]
x. (9.41)

The following two-relay controller is proposed for the purpose of exciting a periodic
motion in (9.40):

ur =−c1 sign(yr)− c2 sign(ẏr) (9.42)

where c1 and c2 are scalars parameters designed such that the scalar-valued function
output yr(t) has a periodic motion with the desired frequency Ω and amplitude A1.
Let us recall that the difference between (9.42) and the second order sliding mode
controller given, for example, in [[20]] is that c1 is not constrained to be positive and
greater than c2.

Let us define the tracking error as:

σ(t) = q1r(t)− q1(t)
˙̃q2(t) = q̇2r(t)− q̇2(t).

(9.43)

The second-order sliding mode controller can be straightforwardly synthesized from
(9.43) obtaining:

τ =−Δ
J2

(
α1 sign(σ)+α2 sign(σ̇)+β1σ +β2σ̇ − γ ˙̃q2

)

− hsin(q1r −σ)+ fs(q̇2r − ˙̃q2)− Δ
J2

q̈1r (9.44)

where Δ = (J1 − J2)J2. The role of γ ˙̃q2 is to avoid that the wheel velocity saturates
after a while because the pendulum is influenced by the acceleration of the wheel.
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Fig. 9.2 Periodic reference signal atΩ = 2π [rad/s] and A1 = 0.07 generated by the two-relay
controller reference model under the parameters c1 = 2, c2 =−0.1, K = 1×10−4, a0 = 350,
a1 = 155, and a2 = 22 (left). Tracking error of the underactuated link σ under disturbances
and perturbed velocity of the disk (right).

Fig. 9.2 shows the trajectory of the reference signal for the reaction wheel pendu-
lum used as reference model. Figure 9.2 also shows the experimental trajectories of
the pendulum for the unperturbed and perturbed case, respectively. Details in using
quasi-continuous high-order sliding modes is presented by Estrada et al. [[14]].

9.6 Comments

Of course, the considered two-relay control algorithm is not the only one that can
be used for the purpose of inducing oscillations in dynamical systems. Development
of efficient algorithms for purpose of inducing oscillations in mechanical systems,
methods of their analysis and design is still an open problem mainly for systems
with degree of underactuation higher than one. In fact, the described method just
presents a new approach, which is promising in the authors’ opinion. In particular,
this concerns the use of such simple and efficient methods as the describing function
and LPRS methods. In the describing function analysis, sacrificing of exactness of
amplitude/frequency computing in favor of simplicity is quite justified by the avail-
ability of qualitative results and important conclusions. The LPRS method provides
the same functionality even without sacrifice of exactness.

The key feature of the proposed method is that the underactuated system can
be considered as a system with unactuated dynamics with respect to the actuated
variables. For generation of the self-excited oscillations with desired output ampli-
tude and frequencies, a two relay controller is proposed. A systematic approach for
two-relay controller parameter adjustment is proposed. The DF method provides ap-
proximate values of the controller parameters for the plants with the low-pass filter-
ing properties. The LPRS gives exact values of the controller parameters for linear
plants. The Poincaré maps provides the values of the controller parameters ensur-
ing the existence of the locally orbitally stable periodic motions for an arbitrary
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mechanical plant. The effectiveness of the proposed design procedures is supported
by experiments carried out on the Furuta pendulum and inertia wheel pendulum
from Quanser.

Open questions and problems arising from the above presented results include
(a) define conditions of orbital stability for nonlinear plants, (b) generalization of
the results for systems that are exactly linearizable, (c) analysis and formulas for
bounded control input and bounded outputs systems, (d) define the two-relay con-
troller formulation for underactuated systems with degree of underactuation higher
than one.

Acknowledgements. The authors gratefully acknowledge the financial support from CONA-
CYT (Consejo Nacional de Ciencia y Tecnologı́a), grants 132125 and 127575. Programa
de Apoyo a Proyectos de Investigación e Innovación Tecnológica (PAPIIT) UNAM, grant
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Chapter 10
Design of Sliding Mode Controller
with Actuator Saturation

Deepak Fulwani and Bijnan Bandyopadhyay

Abstract. This chapter discusses two methods of designing a sliding surface in the
face of an actuator saturation constraint for a class of nonlinear uncertain systems.
The first approach uses an ARE based approach to design the sliding surface and
the second approach uses the parametric Lyapunov equation to design the surface.
These methods are based on the low gain approach proposed by Lin et al. The de-
sign methods give a surface matrix as a function of the designed parameter. This
parameter can be modulated to reduce the control amplitude which ensures that the
control limits are respected in a region of the state space. This region can be made
sufficiently large by choosing appropriate values of the design parameter.

10.1 Introduction

Beginning in the late 1970s and continuing today, sliding mode control has received
plenty of attention due to its insensitivity to disturbances and parameter variations.
The well known sliding mode control is a particular type of Variable Structure
Control System (VSCS). Recently many successful practical applications of sliding
mode control (SMC) have established the importance of sliding mode theory which
has mainly been developed in the last three decades. This fact is also witnessed by
many special issues of leading journals focusing on sliding mode control [[2,4]]. The
research in this field was initiated by Emel’yanov and his colleagues [[6, 7]], and the
design paradigm now forms a mature and an established approach for robust con-
trol and estimation. The idea of sliding mode control (SMC) was not known to the
control community at large until an article published by Utkin [[16]] and a book by
Itkis [[11]].
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SMC is an established method to deal with uncertainty- inevitable in most prac-
tical systems. However, for any practical systems, the input is always limited in
magnitude. Therefore it is necessary to consider this limitation a priori while de-
signing the SMC. Design of a first order sliding mode is done in two steps viz.
design of a stable sliding surface and a control law which produces a sliding mode
in finite time. To ensure that the actuator does not saturate for a given set of ini-
tial conditions, the sliding surface (switching function) design should incorporate
this limitation. Some authors have contributed in this regard, Corradini and Or-
lando [[5]] proposed a nonlinear surface to handle actuator saturation. Bartoszewicz
and Nowacka [[3]] proposed an optimal sliding surface to handle input constraints.
Ferrara and Rubagotti [[8]] proposed an effective algorithm to handle saturation in
the higher order sliding mode framework.

In this chapter, we present two methods to design a sliding surface by which
the control magnitude can be made arbitrarily small by choosing an appropriate
surface matrix. Our method is based on the low gain approach proposed in [[12–14,
18]]. To enforce sliding motion, the required control input has two components, one
linear and the other, discontinuous (for first order sliding mode). The discontinuous
component is decided by the maximum amplitude of uncertainty therefore it does
not provide any flexibility to reduce the control input to avoid actuator saturation.
The linear component (linearly) depends on the sliding function matrix; flexibility
to design the sliding surface matrix can be explored to avoid actuator saturation. We
present two methods, based on the low gain approach as mentioned earlier, to design
the surface. In the first method, the sliding surface matrix is parameterized by the
parameter ε and in the second method, it is parameterized by γ . These parameters
can be altered to reduce the control amplitude. The rest of the chapter is organized
as follows. The work presented in this chapter is based on our work in [[9]]

Section 10.2 discusses the system description and problem statement. The sur-
face design is discussed in Section 10.3. The effect of actuator saturation is dis-
cussed in Section 10.4. Section 10.5 discusses another method to design the sliding
surface based on a parameterized Lyapunov equation. To verify the design method-
ology a numerical example is simulated in Section 10.6 followed by concluding
Section 10.7.

10.2 System Description and Problem Statement

Consider the following class of nonlinear uncertain systems

ẋ1 = x2

ẋ2 = x3

: (10.1)

ẋn = f (x, t)+ b2sat(u(t))

The function f (x, t) satisfies the classical condition for the existence and uniqueness.
sat(u(t)) is a saturation function and is defined as follows
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sat(u(t)) = sign(u(t))×min(umax, |u|)

In the above equation, umax is the maximum value of u(t). We make the following
assumptions for the above system:

Assumption 1. b2 is a non-zero scalar.
Assumption 2. Uncertain nonlinear function f (x, t) satisfies

‖ f (x, t)‖ ≤ R1‖x‖+R2 ∀x× t ∈ Rn ×R here R1 and R2 are positive constants.
Assumption 3. In a region Σ in the state space, there exists a constant Q such

that ∀x ∈ Σ , Q ≥ R1‖x‖+R2 +β where β > 0 is a small positive constant
which satisfies

∀x ∈ Σ , Q ≤ δumax (10.2)

where 0 < δ < 1.

Assumption 3 ensures that the maximum amplitude of disturbance/uncertainty is
smaller than the available control amplitude ∀x ∈ Σ . This assumption is necessary
to enforce sliding mode.

Let the switching function for the above system be

s := cT (ε)x(t) (10.3)

Here ε is a design parameter which will be discussed later. Control input to ensure
sliding mode (s = 0) in finite time can be defined as

u(t) :=−(c(ε)T B)−1{cT (ε)Ax+Qsgn(s)} (10.4)

It should be noted that the region Σ in the state space is the region where stability
with saturated actuator is ensured. Furthermore, we define the following matrices:

B :=

⎡

⎢
⎢
⎣

0
0
0
b2

⎤

⎥
⎥
⎦, A :=

⎡

⎢
⎢
⎣

0 1 0 ·· 0
0 0 1 ·· 0
: : : ·· :
0 0 0 0

⎤

⎥
⎥
⎦

The objective is to design a sliding surface matrix c(ε)T such that ∀x∈Σ , the control
law (10.4) respects the saturation limit and resulting closed loop system remains
stable.

10.3 Design of Switching Function

Consider the following representation of the system defined in (10.1)

ż1 = A11z1 +A12z2 (10.5a)

ż2 = A21z1 +A22z2 + f (x, t)+ b2u(t) (10.5b)
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Here
z1 := [x1 x2 ... xn−1]

T

z2 := xn

A11 =

[
0 In−2

0 0

]
, A12 =

⎡

⎢
⎢
⎢
⎣

0
0
...
1

⎤

⎥
⎥
⎥
⎦
, A21 = [0, · · · ,0], A22 = 0.

It is convenient to design the switching function in z− coordinates. The switching
function in z− coordinates is defined as

s := cT (ε)x :=
[

c1(ε) 1
]
[

z1

z2

]
(10.6)

Here c1(ε) ∈ R1×(n−1) is to be designed.

Design of c1(ε)
The control law (10.4) ensures that sliding mode s = 0 occurs in finite time. This
leads to

c1(ε)z1 + z2 = 0

⇒ z2 =−c1(ε)z1 (10.7)

Using (10.5a) and (10.7)

ż1 = (A11 −A12c1(ε))z1 (10.8)

c1(ε) should be designed such that the above closed loop system remains stable.
c1(ε) is defined as follows

c1(ε) := AT
12P1(ε) (10.9)

P1(ε)> 0 is a symmetric matrix and obtained by solving the ARE

AT
11P1(ε)+P1(ε)A11 −P1(ε)A12AT

12P1(ε)+Q1(ε) = 0 (10.10)

Q1(ε) can be chosen as Q1(ε) = εI as proposed in low gain design approach [[13,
14]].

Theorem 10.1. For some ε ∈ (0,1] there exists a P1(ε) which solves ARE in (10.10)
and it satisfies

lim
ε→0

c1(ε) = 0.

Proof. The ARE in (10.10) is the result of minimization of the following cost func-
tion

J(x,u) =
1
2

∫ ∞

0
[εz1(t)

T z1(t)+ zT
2 (t)z2(t)]dt (10.11)
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This is a standard LQR problem and the existence of a unique positive definite P1(ε)
for ∀ε > 0 was proved by Willems (1971) [[17]] for LTI system of the form

ẋ(t) = Ax(t)+Bu(t)

The pair (A,B) should be stabilizable. Replacing A by A11 and B by A12, the exis-
tence of P1(ε) can be proved in a similar way as it is proved in Willems (1971) [[17]].
The continuity of solution i.e. P1(ε)→ 0 as ε→ 0 was proved in [[15]]. Using (10.9)
it is straightforward to infer lim

ε→0
c1(ε) = 0.

Remark 10.1. With this condition ( lim
ε→0

c1(ε) = 0), we can find some ε to ensure

arbitrarily small norm of c1(ε).
We need to find a region Σ such that ∀x ∈ Σ implies | u |≤ umax. Define

c1(ε) := AT
12P1(ε) :=

[
c̄1(ε) c̄2(ε) ·· c̄n−1(ε)

]
(10.12)

Here c̄i(ε), i = 1 · · · (n− 1) are constants which depend on ε , moreover, lim
ε→0

ci(ε)
= 0.

Remark 10.2. It should be noted that all eigenvalues of A11 are at origin. Any
nonzero ε ∈ (0,1] ensures that closed loop system (10.8) is stable which also
ensures stability of sliding surface.

10.4 Effect of Actuator Saturation

For most of the physically realizable systems, the actuator capacity (amplitude) is
limited. This requires that for a given set of initial conditions, the control should
respects its boundaries. Consider the control law (10.4)

u(t) = −(b2)
−1{c(ε)T Ax+Qsgn(s)}

= −(b2)
−1 [ c̄1(ε) c̄2(ε) ·· c̄n−1(ε) 1

]×
⎡

⎢
⎢
⎣

0 1 0 ·· 0
0 0 1 ·· 0
: : : ·· :
0 0 0 0

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

x1

x2

:
xn

⎤

⎥
⎥
⎦− (b2)

−1Qsgn(s)

= −(b2)
−1 [ c̄1(ε) c̄2(ε) ·· c̄n−1(ε)

]

⎡

⎢⎢
⎣

x2

x3

:
xn

⎤

⎥⎥
⎦

−(b2)
−1Qsgn(s)

= −(b2)
−1c1(ε)x̄− (b2)

−1Qsgn(s) (10.13)
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Where x̄ =

⎡

⎢
⎢
⎣

x2

x3

:
xn

⎤

⎥
⎥
⎦

The control law in (10.13) has two parts linear and nonlinear. The nonlinear com-
ponent of the control law is decided by the maximum value of uncertainty. However,
norm of linear component c1(ε) can be made arbitrarily small by choosing a small
value of ε which allows to reduce the contribution of linear component to the re-
quired proportion. Considering the equation (10.2), the linear part of the control law
(10.13) is limited by

|(b2)
−1c(ε)T x̄| ≤ (1− δ )umax (10.14)

Suppose Σ is the region in state space, such that x̄ ∈ Σ implies | u |≤ (1− δ )umax.
This region can be obtained as follows [[10]].

Find
g := Max x̄T P1(ε)x̄ ⇒ |(b2)

−1cT (ε)x̄| ≤ (1− δ )umax (10.15)

This actually has an analytic solution which can be obtained using [[10]].

g =
(1− δ )2u2

max

(b2)−1c(ε)T P1(ε)−1c(ε)(b2)−1

=
b2

2(1− δ )2u2
max

AT
12P1(ε)A12

(10.16)

Remark 10.3. We need only initial condition of x̄ ∈ Σ to respect saturation limits.
Recall that x̄ = [x2 x3 · · · xn]

T , this implies that the state x1 can take any value
without affecting the control input. Therefore initial condition of state x1 does not
influence control much. This is verified through simulation example.

Remark 10.4. It is desirable that the region Σ should include all possible initial
conditions. This region can be made arbitrarily large by choosing sufficiently small
value of ε . Consider (10.16), as it is discussed earlier, lim

ε→0
P1(ε) = 0 therefore a

small value of ε results in a large value of parameter ’g’ and thus region Σ also
becomes large.

Remark 10.5. Using control law (10.13), existence of sliding mode can be easily
proved using (10.2) in the region Σ .

10.5 Parametric Lyapunov Based Approach to Design
Switching Function

In this section, we will study another method to design switching function. This
method is based on low gain approach proposed in [[18]]. Consider the minimization
of cost function for the system defined in (10.5)
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J1(z(t)) =
∫ ∞

0
eγ t(zT

1 Mz1 + zT
2 Nz2)dt (10.17)

where M = ET E ≥ 0, N > 0 and γ is a positive scalar. Using [[18]], we have the
following proposition

Proposition 10.1. Consider the system equation (10.5a) and the cost function
(10.17). Assuming pair (A11, E) is detectable and the pair (A11, A12) stabilizable.
Stabilizability of pair (A,B) ensures the stabilizability of pair (A11, A12). With this
assumptions, the value of z2 which minimizes the cost function J1(z(t)) in (10.17)

z∗2 =−N−1AT
12P2(γ)z1(t) (10.18)

P2(γ) is the unique positive-definite solution of the following ARE

(A11 +
γ
2

I)T P2(γ)+P2(γ)(A11 +
γ
2

I)−P2(γ)A12N−1AT
12P2(γ) =−M (10.19)

Closed loop system (10.5) and (10.18) is exponentially stable with convergence rate
faster than e−γ/2 t .
With M = 0, (10.19) becomes

AT
11P2(γ)+P2(γ)A11 −P2(γ)A12N−1AT

12P2(γ) =−γ P2(γ) (10.20)

and corresponding cost function becomes

J1(z2) =

∫ ∞

0
eγ t zT

2 Nz2dt (10.21)

It should be noted that during the sliding mode, the state z2 behaves as an ’input’ to
the system and with the above cost function we are not penalizing z1. However, the
convergence rate is controlled by the parameter γ .

The ARE (10.20) has a unique positive definite solution

P2(γ) =W−1
2 (γ) (10.22)

W2 > 0 is obtained by solving the following Lyapunov equation

W2(A11 +
γ
2

I)T +(A11 +
γ
2

I)W2 = A12N−1AT
12 (10.23)

the above equation can be easily obtained by rearranging (10.20).
z2 which minimizes (10.21)

z2 =−N−1AT
12P2(γ)z1(t) (10.24)

By using (10.24), sliding surface matrix can be obtained as

cT (γ) =
[

N−1AT
12P2(γ) 1

]
(10.25)
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During the sliding mode s = 0, and the resulting closed loop system becomes

ż1 = (A11 −A12N−1AT
12P2(γ))z1 (10.26)

To prove stability of sliding surface, we need to prove stability of the above closed
loop system for γ > 0.

Theorem 10.2. All the eigenvalues of the closed loop system in (10.26) have nega-
tive real parts, thus the system is stable.

Proof. Consider (10.20)

AT
11P2(γ)+P2(γ)A11 −P2(γ)A12N−1AT

12P2(γ) =−γ P2(γ)
⇒ P−1

2 (γ)AT
11P2(γ)+A11 −A12N−1AT

12P2(γ) =−γ I

⇒ A11 −A12N−1AT
12P2(γ) = P−1

2 (γ)(−AT
11 − γ I)P2(γ)

It is clear from the above equation that the matrices A11 − A12N−1AT
12P2(γ) and

−AT
11−γ I are similar matrices and so have the same eigenvalues. It should be noted

that all n−1 eigenvalues of A11 are located at the origin. Any nonzero positive value
of γ ensures that eigenvalues of −AT

11− γ I have negative real part and thus stability
of sliding surface is proved.

Remark 10.6. When eigenvalues of A11 are located anywhere in the s-plane, the
scalar γ should be selected such that [[1, 18]]

γ >−2min{Re(λ (A11))} (10.27)

where Re(λ (A11)) denotes real part of eigenvalue of A11.

Remark 10.7. The matrix P2(γ) is differentiable and monotonically increasing with
respect to γ , [[1, 18]]

dP2(γ)
dγ

> 0 (10.28)

By choosing appropriate value of γ , norm of matrix P2(γ) can be chosen sufficiently
small and, as we discussed in the previous section, we can limit linear part of the
control. This property is needed to prove existence of sliding mode with saturated
actuator in a region of state space.

With this method we can use parameter γ in a similar way as we used the parameter
ε with the ARE based method. However, it should be noted that ε ∈ (0,1] while γ
can be any positive value for the given system.

10.6 Simulation Studies

In this section, we will simulate a fourth order nonlinear uncertain system. We will
design surface only by one method i.e. ARE based method. The following parame-
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Fig. 10.1 Plot of states for Case-I
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Fig. 10.2 Input for Case-I

ters are taken for the system in (10.1) f (x, t) = 0.4sint(t), b2 = 2, umax = 2.5. The
maximum value of f (x, t) is 0.4, therefore parameter Q in control law is chosen as
Q = 0.5 which satisfies (10.2). Linear part of the control depends on sliding surface
matrix c(ε)T . Linear part of the control can be reduced by choosing appropriate
value of ε . The maximum possible value of linear part becomes 2. We design and
simulate the system with two different values of ε parameter.

Case I. ε = 0.9
Solving ARE in (10.10) gives

P1 =

⎡

⎣
2.1969 2.2312 0.9487
2.2312 4.4975 2.3157
0.9487 2.3157 2.3519

⎤

⎦ (10.29)
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Fig. 10.3 Plot of switching function for Case-I
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Fig. 10.4 Input for Case-II

Thus surface matrix becomes

cT (ε) =
[

0.9487 2.3157 2.3519 1.0000
]

(10.30)

With initial condition x(0) =
[

1 0.5 1 0.5
]T

the system is simulated with Runge-
Kutta 4th order algorithm with maximum sampling time 0.001 sec. Fig. 10.2 shows
input. Fig 10.1 shows evolution of states and Fig. 10.3 shows evolution of switching
function with time. It is evident that system is stable and sliding mode establishes at
t = 10sec. and thereafter system remains in sliding mode.
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Fig. 10.5 Plot of states for Case-II
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Fig. 10.6 Plot of switching function for Case-II

Case II. ε = 0.2

By proceeding in a similar way as we did in Case I, we obtain

P1 =

⎡

⎣
0.5828 0.7492 0.4472
0.7492 1.7360 1.3032
0.4472 1.3032 1.6752

⎤

⎦ (10.31)

Thus surface matrix becomes

cT (ε) =
[

0.4472 1.3032 1.6752 1.0000
]

(10.32)
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Fig. 10.7 Input for Case-III

The system is simulated using the same numerical algorithm as in Case I. Fig. 10.4
shows control input with ε = 0.2 and comparing it with Fig. 10.2 verifies that con-
trol input reduces as ε is reduced. Figs. 10.5, 10.6 show the states and the evolution
of the switching function respectively.

Case III
The value of initial condition of x1 state is increased by 10 fold and by keeping
the same value of ε = 0.2. This case is simulated with initial condition x(0) =[

10 0.5 1 0.5
]T

Fig. 10.7 shows the control input plot and comparing it with Fig.
10.4 it is evident that influence of x1 on thecontrol input is negligible which agrees
with the discussion in Remark 2.

10.7 Conclusion

The sliding surface design to handle actuator saturation has been presented for a
class of nonlinear system. The control amplitude can be controlled by a parameter
ε . It has been observed that the control amplitude is not affected significantly by the
value of the state x1. Simulation studies verify the theoretical claims.
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Chapter 11
Quantization Behaviors in Equivalent-Control
Based Sliding-Mode Control Systems

Yan Yan and Xinghuo Yu

Abstract. In this chapter, we study the quantization behaviors of the equivalent-
control based second order single-input sliding-mode control (SMC) systems in the
presence of quantized state feedback. We show that the class of SMC systems with
both uniform and logarithmic quantizers can make the system states converge into
a band, which relates to the quantization parameters. Properties of the system tra-
jectories with quantized state feedback are characterized by using the concepts of
quantized sliding mode (QSM) and quantized sliding-mode control (QSMC) sys-
tem. We show that the QSM is piecewise constant. Various simulations illustrate the
behaviors of the equivalent-control based SMC system under uniform and logarith-
mic quantized state feedback.

11.1 Introduction

Sliding-mode control systems have been extensively researched and applied to solve
many practical control problems due to their robustness to external disturbance and
parametric variations with a rather simple control structure. Major research efforts
in SMC have been devoted to the development of various controllers using specific
guiding principles [[4]], [[6]]- [[10]], [[13]], [[23]], [[24]], [[26]]- [[28]]. With the widespread
implementation of SMC in practical systems, the SMC in digital systems has been
widely studied these years. It is generally divided into the following two directions.
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One direction is that of discrete-time SMC systems. The other direction is that of
SMC systems with quantization feedback.

Nowadays, SMC strategies are widely implemented in discrete-time and the
switching frequency of the control variables is limited by h−1, where h is the sam-
pling time. The boundary layer of the chattering phenomenon in the vicinity of the
sliding manifold was studied in [[16]], [[18]], [[24]]. The stable sliding mode designed
for continuous-time systems may also become unstable after discretization [[18]].
Various SMC designs for discrete-time systems with relatively low switching fre-
quency were proposed in [[8]], [[6]], [[13]]. The complex dynamical behaviors such as
periodic trajectories and strange attractors due to zero-order-holder (ZOH) and Eu-
ler discretization were fully studied in [[7]], [[19]], [[20]], [[26]], [[27]]. A comprehensive
survey was provided in [[28]].

The aforementioned papers assume that state feedback of SMC systems with in-
finite precision, which is not possible in some real practical systems. For example, in
order to improve the performance of the networked control systems (NCSs), the ef-
fect of data quantization must be taken into account when designing a controller [[2]].
With the fast development of networked control and signal processing, the control
systems with quantization feedback were widely studied in [[2]], [[3]], [[5]], [[11]], [[12]],
[[14]], [[29]].

To the best of our knowledge, there have been only a few papers examining
the quantization problem in the context of SMC [[1]], [[15]], [[21]], [[22]], [[25]], [[30]].
In [[15]], the level quantization effect in SMC systems with sliding modes of first and
second orders were studied. A sliding-mode quantizer and feedback compensator
were designed for a class-D audio power amplifier in [[25]]. The effect of quantiza-
tion error on quasi sliding mode control was investigated in [[1]]. A novel switching-
based sliding mode quantised feedback control design method was proposed in [[30]].
The recent papers [[21]]- [[22]] investigated the quantization effect on the second-
order system based on the original SMC method. The definition and the occurrence
conditions of ‘quantised sliding mode’ (QSM) were proposed. Discretization behav-
ior and the characteristics of the QSM were analyzed, which showed that the effect
of quantization on SMC systems was similar to discrete-time SMC systems.

Following the work of [[21]]- [[22]], in this chapter we explore the quantization
behaviors on the most popular SMC method − the equivalent-control based SMC
system. Particular attention is placed on the second-order systems so that insightful
details of quantization effects can be explored. This chapter is organized as follows.
It starts with the description of the equivalent-control based SMC systems. Fur-
thermore, two typical quantization methods, the uniform quantizer and logarithmic
quantizer, are introduced in Section 11.2. The second-order QSMC systems with
both the uniform and logarithmic quantizers are analyzed in Section 11.3. Since
the system steady bounds depend on the control parameter and quantization dense
of the quantizer, the upper boundaries to guarantee the stability of the systems are
established in Section 11.3. Various simulations are shown in Section 11.4 to ver-
ify the theoretical investigations. The chapter ends with the concluding remarks in
Section 11.5.
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11.2 Problem Statement

11.2.1 System Description

Consider the following single-input linear SMC system with

ẋ(t) = Ax(t)+ bu (11.1)

where x(t) ∈ R2 is a state vector, u ∈ R is the control input and b = [0,1]T . Assume

A �= 0 and A is a 2×2 constant matrix as A =

[
0, 1

−a1,−a2

]
. The switching manifold

which represents asymptotically stable dynamics is defined as

s(x(t)) = cx(t) (11.2)

where the constant matrix c = [c1,1] with the slope of sliding mode c1 > 0. The
equivalent-control based SMC is [[17]]

u = ueq + us (11.3)

where the equivalent control ueq is derived by solving ṡ = 0 subject to (11.1) and
ueq = −(cb)−1cAx(t), us = −(cb)−1αsgn(s(x(t))), α > 0 is the control parame-
ter. The signum function presented by sgn() is defined as sgn(x) = +1 for x > 0,
sgn(x) =−1 for x < 0 and sgn(x) = 0 for x = 0.

11.2.2 The Quantization Schemes and the Effect of Quantization
to System State

In some systems such as NCSs, control signal data are quantized before transmis-
sion. Hence the dynamical system evolves in continuous time, but the state variables
are quantized by a quantizer as shown in Fig. 11.1. Quantization from a mathemat-
ical viewpoint is the process of mapping a large set of input values to a small set C
such as rounding values to some unit of precision. A device or algorithmic function
that performs quantization is called a quantizer. The error introduced by quantization
is referred to as quantization error. We choose two kinds of most popular quantizers
here, the simple and commonly used uniform quantizer and logarithmic quantizer.
They are introduced as follows.

11.2.2.1 Uniform Quantizer

The mapping of the uniform quantizer with quantizing level q is defined as

Quni(x) = q · round(
x
q
) (11.4)
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where q is called quantizing level and Quni(·) is the quantization operator defined
by a function round(·) that rounds a number to the nearest integer. The quantizer
maps a real value input x ∈ R to a countable set of output with discrete equidistant
real values separated by distant q. The input-output characteristic of the quantizer
is shown in Fig. 11.2(a). For all input values x ∈ R, the quantization error is e =
Quni(x)− x and |e| ≤ q

2 . The error characteristic of the quantizer is presented in Fig.
11.2(b).

To study the quantization effect, first let us look at the situation when the
state variable is 1-D, as presented in Fig. 11.3(a), the axis of x is divided into
many equal quantized bands by the uniform quantizer. In each quantized band
x1 ∈ ( 2i1−1

2 q, 2i1+1
2 q), the quantized value of x1 is x̂1 = i1q, where i1 ∈ N. Simi-

larly, in 2-D, the x1 − x2 phase plane of (11.1) is divided into many quantized cells
with the same size as in Fig. 11.3(b). In each quantized cell, x1 ∈ ( 2i1−1

2 q, 2i1+1
2 q),

x2 ∈ ( 2i2−1
2 q, 2i2+1

2 q) and i1, i2 ∈ N, the quantized value of state is Q(x) = (i1q, i2q),
and it is located in the center of the cell.

11.2.2.2 Logarithmic Quantizer

The quantization levels of a logarithmic quantizer are described by

ν = {μi = ρ iμ0 : i = 0,±1,±2, ...}
⋃
{0}, (11.5)

where μ0 > 0 is a scaling parameter and ρ ∈ (0,1) is quantization density. A small
ρ implies coarse quantization whereas a large ρ implies dense quantization. i < r
and r ∈ N+ is the smallest quantization level except zero. The quantization operator
Qlog(·) is defined as:

Qlog(x) =

⎧
⎨

⎩

ρ iμ0, if 1
1+δ ρ

iμ0 < x ≤ 1
1−δ ρ

iμ0,

0, if − 1
1+δ ρ

rμ0 ≤ x ≤ 1
1+δ ρ

rμ0,

−Qlog(−x), if x <− 1
1+δ ρ

rμ0.

(11.6)

Plantu(Q(x)) x(t)

Quantizer

Q(x)

Sliding−mode
 controller

Fig. 11.1 The SMC system with quantized state feedback
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where δ = 1−ρ
1+ρ . The quantized error e = Qlog(x)− x satisfies

|e| ≤ δ |x| (11.7)

So δ represents the maximum relative error of the logarithmic quantized variable.
The input-output and the error characteristics of the quantizer are shown in Fig.
11.4, respectively. It can be observed that the logarithmic quantization has varying
lengths quantization intervals and the partition in logarithmic quantizers is efficient
for stabilization purpose. The magnitudes of the quantization error caused by the
logarithmic quantizer are multiplicative, and reduce as the input signal becomes
small.

For the system space divided by the logarithmic quantizer, in 1-D, the axis of x is
divided into many quantized bands by the logarithmic quantizer as in Fig. 11.5(a).
The sizes of quantized bands of x grow larger when x is further from the original
point. In 2-D, the phase plane is divided into many quantized cells with different
sizes, as illustrated in Fig. 11.5(b), the sizes of quantized cells are larger when the
states are far from the original point whereas the sizes of quantized cells are smaller
when the states are near the original point. Note in this case, most of the cells are
rectangles with unequal boundaries and only few of them are squares.

11.2.3 The Equivalent-Control Based SMC System with
Quantized State Feedback

Systems with quantization can be naturally viewed as hybrid systems [[11]]. By let-
ting the states pass through a quantizer, the plant states are quantized as x̂i(t) =
Q(xi(t)), where x̂i denotes the quantized values of xi, i = 1,2. The signals û and
ŝ are applied to denote the controller and switching manifold with quantized state
feedback, respectively. Hence, the equivalent-control based SMC system with quan-
tized state feedback can be rewritten as
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ẋ1 = x2

ẋ2 =−a1x1 − a2x2 + û
(11.8)

ŝ = c1x̂1 + x̂2 (11.9)

û = ûeq + ûs (11.10)

where ûeq = a1x̂1 +(a2 − c1)x̂2, ûs = −αsgn(ŝ) and x̂ is piecewise continuous and
represents a discrete state.

Here two definitions in [[22]] are given for the SMC system with quantized state
feedback.

Definition 11.1. The SMC system with quantized state feedback is called a quan-
tized sliding-mode control (QSMC) system.

Definition 11.2. The sliding mode in a QSMC system is called a quantized sliding
mode (QSM).

According to Definitions 11.1-11.2, (11.8)-(11.10) is a QSMC system and ŝ is a
QSM. Note ŝ is nonlinear and piecewise constant due to ŝ is the function of the
piecewise constant variable x̂, which is different with the linear sliding manifold in
(11.2). In the following section, we will introduce the characteristics of the QSM.
The questions to be addressed in this chapter are:

• What is the quantization effect on equivalent-control based SMC systems?
• What kinds of properties does the QSM exhibit with different quantizers and

quantization parameters?

11.3 Quantization Behavior Analysis

System (11.8)-(11.10) can be considered as a dynamical system switching between
two continuous-time systems containing discrete state x̂. The dynamic behavior be-
comes much more complex due to the discrete state involved in the control input.

For the conventional SMC (11.3), ueq stands for the linear part of controller and
us stands for the nonlinear part, whereas for the QSMC system (11.8)-(11.10), both
ûeq and ûs are nonlinear. Hence the switching happens for two reasons. One is due
to the sign function in ûs, the other is due to the fact that ûeq is function of x̂ which is
piecewise constant variable. The switching only happens in the boundaries of quan-
tized cells. ûeq and ûs change according to the change of x̂ and sgn(ŝ), respectively,
i.e., both ûeq and ûs will not change when the state stays inside quantized cells.

In the following, two typical quantization methods, the uniform quantization and
logarithmic quantization are used in the QSMC system. The system dynamics in
the two cases will be analyzed in the phase plane and the performance boundaries
would be given, respectively.
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11.3.1 The Equivalent-Control Based SMC System with Uniform
Quantized State Feedback

As introduced in Section 11.2.2, the uniform quantized values of the system states
are x̂1 = q · round( x1

q ) and x̂2 = q · round( x2
q ). Comparing to the conventional

equivalent-control based SMC system, the closed loop dynamics of the QSMC
system, with the uniform quantizer, is affected by quantization errors. The errors
are as dynamic uncertainty in the system and come from two parts. One is the
terms x̂ as shown in the controller and the quantizing error |e| = |x̂− x| ≤ q

2 is as
a kind of boundary disturbance in each quantized cells in state space. The other
is the difference between sgn(ŝ) and sgn(s). We divide the phase plane into re-
gions according to the relation of sgn(ŝ) and sgn(s). As shown in Fig. 11.6, the
dash-dot line is the designed sliding manifold s = cx, the piecewise-constant line is
the QSM, two parallel solid lines s± (1+c1)q

2 = 0 restrict the region of QSM, due

to ŝ = cx̂ = c(x+ e) = s+ ce, and |ŝ− s| ≤ (1+c1)q
2 , ŝ ∈ [s− (1+c1)q

2 ,s+ (1+c1)q
2 ].

Note that sgn(s) = sgn(ŝ) = +1 in region I whereas sgn(s) = sgn(ŝ) = −1 in re-
gion III. However, it is possible that sgn(s) �= sgn(ŝ) in regions II and IV, which
causes the error due to the term −αsgn(ŝ) in the controller. In region II sgn(ŝ) =+1
and in region IV sgn(ŝ) ≤ 0 are shown in Fig. 11.6. The region V is the deadzone
area, i.e., ŝ = û = 0 due to x̂ = 0. The uniform QSM is located in the regions II
and IV in Fig. 11.6 and is piecewise continuous. The response of a SMC system
in general consists of three phases, namely, the reaching phase, sliding phase and
steady-state phase [[29]]. When a quantizer is applied to the SMC system, the state
response of the system can also be separated into the reaching, sliding and steady-
state modes. The QSMC system (11.8)-(11.10) will be analyzed in the three phases,
respectively.

Fig. 11.6 Phase plane of the QSMC system with uniform quantizer
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11.3.1.1 Reaching Phase

The reaching phase is the phase in which the trajectory moves into the QSM from
any initial state. The situation is divided into the following two cases: if the state is
in regions I and III in Fig. 11.6, ûs = us and ûeq �= ueq; if the state is in regions II and
IV, ûs �= us and ûeq �= ueq. In both cases ueq and us stand for the controller without
quantized state feedback as shown in (11.3). The switching in this phase has a low-
frequency, and happens when the state crosses the boundaries of quantized cells.

Note the dynamics of s in regions I and III can be described as

ṡ = a1e1 +(a2 − c1)e2 −αsgn(s) (11.11)

where |e1| ≤ q
2 and |e2| ≤ q

2 are the quantizing errors of x1 and x2, respectively. The
term a1e1 +(a2 − c1)e2 can be viewed as a kind of boundary disturbance due to e1

and e2 are bounded as shown in Fig. 11.2(b). In this situation, the system has linear
dynamics in each quantized cell and piecewise-linear dynamics in phase plane.

11.3.1.2 Sliding Phase

The sliding phase is the phase in which the trajectory slides along the designed
SM. It begins from the moment the trajectory reaches and starts to slide along the
designed SM. Here s = c1x1 + x2 under the quantized state feedback turns into ŝ =
c1x̂1 + x̂2. The variable x̂1 in ûs makes the QSM change only in the boundaries of x1

in every quantized cell.
The sliding phase emerges when there exist two adjacent quantized state cells

whose central values are Q1(x̂1Q1 , x̂2Q1) and Q′
1(x̂1Q′

1
, x̂2Q′

1
) with the properties that

x̂1Q1 = x̂1Q′
1

and x̂2Q1 = x̂2Q′
1
± q. The value of ŝ has the property that ŝQ1 > 0 and

ŝQ′
1
≤ 0. Then the QSM in the band of x̂1 = x̂1Q1 is ŝ1 : x2 =

x̂2Q1
+x̂2Q′

1
2 . As shown

in Fig. 11.7(a), the dash-line cell is the quantized cell and the point G stands for the
beginning of the sliding phase. The motion along ŝ1 changes when the trajectory
runs out of the quantized band x̂1 = x̂1Q1 , as the point F in the figure. Assuming
in each quantized band of x1, the quantized state value is x̂1 = x̂1Qk , k = 1,2, ...,m,
m being the number of quantized bands of x1 in which the QSM goes through in
the sliding phase. x̂1 = x̂1Q1 is the quantized band of x1 where the first local QSM
happens. Then the last local QSM happens in the band x̂1Qm = ±q. Hence, in each
band of x̂1Qk , there exist quantized cells with the centers Qk(x̂1Qk , x̂2Qk ) such that
the absolute value of the QSM ŝ is the smallest in the band. The switching happens
between Qk and its adjacent quantized state point Q′

k(x̂1Q′
k
, x̂2Q′

k
), where x̂1Qk = x̂1Q′

k
and x̂2Q′

k
= x̂2Qk ± q. The local QSM locates in the common boundary of the quan-

tized cells whose centers are Qk and Q′
k, i.e., the local sliding mode in the quantized

band x̂1 = x̂1Qk is ŝk: x2 =
x̂2Qk

+x̂2Q′
k

2 . Moreover, it is obvious that the length of the



230 Y. Yan and X. Yu

−2 0 2 4 6 8
−8

−6

−4

−2

0

2

4

6

GF

Q
1

Q|
1

x
1

x 2

(a) The phase portrait.

0 2 4 6 8 10
−2

0

2

4

6

8

10

12

14

16

time (sec)

s 
an

d

 

 

ŝ
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Fig. 11.7 The effect of the uniform quantizer to the SMC system

local uniform QSM equals to the quantizing level q. In summary, the switching
function of the QSM is defined as

Ŝ =
m⋃

k=1

ŝk (11.12)

where ŝk : x2 =
x̂2Qk

+x̂2Q′
k

2 is the local QSM in the band of x̂1 = x̂1Qk . The character-
istics of the QSM are summarized as follows:

1. The QSM is piecewise continuous and parallel to the axis of x1 in phase plane
of the system. After the trajectory departs the quantized band including the first
local QSM, it will reach the next local QSM and slide along it. The similar motion
is repeated until the trajectory reaches the dead zone of the uniform quantizer.

2. In each quantized band of x1, under the action of the SMC, the local QSM is
continuous and located in the x̂2 boundary of quantized cells whose absolute
value of ŝ is the smallest in the band.

11.3.1.3 Steady-State Phase

The uniform quantizer contains the quantizing level Quni(x) = 0, i.e., x̂ = 0 in the
condition |x|< q

2 . Note that when the states stay in the region |x|< q
2 , ûeq = ûs = 0,

hence there exists a dead-zone area for the controller. If system (11.8) is unstable
without the control, its state will converge to a stable limit cycle as shown in Fig.
11.7(a). Trajectories both inside and outside the limit cycle move towards it.

One particular system behavior caused by quantization is the deterioration of dy-
namical performance near the equilibrium, as the difference between the current and
the desired values of the state becomes small, higher precision is required, and so in
the presence of quantization errors asymptotic convergence is impossible [[11]]. For
the uniform QSMC system, the system is no longer asymptotic stable, and will not
be stable if the control parameter α and quantizing level q are not chosen suitably.
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The following theorem provides a sufficient condition under which all trajectories
of the QSMC system (11.8)-(11.10) converge to the dead-zone area of the uniform
quantizer in the steady-state phase.

Theorem 11.1. Consider the second-order equivalent-control based SMC system
(11.8)-(11.10), with the application of the uniform quantizer between the system
state feedback and control input. If the condition

α ≥ (|a1|+ |a2 − c1|)q
2

(11.13)

is satisfied, then the following statements hold:

1. The sliding mode will converge to the region |s| ≤ (1+c1)q
2 monotonically.

2. The closed-loop system is globally bounded.
3. In the steady state, the trajectory is chattering around the region |x1| ≤ q

2 , |x2| ≤
q
2 , and the quantized state is bounded by |x̂1| ≤ q, |x̂2| ≤ q.

Proof. For the reaching phase, in regions I and III in Fig. 11.6, sgn(s) = sgn(ŝ),
so the dynamic equation of the designed switching manifold is shown in (11.11).
Consider the Lyapunov function

V =
1
2

s2 (11.14)

Substituting (11.11) into the time derivative of the Lyapunov function yields

V̇ = sṡ = (a1e1 +(a2 − c1)e2)s−α|s| (11.15)

where the term a1e1 +(a2 − c1)e2 is considered as a disturbance in each quantized
cell and

|a1e1 +(a2 − c1)e2| ≤ (|a1|+ |a2 − c1|)q
2

If the condition in (11.13) is satisfied then V̇ < 0 for s �= 0 which indicates that s will
converge to the region |s| ≤ (1+c1)q

2 . The sliding mode s will decrease monotonically
until the trajectory enters regions II and IV in Fig. 11.6. The boundaries of the region
is presented by the two dash-dot lines in Fig. 11.7(b)

Substituting the controller (11.10) and x̂2 = x2 + e2 into (11.8), the dynamic be-
havior of x2 can be rewritten as

ẋ2 = a1e1 +(a2 − c1)e2 − c1x2 −αsgn(ŝ) (11.16)

In regions II and IV, before the trajectory reaches and slides on the QSM, the dy-
namical behaviors heavily depend on the location of x̂ on two sides of the QSM.
When the trajectory is in region sgn(ŝ) = sgn(s), the dynamic is the same as in
regions I and III as presented in the last paragraph. Once the trajectory enters the
region |s| ≤ (1+c1)q

2 , the value of s chatters until the trajectory arrives at the first local
sliding manifold. If there is a chattering along the quantized boundaries of x2, then
the first QSM emerges and the trajectory slides along it until the quantized value of
x1 changes.
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Now, we show that, if condition (11.13) in Theorem 11.1 is not satisfied, it is
possible that the trajectory of the QSMC system cannot arrive at the dead-zone
area of the uniform quantizer. Assume the initial state is s > 0, x̂2 > 0 and |α| <
(|a1|+|a2−c1|)q

2 , then the dynamic of x2 changes into ẋ2 = a1e1 +(a2 − c1)e2 − c1x2 −
α . The terms a1e1 +(a2 − c1)e2 are like a kind of disturbance as we said before. So
if α is not large enough, there will be two adjacent quantized cells whose quantized
values are (x̂1, x̂2n) and (x̂1, x̂′2n), with the properties that x2n = x′2n±q, the quantized
value of x1 are the same and

ẋ2 = a1e1 + a2e2 − c1x̂2n −α < 0, ẋ2 = a1e1 + a2e2 − c1x̂′2n −α > 0

The switching of the control part ûeq is of high-frequency, hence the trajectory will

slide along the line x2 =
x2n+x′2n

2 . Thus the trajectory will slide along the common

boundaries of the quantized cells x2 =
x2n+x′2n

2 . Note in this situation, ûs is a constant
and ûeq will change according to the location of x. The input û switches as follows

û =

{
a1x̂1 +(a2 − c1)x̂2 − ûs, if x in the cell (x̂1, x̂2n),
a1x̂1 +(a2 − c1)x̂′2 − ûs, if x in the cell (x̂1, x̂′2n).

(11.17)

It is ûeq in the controller (11.10) that becomes a switching controller. The SMC
emerges in the system even in the reaching phase due to the structure of ûeq varies
based on x̂.

Observe that when the states stay in region |x| < q
2 , û = 0 and the control is not

in effect, there exists a dead-zone area. If the system is unstable without the control,
the states will converge to a stable limit cycle as shown in Fig. 11.7(a). Trajectories
both inside and outside the limit cycle move towards it.

Remark 11.1. Compared with SMC system (11.1)-(11.3), the sign of the QSM ŝ is
no longer a constant and may change in the reaching phase. As shown in Fig. 11.6,
e.g., if the initial point is located in region I and the trajectory reaches the QSM
through region IV, in which sgn(ŝ) turns into −1 or 0 although the QSM is not
reached.

Remark 11.2. In the sliding phase, the trajectory of the conventional SMC system
(11.1)-(11.3) slides along the linear switching line. For the QSMC system (11.8),
the QSM only happens when the trajectory slides along the boundaries of x2 in
each quantized cells. There is no switching in û when the state is located inside the
quantized cells.

The uniform quantizer is simple and widely used, but it has a dead-zone area which
is proportionally amplified following with the value of quantizing level q. The
closed-loop system state can only converge to region |x| = q

2 . To avoid this, we
will propose an alternative state quantizer − the logarithmic quantizer in the next
part.
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11.3.2 The Equivalent-Control Based SMC System with
Logarithmic Quantized State Feedback

As introduced in Section 11.3.1, the uniform quantizer has a dead-zone area, which
makes the system converge and chatter around the area x̂ = 0. We now propose the
QSMC system with logarithmic quantizer for improvement.

The dynamic behavior of the logarithmic QSMC system is similar to that of
uniform QSMC system, as shown in Fig. 11.8(a). The length of the local quantizer
equals to the quantizing level of x1 due to the term x̂1 included in the QSM ŝ. Once
the trajectory reaches the first local QSM as the point G in Fig. 11.8(a), it will
slide along the common boundary of the adjacent quantized cells Q1 and Q′

1 as the
rectangles in the figure. Note the quantized cells are no longer squares and have
different lengths and widths. In the sliding phase, each local uniform QSM is equal
whereas for the logarithmic QSM, the length of ŝk, k = 1,2, ...,m, equals to 2δ

1−δ 2ρ iμ
in the quantizing band x̂1 = ρ iμ , i = 0,±1,±2, .... Assume i ≤ r, r ∈ N+, then the
smallest quantization level next to x̂ = 0 equals |ρ rμ |. Hence, the dead-zone area
of the logarithmic QSMC system can be controlled by r and turn into as small as
possible by choosing a suitable integer r.
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Fig. 11.8 The effect of the logarithmic quantizer to the SMC system

The sufficient condition for the stability of the logarithmic QSMC system is dif-
ferent from that of the uniform QSMC system in Theorem 11.1 and can be derived
in the following theorem.

Theorem 11.2. Consider the second-order equivalent-control based SMC system
(11.8)-(11.10), with the application of logarithmic quantizer between the system
state feedback and control input. e1max and e2max are the largest quantizing error of
the system states. If the condition

α ≥ |a1e1max|+ |(a2− c1)e2max| (11.18)

is satisfied, then the following statements hold:
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1. The sliding mode will converge to the region |s| ≤ (1+c1)e monotonically, where
e is the quantization error when the first local QSM happens.

2. The close-loop system is globally bounded.
3. In steady state, the trajectory is chattering around the region bounded by |x| ≤
ρ rμ0, and the quantized state is bounded by |x̂|= ρ rμ0, where i ≤ r in (11.6).

Proof. Similar to Theorem 11.1, we need |α| ≥ a1e1+(a2−c1)e2. For the logarith-
mic quantizer the error |e| ≤ δ |x|, e decrease as the value of x decrease as introduced
in Section 11.2. When condition (11.18) is satisfied, s will converge monotonically
in the reaching phase. Fig. 11.8(b) shows the time responses of s and ŝ and it can be
observed that in the sliding phase, the error between s and ŝ decreases following the
decrease of the quantization error.

In the region the sign of ŝ is not changed, ûs is a constant and equals to ±α , but
switching still exists due to ûeq. If (11.18) is not satisfied, according to the dynamic
of x2

ẋ2 = a1e1 +(a2 − c1)e2 − c1x2 −αsgn(ŝ) (11.19)

It may emerge that two adjacent quantized cells of x with the same value of x̂1 = x̂1k,
viz., (x̂1k, x̂2k) and (x̂1k, x̂′2k), have the following properties

ẋ2 = a1e1 + a2e2 − c1x̂2k −α < 0, ẋ2 = a1e1 + a2e2 − c1x̂′2k −α > 0

Thus the trajectory will slide along the common boundaries of the quantized cells
x̂2 = x̂2k and x̂2 = x̂′2k. In this situation, the switching caused by ûeq has a high
frequency and ûeq becomes a kind of SMC whenever ûs does not change. The re-
sulting system cannot converge to the dead-zone area of the quantizer around the
original.

11.4 Simulation Studies

We now present some simulation results to verify the theoretical results presented
in Section 11.3. In the simulations, the discontinuous system equations are digitally
integrated using a ZOH at discrete moments, with the sampling period h = 0.001
second. In all phase plane diagrams, the solid lines are system trajectories whereas
the cross signals are the quantized states. The dash-dot lines represent the QSM band
in uniform QSMC systems and the designed sliding mode in logarithmic QSMC
systems.

First, we show the trajectories of the second-order uniform QSMC system with
the parameters selected as: a1 =−1, a2 =−3, x(0) = (16,8), α = 20 and c1 = 1.2.
The quantization level q can be tailored to provide an anticipated response. Fig.
11.9 demonstrates trajectories with quantizing level q = 0.5, q = 1, q = 2 and q = 3,
respectively. As indicated in theoretical discussions, the trajectories approach and
slide along the QSM. Moreover, the trajectories converge to the dead-zone area
whose magnitude increases with q. Fig. 11.10 demonstrates the quantization error
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Fig. 11.9 x1 −x2 phase plane of the uniform QSMC system with different q. (a) q = 0.5, (b)
q = 1, (c) q = 2, (d) q = 3.
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Fig. 11.10 The quantization error of the uniform QSMC system. (a) e1, (b) e2.

of the system in Fig. 11.9(b). Observe that the boundaries of e1 and e2 keep the same
value of q

2 in the control process due to the characteristic of the uniform quantizer.
As the second example to illustrate Theorem 11.1, let us compare the impact

of control parameter α on the system as shown in Fig. 11.11 where the designed
system has parameter setting as a1 =−4, a2 =−2, x(0) = (6,9), q= 1 and c1 = 2.1.
The control parameter decreases from α = 20 to α = 2. It can be obtained that the
smaller α , the worse the control effect and the trajectory in Fig. 11.11(d) cannot
converge to zero. In Fig. 11.12 the state response and control input of the system in
Fig. 11.11(d) are depicted. Fig. 11.12(a) shows ûs never changes whereas ûeq holds
on switching according to the state located in different cells. The small value of α
results in x2 never converges to zero and x1 cannot converge due to ẋ1 = x2.
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Fig. 11.11 x1 − x2 phase plane of the uniform QSMC system with different α . (a) α = 20,
(b) α = 10, (c) α = 5, (d) α = 2.
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Fig. 11.12 System response with uniform quantizer

Next examples depict the QSMC system performances with the logarithmic
quantization.

The effect of the quantization density ρ on the response of the QSMC sys-
tem is shown in Fig. 11.13. The parameters are set as a1 = −1, a2 = −1, x(0) =
(14.3,18.2), μ = 4 and c1 = 1.3. The quantization density is changed from ρ = 0.2
to ρ = 0.8. Comparing the plots in Fig. 11.13, one can conclude that the quantization
density has a tremendous effect on the system performance. Furthermore, similar to
the effect of q in uniform QSMC systems, ρ can be chosen to provide a desirable
QSM. The bigger the ρ chosen, the denser the QSM and the trajectory is closer to
the case without a quantizer.

Fig. 11.14 shows the quantization error of the system in Fig. 11.13(d). We select
the first 4 seconds which includes the reaching and sliding phases. Observe that the
quantization error is reduced when the state is close to the original point.



11 Quantization Behaviors in Equivalent-Control 237

0 5 10 15 20
−20

−10

0

10

20

x
1

x 2

(a)

0 5 10 15 20
−20

−10

0

10

20

x
1

x 2

(b)

0 5 10 15 20
−20

−10

0

10

20

x
1

x 2

(c)

0 5 10 15 20
−20

−10

0

10

20

x
1

x 2

(d)

Fig. 11.13 x1−x2 phase plane of the logarithmic QSMC system with different μ . (a) μ = 0.2,
(b) μ = 0.4, (c) μ = 0.6, (d) μ = 0.8.
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Fig. 11.14 The quantization error of the logarithmic QSMC system. (a) e1, (b) e2.

The plots in Fig. 11.15 represent the cases with the following parameters a1 =
−10, a2 = 2, x(0) = (−20.3,12.2), μ = 4, ρ = 0.5 and c1 = 0.8. Here different
values of α are chosen. The trajectories in Fig. 11.15(a)-(b) can converge to the
original points. The smaller values of α in Fig. 11.15(c)-(d) result in the trajectories
not converging to the original points but chattering around (−12,0) and (−24,0),
respectively, as indicated in Theorem. 11.2. Let us illustrate Fig. 11.15(c) using the
time response plots in Fig. 11.16. It can be obtained from Fig. 11.16(a) that the
system control ûs dose not change from the moment approximately at 4.4 seconds
whereas ûeq switches during the time and causes the chattering of state. Hence, the
trajectory chatters around the cell boundary x1 = 12. The situation in Fig. 11.15(d)
is similar to that in Fig. 11.15(c).
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Fig. 11.15 x1−x2 phase plane of the logarithmic QSMC system with different α . (a) α = 40,
(b) α = 25, (c) α = 10, (d) α = 2.
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ûs.

0 5 10 15

−60

−40

−20

0

20

40

60

time (sec)

•x

 

 

•
x

1

•
x

2

(b) The derivative of system
state.

0 5 10 15
−20

−15

−10

−5

0

5

10

15

time (sec)

x

 

 

x
1

x
2

(c) The system state x1 and
x2.

Fig. 11.16 System response with logarithmic quantizer

Finally, Fig. 11.17 shows the cases with different values of quantizer parameter r.
The r ∈N+ is the biggest value of i in (11.5) as we introduced before. The dead-zone
area for the logarithmic quantizer is x1,2 ∈ (− 1

1+δ ρ
r, 1

1+δ ρ
r) as shown in (11.6).

Here we choose various values of r and it can be obtained that if r is small, the value
of 1

1+δ ρ
r is large, thus the dead-zone area of the logarithmic quantizer is similar to

that of the uniform quantizer as shown in Fig. 11.17(a)-(b). The parameters of the
system in the figure are set as a1 = −2, a2 = −6, x(0) = (−10.3,−18.2), μ = 5,
ρ = 0.6, α = 40 and c1 = 1.1. In Fig. 11.17(a), r = 3 and the dead-zone area is x1,2 ∈
[− 1

1+δ ρ
3, 1

1+δ ρ
3], in which x̂ and û equals zero. When r = 15 in Fig. 11.17(c), the

dead-zone area is smaller as the zoom in area in Fig. 11.17(d). Hence the parameter
r can be designed large enough to improve the control accuracy.
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Fig. 11.17 Phase plane of the QSMC system with logarithmic quantizer. (a) r = 3, (b) Zoom
in of plot (a) around the original, (c) r = 15, (d) Zoom in area of plot (c) around the original.

11.5 Conclusion

In this chapter, following the equivalent-control based SMC approach, we have ex-
plored the dynamic characteristic of the second order equivalent-control based SMC
systems with quantized state feedback. We have also proposed a novel sliding mode
− QSM and the uniform and logarithmic quantizers have been adopted between the
system state output and control input. The QSM design provides a systematic way to
guarantee a stable piecewise constant sliding manifold. Future work will be focused
on multi-input and multi-output SMC systems.
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Chapter 12
On Discontinuous Observers for Second Order
Systems: Properties, Analysis and Design

Jaime A. Moreno

Abstract. Smooth observers are able to converge asymptotically to the actual
value of the state, in the case where no measurement noise and no persistently
acting perturbations are present. Under the same conditions continuous observers
can converge in finite time. However, they are unable to converge if a perturba-
tion/uncertainty is present. In order to achieve finite time and exact convergence in
the presence of perturbations, it is necessary to use discontinuous injection terms.
In this chapter, some recent developments in this direction for second order systems
will be presented and the results will be illustrated by means of simple examples.
It will be also shown that by including non globally Lipschitz injection terms the
convergence time of the observers can be made independent of the initial condi-
tion. The restriction to the two dimensional case is due to the fact that all proofs are
done by means of Lyapunov functions, that are only available for planar systems.
However, this has as advantage that the treatment is mainly tutorial, and provides
on the one side an easy introduction to the topic, and on the other side it presents in
the simplest case the main results that are (probably) valid for the general case. We
hope to be able to provide a similar treatment of the general case in the near future.

Key words: Sliding Modes, Variable Structure Control, Lyapunov Methods, Dis-
continuous Observers, Second Order Systems.

12.1 Introduction and Problem Statement

We will consider the class of (second order) systems that are described by the (pos-
sibly multivalued or discontinuous) differential equation
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ẋ1 = f1 (x1, u)+ x2 + δ1 (t, x, u) ,

ẋ2 = f2 (x1, x2, u)+ δ2 (t, x, u, w) , (12.1)

y = x1

where x1 ∈ R, x2 ∈ R are the states, u ∈ R
m is a known input, w ∈ R

r represents an
unknown input and y ∈R is the measured output. f1 is a known continuous function
and f2 corresponds to a known possibly discontinuous or multivalued function. δ1

and δ2 represent uncertain terms. The measured variables are x1 and the known input
u. It is assumed that system (12.1) has solutions in the sense of Filippov [[8]].

When the uncertainty δ1 (t, x, u)≡ 0 in (12.1) the observability map is

O (x, u, w) =

[
y
ẏ

]
=

[
x1

f1 (x1, u)+ x2

]
,

which is clearly globally invertible for every known and unknown input u and
w. In the absence of unknown input w system (12.1) (with δ1 (t, x, u) ≡ 0 and
δ2 (t, x, u, w = 0)≡ 0) is uniformly observable for every input [[10–12]]. When there
is an unknown input w the system (with δ1 (t, x, u)≡ 0) is said to be strongly observ-
able [[13,25]]. In both cases it is theoretically possible to determine the unmeasured
state x2 from the measurement of x1. Note that if the uncertain term δ1 (t, x, u) �= 0
observability is lost, and it is imposible to determine exactly the state x2.

Many second order systems are described by equations (12.1). For example
(12.1) can represent a mechanical system when δ1 (t, x, u) ≡ 0 and f1 (x1, u) ≡ 0,
where x1 corresponds to the (measured) position and x2 is the velocity. u can rep-
resent a control force (or torque) and w can correspond to uncertain parameters or
forces. If there exist Coulomb friction forces or in the presence of back-slash or
hysteretic phenomena the functions f2 (x, u) and/or δ2 (t, x, u, w) are discontinuous
or multivalued.

Many other systems, although not represented by (12.1) in original coordinates,
can be brought to (12.1) by a (local or global) state diffeomorphism. In particular,
it is well known that smooth systems (without uncertainties) and that are uniformly
observable for every input [[10–12]] can be transformed to the form (12.1).

12.1.1 Objectives

Our aim in this chapter is to propose an observer that is able to estimate the un-
measured state x2 from the measurement of x1. It is clear from the observability
analysis of the previous paragraph that this will be possible in an exact manner only
if the perturbation term δ1 (t, x, u) ≡ 0 (we are only considering the case without
measurement noise).

Since many existing observer algorithms can be used for this purpose, we will
list the distinguishing properties of the proposed observer:
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1. It is able to estimate exactly the state x2 after a finite time and robustly with re-
spect to uncertainties/perturbations, represented by δ2 (t, x, u, w) in (12.1), that
are persistent. In order to achieve this feature it is necessary to introduce dis-
continuous functions in the injection terms of the observer. It is important to
note that finite time convergence can be achieved without discontinuous injection
terms (just with continuous but not locally Lipschitz continuous ones at zero), but
only in the absence of uncertainties/perturbations. See subsections 12.2.2, 12.4.1,
12.4.2.

2. The proposed observer is able to converge in a finite time that is independent
of the initial condition of the plant and of the observer. In order to achieve this
property it is required to introduce not globally Lipschitz injection terms. See
subsections 12.2.2, 12.4.4.

3. The observer is able to deal with a known function f1 that is continuous but not
necessarily Lipschitz (globally or locally). The function f2 can be discontinuous,
it does not have to be locally or globally Lipschitz in x1 and it can grow linearly
in x2. See subsections 12.2.2, 12.2.3, 12.4.3.

4. When a bounded uncertainty/perturbation δ1 is present, the estimation error will
be bounded. The same will be true in presence of measurement noise. See sub-
sections 12.2.2, 12.2.3, 12.4.5.

5. The design of the observer proposed in the chapter is in the spirit of the High-
Gain (HG) observer: the observer constants are parametrized in terms of a single
gain, that has to be set large enough to meet the convergence, robustness and
convergence time required. See subsections 12.2.1, 12.2.2, 12.4.

6. All proofs are based on Lyapunov’s method. The Lyapunov functions used here
are of quadratic type, so that the mathematical machinery required is very similar
to what is needed for linear systems. See Section 12.4.

7. The proposed method can be considered as a generalization and improvement of
other observer design methods in the literature. See subsections 12.2.3, 12.3.

In order to put in perspective the first two properties, we will in the next subsection
illustrate in a simple simulation example the behavior with respect to finite time con-
vergence, robustness to uncertainties/perturbations and the convergence time with
increasing initial estimation error for two typical observer design methods: High-
Gain Observer [[7, 11, 15]] and (First Order) Sliding Mode Observer [[27]].

12.1.2 Simulation Example

Consider a simple (mechanical) system described by

ẋ1 = x2 , ẋ2 = w(t) (12.2)

where x1 is the measured position, x2 is the (unmeasured) velocity and w is the
unknown applied force. Note that w can represent unmodeled nonlinear and discon-
tinuous phenomena as hysteresis, back-slash or Coulomb friction. The trajectories
of the plant, with initial conditions x1 (0) = 2 and x2 (0) = 1, are shown in Figure
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Fig. 12.1 Plant’s trajectories with vanishing unknown input w(t) = 0

0 5 10 15 20 25 30
0

10

20

30

40

50

60

70

80

Time (sec)

S
ta

te
 x

1

0 5 10 15 20 25 30
0.5

1

1.5

2

2.5

3

3.5

4

Time (sec)

S
ta

te
  x

2

Fig. 12.2 Plant’s trajectories with a periodic unknown input w(t)

12.1 in the case w = 0 and in Figure 12.2 when w(t) = 0.9sin(0.2πt). We will use
this conditions for all the following simulations and those in Section 12.3.

12.1.2.1 A Linear Observer

The linear observer

˙̂x1 =−l1γ (x̂1 − x1)+ x̂2 , ˙̂x2 =−l2γ2 (x̂1 − x1)

with appropriately designed gains l1 > 0, l2 > 0 and γ > 0 is known to provide
an exponentially convergent estimate of the velocity in the absence of unknown
input. This can be seen in the simulation in Figure 12.3, where the gains have been
selected as l1 = l2 = γ = 1. The initial conditions of the observer have been selected
as x̂(0) = [−2,−1].

This is clear from the analysis of the dynamical behavior of the estimation errors
e1 = x̂1 − x1, e2 = x̂2 − x2, given by

ė1 =−l1e1 + e2 , ė2 =−l2e1 −w(t).
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Fig. 12.3 Estimation errors of the Linear Observer without unknown input

However, it is also clear from the last equation that in the presence of a non vanishing
unknown input w the estimation error will be unable to converge to zero. This is
also illustrated in the simulation in Figure 12.4, with the same gains and periodic
unknown input.
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Fig. 12.4 Estimation errors of the Linear Observer with unknown input

In synthesis, the linear observer converges asymptotically (not in finite time)
and is not able to converge to the true value of the unmeasured state in the pres-
ence of an unknown input. In fact, finite time convergence is impossible for any
observer having locally Lipschitz continuous injection terms, and the convergence
in the presence of persistent unknown inputs is also impossible for any continuous
observer.

12.1.2.2 A Discontinuous First Order Sliding Mode Observer

In order to alleviate the problem, we consider a (First Order) Sliding Modes (SM)
Observer [[27]], that has discontinuous injection terms, and has the form

˙̂x1 =−l1sign(x̂1 − x1)+ x̂2 , ˙̂x2 =−l2sign(x̂1 − x1) .
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However, this observer is also unable to either converge in finite time or to estimate
the velocity correctly in the presence of an unknown input. This is illustrated in
Figures 12.5 and 12.6, where l1 = l2 = 1, and the same initial conditions as for the
linear observer, i.e. x̂(0) = [−2,−1], have been used.
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Fig. 12.5 Estimation errors for the Linear and the SM Observers without unknown input
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Fig. 12.6 Estimation errors of the linear and the SM Observers with unknown input

Finally, we can observe that for the linear observer (and also for the sliding
mode observer) the larger the initial estimation error, the larger the convergence
time (see Figure 12.7, where the initial state for the observer has been set to
x̂(0) = 500 [−2,−1], and compare with Figure 12.3). This means that it is difficult
to estimate a priori the time required by the observer to provide a good estimation
of the velocity.

12.2 The Proposed Observer: Design Method and Properties

In order to achieve the features for the observer, that have been listed in Subsec-
tion 12.1.1, in this section we propose a (discontinuous) observer, named General-
ized Super-Twisting Observer (GSTO), for the plant (12.1). We also describe how
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Fig. 12.7 Estimation error of the Linear Observer without UI with very large initial condi-
tions

it is designed and discuss its properties. The proofs of the results will be given in
Section 12.4.

12.2.1 The Generalized Super-Twisting Observer (GSTO)

When the plant is given in the form (12.1), the proposed GSTO has the form

˙̂x1 =−l1γφ1 (e1)+ f1 (x̂1, u)+ x̂2 ,
˙̂x2 =−l2γ2φ2 (e1)+ f2 (x̂1, x̂2, u) ,

(12.3)

where e1 = x̂1−x1, and e2 = x̂2−x2 are the state estimation errors. l1 > 0 and l2 > 0
are positive, γ > 0 is an observer gain that has to be selected large enough to assure
the convergence of the observer. The injection nonlinearities φ1 and φ2 are of the
form

φ1 (e1) = μ1 |e1|
1
2 sign(e1)+ μ2 |e1|q sign(e1) , μ1 , μ2 ≥ 0 , (12.4)

φ2 (e1) =
μ2

1

2
sign(e1)+ μ1μ2

(
q+

1
2

)
|e1|q−

1
2 sign(e1)+ μ2

2 |e1|2q−1 sign(e1) ,

(12.5)

where μ1 and μ2 are non negative constants, not both zero, and q ≥ 1
2 is a real

number. Note that φ1 and φ2 are related, since φ2 (e1) = φ ′1 (e1)φ1 (e1), that they
are both monotonically increasing functions of e1 and φ1 is continuous while φ2

is discontinuous at e1 = 0. Solutions of the observer (12.3) are understood in the
sense of Filippov [[8]]. The state estimation errors (i.e. the estimation error vector
e = [e1, e2]

T ) satisfy the differential equation

ė1 =−l1γφ1 (e1)+ e2 +ρ1 (t, e, x, u)
ė2 =−l2γ2φ2 (e1)+ρ2 (t, e, x, u, w) ,

(12.6)
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where

ρ1 (t, e1, x, u) = f1 (x1 + e1, u)− f1 (x1, u)− δ1 (t, x, u) (12.7)

ρ2 (t, e, x, u, w) = f2 (x1 + e1, x2 + e2, u)− f2 (x1, x2, u)− δ2 (t, x, u, w) . (12.8)

Each of the perturbation terms ρ1 and ρ2 has two components:

• ρ1 f = f1 (x1 + e1, u)− f1 (x1, u), ρ2 f = f2 (x1 + e1, x2 + e2, u)− f2 (x1, x2, u) are
due to the known terms of the dynamics. Note that (in the absence of noise)
the term ρ1 f = f1 (x1 + e1, u)− f1 (x1, u) can be eliminated if one uses f1 (y, u)
instead of f1 (x̂1, u) in the observer (12.3).

• ρ1δ =−δ1, ρ2δ =−δ2 due to the uncertain/perturbation terms δ1 and δ2.

Each term has a different influence on the behavior of the observer, and this will be
discussed below.

If the dynamics of the plant is given by

ż1 = F1 (t, z1, z2, u, w) ,

ż2 = F2 (t, z1, z2, u, w) , (12.9)

y = H (t, z1, z2, u)

where z1 ∈ R, z2 ∈ R are the states, and it can be transformed into the form (12.1)
by a global diffeomorphism x = Φ (z), an observer in original coordinates can be
obtained from (12.3) as

d
dt

ẑ = F (t, ẑ1, ẑ2, u, 0)−
(
∂Φ (ẑ)
∂ z

)−1 [ l1γφ1 (ŷ− y)
l2γ2φ2 (ŷ− y)

]
,

ŷ = H (t, ẑ1, ẑ2, u) . (12.10)

12.2.2 Observer Design

In this subsection we will discuss how to design the gains l1, l2, γ and q of the
observer, so that, in the absence of perturbation δ1 = 0 (and measurement noise), the
estimation error e converges in finite time to the origin, and robustly with respect to
a perturbation δ2, when δ2 and the terms ρ1 f and ρ2 f satisfy some growth conditions
(to be specified later). Moreover, the effect of the gains in the convergence time will
be discussed. When a perturbation δ1 is present, we know from the observability
properties that it is impossible to obtain convergence to zero of the estimation error.
In this case we show that “practical” stability is achieved.

We impose the following growth conditions on the perturbation terms (when
δ1 = 0):

Property 12.1. We assume that there exist a real number 0 ≤ r, two real numbers
1
2 ≤ s1 ≤ s2 and non negative (real) constants α0, α1, α2, β1 and β2 such that
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|ρ1| ≤ β1 |e1|s1 +β2 |e1|s2 , (12.11)

|ρ2| ≤ α0 +α1 |e1|r +α2 |e2| .

The next Theorem provides a procedure to design the observer (See the proof in
Section 12.4):

Theorem 12.1. Assume that δ1 = 0. Suppose further that the perturbation terms
satisfy Property 12.1. Select the parameter q such that

q ≥ max

{
1, s2,

r+ 1
2

}
.

Select l1 > 0 and l2 > 0 arbitrarily, what implies that the matrix

Al =

[−l1 1
−l2 0

]

is Hurwitz. Set μ1 > 0 and μ2 > 0. Under these conditions there exists a value
γ0 > 0 such that for every γ > γ0 the state estimation error e(t) converges to zero
in finite time, for every initial condition and robustly with respect to the perturba-
tions satisfying (12.11). Moreover, if q > 1 the convergence time is upper bounded
by a constant, independent of the initial estimation error. Furthermore, if the per-
turbation δ1 is a signal uniformly bounded for all the time, the estimation error e(t)
will be ultimately and uniformly bounded [[15�Sect. 9.2]], i.e. there exists a positive
constant b and a finite time T such that ‖e(t)‖ ≤ b for all t > T.

12.2.3 Discussion of the Observer and Its Properties

It is important to note that from the inequalities (12.11), due to the parameter α0,
the perturbation ρ2 does not have to vanish at the equilibrium point, i.e. when e = 0,
and despite of this the estimation error can converge to zero. This situation appears
for example when a persistent perturbation, due to an external unknown input w,
is acting on the system (see (12.8)). Convergence under non vanishing unknown
perturbations is imposible for continuous systems. The GSTO is able to achieve
this property due to the discontinuous term in the injection function φ2 (see (12.5)).
This is a distinguishing feature of the GSTO, since a continuous observer, as the
well-known High-Gain Observer (HGO) [[3, 7, 11, 15]] cannot achieve this property.

For different values of the parameters (μ1, μ2, q) some important particular
cases are recovered:

(HG) The linear (or High Gain) Observer is recovered when (μ1, μ2, q)=(0, 1, 1),
so that φ1 (x1) = x1, φ2 (x1) = x1, and its properties can be derived in the same
form as for Theorem 12.1. However, to avoid confusion in the redaction they are
not included in the Theorem (see the related results in [[23]]). The GST observer
has much stronger properties, as described in the listing in paragraph 12.1.1.
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(STA) The classical Super-Twisting Algorithm (STA), originally proposed in [[13]],

is obtained by setting (μ1, μ2, q) = (1, 0, q), so that φ1 (x1) = |x1|
1
2 sign(x1),

φ2 (x1) =
1
2 sign(x1). In this case φ2 (x1) is a discontinuous function. The algo-

rithm has been used for observation in mechanical systems by [[6]]. A comparison
of (some of) the properties of the ST and the GST Observers is done in Section
12.3.

(H) A Homogeneous Algorithm is obtained if φ1 (x1) = |x1|q sign(x1), φ2 (x1) =

q |x1|2q−1 sign(x1), for q ≥ 1
2 . In this case system (12.6) without perturbations is

homogeneous [[4, 18]]. When q = 1
2 the previous ST algorithm is recovered. For

1
2 < q < 1 the algorithm is continuous but not locally Lipschitz, and it is able to
converge in finite time. However, it is not able to converge to zero when a non
vanishing perturbation δ2 is present. When q> 1 the algorithm is smooth, but not
globally Lipschitz, and although it converges only asymptotically its convergence
time is uniform in the initial conditions. An algorithm combining both terms
(with q < 1 and q > 1) can be obtained in the same framework as the GSTO
(see [[23]]), and it combines both convergence properties. This is in the spirit of
the observers designed in a recursive manner by [[1]]. The GSTO is not recursive,
and it provides the whole set of all possible gains. The structure of the injection
terms is different, and so is also the Lyapunov function used for the proof. Finally,
the insensitivity properties of the GSTO when there is a persistent perturbation
δ2 cannot be achieved by these continuous algorithms.

(UD) The Uniform differentiator introduced in [[5]] is recovered when q = 3
2 .

(GSTA) For q = 1 the Generalized Super-Twisting Algorithm (GSTA) proposed
in [[21]] is obtained.

The design method in Theorem 12.1 resembles the standard procedure for High-
Gain observers (HGO) [[3, 11, 15]] in which a gain has to be designed high enough
to assure the convergence. The design method presented here differs from the one
that can be derived from [[23]] (and originally proposed in [[21]] for the case q = 1)
since in [[21, 23]] the design of the gains l1 and l2 requires the solution of a Riccatti
Algebraic Equation when there are perturbations. Here this is much simpler, since
only the gain γ has to be set large enough.

The value of the gain γ required to assure the convergence depends on the growth
conditions of the perturbation terms (12.11) and on the selected gains l1 and l2 (see
(12.17) for an expression of the gain γ0 and subsection 12.4.3). Instead of calculating
this gain explicitly, what can be a difficult task, it is possible to tune the observer by
increasing γ until its performance is acceptable. Note that increasing γ results also
in a smaller convergence time, as can be seen from the convergence time estimations
provided by (12.19) and (12.20). Moreover, the larger γ is selected the smaller will
be the effect of the perturbation δ1 on the estimation error (see subsection 12.4.5),
but the estimation error cannot be better than a certain minimal bound, depending
on the size of the perturbation δ1 (see equation 12.25). This is coherent with the
observability analysis for the system (see Section 12.1), that indicates that x2 can be
estimated at the best within an error of the size of the pertubation δ1. However, as
for HGO, a large gain γ can produce a large peaking in the initial transient of the
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observer, what is an undesirable effect (see subsection 12.4.2). Furthermore, in the
presence of measurement noise, a large gain γ will amplify the effect of noise in the
estimation error.

12.3 Simulation Example (Continued).

In order to illustrate some of the properties of the observer proposed in the previous
section, we will perform a simulation study using the example presented in subsec-
tion 12.1.2. In particular we want to show the effect of the two terms in the injection
nonlinearity φ1 (12.4) (and the corresponding ones in φ2 (12.5)), that are obtained
setting μ1 = 0 or μ2 = 0.

12.3.1 Super-Twisting Observer

In this subsection we design an observer, derived from the GSTO (12.3) by setting
μ2 = 0. One obtains the well-known Super-Twisting Algorithm (STA), that has been
proposed by Levant [[14]] as a differentiator and also for control in [[9, 13]]. In [[6]]
this algorithm has been used as an observer for mechanical systems, that correspond
to (12.1) without the known nonlinearities f1 and f2. The observer is given by (with
γ = 1)

˙̂x1 =−l1 |e1|
1
2 sign(e1)+ x̂2 ,

˙̂x2 =−l2 sign(e1) .

The effect of the discontinuous term in φ2 is twofold:

• Convergence in finite time to zero of the estimation error. This can be seen in
the simulation in Figure 12.8, where the unknown input is w = 0, and the same
initial conditions for plant and observer as in the linear case were used.

• More importantly: The convergence in finite time to zero error is kept despite of
a non vanishing unknown input w(t) = 0.9sin(0.2πt). This can be appreciated
in Figure 12.9. This is a distinguishing feature of this observer, and it is clearly
due to the discontinuity in φ2.

The Super-Twisting Observer (STO) has, however, some disadvantages:

1. The convergence time grows very fast (and unboundedly) with the size of the
initial estimation error. This can be observed in Figure 12.10, where the initial
condition of linear and ST Observers is x̂(0) = 500 [−2,−1], i.e. 500 times its
value for Figure 12.8. One notes here that the convergence time of the STO grows
faster than that for the Linear Observer.

2. When the bound of the perturbation δ2 is larger than the gain l2, then the STO
can diverge. It is not possible to assure the desirable property that a bounded
perturbation produces a bounded estimation error (see [[20,23]] for more details).
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3. The STO is not able to assure global convergence in the presence of known terms
f1 and/or f2 in the plant’s model (12.1).

The two last features are not illustrated in the simulations.
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Fig. 12.8 Estimation error for the Linear and the Super-Twisting Observers without unknown
input
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Fig. 12.9 Estimation error for the Linear and the Super-Twisting Observers with unknown
input

12.3.2 Generalized Super-Twisting Observers

All these drawbacks of the STO can be solved by the GSTO (12.3) proposed here.
For the simulation we have used the Generalized Super-Twisting Observer (GSTO)
(12.3) with q = 3

2 , μ1 = μ2 = 1 and γ = 1. Figures 12.11 and 12.12 illustrate two
features: i) The GSTO converges to zero in finite time, with or without unknown
input. ii) The convergence time is basically the same for very large initial estima-
tion error conditions. This nice feature of the GSTO is due to the introduction of a
nonlinear term with a power q larger than one.
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Fig. 12.10 Estimation error for the linear and the Super-Twisting Observer without UI with
large initial conditions

0 5 10 15 20 25 30
−1

−0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

Time (sec)

E
st

im
at

io
n 

er
ro

r 
e 1

 

 

0 5 10 15 20 25 30
−1.5

−1

−0.5

0

0.5

1

1.5

2

Time (sec)

E
st

im
at

io
n 

er
ro

r 
e 2

 

 

Linear Observer
Nonlinear Observer

Linear Observer
Nonlinear Observer

Fig. 12.11 Estimation error for the Linear and the Generalized Super-Twisting Observers
without unknown input and large initial conditions, i.e. x̂ (0) = 10 [−2,−1]
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Fig. 12.12 Estimation error for the Linear and the Generalized Super-Twisting Observer with
UI with very large initial conditions, i.e. x̂ (0) = 500 [−2,−1]
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12.4 Proofs of the Main Results

In this section we provide the proofs of the results presented previously. In particu-
lar, we provide a proof for Theorem 12.1. We proceed in several steps.

12.4.1 The Convergence Proof Using a Quadratic Lyapunov
Function

In [[19–21, 23]] a quadratic Lyapunov function (LF), that is continuous but not Lip-
schitz continuous, has been introduced for the analysis of the convergence and ro-
bustness properties of Super-Twisting-like algorithms. This Lyapunov function is
quadratic not in the state vector, but in a vector

εT = ϕT (e) =
[
φ1 (e1) , e2

]
, (12.12)

where ϕ (e) is a homeomorphism (i.e. it is continuous and bijective, with a contin-
uous inverse). To take the derivative of the LF it is necessary to calculate the time
derivative of ε , that is given by (where it exists)

ε̇ = φ ′1 (e1)

[−l1γφ1 (e1)+ e2 +ρ1 (t, e)

−l2γ2φ1 (e1)+
ρ2(t,e)
φ ′1(e1)

]

= φ ′1 (e1){(A0 −ΓL0C0)ε+ ρ̃} ,

with

A0 =

[
0 1
0 0

]
, L0 =

[
l1
l2

]
,C0 =

[
1, 0

]
, Γ =

[
γ 0
0 γ2

]

and

ρ̃ (t, ε, ·) =
⎡

⎣
ρ1 (t, e, ·)(

2|e1|
1
2

μ1+2qμ2|e1|q−
1
2

)
ρ2 (t, e, ·)

⎤

⎦

e=ϕ−1(ε)

,

where we have used the error equation (12.6). Note that the characteristic polyno-
mial of the matrix (A0 −ΓL0C0) is

p(s) = det(sI− (A0 −ΓL0C0)) = s2 + γl1s+ γ2l2 = (s− γλ1) (s− γλ2)

where λ1, λ2 are the eigenvalues of the (Hurwitz) matrix Al = (A0 −L0C0), i.e ma-
trix (A0 −ΓL0C0) with γ = 1. This shows that the eigenvalues of (A0 −ΓL0C0) are
γλ1, γλ2, multiples of the eigenvalues of (A0 −L0C0).

Similar to the by now classical proof method for High-Gain Observer [[3,11,15]]
we introduce here a further change of variables

ξ = θΓ−1ε =

[
θ
γ ε1
θ
γ2 ε2

]

,
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where θ > 0 is an arbitrary positive constant, and we obtain (since Γ−1A0Γ = γA0

and C0Γ = γC0)

ξ̇ = θΓ−1φ ′1 (e1)

{
(A0 −ΓL0C0)

1
θ
Γ ξ + ρ̃

}
= φ ′1 (e1)

{
γ (A0 −L0C0)ξ +θΓ−1ρ̃

}
.

Using a quadratic Lyapunov function (see [[23]])

V (ξ ) = ξ T Pξ

where P = PT > 0 is the unique, symmetric and positive definite solution of the
Algebraic Lyapunov Equation

(A0 −L0C0)
T P+P(A0 −L0C0) =−Q,

for Q = QT > 0, an arbitrary positive definite and symmetric matrix. The derivative
of V along the solutions of the error equation (almost everywhere) is given by

V̇ = φ ′1 (e1)
{
γξ T

[
(A0 −L0C0)

T P+P(A0 −L0C0)
]
ξ + 2ξ T PθΓ−1ρ̃

}

= φ ′1 (e1)
{−γξ T Qξ + 2ξ T PθΓ−1ρ̃

}
(12.13)

≤ φ ′1 (e1)
{
−γλmin{Q}‖ξ‖2 + 2‖ξ‖‖P‖∥∥θΓ−1ρ̃

∥
∥
}

where λmin {Q} is the minimal eigenvalue of Q, ‖ξ‖ is the Euclidean norm of ξ and
‖P‖= λmax {P} is the induced (Euclidean) norm of matrix P. Recall that φ ′1 (e1)≥ 0
since φ1 (e1) is monotone increasing.

Here we will consider the case that δ1 = 0, and we will assume here that there
exist some constants k1, k2 such that the perturbation terms satisfy the following
restrictions

|ρ̃1 (t, e1)|= |ρ1 (t, e1)| ≤ k1 |φ1 (e1)|= k1

(
μ1 + μ2 |e1|q−

1
2

)
|e1|

1
2 (12.14)

and

|ρ̃2 (t, e)|=
(

2 |e1|
1
2

μ1 + 2qμ2 |e1|q−
1
2

)

|ρ2 (t, e)| ≤ k2
(
φ2

1 (e1)+ e2
2

) 1
2 . (12.15)

Below, in subsection 12.4.3, it will be proved that (12.14-12.15) follow from the
Property 12.1. Using the relations

γ
θ
ξ1 = ε1 = φ1 (e1) ,

γ2

θ
ξ2 = ε2 = e2. (12.16)
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we obtain the inequalities

∥
∥θΓ−1ρ̃

∥
∥2

=
θ 2

γ2 ρ̃
2
1 +

θ 2

γ4 ρ̃
2
2 ≤

(
θ 2

γ2 k2
1 +

θ 2

γ4 k2
2

)
φ2

1 (e1)+
θ 2

γ4 k2
2e2

2

=

(
k2

1 +
1
γ2 k2

2

)
ξ 2

1 + k2
2ξ

2
2 ≤ k2 ‖ξ‖2

for

k2 ≥ max

{
k2

1 +
1
γ2 k2

2, k2
2

}
.

This implies that

V̇ ≤−φ ′1 (e1)(γλmin {Q}− 2kλmax{P})‖ξ‖2

so that V̇ is negative definite for a sufficiently large gain γ , i.e. for

γ > γ0 � 2k
λmax{P}
λmin {Q} . (12.17)

This can always be achieved, since P and Q are independent of γ and k decreases
with γ .

Recall the standard inequality for quadratic forms

λmin {P}‖ξ‖2
2 ≤ ξ T Pξ ≤ λmax{P}‖ξ‖2

2 ,

where

‖ξ‖2
2 = ξ

2
1 + ξ 2

2 =
θ 2

γ2 φ
2
1 (e1)+

θ 2

γ4 e2
2

=
θ 2

γ2

(
μ2

1 |e1|+ 2μ1μ2 |e1|q+
1
2 + μ2

2 |e1|2q
)
+
θ 2

γ4 e2
2

is the Euclidean norm of ξ . Note that the inequality

|e1|
1
2 ≤ 1

μ1
|φ1 (e1)| ≤ γ

μ1θ
‖ξ‖ ≤ γ

μ1θλ
1
2

min{P}
V

1
2 (ξ ) (12.18)

is satisfied for μ1 > 0, and therefore

− 1

|e1|
1
2

≤− μ1θ
γ ‖ξ‖ ≤ −μ1θλ

1
2

min{P}
γ

V− 1
2 (ξ ) .

Since

φ ′1 (e1) =
1
2
μ1

1

|e1|
1
2

+ qμ2 |e1|q−1
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it follows that

V̇ ≤−(γλmin {Q}− 2k‖P‖)
(

1
2
μ1

1

|e1|
1
2

+ qμ2 |e1|q−1

)

‖ξ‖2

≤−
(
γ− 2k‖P‖

λmin{Q}
)
λmin{Q}

(
1
2
μ2

1
θ
γ
‖ξ‖+ qμ2 |e1|q−1‖ξ‖2

)

≤−μ2
1
θ (γ− γ0)λmin{Q}

2γλ
1
2

max {P}
V

1
2 (ξ )− μ2

q(γ− γ0)λmin{Q}
λmax {P} |e1|q−1 V (ξ ) ,

where we have used the definition of γ0 in (12.17), and therefore V (ξ (t)) is mono-
tonically decreasing, and the origin is asymptotically stable.

12.4.2 About the Convergence Velocity of the Error

From the differential inequality satisfied by the LF, it is possible to estimate the
convergence velocity of the state estimation errors. We will do this explicitly for
two (simple) cases.

12.4.2.1 The Case When μ1 �= 0 and q Is Arbitrary

From the differential inequality satisfied by the Lyapunov function it follows that

V̇ ≤−μ2
1
θ (γ− γ0)λmin {Q}

2γλ
1
2

max{P}
V

1
2 (ξ ) .

Since the solution of the differential equation

v̇ =−γ1v
1
2 , v(0) = v0 ≥ 0

is given by

v(t) =

(
v

1
2
0 − 1

2
γ1t

)2

if γ1 > 0 ,

it follows from the comparison principle that

V (t)≤
⎛

⎝V
1
2 (ξ0)− 1

2
μ2

1
θ (γ− γ0)λmin {Q}

2γλ
1
2

max{P}
t

⎞

⎠

2

,

before the finite convergence time. This implies that

λmin {P}‖ξ (t)‖2 ≤ ξ T (t)Pξ (t)≤
⎛

⎝(ξ T
0 Pξ0

) 1
2 − 1

2
μ2

1
θ (γ− γ0)λmin{Q}

2γλ
1
2

max {P}
t

⎞

⎠

2

,
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and therefore

‖ξ (t)‖ ≤ 1

λ
1
2

min {P}
(
ξ T

0 Pξ0
) 1

2 − 1
2
μ2

1
θ (γ− γ0)λmin{Q}

2γλ
1
2

min{P}λ
1
2

max {P}
t .

In original coordinates (see (12.16)), and noting that (for γ ≥ 1)

θ
γ2 ‖ε (t)‖ ≤

∥
∥
∥
∥
∥

[
θ
γ φ1 (e1 (t))
θ
γ2 e2 (t)

]∥∥
∥
∥
∥
= ‖ξ (t)‖ ≤ θ

γ
‖ε (t)‖ ,

one obtains that

‖ε (t)‖ ≤ cPγ ‖ε0‖− μ2
1
γ (γ− γ0)λmin {Q}
4λ

1
2

min{P}λ
1
2

max{P}
t , cP =

√
λmax {P}
λmin {P} ,

where cP is the condition number of matrix P. The finite convergence time can be
estimated by

T (ε0)≤ 4λmax{P}
μ2

1 (γ− γ0)λmin {Q} ‖ε0‖ . (12.19)

We notice that the convergence time can be made as small as desired by increasing
the gain γ . However, the initial deviation term, given by cPγ grows also with the
gain γ . This corresponds to the peaking phenomenon, well-known for High-Gain
Observers [[15]].

12.4.2.2 The Case When μ1 �= 0 and q = 1

The Lyapunov function satisfies the differential inequality

V̇ ≤−μ2
1
θ (γ− γ0)λmin{Q}

2γλ
1
2

max {P}
V

1
2 (ξ )− μ2

(γ− γ0)λmin {Q}
λmax {P} V (ξ ) .

From the solution of the Differential Equation (See e.g. [[23]])

v̇ =−γ1v
1
2 − γ2v , v(0) = v0 ≥ 0,

given by

v
1
2 (t) = exp

(
−1

2
γ2t

)
v

1
2
0 − γ1

γ2
exp

(
−1

2
γ2t

)[
exp

(
1
2
γ2t

)
− 1

]
,

and the comparison principle [[15]] it follows that

V
1
2 (ξ (t))≤ exp

(
−1

2
γ2t

)[
V

1
2 (ξ0)+

γ1
γ2

]
− γ1
γ2

,
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or

V
1
2 (ξ (t))≤ exp

(
−1

2
μ2

(γ− γ0)λmin {Q}
λmax {P} t

)
⎡

⎣V
1
2 (ξ0)+

μ2
1θλ

1
2

max {P}
2μ2γ

⎤

⎦− μ2
1θλ

1
2

max {P}
2μ2γ

.

This implies that

‖ξ (t)‖ ≤ cP

{
exp

(
−1

2
μ2

(γ− γ0)λmin{Q}
λmax{P} t

)[
‖ξ0‖+ μ2

1θ
2μ2γ

]
− μ2

1θ
2μ2γ

}
.

In original coordinates (see (12.16)) results (for γ ≥ 1)

‖ε (t)‖ ≤ γcP

{
exp

(
−1

2
μ2

(γ− γ0)λmin {Q}
λmax {P} t

)[
‖ε0‖+ μ2

1

2μ2

]
− μ2

1

2μ2

}
.

When μ1 > 0 the Finite Convergence time can be estimated as

T (ε0)≤ 2λmax{P}
μ2 (γ− γ0)λmin{Q} ln

(
2μ2

μ2
1

‖ε0‖+ 1

)
. (12.20)

It is clear that this time can be made arbitrarily small by selecting a gain γ suffi-
ciently large. However, the initial bound (for t = 0), given by

‖ε (0)‖ ≤ γ λ
1
2

max {P}
λ

1
2

min {P}
‖ε0‖ ,

also grows with the gain γ , which corresponds to the Peaking Phenomenon.

12.4.3 About the Restrictions on the Perturbations

Here we show that (12.14-12.15) follow from the Property 12.1. To show (12.14) it
suffices to consider the case

|ρ1| ≤ β0 |e1|s , 1
2
≤ s ≤ q.

It is clear that there exists a constant k1 such that

|ρ̃1 (t, e1)|= |ρ1 (t, e1)| ≤ k1 |φ1 (e1)|= k1

(
μ1 + μ2 |e1|q−

1
2

)
|e1|

1
2 .

To show (12.15) suppose that

|ρ2| ≤ α0 +α1 |e1|r +α2 |e2| , 0 ≤ r ≤ 2q− 1, q ≥ 1 .

We will show that there exists a constant k2 > 0 such that
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|ρ̃2| ≤
(

2 |e1|
1
2

μ1 + 2qμ2 |e1|q−
1
2

)

(α0 +α1 |e1|r +α2 |e2|)≤ k2
(
φ2

1 (e1)+ e2
2

) 1
2 .

(12.21)

It is clear that the previous inequality follows if the following three are satisfied:

(
2 |e1|

1
2

μ1 + 2qμ2 |e1|q−
1
2

)

α0 ≤ k21
(
φ2

1 (e1)+ e2
2

) 1
2 (12.22)

(
2 |e1|

1
2

μ1 + 2qμ2 |e1|q−
1
2

)

α1 |e1|r ≤ k22
(
φ2

1 (e1)+ e2
2

) 1
2 (12.23)

(
2 |e1|

1
2

μ1 + 2qμ2 |e1|q−
1
2

)

α2 |e2| ≤ k23
(
φ2

1 (e1)+ e2
2

) 1
2 . (12.24)

The inequality (12.22) is equivalent to inequality (12.23) for r = 0. So we prove
(12.23), which is equivalent to

4α2
1 |e1|2r+1 ≤ k2

22

(
μ1 + 2qμ2 |e1|q−

1
2

)2 (
φ2

1 (e1)+ e2
2

)
.

Extracting the two terms with the highest and the lowest power of e1 in the right
hand side of the previous inequality one obtains that

k2
22

(
μ4

1 |e1|+ 4q2μ4
2 |e1|4q−1

)
≤ k2

22

(
μ1 + 2qμ2 |e1|q−

1
2

)2 (
φ2

1 (e1)+ e2
2

)
,

and therefore (12.23) follows if

4α2
1 |e1|2r+1 ≤ k2

22

(
μ4

1 |e1|+ 4q2μ4
2 |e1|4q−1

)
.

Clearly there exists a constant k22 if 1 ≤ 2r+ 1 ≤ 4q− 1, or equivalently if 0 ≤ r
and r ≤ 2q− 1. So both (12.23) and (12.22) are satisfied.

Now we show that (12.24) is fulfilled. It follows from the simple observation that
for q ≥ 1 the function 1/φ ′1(e1) is bounded by a constant, i.e.

2 |e1|
1
2

μ1 + 2qμ2 |e1|q−
1
2

≤ M .

We can conclude that (12.21) is satisfied.

12.4.4 On the Convergence Uniform in the Initial Conditions

When q > 1 it is affirmed in the Theorem 12.1 that there is a constant value T > 0
so that all the trajectories will converge to zero within a time lesser than T , i.e. for
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every initial condition. The previous paragraphs show that this property does not
follow from the quadratic Lyapunov function, which is a well-known fact, as it is
discussed in detail in [[23]]. In that reference a non-quadratic LF has been proposed
to show the uniformity in the initial conditions property. A similar procedure can
be used in our case, but the details are too long to be presented here. We refer the
reader to references [[5, 23]] for those details.

12.4.5 The Effect of a Non Vanishing Perturbation δ1

So far we have considered only the case when the perturbation δ1 = 0. If we take
into account this term in the derivative of the LF (see (12.13)) we obtain

V̇ = φ ′1 (e1)

{
−γξ T Qξ + 2ξ T PθΓ−1

(
ρ̃0 +

[−1
0

]
δ1

)}

≤ φ ′1 (e1)

{
−γλmin{Q}‖ξ‖2 + 2‖ξ‖‖P‖

(∥
∥θΓ−1ρ̃0

∥
∥+

θ
γ
|δ1|

)}

≤−φ ′1 (e1)

{
(γ− γ0)λmin {Q}‖ξ‖− 2λmax{P} θ

γ
|δ1|

}
‖ξ‖

where ρ̃0 represents ρ̃ without the term δ1, and we have assumed that ρ̃0 satisfies
Property 12.1. If the gain γ is set larger than the corresponding γ0 in (12.17) it is
clear that V̇ < 0 outside a ball containing the origin, i.e. for

‖ξ‖> 2λmax{P}θ |δ1|
γ (γ− γ0)λmin{Q} .

Using standard arguments [[15]] it follows that the trajectories are ultimately uni-
formly bounded, if δ1 is bounded. Moreover, in original coordinates

‖ε (t)‖> 2λmax{P}
λmin {Q}

γ
(γ− γ0) |δ1| , (12.25)

which implies that the final bound has an infimum value that can be approached the
larger the gain γ is selected. A similar proof (see also [[23]]) can be used to show
the boundedness of the estimation error when the perturbation δ2 is bounded, but its
bound is larger than the one used to set the gain γ , or when there is measurement
noise.

12.5 Conclusions

We have presented in this chapter a unified method to design a class of discontinuous
observers for second order systems. It generalizes and improves several other known
methods, as for example the High-Gain Observer, the Super-Twisting Observer and



264 J.A. Moreno

the Uniform Differentiator, enhancing their properties. We have restricted the treat-
ment to the two dimensional case for two reasons: i) We present all proofs in a
unified Lyapunov framework, which is at the moment only available for planar sys-
tems. ii) We provide a tutorial presentation that allows an easy introduction to the
topic and also presents the main results in the simplest case.

Much work is still necessary to complete the program. In particular a discus-
sion of the effect of measurement noise is crucial for estimation, that has not been
included here. It is clear that increasing the gain γ will improve the performance
of the observer with respect to convergence velocity and reduction of the effect of
the perturbations (unknown input), but it will also increase the effect of noise, and
viceversa. So a clear trade-off between estimation error due to noise and to per-
turbations/unknown inputs is to be considered. For High-Gain Observers (used as
differentiators) this has been done recently in [[26]], where a method to optimize the
gain γ has been presented. For the GSTO there are some preliminary results [[2]].

It is also clear that the extension of the results for higher order systems is an
important step, that is part of ongoing research. Applications of the observers are
manifold. In [[22]] they are applied for a class of chemical reactors, output feedback
control is presented in a Lyapunov framework in [[24]]. We hope to be able to provide
a similar treatment of the general case in the near future.

Acknowledgements. The author gratefully acknowledges the financial support from PA-
PIIT, UNAM, grant IN111012, and Fondo de Colaboracin del II-FI, UNAM, IISGBAS-165-
2011.
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Chapter 13
Multirate Functional Observer Based
Discrete-Time Sliding Mode Control

S. Janardhanan and Neeli Satyanarayana

Abstract. In this chapter, a brief introduction to the functional observer, multirate
output sampling and discrete-time sliding mode control will be given. Using the
concept of multirate sampling of plant output, a functional observer based sliding
model controller has been designed for systems with uncertainty. The necessary and
sufficient conditions are given for the design of the proposed controller using the
minimal number of output samples. A numerical example is considered to demon-
strate the procedure and efficacy of the approach.

13.1 Introduction

A control system is an implemented strategy used to cause a system to behave in
a desired manner. In the literature, different methods of controller implementation
have been discussed which utilize the states of the system, to control its dynam-
ics. A sliding mode controller alters the state of the system in order to match the
desired performance criteria [[21]]. Control engineering is one of many areas where
digital computer technology has made a great impact. Hence, most practical sys-
tems which are continuous in nature are studied based on their sampled-data form.
Much progress has been made on sampled feedback stabilization [[22]], [[23]]. In
a sampled-data system, the continuous-time system is driven by a control that is
piecewise constant over the sampling interval τ sec. Therefore, it is quite natural
to extend the technique of continuous sliding mode control to discrete-time control
systems. Considerable efforts have been made in the study of the concept of Discrete
Sliding Mode (DSM) controller design [[28]]- [[34]].

S. Janardhanan · Neeli Satyanarayana
Department of Electrical Engineering, Indian Institute of Technology Delhi, India
e-mail: janas@ee.iitd.ac.in,neeli.satya@gmail.com

B. Bandyopadhyay et al. (Eds.): Advances in Sliding Mode Control, LNCIS 440, pp. 267–281.
DOI: 10.1007/978-3-642-36986-5_13 c© Springer-Verlag Berlin Heidelberg 2013

janas@ee.iitd.ac.in, neeli.satya@gmail.com


268 S. Janardhanan and N. Satyanarayana

Most of the sliding mode control methods require full state feedback. But, mea-
surement of the full state vector is practically not possible. Therefore, one has to
either abandon the concept of state feedback based controller design or use an ap-
proximation of the states instead of actual states. Normally, the latter option is sim-
ple. Hence, one has to substitute the original states with the approximated states in
the control law. Hence, a method must be devised to estimate the unmeasurable state
variables. The problem of observing the state vector for deterministic linear time-
invariant multivariable systems has been the object of numerous studies ever since
the original work of Luenberger [[1]]. The observer will utilize the available inputs
and output of the original system to construct the state vector. In the literature, a wide
variety of observers are designed with respect to procedure and dimension [[1]]- [[7]].
This led to state-observer based sliding mode control [[26]].

In general, the sliding mode controller for the LTI system with state vector x has
the structure

u(k) = Fx(k)+ h(cT x(k)) (13.1)

where, Fx(k) is the linear component of the control which forms the equivalent con-
trol and h(cT x(k)) is the control responsible for the reaching phase. The techniques
proposed in [[26]], [[27]] compute the state-vector x(k) and then derive the control
signal using the expression described above. However, it is worthy to note that it is
not absolutely necessary to compute the entire state vector x(k), the knowledge of
the linear state combinations, Fx(k) and cT x(k) would be sufficient to compute the
desired control input. Therefore, only an implicit functional observer needs to be
constructed. The concept of linear functional observers has been around for more
than four decades [[2]]. Using the concept of multirate sampling of the plant output,
the design of functional observers [[37]] and/or sliding mode control [[38]] can also
be developed. The degree of simplification achievable by [[38]] is more pronounced
than achievable by [[26]], [[27]].

No physical system can be accurately modeled for control design purposes. The
sliding mode control technique is well known for its robustness against model un-
certainties, parameter variations and external disturbances as indicated in [[29]]. The
equivalent structure for the sliding mode controller for systems with uncertainty can
be represented structurally as

u(k) = Fx(k)+F1d(k)+ h(cT x(k)) (13.2)

where d(k) is the uncertainty in the system. Janardhanan and Bandyopadhyay [[33]],
proposed a multirate output feedback based quasi-sliding mode control strategy for
LTI systems with bounded unmatched uncertainty in its dynamics. In [[34]], a new
control technique is developed for systems with matched uncertainty by combining
the Bartoszewiczs [[35]] reaching law approach and the fast output sampling tech-
nique, which avoids chattering. In [[36]], G.D.Reddy et al. proposed a similar con-
troller to the one in [[34]]. However, the algorithms proposed in [[33]], [[34]], and [[36]]
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are still based on full state estimation and an assumption on the disturbance bounds.
As mentioned earlier, it may not always be necessary to estimate the entire state
vector for implementation of (13.2).

This chapter addresses the problem of sliding mode control design based on the
concept of functional observer theory and multirate sampling of the plant output
for systems with uncertainty. The proposed method of design requires fewer output
samples as compared to [[33]] or [[34]]. Further, the proposed method uses only the
system output and past inputs to implement the control, making the algorithm more
practical in comparison to state feedback based methods.

13.2 Functional Observers

Linear functional observers estimate linear functions of the state vector of a system
without estimating all the individual states. Such functional estimates are useful in
feedback control system design because the control signal is often a linear combina-
tion of the states, and it is possible to utilize a linear functional observer to directly
estimate the feedback control signal. Such an observer effectively reduces the com-
plexity of the control system. There has been a considerable amount of research
carried out on the subject of functional state estimation for well over four decades
ever since the concept was introduced by D.G. Luenberger [[2]]. Many design algo-
rithms to estimate desired linear functions of the state vector have been proposed
in [[8]]- [[15]], and [[16]]- [[19]] for LTI systems with and without uncertainty.

13.2.1 Linear Time-Invariant Systems without Uncertainty

Consider the linear time-invariant system described

ẋ(t) = Ax(t)+Bu(t) (13.3a)

y(t) = Cx(t) (13.3b)

wd(t) = Fdx(t) (13.3c)

where the state vector x(t)∈ Rn, the input vector u(t)∈ Rr, and output vector y(t) ∈
Rm. The vector wd(t) ∈ Rv is a function of state vector that is to be estimated.
A ∈ Rn×n, B ∈ Rn×r, C ∈ Rm×n, and Fd ∈ Rv×n are constant matrices. It is assumed
that the matrix pair (C,A) is observable and rank(C) = m.

The problem being considered here is the design of a functional observer with
the smallest possible effective order which has arbitrarily assignable eigenvalues.
The observer state z ∈ Rl is governed by a finite-dimensional system

ż(t) = Dz(t)+Ly(t)+Gu(t) (13.4)
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and the reconstructed functional ŵd(t) is governed by an algebraic relation

ŵd(t) = My(t)+Nz(t) (13.5)

The constant matrices D,L,G,M, and N are to be determined, such that they satisfy
the well-known observer equations [[10]],

TA = DT +LC (13.6a)

Fd = NT +MC (13.6b)

G = TB (13.6c)

such that ŵd(t)−Fdx(t)→ 0 as t → ∞ for all u(t), where z(t)→ T x(t).

13.2.2 Linear Time-Invariant Systems with Uncertainty

In most realistic control systems, there is frequently some degree of uncertainty sur-
rounding the plant. For example, some of the plant parameters may not be known,
or the plant may be subject to unknown disturbances, or uncertainties as in applica-
tions like fault detection and identification and unknown external excitation. These
uncertainties can often be incorporated into the system model by treating them as
unknown inputs.

Consider the following LTI system with perturbations

ẋ(t) = Ax(t)+Bu(t)+Dd(t) (13.7a)

y(t) = Cx(t) (13.7b)

wd(t) = Fdx(t) (13.7c)

where the the disturbance vector d(t) ∈ Rp, and D ∈ Rn×p is a constant vector.
For the ensuing discussion, the matrix pair (C,A) is assumed to be observable,
and rank(D) = p. The term Dd(t) in (13.7a) has been used to represent additive
disturbance as well as different types of modelling uncertainties [[19]]. Designing
of disturbance decoupled linear functional observers of state have been reported
in [[16]]- [[19]].

The functional observer that can estimate (13.7c) has the same structure as (13.4)
and (13.5). The constant matrices D,L,G,M, and N are to be determined if matrix
equations [[19]] such that T D = 0 is satisfied in addition to (13.6) and D being a
Hurwitz matrix. Namely, all the eigenvalues of D are inside the unit-circle. A con-
structive procedure is presented in [[17]] to estimate a linear function of state vector

with an order l ≥ v(n−m)
(m−p) with a constraint that the number of functionals are equal

to the number of inputs (v = r). In [[18]], existence conditions are given for observ-
ing a linear function of state vector with an l-th order (m ≤ l ≤ n−m). Hou and
Muller [[16]], presented an easy and systematic procedure to design a decentralized
linear functional observer.
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13.2.3 Problems with Observers

Even with best efforts to reduce the order of the observers [[20]], two clear disadvan-
tages can be pointed out. Namely, increase in the order of the system and possibility
of producing an unstable controller. Further, the accuracy of the observer will be
improve after long time. Hence, search for non-dynamic observer designs has been
an ongoing process. This problems of increase in observer dimension and accuracy
of estimation are effectively addressed by design of controllers based on multirate
sampling of plant output.

13.3 Multirate Output Sampling

In this section, we introduce essential tools and results for the development of a
multirate model for sampled-data systems as required for subsequent developments.
Multirate systems are those systems which use more than one sampling rate. In
multirate output systems, the plant output is observed at a faster rate than the input
is updated. The i-th plant output is detected Ni times for every update of plant input,
which happens once in sampling period of τsec [[24]]. For computational simplicity,
all the outputs are assumed to be sampled at a uniform rate .

To illustrate the approach in this work, we consider the system to be sampled
at the two different rates 1

τ and 1
Δ , with Δ = τ

N , where N is a positive integer. In
the sampled-data system, the continuous-time system (13.7a), (13.7b)) is driven
by a control that is piecewise constant over a sampling interval τ . The equivalent
discrete-time system approximation for a sampling period τ will be

x(k+ 1) = Φτx(k)+Γτu(k)+Dτd(k) (13.8a)

y(k) = Cx(k) (13.8b)

where x(k) = x(kτ), u(k) =value of u(t) over [kτ,(k+1)τ), and the system matrices
Φτ , Γτ , and Dτ are given by

Φτ = eAτ ,Γτ =
∫ τ

0
eAλBdλ ,Dτ =

∫ τ

0
eAλDdλ

Assume that the system (13.7a), (13.7b) is sampled with a sampling time of Δ =
τ
N sec. Then we have

x(k+ 1) = ΦΔ x(k)+ΓΔu(k)+DΔd(k) (13.9a)

y(k) = Cx(k) (13.9b)

where

ΦΔ = eAΔ ,ΓΔ =
∫ Δ

0
eAλBdλ ,Dτ =

∫ Δ

0
eAλDdλ
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Note that the system matrices in (13.8a) are related as

Φτ =ΦN
Δ ,Γτ =

N−1

∑
i=0
Φ i
ΔΓΔ ,Dτ =

N−1

∑
i=0
Φ i
ΔDΔ

Consider the output of the system (13.7b) being sampled at every Δ = τ
N sec and

input being updated once in every sampling period τ sec. Then we have

y(kτ + iΔ) = Cx(kτ + iΔ) (13.10)

where i = 0,1,2, · · · ,(N − 1). Then, these output samples can be represented as
stacked output as

yk+1 = C0x(k)+D0u(k)+Cdd(k) (13.11)

where constant matrices C0 ∈ RNm×n, D0 ∈ RNm×r, Cd ∈ RNm×p and output vector
yk+1 ∈ RNm×1 are given as

C0 =

⎡

⎢
⎢⎢
⎣

C
CΦΔ

...
CΦN−1

Δ

⎤

⎥
⎥⎥
⎦
,D0 =

⎡

⎢
⎢⎢
⎣

0
CΓΔ

...
C∑N−2

i=0 Φ
i
ΔΓΔ

⎤

⎥
⎥⎥
⎦
,Cd =

⎡

⎢
⎢⎢
⎣

0
CDΔ

...
C∑N−2

i=0 Φ
i
ΔDΔ

⎤

⎥
⎥⎥
⎦

;

where

yk+1 =

⎡

⎢
⎢
⎢
⎣

y(kτ)
y(kτ+Δ)

...
y((k+ 1)τ−Δ)

⎤

⎥
⎥
⎥
⎦

13.3.1 Relationship between System State and Fast Output

From (13.8a) and (13.11), the relationship between the system state x(k) and the fast
output yk can be calculated in the following manner [[33]].

Consider the output equation of (13.11) being multiplied by CT
0

CT
0 yk+1 = CT

0 (C0x(k)+D0u(k)+Cdd(k)) (13.12)

From this, the value of x(k) can be obtained in terms of yk+1 and u(k) as

x(k) = (CT
0 C0)

−1yk+1 − (CT
0 C0)

−1CT
0 D0u(k)

+(CT
0 C0)

−1CT
0 Cdd(k) (13.13)

Substituting the value of x(k) from (13.13) in the state equation (13.8a), the rela-
tionship between x(k+1) and yk+1, or equivalently, x(k) and yk can be derived to be
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x(k) = Lyyk +Luu(k− 1)+Ldd(k− 1) (13.14)

where

Ly = Φτ (CT
0 C0)

−1CT
0 (13.15)

Lu = Γτ −Φτ(CT
0 C0)

−1CT
0 D0 (13.16)

Ld = Dτ −Φτ(CT
0 C0)

−1CT
0 Cd (13.17)

13.3.2 Advantages of Multirate Output Sampling

The main advantage of this multirate output feedback approach, as it is evident from
the above explanation, is that all the objectives that could be achieved through full
state feedback (i.e., using full state information) could now be achieved with the
use of past output and input samples, and without the use of a dynamical observer.
Further, as the state estimation error dynamics do not exist (i.e., the error is depen-
dent only on the disturbance alone), the accuracy is much greater than any other
dynamical observer.

13.4 Motivation of Multirate Output Sampling Based
Functional Estimation

Most of the design techniques for sliding mode control assume that the entire state
vector is available for measurement, which is not true in many practical systems.
Hence, an observer based sliding mode controller is to be implemented. But, the
problem associated with observer based design is that the order of the overall system
will be increased. With increase in the order, the effective complexity of the control
algorithm increases, as a result computational efficiency decreases due to the higher
computational burden. With conventional observers, the accuracy between state and
its estimate will be improved after a number of samples as compared to just one
sampling period in the case of multirate output sampling based state estimation.

The problem associated with the existing method [[33]] is that the ratio of the
sampling frequencies, viz., the integer N, is to be chosen to be greater than or equal
to the observability index of the system [[39]]. In [[37]], and [[38]] a multirate out-
put sampling based functional observer and/or sliding mode controller is proposed
for systems without uncertainty. The problem of designing a functional observer
based sliding mode controller with minimal number of samples for systems with
uncertainty is still open. This chapter addresses the problem of sliding mode control
design based on the concept of functional observer theory and multirate sampling
of the plant output for systems with uncertainty. The proposed method of design
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requires fewer output samples. Further, the proposed method is based on multirate
output feedback which makes the algorithm more practical in comparison to state
feedback based methods.

13.5 Discrete-Time Sliding Mode Control

Most realistic control systems operate in an environment where unknown distur-
bances of one type or another are present. Disturbance are, by definition, plant in-
puts which cannot be manipulated and are not completely known a priori. Further,
due to the limited availability of outputs, controllers based on state variables cannot
be implemented. Hence, controller design for systems having restricted output and
unknown disturbance is a challenging area for researchers.

Variable structure control with sliding modes is widely recognized in the control
research community. The sliding mode control technique is well known for its ro-
bustness against model uncertainties, parameter variations and external disturbances
as indicated in [[21]]. Sliding mode control design generally involves two main steps:
firstly, the selection of sliding surface which has stable reduced-order dynamics as-
signed by the designer, and secondly the synthesis of a switching control law to
force the closed-loop system trajectories onto and subsequently to remain on the
sliding surface. The use of digital computers and samplers in the control circuitry,
has made the use of a discrete-time system representation more justifiable for con-
troller design than continuous-time representation.

Therefore, it is quite natural to extend the technique of continuous sliding mode
control to discrete-time control systems. Considerable efforts have been put in the
study of the concept of discrete-time sliding mode (DSM) controller design [[28]],
[[29]]. In the case of DSM design, the control input is applicable only at certain
sampling instants, and the control effort is constant over the entire sampling period.
Hence, the system states move about the sliding mainfold but are unable to stay on
it. Hence, the terminology, quasi-sliding mode (QSM).

Consider the representation of a linear discrete-time system with sampling period
τ sec

x(k+ 1) = Φτx(k)+Γτu(k)+Dτd(k)

y(k) = Cx(k) (13.18)

For the ensuing discussion, the following is assumed to be valid.

1. It is assumed that the nominal system pairs (Φτ ,C) and (Φτ ,Γτ) are detectable
and controllable respectively with the matrices Γτ , and C being full rank.

2. The disturbance part in (13.18) has a known upper bound d0(k).

‖ d(k) ‖< d0(k)
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where ‖ · ‖ denotes standard Euclidean norm and the disturbance also satisfies
the matching condition

Rank(Γτ) = Rank(
[
Γτ Dτ

]
) (13.19)

For the VSC of a discrete-time system, the reaching law proposed in [[29]] has the
following form

s(k+ 1)− s(k) = −qτs(k)− ετsgn(s(k)) (13.20)

where τ > 0 is the sampling period, ε > 0, q > 0, and 1− qτ > 0 and s(k) is the
switching function which is actually linear combination of the states and defined as

s(k) = cT x(k) (13.21)

Consider an incremental change in s(k)

s(k+ 1)− s(k) = cT{Φτx(k)+Γτu(k)+Dτd(k)}
−cT x(k) (13.22)

Solving for the control expression from (13.22) and (13.20), gives

u(k) = F1x(k)+F2d(k)+ γsgn(s(k)) (13.23)

where F1, F2, and γ are given by

F1 = −(cTΓτ)−1[cTΦτ + qτcT − cT ] (13.24a)

F2 = −(cTΓτ)−1cT Dτ (13.24b)

γ = −(cTΓτ)−1ετ (13.24c)

It may be noted that the control in (13.23) is not implementable using state feedback
alone as there is no information about the disturbance d(k).

13.6 Multirate Output Feedback Based Discrete-Time Sliding
Mode Controller for LTI Systems with Uncertainty

In this section, we apply the results developed in the previous sections for imple-
mentation of the control law (13.23). Consider the continuous time system (13.3a)
and its discrete-time representation (13.18). The implementation of the sliding mode
control law (13.23) using fast output sampling is as follows:

If the functions dependent on state and uncertainty F1x(k)+F2d(k) and cT x(k)
are known, it is possible to compute the control law (13.23) in terms of the fast
sampled output and previous input.
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Theorem 13.1. For the system (13.18), the implementation of controller of the form
(13.23) is possible by an estimate

u(k) = M1yk +G1u(k− 1)

+γsgn{M2yk +G2u(k− 1)} (13.25)

where G1, G2 given by

G1 = F1Γτ −M1D0 (13.26)

G2 = cTΓτ −M2D0 (13.27)

provided the following conditions hold:

[
F1Φτ F1Dτ +F2

]
= M1

[
C0 Cd

]
(13.28)

[
cTΦτ cT Dτ

]
= M2

[
C0 Cd

]
(13.29)

Proof. The control law (13.23) can be equivalently expressed as

u(k+ 1) = F1x(k+ 1)+F2d(k+ 1)

+γsgn(s(k+ 1)) (13.30)

where F1, F2 and γ are given by (13.24a), (13.24b) and (13.24c). Using (13.18), the
control law (13.30) can be represented as

u(k+ 1) = F1Φτx(k)+F1Dτd(k)+F2d(k+ 1)

+F1Γτu(k)+ γsgn(s(k+ 1)) (13.31)

With an assumption of slowly varying disturbance, (13.31) can be written as

u(k+ 1) = F1Φτx(k)+ {F1Dτ +F2}d(k)

+F1Γτu(k)+ γsgn(s(k+ 1)) (13.32)

Now, consider the functional

g(k) =

[
F1Φτ F1Dτ +F2

cTΦτ cT Dτ

]
z(k) (13.33)

where z(k) =
[

xT (k) dT (k)
]T

. If g(k) is known, then the control law u(k) can be
computed in terms of fast sampling output and previous control input given by
(13.25). For there to be a solution to (13.28) and (13.29),

Rank

⎡

⎣
F1Φτ F1Dτ +F2

cTΦτ cT Dτ
C0 Cd

⎤

⎦ = Rank
[
C0 Cd

]
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or equivalently

R

[
F1Φτ F1Dτ +F2

cTΦτ cT Dτ

]
⊆ R

[
C0 Cd

]
(13.34)

where R[·] refers to the row range space of [·]. This condition (13.34) can be equiv-
alently written as (13.28) and (13.29).

Remark 13.1. The feasibility of (13.34) does not require the condition that the num-
ber of output samples N be greater than the observability index of the plant.

Therefore, the condition of complete observability of the system is relaxed for es-
timation of the functionals. This is one of the important features of the proposed
technique.

From the definition of g(k) in (13.33), one can compute the values of the equiv-
alent control and sliding function as

F1Φτx(k)+ {F1Dτ +F2}d(k) =
[

Ir 0
]

g(k)

cTΦτx(k)+ cT Dτd(k) =
[

0 Ir
]

g(k)

where Ir is an identity matrix of order r. Now, substituting these values in (13.25),
one can implement the sliding mode control.

From (13.34), it is clear that for the computation of (13.25), it is not necessary to
estimate the full-state of the system. The proposed technique uses fewer samples
than any other method based on multirate sampling of the plant output and the ob-
servability condition is not a necessary condition.

13.7 Numerical Example and Simulation Results

To illustrate the proposed method of controller design and its advantages, let us
consider a numerical example of the form (13.3a) with n = 10,m = 3,r = 1. The
system matrices are

A =

⎡

⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢
⎢
⎣

−2 0.5 1.5 2 1.6 −1 0.75 2 −1.25 0
0.4 1 −2 1.2 3 0 −2 1 −1 −3
0.8 1.5 1 −1 2 0.75 −4 3.5 0.5 −2

0 −1 2 1.5 0.75 −2 0.5 0 4 −3
1 −1 2 −0.5 −2 0.5 1.5 −1.5 −5 1

−2 1 0.5 1.5 0.75 2 2.5 −3 3.5 −1
−3 1 1.5 0 2 −1 0.75 0.5 2.5 3
−1 0.4 1.5 2 −2 5 4.5 0 1 2.5

2 0.5 −1 −0.5 −2 1.5 2.5 4 −3 −1.5
−1 0 2.5 1.5 1 3 0.75 2 3 4

⎤

⎥
⎥
⎥
⎥⎥
⎥
⎥
⎥
⎥⎥
⎥
⎥
⎥
⎥
⎦

B =
[

0.5 1 −2 0.75 −1 3 2.5 1.5 −1 1
]T
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D =
[

0.25 0.5 −1 0.375 −0.5 1.5 1.25 0.75 −0.5 0.5
]T

and

C =

⎡

⎣
1 0.5 −1 0 2 2.5 1.5 −1 −2 0.75

−2 0.5 1 −2.5 0.75 1.5 3 0 −1 −0.5
−3 2.5 1 −1 0.5 0.75 1.5 −2 −0.5 0

⎤

⎦

The plant is discretized with τ = 0.45sec. The sliding function gain is

c =
(−0.0147 −0.019 −0.007 0.005 −0.03 −0.0103 0.0283 0.0455 0.0297 0.0961

)

This system has an observability index equal to 4. However, the condition (13.34)
is satisfied with N = 3. For the simulation purpose, a slowly varying disturbance
signal of d(k) = 5sin(k/20)exp(−k/500) is used.

Since no information about the initial state is available for the multirate con-
troller, an estimated initial state of Xe =

[−5 −1 2.5 −2.25 0.5 −1.5 0 1 3 0.75
]T

is used to generate the multirate output feedback control signal for k = 0. Fig. 13.1,
Fig. 13.2, and Fig. 13.3 show the simulation results of proposed technique. Fig. 13.1
shows response of control input, Fig. 13.2, and Fig. 13.3 show the time responses
sliding function and output of the system. It can be seen that the sliding mode con-
trol is emulated faithfully for the uncertain system using proposed multirate output
feedback control.
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13.7.1 Conclusions

A method for computation of discrete-time sliding mode control for a class of uncer-
tain systems, using the concepts of multirate sampling and functional observation,
is proposed in this chapter. It has been demonstrated that the number of output sam-
ples required is less than the observability index, which in turn is the minimum value
required for the computation of the full state vector. The use of output feedback as
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opposed to state feedback makes the design more practical. It is also shown that full
state observability is not a necessary condition for the output feedback controller
design. The design procedure and its advantages have been illustrated through a
numerical example.
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Chapter 14
Observers with Discrete-Time Measurements
in the Sliding Mode Output-Feedback
Stabilization of Nonlinear Systems

Elisabetta Punta

Abstract. The chapter investigates the problem of designing an observer for nonlin-
ear nonaffine systems with discrete-time measurements (continuous-discrete-time
systems). The chapter considers the variable-structure control of nonlinear systems
when the state vector is not completely available and the output measurements are
discrete-time; the use of suitably designed observers is required. The strategy of in-
troducing integrators in the input channel is exploited to enlarge the class of tractable
control systems. An observer is proposed and conditions are found under which the
convergence to the unique ideal solution is proven for both system and observer.
The control problem is solved by forcing a sliding regime for the observer, while
satisfying an exponential stability criterion for the observation error state equation.

14.1 Introduction

This chapter deals with nonlinear systems nonaffine in the control law when, due
to incomplete state availability, the design of sliding mode control calls for suitable
observation procedure.

It is proven in [[1]] that the control problem has a solution for perfectly known
nonlinear nonaffine systems, provided some uniqueness conditions, [[2]], are satisfied
by the coupled state-observer system, and a nonlinear matrix inequality involving
the Jacobian matrices of the observer has a solution. This method is “differentiator
free”, nevertheless in some cases the posed convergence conditions result to be too
restrictive.

In [[3]] nonlinear nonaffine systems are considered and novelties with respect to
[[1]] are presented. Integrators are introduced in the input channel, [[4]], [[5]], [[6]],
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with the aim of strongly simplifying the convexity constraints required to ensure the
global convergence of the coupled state-observer system to the unique ideal one.

In the present chapter we consider nonlinear nonaffine control systems. Integra-
tors are introduced in the input channel in order to deal with a larger class of non-
linear nonaffine control systems. A full-order observer is designed and the relevant
convergence conditions are found. The sliding motion of the state-observer coupled
system on a sliding manifold in the state space of the observer is guaranteed. The
analysis of the closed-loop robustness of the proposed scheme is performed with re-
spect to the discrete-time availability of the measurements of the system. Conditions
are posed about the considered system and the accessible measurements.

This chapter investigates the problem of designing an observer for nonlinear
nonaffine systems with discrete-time measurements (continuous-discrete-time sys-
tems). The contribution of the chapter is in the context of output feedback under
perfect plant knowledge and with discrete-time measurements.

The use of continuous-discrete observers to estimate the state of nonlinear sys-
tems has already been investigated in the literature, [[7]], [[8]], [[9]]. In particular slid-
ing mode observers have been developed in presence of sampled output informa-
tion, [[10]], [[11]], [[12]].

The practical issues relevant to differentiators, [[13]], [[14]], are not addressed in
the chapter.

The chapter is organized as follows. Section 14.2 proposes the statement of the
considered variable-structure control problem. Integrators are introduced in the in-
put channel in order to deal with a larger class of nonlinear nonaffine control sys-
tems. Conditions are posed about the considered system. In Section 14.3 an observer
with continuous time measurements is designed and the relevant convergence con-
ditions are found. In the following Section 14.4 it is considered the case when the
state vector is not completely available and the output is accessible via discrete-time
measurements: the use of a suitably designed observer is required. Finally a detailed
example and simulation results are presented in Section 14.5.

Throughout the chapter a prime denotes transpose and |·| is the Euclidean norm
or the induced matrix norm.

14.2 Problem Statement

We consider the nonlinear nonaffine control system

η̇ = ϕ (t,η ,u) t ≥ 0, (14.1)

where ϕ : [0,+∞)×Ω ×Rm → Rn is a Carathéodory mapping, η ∈ Rn is the state
vector,Ω is an open set of Rn, u ∈ Rm is the available control vector.

The state vector is not completely available and the output vector ζ ∈ Rk is ex-
pressed by the following equation

ζ = ρ (η) , (14.2)

where ρ is of class C2.
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The output is accessible via discrete-time measurements

ζi = ρ (η (ti)) , (14.3)

where ti, i = 0,1, . . ., is the sequence of positive real numbers, the sampling instants,
defined as ti+1 = ti+δ , t0 = 0, i= 0,1, . . ., and the constant δ > 0 is the measurement
sampling interval.

The sliding manifold is
ξ (η) = 0, (14.4)

with ξ (η) ∈ Rm.
We assume that n ≥ m,

ξ = ξ (η) : Ω → Rm,

ξ is C2 (Ω), and the m× n Jacobian matrix

ξη =
∂ξ
∂η

(η) has maximum rank m (14.5)

for η ∈Ω .
The objective is to control the state variables η (t), t ≥ 0, of the control system

(14.1) in order to guarantee that the sliding output

ξ [η (t)]→ 0 as t →+∞.

In the following section a solution is proposed, which introduces integrators in the
input channel. This procedure, traditionally implemented in order to reduce the chat-
tering phenomenon, allows to consider a larger class of nonlinear nonaffine control
systems and results in a strongly simplified convexity condition, [[3]].

14.2.1 The Introduction of Integrators in the Input Channel

Consider the control system (14.1) and sliding manifold (14.4).
Let us define the following augmented control system

η̇ = ϕ (t,η ,u) u̇ = v, t ≥ 0, (14.6)

with control vector v ∈ Rm. We measure ζ1 = ρ1 (u), where ρ1 : Rm → Rm and the

Jacobian matrix ρ1u =
∂ρ1

∂u
(u) has maximum rank m. The output ζ1 is accessible

via discrete-time measurements

ζ1 i = ρ1 (u(ti)) ,
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where ti, i = 0,1, . . ., is the sequence of positive real numbers, the sampling instants,
defined as ti+1 = ti+δ , t0 = 0, i= 0,1, . . ., and the constant δ > 0 is the measurement
sampling interval.

Assume that ϕ , ξ are both of class C2 everywhere. For almost every t, the first
time derivative of ξ is given by

ξ̇ = ξη (η)ϕ (t,η ,u)

We introduce a new sliding output

s = ξ̇ +Λξ , (14.7)

where Λ = diag(λ j), λ j > 0, j = 1, . . . ,m, is a constant m×m diagonal matrix.
Let the augmented state vector x = (η ′,u′)′ ∈ Rn+m and the measured vector

y = (ζ ′,ζ ′1)
′ ∈ Rk+m, we can write

ẋ =

[
η̇
u̇

]
=

[
ϕ (t,η ,u)

0

]
+

[
0
I

]
v =

= A(t,x)+Bv = f (t,x,v)

y =

[
ζ
ζ1

]
=

[
ρ (η)
ρ1 (u)

]
= h(x) ,

(14.8)

where A(t,x) =

[
ϕ (t,η ,u)

0

]
, B =

[
0
I

]
, f (t,x,v) = A(t,x) + Bv, and h(x) =

[
ρ (η)
φ (u)

]
. The control vector is v and the sliding output s is defined by (14.7).

Consider (14.6), (14.2) and (14.7). The following new variable-structure control
problem can be defined

ẋ = f (t,x,v) , t ≥ 0, state equation, (14.9)

u̇ = v, control equation, (14.10)

y = h(x) , output equation, (14.11)

yi = h(x(ti)) , discrete-time measurement equation, (14.12)

s(t,x) = 0, sliding manifold, (14.13)

where ti, i = 0,1, . . ., is the sequence of positive real numbers, the sampling instants,
defined as ti+1 = ti+δ , t0 = 0, i= 0,1, . . ., and the constant δ > 0 is the measurement
sampling interval. The vector field f (t,x,v) is defined by (14.8).

The output function h is such that

|h(x)| ≤ ψ1 |x| , ψ1 > 0, ∀ t, x, t ≥ 0. (14.14)
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Assume that the Jacobian matrix

ξη (η)ϕu (t,η ,u) is everywhere nonsingular. (14.15)

The objective is to control, by the vector v, the state variables (η ′ (t) ,u′ (t))′, t ≥ 0,
of the augmented system in order to guarantee the sliding property

s(t)→ 0 as t →+∞.

14.3 Nonlinear Observer with Continuous Time Measurement

In this section it is considered the case when the output is accessible via continuous-
time measurement.

The nonlinear observer with continuous-time measurements, [[3]], for system
(14.9) is defined as

˙̂x = f (t, x̂,v)+N1 [y(t)− h(x̂)] . (14.16)

We have x, x̂ ∈ R(n+m), y ∈ R(k+m), u, v, s ∈ Rm and m ≤ n. N1 ∈ R(n+m)×(k+m) is
a constant matrix. The function f is defined by (14.8). The functions f , h, s are
continuously differentiable in x, with f measurable in t and continuous in (x, v).

If (14.15) holds for system (14.9) and (14.16), then for every t ≥ 0, y, x̂ there
exists a unique solution

v1∗ (t,y, x̂) (14.17)

of the equation

st (t, x̂)+ sx (t, x̂){ f (t, x̂, ·)+N1 [y− h(x̂)]}= 0,

where N1 is as in (14.16). The mapping v1∗ is by definition the observer’s equivalent
control corresponding to the output y.

We consider solutions in [0,+∞) (either in the Filippov or a.e. sense) to (14.9),
(14.11), (14.16) corresponding to the observer’s equivalent control, i.e. solutions to

ẋ = f (t,x,v1∗ (t,h(x) , x̂)) , (14.18)

˙̂x = f (t, x̂,v1∗ (t,h(x) , x̂))+N1 [h(x)− h(x̂)] , (14.19)

the existence of which is guaranteed by previous conditions (14.15) and (14.17).
By specializing the results in [[1]] and [[3]] to the coupled state-observer sys-

tem (14.9) and (14.16), we obtain the following. If there exist matrices N1 ∈
R(n+m)×(k+m), M1 ∈ R(n+m)×(n+m), positive numbers α1, ω1 ∈ R+ such that the
eigenvalues of M1 are between α1 and ω1, and positive number ε1 ∈ R+ such that
the following matrix inequality holds

M1 ( fx −N1hx)+ ( fx −N1hx)
′ M1 ≤−ε1I, (14.20)
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and if |sx (t,x)| ≤ L everywhere, for some positive constant L, then for every t ≥ 0

|s(t,x(t))− s(t, x̂(t))| ≤ L

(
ω1

α1

) 1
2

|x(0)− x̂(0)|exp(c1t) ,

where ω1c1 =−ε1, for every a.e. solution (x′, x̂′)′ in [0,+∞) to (14.18) and (14.19).
The observer (14.16) is a nonlinear system with available state vector x̂. We as-

sume that the control vector v can be designed to reach in finite time the observer
sliding manifold s(t, x̂) = 0. Then, from previous inequality, once s(t, x̂) = 0, we
have that

|s(t,x(t))| ≤ L

(
ω1

α1

) 1
2

|x(0)− x̂(0)|exp(c1t) .

The previous conditions (14.15) and (14.17) guarantee that the sliding motion of the
state-observer coupled system on s(t, x̂) = 0 is described by (14.18) and (14.19),
independently of the nature (continuous or discontinuous) of the control v suitably
designed to enforce s(t, x̂) = 0 and actually applied.

14.4 Nonlinear Observer with Discrete-Time Measurement

Consider the system (14.9) and the sliding manifold (14.13). The control objective
is to steer to zero the sliding output s(t,x) by the vector v.

The state variables x are not available. The vector y = h(x) is the accessible
output, the measurements yi of which are received at discrete-times ti, with a fixed
sampling period δ , according to (14.12).

The observer with discrete-time measurements for system (14.9) is designed as
the following continuous-discrete-time observer defined by the following hybrid
system ⎧

⎨

⎩

ẋ(t) = f (t,x,v)−Ph(x) , t ∈ [ti, ti+1) ,

x(ti) = x
(
t−i
)
+P

[
yi − h

(
x
(
t−i
))]

,
(14.21)

where yi = h(xi) and xi = x(ti), the sampling instants are defined as ti+1 = ti + δ ,
t0 = 0, i = 0,1, . . ., the constant δ > 0 is the measurement sampling interval, and
P ∈ R(n+m)×(k+m) is a constant matrix, which will be specified in the sequel. The
functions f , h and s are defined by (14.8), (14.11) and (14.13). The functions f , h, s
are continuously differentiable in x, with f measurable in t and continuous in (x, v).

Since (14.15) holds for system (14.9) and observer (14.21), then for every t ≥ 0,
yi, x there exists a unique solution

v∗ (t,yi,x) (14.22)

of the equation
st (t,x)+ sx (t,x) [ f (t,x, ·)−Ph(x)] = 0,
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where P is as in (14.21). The mapping v∗ is by definition the observer’s equivalent
control corresponding to the measurements yi of the output y.

We consider solutions in [0,+∞) (either in the Filippov or a.e. sense) to (14.9),
(14.11), (14.21) corresponding to the observer’s equivalent control, i.e. solutions to

ẋ = f (t,x,v∗ (t,yi,x)) , (14.23)

ẋ = f (t,x,v∗ (t,yi,x))−Ph(x) , (14.24)

the existence of which is guaranteed by previous conditions (14.15) and (14.22).

Assumption 14.1. The observer (14.21) is a perfectly known nonlinear system with
available state vector x. The control vector v can be designed to reach in finite time
the observer sliding manifold s(t,x) = 0.

We assume that the sliding output is designed such that the state of the observer on
the sliding manifold of the observer is exponentially stable.

Assumption 14.2. For every a.e. solution x in [0,+∞) to (14.24), on s(t,x) = 0, we
assume that there exist a matrix M ∈ R(n+m)×(n+m), two positive numbers α , ε ∈ R+

such that the eigenvalues of M are between α and ε , and a positive number β ∈ R+

such that the first time derivative of the Lyapunov function V (x) = x′ M x satisfies

V̇ ≤−βV ≤−βα |x|2 .

Consider the coupled state-observer system (14.9) and (14.21), the following theo-
rem can be stated.

Theorem 14.1. Consider the system (14.9) and the observer (14.21), for which the
previously posed conditions, particularly Assumption 14.1 and 14.2, hold.
Assume that it is possible to find a symmetric matrix Q ∈ R(n+m)×(n+m) such that
the eigenvalues of Q are between two positive numbers μ and κ , and such that the
eigenvalues of the symmetric part of Q( fx −Phx) are less or equal −ν everywhere,
being ν a positive number.
Assume moreover that |sx (t,x)| ≤ D everywhere, for some constant D.

Provided μ , κ , and ν are such that c1 =
(
ν
κ − 2 κ

2

νμ ψ
2
)

> 0 and c2 =
(
β − 2 κ

2

να ψ
2
)
> 0 with ψ = |P|ψ1, ψ1, P, α , and β defined by (14.14), (14.21),

and Assumption 14.2, then for every t ≥ 0

|s(t,x(t))| ≤ D

[
κ
μ
|x(0)− x(0)|2 + ε

μ
|x(0)|2

] 1
2

exp(−ct) , (14.25)

where 2c = min(c1,c2), for every a.e. solution (x′,x′)′ in [0,+∞) to (14.23) and
(14.24), such that s(0,x(0)) = 0.
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Proof.
Set

W (t) =V1 (t)+V2 (t)
= [x(t)− x(t)]′ Q [x(t)− x(t)]+ x′ (t) M x(t) , t ≥ 0.

Then a.e. for t ≥ 0,

Ẇ (t) = 2 [x(t)− x(t)]′ Q
{ f (t,x,v∗)− f (t,x,v∗)+Ph(x)−P [h(x)− h(x)]}+ V̇2 (t) ,

where
v∗ (t) = v∗ (t,yi,x) .

Therefore Ẇ (t) =

= 2 [x(t)− x(t)]′ Q
[∫ 1

0 ( fx −Phx)da
]
[x(t)− x(t)]

+2 [x(t)− x(t)]′ QPh(x)+ V̇2 (t) ,

where fx and hx are evaluated at (t,α (a, t) ,v∗) and α (a, t) = ax(t)+ (1− a)x (t).
We have Ẇ (t) =

=
∫ 1

0 (x− x)′
[
Q( fx −Phx)+ ( fx −Phx)

′ Q′](x− x)da
+2(x− x)′ QPh(x)+ V̇2 (t) ,

from which, recalling that the symmetric part of a square matrix A is by definition
A+A′

2 ,

Ẇ (t) ≤−2
∫ 1

0 ν (x− x)′ (x− x)da+ 2(x− x)′ QPh(x)+ V̇2 (t)

≤−2 νκV1 (t)+ 2(x− x)′ QPh(x)+ V̇2 (t) ;

then
Ẇ (t)≤−2bV1 (t)+ 2(x− x)′ QPh(x)+ V̇2 (t) ,

with b = ν
κ .

From previous inequality, by standard computations, we obtain

Ẇ (t)≤−bV1 (t)+
1
b

h′ (x)P′QPh(x)+ V̇2 (t) ,

then
Ẇ (t)≤−bV1 (t)+

κ
b
|Ph(x)|2 + V̇2 (t)

and by (14.14)

Ẇ (t)≤−bV1 (t)+
κ
b
ψ2 |(x− x)+ x|2 + V̇2 (t) ,

where ψ = |P|ψ1.
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This can be rewritten as

Ẇ (t)≤−bV1 (t)+ 2
κ

bμ
ψ2V1 (t)+ 2

κ
b
ψ2 |x|2 + V̇2 (t)

and since Assumption 14.2 holds

Ẇ (t)≤−
(

b− 2
κ

bμ
ψ2
)

V1 (t)−
(
β − 2

κ
bα
ψ2
)

V2 (t) .

If μ , κ , and ν are such that

c1 =

(
ν
κ
− 2

κ2

νμ
ψ2
)
> 0

and

c2 =

(
β − 2

κ2

να
ψ2
)
> 0

with ψ = |P|ψ1, ψ1, P, α , and β defined by (14.14), (14.21), and Assumption 14.2,
we obtain that

Ẇ (t)≤−2cW (t) ,

where 2c = min

[(
ν
κ
− 2

κ2

νμ
ψ2
)
,

(
β − 2

κ2

να
ψ2
)]

.

If we set
W1 (t) =W (t)exp(2ct) ,

we have that Ẇ1 (t)≤ 0, thus giving

W (t) =W (0)exp(−2ct) .

Then
μ |x− x|2 +α |x|2 ≤W (t)

≤
[
κ |x(0)− x(0)|2 + ε |x(0)|2

]
exp(−2ct) .

We can conclude

|x− x| ≤
[
κ
μ
|x(0)− x(0)|2 + ε

μ
|x(0)|2

] 1
2

exp(−ct) ,

|s(t,x)− s(t,x)| ≤ D |x− x|
and therefore (14.25) since it holds s(t,x) = 0.

�
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14.5 Example

We consider the following variable-structure control system

η̇ = ϕ (t,η ,u) =

=

[ (
3+ sin2 (ωt)

)
(η2 −η1)− 4

(
η1 +η3

1

)
(
2− sin2 (ωt)

)
η1 − 4

(
η2 +η3

2

)
+ρ1 (u)

]
,

u̇ = v,

where η ∈R2, u∈R and ρ1 (u)=
√

3(u− 1)+
√

u2 + 3;ω = 2π ; the output equation
has the form ζ = ρ (η) = η1, ζ ∈ R; the sliding manifold is designed as ξ (η) =
η1 −η2 = 0, ξ ∈ R; it is trivial to verify that the corresponding zero-dynamics is
asymptotically stable.

Let the augmented state vector x = (η ′,u′)′; we consider the variable-structure
control system

ẋ = f (t,x,v) = A(t,x)+Bv =

=

⎡

⎣

(
3+ sin2 (ωt)

)
(x2 − x1)− 4

(
x1 + x3

1

)
(
2− sin2 (ωt)

)
x1 − 4

(
x2 + x3

2

)
+ρ1 (x3)

0

⎤

⎦

+

⎡

⎣
0
0
1

⎤

⎦v,

(14.26)

where x ∈ R3 and ρ1 (x3) =
√

3(x3 − 1)+
√

x2
3 + 3.

The sliding manifold is designed as

s(x) = ξ̇ +Λξ = A1 (t,x)−A2 (t,x)+Λ (x1 − x2) = 0, (14.27)

where s ∈ R, A1 (t,x) and A2 (t,x) are respectively the first and second element of
the vector field A(t,x) in (14.26), and Λ ∈ R is chosen Λ = 10. On s(t,x) = 0 the
system (14.26) is stable.
The output vector y ∈ R2 is

y =

[
ζ
ζ1

]
= h(x) =

[
x1

ρ1 (x3)

]
. (14.28)

The state vector x is not completely available. The vector y = h(x) is the accessible
output, the measurements yi of which are received at discrete-times ti, with a fixed
sampling period δ , according to (14.12).

The observer with discrete-time measurements for system (14.26) is designed
as the following continuous-discrete-time observer defined by the following hybrid
system ⎧

⎨

⎩

ẋ(t) = f (t,x,v)−Ph(x) , t ∈ [ti, ti+1) ,

x(ti) = x
(
t−i
)
+P

[
yi − h

(
x
(
t−i
))]

,
(14.29)



14 Observers with Discrete-Time Measurements for Sliding Mode 293

where yi = h(xi) and xi = x(ti), the sampling instants are defined as ti+1 = ti + δ ,
t0 = 0, i = 0,1, . . ., the constant δ = 0.2sec is the measurement sampling interval,
and P ∈ R3×2 is a constant matrix, which will be specified in the sequel.

In particular the first equation of the observer (14.29) for system (14.26)–(14.27)
takes the form

ẋ = f (t,x,v)−Ph(x) =

=

⎡

⎣

(
3+ sin2 (ωt)

)
(x2 − x1)− 4

(
x1 + x3

1

)
(
2− sin2 (ωt)

)
x1 − 4

(
x2 + x3

2

)
+ρ1 (x3)

v

⎤

⎦

−P

[
x1

ρ1 (x3)

]
,

(14.30)

where P ∈ R3×2; x1 (0) = 1.5, x2 (0) =−1.5 and x3 (0) =−1.5.
We have the two jacobian matrices fx (t,x) =

⎡

⎢⎢
⎣

−(3+ sin2 (ωt)
)− 4

(
1+ 3x2

1

) (
3+ sin2 (ωt)

)
0

(
2− sin2 (ωt)

) −4
(
1+ 3x2

2

)
(√

3+ x3√
x2

3+3

)

0 0 0

⎤

⎥⎥
⎦

and

hx (t,x) =

⎡

⎣
1 0 0

0 0

(√
3+ x3√

x2
3+3

)
⎤

⎦ .

Let us choose Q =

⎡

⎣
1 0 0
0 1 0
0 0 1

⎤

⎦ and P =

⎡

⎣
8 0
5 1
0 1

⎤

⎦. It is easy to verify that the symmetric

part of θ = Q( fx −Phx), that is the matrix
θ +θ ′

2
=

⎡

⎢⎢
⎣

−(15+ sin2 (ωt)+ 3x2
1

)
0 0

0 −4
(
1+ 3x2

2

)
0

0 0 −
(√

3+ x3√
x2

3+3

)

⎤

⎥⎥
⎦ ,

is globally negative definite, independently of u, v and on the chosen sliding mani-
fold. The conditions of Theorem 1 holds.

Let us consider the sliding output s(t,x) = A1 (t,x)−A2 (t,x)+Λ (x1 − x2), Λ =
10, and its first time derivative, which can be expressed as

ṡ (t) =Φ (t,x,y)−
⎛

⎝
√

3+
x3√

x2
3 + 3

⎞

⎠v, (14.31)
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Fig. 14.1 The observation error vector (x−x) converges to zero exponentially
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Fig. 14.2 The sliding output s(x) converges to zero in finite time
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Fig. 14.3 The sliding output s(x) converges to zero exponentially
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Fig. 14.4 On s(x) = 0 the observer’s state vector x converges to zero
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Fig. 14.5 The system’s state vector x converges to zero

where the term Φ (t,x,y) is known and in the second term the control v is mod-
ulated by a known function with constant sign. It is applied the control law v =
−K̃ (t,x) sign [s(t,x)], where K̃ (t,x) is chosen to be able to dominate the drift terms
in (14.31) and therefore to guarantee sṡ ≤−ε2 |s|, ε �= 0, according to standard first
order sliding mode technique.

According to the proposed method, the observation error (x− x) converges to
zero exponentially, Figure 14.1. The controller relies on the availability of the vector
x from the nonlinear observer (14.30) with discrete-time measurement. The discon-
tinuous control law steers to zero in finite time the sliding output s(t,x), Figure 14.2.
According to Theorem 1, once s(t,x)= 0, the sliding output s(t,x) converges to zero
exponentially, Figure 14.3.

On s(t,x) = 0 the observer (14.30) is stable, Figure 14.4, as well as the system
(14.26), the state of which converges to zero, Figure 14.5.

14.6 Conclusions

The contribution of the chapter is in the context of output feedback under perfect
plant knowledge and with discrete-time measurements.

A class of nonlinear nonaffine systems is considered when the state vector is not
completely available and the output is accessible via discrete-time measurements;
the use of suitably designed observers is required.
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The proposed methodology introduces integrators in the input channel and com-
bines sliding mode and Luenberger-like observers.

The procedure considers an augmented state and a new control, which is the first
time derivative of the original one. The strategy attains chattering reduction, while
ruling out possible ambiguous behaviors.

A full-order observer is proposed and conditions are found under which the con-
vergence to the unique ideal solution is proven for both system and observer despite
the discrete-time measurements.
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Chapter 15
Discrete-Time Sliding-Mode-Based
Differentiation

Arie Levant and Miki Livne

Abstract. Homogeneous sliding-mode-based differentiators provide for the high-
accuracy robust finite-time-exact estimation of derivatives. It is shown that their
discrete-time implementation misses the homogeneity, and respectively features
worse accuracy with respect to the sampling time interval. Detailed analysis of the
asymptotic accuracy is provided in both cases of constant and variable sampling
intervals.

15.1 Introduction

Sliding-mode (SM) control is one of the most popular approaches to the problem
of control under heavy uncertainty conditions. The idea is to keep some properly
chosen function (sliding variable) at zero by permanent control switching. Sliding
mode is accurate and insensitive to disturbances [[8,22]]. Yet standard sliding modes
feature the so-called chattering effect [[3,8,17,24]], and require the control to appear
already in the first derivative of the sliding variable. In other words the relative
degree of the sliding variable is to be 1.

High order sliding modes (HOSMs) [[4,13–22]] were created to remove the above
restrictions by hiding the switching in the higher derivatives of the sliding variable.
One actually only needs to know the relative degree of the sliding variable in order
to apply HOSM controllers. By artificially increasing the relative degree, one can
remove the dangerous types of chattering [[4, 14, 18, 22]]. Such controllers directly
solve the control problem, if the sliding variable is a tracking error. Their ultimate
accuracy is the result of their homogeneity features [[16]].

One of the main applications of sliding-mode control is the robust practical
differentiation and observation [[5, 6, 11, 14–16, 22, 24]]. HOSM methods allow
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estimation of n derivatives, provided the (n+1)th-derivative magnitude has a known
bound. Contrary to popular high-gain observers, [[1]] exact derivative estimations are
obtained in the absence of noises. The HOSM differentiators are built as a recursive
chain of second-order sliding modes. Their main features are based on the differen-
tiator homogeneity in the space of differentiator errors. The corresponding differen-
tial inclusion is shown to be finite-time stable with a negative homogeneity degree.
The respective accuracy in the presence of infinitesimal input noises is shown to be
asymptotically optimal. In the absence of noises, the accuracy of the ith derivative
is of the order of τn−i+1, where τ is the sampling interval.

The recently published differentiator modification [[7]] features faster conver-
gence and even uniformly bounded transient time. Higher order terms are added
to the differentiator to this end. Nevertheless, the differentiator is still described by
the same homogeneous finite-time stable inclusion in a small vicinity of zero in the
error space. Respectively it has the same asymptotic accuracy.

HOSM-based differentiators have already found a lot of theoretical and practical
applications [[4, 20, 22]]. The above listed differentiator features are widely consid-
ered as giving sufficient theoretical basis for practical implementation. Yet recently
the situation was found to be not so simple. Indeed, the above features were proved
under the assumption that though the sampling takes place at discrete time instants,
the whole system still evolves in continuous time. In reality the differentiator is a
computer-based dynamic system. Since the system is not smooth, the integration
is to be performed by the Euler method. To emulate a continuous-time system the
computer integration step should be much less than the sampling period. It not only
complicates the implementation, but also turns the choice of the integration step into
the state of the art. Note that in practice the implementation is usually based on only
one Euler step performed between the successive samplings.

It is proved in this paper that the homogeneity is still preserved for the first-order
discrete-time differentiator, which means that its one-Euler-step discrete-time im-
plementation is fully justified. Nevertheless, the higher-order discrete-time differen-
tiator is shown to loss its homogeneity. As a result, the above-presented asymp-
totic accuracy with respect to the sampling step deteriorates. At the same time
the discrete-time differentiator remains asymptotically exact. Moreover, its optimal
asymptotic accuracy with respect to the noises contaminating the input is preserved,
which explains its successful implementation in numerous practical projects.

15.2 Discrete-Time Differentiation

15.2.1 Discrete-Time Differentiation and Homogeneity

It is well-known that exact practical differentiation of general smooth functions is
impossible due to always present small noises. Indeed, one can easily approximate
any smooth function by another smooth function having very large derivatives.
These two functions are indistinguishable due to the possible presence of noises,
which means that any exact differentiator would inevitably differentiate the noises.
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The usual condition under which the practical exact differentiation is possible, is
the condition that the (n+ 1)th order derivative of the function has a known max-
imal magnitude. In that case one can estimate the first n function derivatives. The
explanation is that one cannot approximate a function of this class by another func-
tion of the same class without approximating its derivatives at the same time [[12]].
Respectively, the main idea of differentiation based on control methods is to con-
struct a dynamic system tracking the input function without the knowledge of its
derivatives.

Let the input be f (t) = f0(t)+η(t) ∈ R, where η(t) is a Lebesgue-measurable
bounded noise, |η | ≤ ε . Neither ε nor the properties of the noise are known. The
function f0(t) is an unknown, n-times differentiable smooth component of f , which

is to be restored together with its n derivatives. The last derivative f (n)0 is known to be

Lipschitzian with the constant L, which means that f (n+1)
0 exists almost everywhere

and satisfies f (n+1)
0 (t) ∈ [−L,L]. The general differentiator [[1, 15]] usually has the

form
żi = ϕi(z0 − f )+ zi+1, i = 0, ...,n− 1

żn = ϕn(z0 − f ),
(15.1)

where ϕi is a scalar function of scalar argument. The system is understood in the

Filippov sense [[9]] to allow discontinuities of ϕi and f . Subtracting f (i+1)
0 from both

sides, denoting σi = zi − f (i)0 and using f (n+1)
0 (t) ∈ [−L,L] with η = 0 obtain

σ̇i ∈ ϕi(σ0)+σi+1, i = 0, ...,n− 1

σ̇n ∈ ϕi(σ0)+ [−L,L],
(15.2)

which is a differential inclusion in the error space σ0,σ1, ...,σn.
With properly chosen functions ϕi, inclusion (15.2) becomes homogeneous and

finite-time stable. The homogeneity means that some positive number mi (called the
weight or the homogeneity degree, [[2]]) is assigned to each coordinate σi, deg σi =
mi > 0. Also the time t gets its weight deg t = p > 0 (called minus homogeneity
degree of the inclusion [[16]]) so that the transformation

(t,σ0,σ1, ...,σn) �→ (κ pt,κm0σ0,κm1σ1, ...,κmnσn) (15.3)

preserves the trajectories of (15.2) with any positive κ . Recall also that a function Ξ
is called homogeneous of the degree m, deg Ξ = m, if

Ξ(κm0σ0,κm1σ1, ...,κmnσn) = κmΞ(σ0,σ1, ...,σn).

It is easy to see that all weights can be proportionally changed. Thus, let deg t = 1.
Due to the segment present in the last nth equation of (15.2) the only possible weight
of σn is 1, which implies deg σi = n − i + 1, i = 0, ...,n [[16]]. In order to keep
the homogeneity, the function ϕi(σ0) is chosen proportional to |σ0|(n−i)/(n+1) (see
further).
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Let the input be sampled at the time instants tk with the time interval τk =
tk+1 − tk. Meantime suppose that τk = τ = const. The natural Euler discrete-time
implementation of (15.1) produces

zi(tk+1) = zi(tk)+ τϕi(z0(tk)− f (tk))+ τzi+1(tk), i = 0, ...,n− 1

zn(tk+1) = zn(tk)+ τϕn(z0(tk)− f (tk)).
(15.4)

Subtract f (i)0 (tk+1) from both sides of (15.4), using f (i)0 (tk+1)= f (i)0 (tk)+τ f (i+1)
0 (tk)+

(τ2/2) f (i+2)
0 (ξik), ξik ∈ [tk, tk+1], i ≤ n− 2. Taking into account η ∈ [−ε,ε], with

n ≥ 2 obtain

σi(tk+1) ∈ σi(tk)+ τϕi(σ0(tk)+ [−ε,ε])+ τσi+1(tk)− (τ2/2) f (i+2)
0 (ξik),

i = 0,1, ...,n− 2;

σn−1(tk+1) ∈ σn−1(tk)+ τϕn−1(σ0(tk)+ [−ε,ε])+ τσn(tk)+ (τ2/2)[−L,L],

σn(tk+1) ∈ σn(tk)+ τϕn(σ0(tk)+ [−ε,ε])+ τ[−L,L].
(15.5)

If the term f (i+2)
0 (ξik) were absent in (15.5), deg τ = 1, deg ε = n+ 1 could be set,

and the inclusion would be homogeneous with respect to the homogeneity transfor-
mation

Gκ : (t,τ,ε,σ0,σ1, ...,σn) �→ (κt,κτ,κn+1ε,κn+1σ0,κnσ1, ...,κσn) (15.6)

in the sense that trajectories of the system with parameters τ , ε were bijectively
transferred onto trajectories with parameters κτ , κn+1ε . In such a case, the discrete-
time differentiator (15.4) would preserve the asymptotic properties of the original
homogeneous continuous-time differentiator. Unfortunately, in general, the term

f (i+2)
0 (ξik) with n ≥ 2 is not zero.

Obviously with n = 1 the first line of (15.5) does not appear, implying the ho-
mogeneity of system (15.5) with respect to (15.6). We will see that, as a result,
the one-Euler-step discrete-time implementation preserves all standard differentia-
tor features with n = 1.

15.2.2 Asymptotic Accuracy of Discrete-Time HOSM
Differentiator with Constant Sampling Intervals

The recursive form of the nth-order homogeneous HOSM differentiator [[15]] is

ż0 = v0, v0 =−λnL1/(n+1)|z0 − f |n/(n+1) sign(z0 − f0)+ z1,

żi = vi, vi =−λn−iL1/(n−i+1)|zi − vi−1|(n−i)/(n−i+1) sign(zi − vi−1)+ zi+1,

żn =−λ0Lsign(zn − vn−1),

(15.7)
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where i = 1,2, ...,n− 1. As previously f (t) = f0(t) +η(t), η ≤ ε . Here zi is the

estimation of f (i)0 , and parameters λi of differentiator (15.7) are chosen in advance
for each n. An infinite sequence of parameters λi can be built, valid for all n [[15]]. In
particular, one can choose λ0 = 1.1, λ1 = 1.5, λ2 = 2, λ3 = 3, λ4 = 5, λ5 = 8 [[17]],
which corresponds to differentiators of the order n, 1 ≤ n ≤ 5.

In the absence of noises the equalities zi = f (i)0 are established in finite time.
In the presence of a sampling noise with the maximal magnitude ε , the accuracy

|zi− f (i)0 |=O(ε i/(k+1)) is obtained, and these asymptotics cannot be improved [[15]].
Excluding vi from (15.7) obtain the standard form (15.1) with

ϕi(σ0) =−λ̃n−iL
(i+1)/(n+1)|σ0|(n−i)/(n+1)sign(σ0). (15.8)

It is easy to see that the new coefficients λ̃0, λ̃1, ..., λ̃k > 0 are calculated from (15.7)

according to the recursive formula λ̃n = λn, λ̃ j = λ jλ̃
j/( j+1)
j+1 , j = n−1,n−2, . . . ,0.

Note that also λ̃0 = λ0. It is easy to check that (15.2), (15.8) is homogeneous with
deg t = 1, deg σi = n− i+ 1, i = 0, ...,n. It is always assumed in the following that
the parameters λi are properly chosen, so that (15.2), (15.8) is finite time stable. The
following Theorem calculates the asymptotic accuracy of the Euler discretization of
the differentiator (15.7) with a constant sampling interval.

Theorem 15.1. Let the input f (t) of the discrete-time differentiator (15.4) consist
of an n-smooth function f0(t), n ≥ 1, and a Lebesgue-measurable additive noise not

exceeding ε in its absolute value. Suppose that the input derivatives f̈0(t), ..., f (n)0 (t)

are bounded in absolute value, | f ( j)
0 | ≤ D j, j = 2,3, ...,n, and f (n)0 (t) is a Lips-

chitzian function with the Lipschitz constant L, Dn+1 = L. Let τ > 0 be the sampling
interval of the differentiator (15.4). Define

δi = max{ε(n−i+1/(n+1),τ(n−i+1),τDi+1}, i = 1, ...,n. (15.9)

Then there exist such constants μi > 0 that the accuracy

|z0 − f0| ≤ μ0 max
{
ε,τn+1

}
, |zi − f (i)0 | ≤ μiδi, i = 1, ...,n (15.10)

is established in finite time and is kept forever. The constants μi only depend on the
differentiator parameters λ0,λ1, . . . ,λn and L.

Remark 15.1. Notice that for small enough input noise the accuracy |z0 − f0| ≤
μ0τn+1 is provided.

The following Lemma is repeatedly used in the sequel.

Lemma 15.1. Let a differential inclusion be finite-time stable and homogeneous
with a negative homogeneity degree. Then its Euler discrete-time approximation
is also homogeneous with the weight of the sampling periods equal to the weight
of time. Its asymptotic accuracy is the same as of the continuous-time system with
discrete sampling.
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Proof. The Euler system is an approximation of the continuous-time finite-time sta-
ble system. Thus, similarly to [[16]] it has an invariant finite-time stable attractor. The
homogeneity implies the needed asymptotics [[16]].

Now prove the Theorem.

Proof. Introduce the variables (γ0, ...,γn+1) defined at each sampling instant tk as
the divided differences: γ0(tk) = f0(tk), γ1(tk) = (γ0(tk+1)−γ0(tk))/τ , ..., γn+1(tk) =

(γn(tk+1)− γn(tk))/τ . It is well-known that γi(tk) = f (i)0 (ξk) for some ξk ∈ [tk, tk+i],
i = 0, ...,n, and γn+1(tk) ∈ [−L,L]. Letting si = zi − γi obtain from (15.4) that,

si(tk+1) ∈ si(tk)+ τϕi(s0(tk)+ [−ε,ε])+ τsi+1(tk), i = 0, ...,n− 1

sn(tk+1) ∈ sn(tk)+ τϕn(s0(tk)+ [−ε,ε])+ τ[−L,L].
(15.11)

Note that this coordinate transformation does not affect the differentiator dynam-
ics. Inclusion (15.11) is the homogeneous discretization of the finite-time sta-
ble homogeneous differential inclusion (15.2) with the sampled noise η . Thus,
according to Lemma 15.1 the accuracy |si| ≤ μi max{ε(n−i+1)/(n+1),τ(n−i+1)} is
provided in finite time with some coefficients μi only depending on the differ-

entiator parameters. Now, |zi(tk)− f (i)0 (tk)| ≤ |zi(tk)− γi(tk)|+ |γi(tk)− f (i)0 (tk)| ≤
νi max{ε(n−i+1)/(n+1),τ(n−i+1)}+ (tk+i − tk)sup | f (i+1)

0 |, and the needed asymp-
totics are obtained (note that with i = 0, we get tk+i − tk = 0).

Remark 15.2. Notice that for small enough input noise the accuracy |z0 − f0| ≤
μ0τn+1 is provided.

15.2.3 Variable Sampling Intervals

The discrete-time implementation of (15.1) with variable sampling step takes the
form

zi(tk+1) = zi(tk)+ τkϕi(z0(tk)− f (tk))+ τkzi+1(tk), i = 0, ...,n− 1

zn(tk+1) = zn(tk)+ τkϕn(z0(tk)− f (tk)).
(15.12)

where τk = tk+1 − tk.

Similarly to the procedure described in Subsection 15.2.1, subtracting f (i)0 (tk+1)
from both sides of (15.12), and using η ∈ [−ε,ε], obtain the structure of inclusion
(15.5) with variable sampling step
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σi(tk+1) ∈ σi(tk)+ τkϕi(σ0(tk)+ [−ε,ε])+ τkσi+1(tk)− (τ2
k /2) f (i+2)

0 (ξik),

σn−1(tk+1) ∈ σn−1(tk)+ τkϕn−1(σ0(tk)+ [−ε,ε])+ τkσn(tk)+ (τ2
k /2)[−L,L],

σn(tk+1) ∈ σn(tk)+ τkϕn(σ0(tk)+ [−ε,ε])+ τk[−L,L],
(15.13)

where i = 0,1, ...,n− 2, with n ≥ 2 and ξik ∈ [tk, tk+1]. As it was mentioned above,
the presence of the high-order derivatives of f0 on the right-hand side of (15.13)
destroys its homogeneity features.

Theorem 15.2. Let the input f(t) of the discrete-time differentiator (15.12) satisfy
the conditions of Theorem 15.1, and the sampling intervals be bounded from above
by τ > 0. Then the accuracy

|σi| ≤ μiδ n−i+1 (15.14)

is established in finite-time for some constants μi > 0 and kept forever;

δ = max

{(τ
2

D2

)1/n
,
(τ

2
D3

)1/(n−1)
, ...,

(τ
2

Dn

)1/2
,τ,ε1/(n+1)

}
. (15.15)

The constants μi depend only on the differentiator parameters λ0,λ1, . . . ,λn and L.

Remark 15.3. Note that with n = 1 the standard accuracy |σ0| ≤ μ0 max(τ2,ε),
|σ1| ≤ μ1 max(τ,ε1/2) is obtained.

Proof. Consider a piecewise-linear continuous function s(t) = (s0(t), ...,sn(t)) de-
fined by the equations

s(t) = s(tk)+ (t − tk)vk, tk ≤ t ≤ tk+1. (15.16)

The vector vk ∈ F(s(tk)) is arbitrarily taken from the set

F(s(tk)) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ϕi(s0(tk)+ [−ε,ε])+ si+1(tk)+ δ̄ n−i[−1,1],

ϕn−1(s0(tk)+ [−ε,ε])+ sn(tk)+ δ̄ [−1,1],

ϕn(s0(tk)+ [−ε,ε])+ [−L,L],

(15.17)

where i= 0,1, ...,n−2, n≥ 2. With δ̄ large enough, each solution of (15.13) satisfies
(15.16), (15.17) in the sense that for each interval [tk, tk+1], there exist vk ∈ F(s(tk))
such that the same values are got at the same sampling times.

Now, the needed asymptotics is obtained immediately from the following lemma
with properly chosen δ̄ .

Lemma 15.2. There exist constants γi such that |si(tk)| ≤ γi
[
max

{
δ̄ ,τ,ε1/n+1

}]n−i+1

holds after finite transient time.
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Proof. Constructed successively on the intervals [tk, tk+1], the function s(t) is ab-
solutely continuous and |ṡi(t)| is bounded (t �= tk). Therefore, every solution of the
discrete system (15.16), (15.17) satisfies the following differential inclusion [[9]]

ṡi(t) ∈ ϕi(s0(tk)+ [−ε,ε])+ si+1(tk)+ δ̄ n−i[−1,1],

ṡn(t) ∈ ϕn(s0(tk)+ [−ε,ε])+ [−L,L],
(15.18)

where i = 0,1, ...,n− 1 and t ∈ (tk, tk+1). Consider now the disturbed continuous-
time inclusion,

ṡi ∈ ϕi(s0(t − τ[0,1])+ [−ε,ε])+ si+1(t − τ[0,1])+ δ̄ n−i[−1,1],

ṡn ∈ ϕn(s0(t − τ[0,1])+ [−ε,ε])+ [−L,L]
(15.19)

where i = 0,1, ...,n−1. Obviously, each solution of inclusion (15.18) satisfies inclu-
sion (15.19) almost everywhere. Indeed, for each t ∈ [tk, tk+1] there exists ϖ ∈ [0,1]
such that t − τϖ = tk.

Define δ = max
{
δ̄ ,τ,ε1/(n+1)

}
and consider also the continuous disturbed in-

clusion

ṡi ∈ ϕi(s0(t − δ [0,1])+ δ n+1[−1,1])+ si+1(t − δ [0,1])+ δ n−i[−1,1],

ṡn ∈ ϕn(s0(t − δ [0,1])+ δ n+1[−1,1]))+ [−L,L],
(15.20)

for i = 0,1, ...,n− 1, n ≥ 1. Since the parameters τ,ε and δ̄ are enlarged, every so-
lution of inclusion (15.19) also satisfies inclusion (15.20) almost everywhere [[9]].
Similarly to [[16]], the disturbed differential inclusion (15.20) has a finite time at-
tracting set under the homogeneous transformation

Gκ : (δ , t,s0, ...,sn) �→ (κδ ,κt,κn+1s0, ...,κsn). (15.21)

Therefore, with some fixed value δ0 of the parameter δ , there are such constants
ci > 0 that the inequalities |si| ≤ ci are kept after the finite-time transient. Take now
arbitrary value of δ . After the transformation (15.21) with κ = δ/δ0, |si| ≤ γiδ n−i+1,
where γi = ci/δ n−i+1

0 .

Taking

δ̄ = max

{(τ
2

D2

)1/n
,
(τ

2
D3

)1/(n−1)
, ...,

(τ
2

Dn

)1/2
,
τ
2

L

}

the needed asymptotics are obtained from Lemma 15.2.

Remark 15.4. Let the noise be absent, ε = 0. It is clear that when τ tends to zero the
formulas (15.14), (15.15) imply the accuracy σi = O(τ(n−i+1)/n). Let now τ take
on some fixed (possibly small) value. After the discrete-time differentiator enters its
steady state, the derivatives of the input function keep on changing continuously. As
a result, the local accuracy (15.14), (15.15) is in fact determined by the local bounds
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of the input derivatives taken instead of the larger global bounds D j in (15.15).
Thus, in the special case of an input function with large derivatives, the asymptotic
accuracy of the form σi = O(τα(n−i+1)) can be observed with some α ∈ [1/n,1]
depending on the comparative sizes of the terms from (15.15).

15.3 Simulation Results

Both cases of constant and variable sampling intervals are considered. The goal is to
demonstrate the convergence of the discretized differentiator and to show the com-
pliance of the observed asymptotic accuracies with the upper estimations provided
by the theorems.

Consider the discrete-time differentiator (15.4) of the order n = 3 with the noise-
free input function f (t) = f0(t) = sin(2t)+ 5cos(t). The differentiator with λ0 =
1.1, λ1 = 1.5, λ2 = 2, λ3 = 3, L = 21 gets the non-recursive form

z0(tk+1) = z0(tk)+ [−3L1/4|z0(tk)− f (tk)|3/4 sign(z0(tk)− f (tk))+ z1(tk)]τk,

z1(tk+1) = z1(tk)+ [−4.16L2/4|z0(tk)− f (tk)|2/4 sign(z0(tk)− f (tk))+ z2(tk)]τk,

z2(tk+1) = z2(tk)+ [−3.06L3/4|z0(tk)− f (tk)|2/4 sign(z0(tk)− f (tk))+ z3(tk)]τk,

z3(tk+1) = z3(tk)+ [−1.1Lsign(z0(tk)− f (tk))]τk, L = 21.
(15.22)

The considered sampling intervals τk vary in the range from τmin = 0.001 to the
upper bound τ with the increments proportional to Δτ = 10−4. While in the constant
sampling interval case the interval τk = τ = constant is taken in each run, in the case
of variable sampling intervals, τk is generated by a random value generator with the
uniform probability density function in the range [τmin,τ]. Various values of τ were
taken.

The discrete-time differentiator errors are evaluated as the maximal absolute
value ‖z j − f ( j)

0 ‖∞,τ,[a,b], j = 0, ...,3, of the considered sampled derivative estima-

tion error obtained on a fixed finite time interval [a,b] entirely lying in the steady
state time region.

Convergence of the discrete-time differentiator with the constant sampling in-
terval τ = 10−3 is demonstrated in Figure 15.1. In order to check the asymptotics
with constant sampling intervals, a number of runs were performed with different

values of sampling intervals τ and the errors ‖z j − f ( j)
0 ‖∞,τ,[10,14], j = 0, ...,3 were

calculated using the specified norm.

Denote y j = ln‖z j − f ( j)
0 ‖∞,τ,[10,14], j = 0, ...,3 and x= lnτ . The logarithmic scale

plot generated for the derivative estimations of the orders 0-3 is demonstrated in
Figure 15.2. There are four straight lines in Figure 15.2, whose slopes represent the
asymptotic accuracy orders of the discrete-time differentiator. Three parallel lines
of the graphs of y1, y2, y3 have slopes equal to 1, and a single line with slope 4
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Fig. 15.1 Convergence of the discrete-time differentiator using constant sampling intervals
(τ = 10−3)

Fig. 15.2 Asymptotics of the discrete-time differentiator with constant sampling intervals

corresponds to y0. This exactly corresponds to the estimations of Theorem 15.1:
z0 − f0 = O(τn+1) with n = 3, whereas for any j > 0 the asymptotic accuracy z j −
f ( j)
0 = O(τ) is kept. The intersections of the lines with the ordinate axis correspond

to the logarithms of the proportionality coefficients μ j from Theorem 15.1.
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Fig. 15.3 Convergence of the discrete-time differentiator using variable sampling intervals
0 < τk ≤ τ = 10−3

Now consider the case of variable sampling intervals. The same differentiator
(15.22) and the same input are taken. For each value of τ , a set of randomly gen-
erated sampling intervals {τk} is produced with 0 < τk ≤ τ . Then the set {τk} is
exploited in the run with the specified value of τ .

The convergence of the discrete-time differentiator with variable sampling inter-
vals, 0 < τk ≤ τ = 10−3, is demonstrated in Figure 15.3. Note that in the case when
the sampling interval changes gradually, i.e. ”smoothly”, the asymptotics for the con-
stant sampling interval are practically preserved (Theorem 15.1). The accuracy dete-
riorates, when sampling periods τk are taken randomly, though the convergence is still
observed. As it is expected, the accuracy degrades in comparison with the constant-
sampling-intervals’ case. For example, it is indicated by the thickness of the plot for

f (3)0 ,z0 in Figure 15.3. Consider the corresponding asymptotic accuracies.
Similarly to the previous case the estimation errors are calculated as

‖z j − f ( j)
0 ‖∞,τ,[12,13], j = 0, ...,3. Note that the interval [10,14] is replaced by the

interval [12,13], since in the variable sampling intervals’ case the transient time is
longer. Also a slightly shorter interval [12,13] is taken in order to reduce the fluctu-
ations in the plots.
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Fig. 15.4 Asymptotics of the discrete-time differentiator with variable sampling intervals

Once more denote y j = ln‖z j − f ( j)
0 ‖∞,τ,[12,13], j = 0, ...,3 and x = lnτ . The

results are shown in Figure 15.4. The slopes of the straight lines are less in
comparison with the constant sampling intervals’ case. The orders of the accura-
cies {2.1,1.4,1.1,0.44} are obtained, which correspond to {y0,y1,y2,y3} respec-
tively. According to Theorem 15.2 the accuracy orders are to be not less than
{1.3,1.0,0.6,0.3} respectively. Thus, the simulation confirms the theoretical esti-
mations. Indeed the proven theorems only provide for the upper estimations, so that
the observed asymptotic accuracies can be higher than in theory.

15.4 Conclusions

The accuracy of the discretized differentiators is shown to depend on how the cor-
responding dynamic system is integrated in real time. The previously known re-
sults were obtained under the assumption of ideal continuous-time integration of
the dynamic system with discrete-time measurements. Robustness and exactness of
standard homogeneous SM differentiators implemented by means of one-Euler-step
integration method are proved, and their asymptotic accuracy is calculated.

In the case of the first-order differentiation the standard accuracies proved for the
continuous-time integration are proved to be preserved in the discrete integration
case, both with constant and variable sampling intervals.

The discrete case accuracy of higher order differentiators is significantly worse
than with the continuous time integration due to the loss of homogeneity of the error
system. In particular, if the sampling period is constant, differentiation accuracies
are proportional to the sampling period and the upper bound of derivatives of the
first order and higher. Fractional powers of the maximal sampling period appear in
the accuracies when the sampling interval is variable.
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The results are also valid for any modifications of the differentiator, which pre-
serve its homogeneity properties, when the derivative estimation errors are close to
zero. In particular it is true for [[7]].
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Chapter 16
Sliding Mode Control in Heavy Vehicle Safety

H. Imine and L. Fridman

Abstract. In this chapter, an original approach to heavy vehicles rollover risk pre-
diction is presented and validated experimentally. It is based on the calculation of
the LTR (Load Transfer Ratio) which depends on the estimated vertical forces using
high order sliding mode observers. Previously, a tractor model is developed. The
validation tests were carried out on an instrumented truck rolling on the road at var-
ious speeds and lane-change manoeuvres. Many scenarios have been experienced:
driving straight, curved trajectories, zigzag manoeuvre and brake tests to emphasize
the rollover phenomenon and its prediction to set off an alarm for the driver. In this
study, the vehicle dynamic parameters (masses, inertias, stiffness..) and the static
forces infrastructure characteristics (road profile, radius of curvature, longitudinal
and lateral slope, skid resistance) are measured or calculated before the tests.

Key words: Heavy vehicle modeling, Rollover, Sliding mode observer, Estimation,
Prediction.

16.1 Introduction

Statistics show that accidents related to heavy goods vehicle (HGV) are more dan-
gerous than those of passenger vehicles ( [[39]], [[13]]). While they constitute only
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3% of vehicles in traffic, heavy vehicles are involved in 10% of accidents with fa-
talities. Furthermore, the fatality rate is twice as high when a HGV is involved.
Rollover is one of the most frequent accidents (20%) and causes significant dam-
age to the vehicles and injuries to its driver and passengers. Several anti-rollover
systems and rollover warning systems were developed to assist or warn the driver
( [[4]], [[1]], [[18]]). Most of the current prevention systems have some limitations,
because they are based on real time measurements without any prediction of the
vehicle dynamics. When the HGV behavior and infrastructure are well known, it is
possible to be closer to the safety limit while maintaining an acceptable risk level.
But with less information, the rollover risk increases, and the driver must reduce its
risk by reducing the vehicle speed. Therefore, it is important to take into account
the most relevant uncertainties and parameters variations of heavy vehicle system.

As mentioned in ( [[7]], [[25]]), the rollover occurs when the lateral acceleration
equals or exceeds the vehicle’s rollover limit (which may be assisted by roadway
cross-fall or camber). Lateral acceleration in a curve is highly sensitive to speed.
The required speed to produce rollover reduces as the radius of curvature reduces.
Roll stability is influenced by the centre of gravity height (COG), the effective track
width provided by the axles and tires, and the suspensions characteristics. The COG
height is affected by the chassis height and the heavy vehicle load. This perfor-
mance measure is evaluated in terms of the steady-state lateral acceleration at which
all wheels on the inside of curvature have lifted off the road surface. This is accom-
plished by increasing the steer angle of a vehicle until all axles on one side of a given
vehicle lift off. The rollover can occur when one wheel of the same axle of the vehi-
cle, lifts off the road surface. Previous work was done on rollover of heavy vehicles
and several simulation results were presented ( [[19]], [[5]], [[31]], [[23]], [[41]], [[25]]).
Most of these works have not presented experimental results. Indeed, the instru-
mentation of a heavy vehicle is very expensive and not easily reached to all. In this
chapter, the first experimental results of a developed predictive rollover system of
heavy vehicle are presented.

The predictive system is based on the calculation of the Load Transfer Ratio
(LTR) which is an indicator of rollover stability. This LTR is defined as the propor-
tion of load on one side of a vehicle unit transferred to the other side in a transient
manoeuvre. Thus, it depends on vertical forces that are estimated via a third or-
der sliding mode observer ( [[24]], [[22]], [[25]]). It estimates in the same and finite
time, positions, speeds and accelerations of the heavy vehicle ( [[36]], [[37]], [[16]],
[[17]], [[9]], [[28]]). Many researches have been performed in order to estimate verti-
cal forces of the vehicle and many simulation results are presented ( [[26]], [[33]]).
However, in these works, the dynamic parameters of the vehicle are supposed well
known which is not always true. Khemoudj et al [[32]] have developed method to es-
timate vertical forces without knowledge of dynamic parameters. However, in these
works the validation is done only with simulations using software simulator. In this
work some of dynamic parameters, namely suspension stiffness and unsprung mass
have been identified. This identification permits to improve the quality of the esti-
mation ( [[40]], [[14]]). One notices also that most of the published works presented
only simulation results without real validation using an instrumented vehicle. This
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is due to the fact that the instrumentation of vehicle using the existing devices is
expensive and difficult to install (more information in the site www.kistler.com).

In the presence of uncertainties and perturbation, the sliding mode observer is
proved to be the most interesting tool ( [[2]], [[43]]). The observer outputs are the
estimated state variables of the vehicle (positions and especially the COG height,
speeds and accelerations). Then the vertical forces acting on the wheels, which de-
pend on the road inputs are deduced from these estimated variables. In order to show
the effectiveness of the proposed system, some validation tests were carried out on
an instrumented truck driving on the road at various speeds and maneuvers. Many
scenarios have been experienced: driving in straight line, in curve, zigzag and brake
tests to emphasize the rollover phenomenon and its prediction and send an alarm to
the driver with recommended speed in order to avoid the rollover. This chapter is
organized as follows: the second section is devoted to the description of the heavy
vehicle model. In the third section, identification of uncertainties and perturbations
of heavy vehicle is developed. In section four, the used sliding mode observer to
predict rollover is developed. Instrumented heavy vehicle is described in the section
four. In section five, some validation results are presented. Finally some conclusions
and perspectives are given in the last section.

16.2 System Modelling

Various studies have dealt with the heavy vehicle modeling taking into account the
infrastructure characteristics ( [[3]], [[6]], [[1]], [[20]], [[26]]). To go in this way, the
measurements carried out on the real vehicle are exploited in order to constitute
a database which was used to study the various driving risks such as rollover or
jack-knifing. In this part, a heavy vehicle model using the infrastructure database
is developed. A tractor with 2 axles and 5 degrees of freedom is considered and
represented in figure 16.1.

The tractor chassis (with the mass M) is suspended on its axles through two sus-
pension systems. The tire of the wheel i is modeled by the springs with coefficients
ki and the suspension is modeled by both springs with coefficient Ki and damper
elements Bi.

The suspension is modeled as the combination of spring and damper elements.
The front view of this model is shown in figure 16.2.

The wheel masses are given by mi (i = 1, · · · ,4). At the tire contact, the road
profile, longitudinal and lateral slope, skid resistance and radius of curvature are
considered as the inputs of the system. The road profile is represented by the vari-
able ui (i = 1, · · · ,4). The relative yaw and pitch angles of the heavy vehicle are ne-
glected. Therefore, the dynamic model of the vehicle derived from the Lagrangian’s
equations is given by:

M(q)q̈+B(q, q̇)q̇+K(q) = Fg (16.1)
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Fig. 16.1 Instrumented heavy vehicle

Fig. 16.2 Suspension model

where M ∈ℜ5×5 is the inertia matrix (mass matrix), B ∈ℜ5×5 is the matrix taking
into account the damping effects, K ∈ℜ5 is the springs stiffness vector and Fg ∈ℜ5

is the generalized forces. The coordinates variable vector q ∈ℜ5 is defined by:

q = [q1,q2,q3,q4,φ ]T (16.2)

where q1 and q2 are respectively the left and right front suspension deflection of
the tractor, q3 and q4 are respectively the left and right rear suspension deflection of
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the tractor and φ is the roll angle. The vertical acceleration of the chassis (tractor’s
body) is function of vector q and its time derivative q̇:

z̈ = f (q, q̇) (16.3)

where the variable z is the vertical displacement of the tractor sprung mass which
is the centre height of the gravity. The vertical displacements of the wheels with re-
spect to the ground (road) are represented by zri (i = 1, · · · ,4) and can be calculated
as follows: {

zr1 = z− (q0 + q1)+
Tw
2 sin(φ)− r

zr2 = z− (q0 + q2)− Tw
2 sin(φ)− r

(16.4)

where q0 is the static distance between the COG and the axles of the vehicle, Tw is
the tractor track width and r is the wheel’s radius. From equation (16.4), the centre
height of gravity z is as follows :

z =
1
2
(zr1 + zr2 + q1 + q2)+ q0 + r (16.5)

The vertical accelerations of the wheels are obtained using the following equations:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

z̈r1 = (B1q̇1 +K1
Tw
2 sin(φ)+B1

Tw
2 cos(φ)φ̇

+K1q1 − k1zr1 + k1u1)/m1

z̈r2 = (B2q̇2 −K2
Tw
2 sin(φ)−B2

Tw
2 cos(φ)φ̇

+K2q2 − k2zr2 + k2u2)/m2

(16.6)

The normal forces Fni, i = 1, · · · ,4 acting on the wheels are calculated using the
following expression:

Fni = Fci + ki(ui − zri), i = 1, · · · ,4 (16.7)

where Fci is the static force due to the static mass of the vehicle. In this study,
the force generated by damping effects is neglected comparing to the spring forces
ki(ui − zri). On the other hand, the dynamic rolling of the vehicle is described using
the following differential equation:

Ixxφ̈ = mayhcos(φ + ς)+mghsin(φ + ς)−CRφ̇ −KRφ (16.8)

where Ixx is the inertia moment in the roll axis, CR represents a damping coefficient
of the roll motion, KR is spring coefficient of the roll motion, φ̇ is the roll rate, φ̈ is
the roll acceleration with respect to the road, ς is the lateral slope, h is the centre
height of gravity with respect to the roll axis, g represents the gravity acceleration
and ay is the lateral acceleration of the heavy vehicle. This latter variable is cal-
culated during vehicle modelling. It depends on the lateral and longitudinal forces.
It can also be measured using accelerometer sensor as described in the following
chapter on the experimentation.
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16.3 Perturbations and Parameters Identification

Sliding mode based observers are presented as an alternative to the problem of ob-
servation of perturbed systems. In particular, High Order Sliding Mode (HOSM)
based observers can be considered as a successful technique for the state obser-
vation of perturbed systems due to their high precision and robust behavior with
respect to parametric uncertainties. In this section, we show how the higher order
sliding mode concept can be applied for observation of uncertainties and parameter
identification of heavy vehicle ( [[29]], [[21]], [[27]]). In order to develop the observer,
let us rewrite the equation 16.1 in state form as follows:

⎧
⎨

⎩

ẋ1= x2

ẋ2= f (x1,x2)+Fg(x1,u)
y = x1

(16.9)

where x1 = [q1 q2 φ ] is the state vector representing the measured outputs vector of
the system, x2 represents its speeds, f is a vector of nonlinear analytical function and
Fg is an unknown input vector computed as follows: Fg = [−Fg1 −Fg2 0]T = [−FZ1

m1

−FZ2
m2

0]T , where FZ1 and FZ2 are respectively the right and left impact forces, m1

and m2 represent respectively the right and left wheels mass. Before developing the
sliding mode observer, let us consider the following assumptions: 1. The state is
bounded. 2. The system inputs are bounded. In order to estimate the vertical forces
and identify parameters of the system, let us rewrite the system 16.9 :

⎧
⎪⎪⎨

⎪⎪⎩

ẋ11= x21

ẋ21= a1ϕ1(x11)−Fg1

ẋ12= x22

ẋ22= a2ϕ2(x12)−Fg2

(16.10)

where x11 = q1, x21 = q̇1, x12 = q2, x22 = q̇2. The unknown vectors of parameters are

represented by a1 and a2 such as: a1 =
[
k1(

m1−m
m1

) k2

]
, a2 =

[
k1 k2(

m−m2
m2

)
]
, ϕ1 =

q1
m and ϕ2 =

q2
m . where m represents the unsprung mass of the vehicle. Assuming

(x1,x2) = (x11,x21) or (x1,x2) = (x12,x22), ϕ = ϕ1 or ϕ = ϕ2 and a = a1 or a =
a2,and in order to observe states, the following second order observer is developed:
( [[12]], [[10]]) : { .

x̂1 = x̂2 +λ |x̃1|1/2 sign(x̃1)
.
x̂2 = āϕ(x̂1, x̂2)+α sign(x̃1)

(16.11)

where x̂1 and x̂2 are respectively the estimations of x1 and x2, x̃1 = x1 − x̂1 ∈ ℜ
is the estimation error, the variable ā represents a vector of the nominal values of
the vector parameters. In this case, the dynamic estimation errors are calculated as
follows: { .

x̃1 = x̃2 −λ |x̃1|1/2 sign(x̃1)
.
x̃2 = ã ϕ(x1, x̃2)+ ζ −α sign(x̃1)

(16.12)
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with ã = a − ā is the estimation error of the vector a, ζ =−Fg1(x1,u) or
ζ =−Fg2(x1,u) and x̃2 = x2− x̂2. Since the accelerations of the system are bounded,
the variable α can be minored, satisfying the inequality:

α > 2
∣
∣∣
.
x̂2

∣
∣∣ (16.13)

On the other hand, from [[11]], the gains of the matrix λ satisfying the inequality,
can be selected as :

λ > 2

√√
√
√

2

α− 2
∣
∣
∣
.
x̂2

∣
∣
∣

(α+ 2
∣
∣∣
.
x̂2

∣
∣∣)(1+ p)

1− p
(16.14)

where p ∈ (0,1) are some constants to be chosen (proof in ( [[10]]). In order to study
the observer stability, first, the convergence of x̃1 and

.
x̃1 to 0 , in finite time t0 is

proved. Then, some conditions about x̃2 to ensure its convergence to 0 are deduced.
Therefore, for t ≥ t0 the surface x̃2 = 0 is attractive, leading x̂2 to converge towards
x2 satisfying the inequalities (16.13) and (16.14). The Super Twisting controller
is insensitive to general perturbations ρ(x1,S) = Fg(x1,u) satisfying the following
conditions: {

ρ1(x1,S)≤ k1 |S|1/2
∣
∣
∣ ∂∂ t ρ2(x1)

∣
∣
∣≤ k2

∣
∣
∣
∣
∣
, S = x̃1 (16.15)

where ρ(x1,S) = ρ1(x1,S)+ ρ2(x1) , k1 > 0,k2 > 0 As described in [[38]], this is
a strong requirement in order to ensure the complete rejection of the disturbance
ρ1(x1,S) by the Super Twisting algorithm. This allows to develop a general stability
proof of this algorithm subject to the general class of disturbances in equation 16.12.
The proof is based on the following quadratic Lyapunov function:

⎧
⎨

⎩

V (ζ ,u1) = ζT Pζ
ζ = [|S|1/2 sign(S),u1]
u̇1 =−αsign(S)

∣
∣
∣∣
∣
∣

(16.16)

where P = PT > 0 is a symmetric and positive definite solution of the following
linear matrix inequality (LMI), with some constant ε > 0 :

[
AT P+PA+ εP+R PB

BT −Θ
]
≤ 0 (16.17)

where A is the Hurwitz matrix of the system 16.12:

A =

[−λ 1
−α 0

]
(16.18)
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In our case, the elements of the gains are λ = 500 and α = 1. The matrices R
and Θ take into account the perturbation bounds of the stated problem and can be
considered as parameters for observer design and B =

[
1 0

]T
> 0 . Then, the func-

tion 16.16 is a global strong Lyapunov function for the system 16.12. In ( [[38]], [[8]]),
it is given the proof that the system trajectories under Super Twisting control start-
ing at S0 =

[
S(0) Ṡ(0)

]
to the origin in finite time when the perturbation ρ(x1,S)

of equation 16.12 is bounded by 16.15. In this case, and from 16.12, one obtains:

z2 = α sign(x̃1) = ã ϕ(x1, x̃2)+ ζ (16.19)

Theoretically, the equivalent output injection is the result of an infinite switching
frequency of the discontinuous term . Nevertheless, the realization of the observer
produces a high switching frequency which makes the application of a filter neces-
sary. To eliminate the high frequency component, a filter of the following form is
used:

τ
.
z̄2(t) = z̄2(t)+ z2(t) (16.20)

where τ ∈ ℜ and , h << τ << 1 being a sampling step. The variable z2 is then
rewritten as follows:

z2(t) = z̄2(t)+ ξ (t) (16.21)

with z̄2(t) is the filtered version of z2(t) and ξ (t) is the difference caused by the
filtration. Nevertheless, as it is shown in ([ [[15]]], [ [[42]]]) that:

lim
τ → 0

h/τ→ 0

z̄2(τ,h) = z2(t) (16.22)

Thus, it is possible to assume that the equivalent output injection is equal to the
output of the filter.

16.3.1 Perturbations Identification

In order identify the perturbation, the vector of parameters a is supposed to be
known. In this case ã = 0. Therefore and using the equation 16.19, the vertical force
is obtained as follows:

ζ = α sign(x̃1) (16.23)

One recalls that this perturbation is composed of the impact force or which can be
calculated as shown in the equation (16.7). One can then mention the advantages of
the proposed method as following: - The measuring of the road profiles u1 and u2 is
not necessary. - The estimation of the vertical displacements of the wheels and its
derivative are also not necessary to obtain.
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16.3.2 Parameters Identification

To identify the parameters of the system, we suppose that the perturbation ζ = 0.
That means that the road profile is supposed to be close to zero (no irregularities on
the road that can affect vertically the vehicle). In this case and using the equation
16.19, we obtain:

z2 = α sign(x̃1) = ã ϕ(x1, x̃2) (16.24)

Considering the unknown parameters vector a as a constant vector and in order to
identify it, a linear regression algorithm, namely the least square method is applied.
The time integration is given by:

1
t

t∫

0

z2(σ)ϕ(σ)T dσ = ã
1
t

t∫

0

ϕ(σ)ϕ(σ)T dσ (16.25)

The vector is then estimated by:

∧
ã =

⎡

⎣
t∫

0

z2(σ)ϕ(σ)T dσ

⎤

⎦

⎡

⎣
t∫

0

ϕ(σ)ϕ(σ)T dσ

⎤

⎦

−1

(16.26)

where
∧
ã is the estimation of ã. Let us define

Γ =

⎡

⎣
t∫

0

ϕ(σ)ϕ(σ)T dσ

⎤

⎦

−1

(16.27)

Its derivative is equal to
Γ̇ =−Γϕ(σ)ϕ(σ)TΓ (16.28)

The derivative of the vector
∧
ã using the equation 16.26 gives:

.∧
ã =

⎡

⎣
t∫

0

z2(σ)ϕ(σ)T dσ

⎤

⎦Γ̇ + z2ϕ(σ)TΓ (16.29)

Replacing Γ̇ by its value given before and using the equation 16.26, we obtain:

.∧
ã = −∧

ãϕϕTΓ + z2ϕ(σ)TΓ (16.30)

= (−∧
ãϕ+ z2)ϕTΓ

This ensures the asymptotic convergence of
∧
ã to ã and consequently this allows

to identify the real value of the vector . In our case, in order to obtain the un-
sprung masses after identification of k1 = a12 and k2 = a21, we refer to the vector a
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defined previously. One notices then the identified values of a11 = k1(m1 −m)/m1

and a22 = k2(m2 −m)/m2. Finally, the unsprung masses are deduced as follows:
m1 = mk1/(k1 − a11) and m2 = mk2/(k2 − a22).

16.4 Sliding Mode Observer for Risk Prediction

In order to evaluate the rollover risk, high order sliding mode observer is developed
to estimate the state variables and the vertical forces of the vehicle ( [[42]], [[35]],
[[11]], [[25]], [[17]], [[30]], [[26]], [[28]]). In state space form, the system equation (16.1)
can be rewritten as:

{
ẋ1 = x2

ẋ2 = M−1(Fg −B(x1,x2)x2 −K(x1))
(16.31)

where x= (x1,x2)
T = (q, q̇)T is the state variables vector and x1 = [q1,q2,q3,q4,φ ]T

is the measured outputs vector of the system. The roll angle is calculated using the
following formula:

φ = arcsin(
q1 − q2

Tw
) (16.32)

To be able to estimate the state variables and the vertical forces, the following ob-
server is developed and the convergence is proved ( [[36]], [[17]]).

⎧
⎪⎨

⎪⎩

˙̂x1 = x̂2 −λ0 |x̂1 − x1|2/3 sign(x̂1 − x1)

˙̂x2 = x̂3 −λ1
∣
∣x̂2 − ˙̂x1

∣
∣1/2

sign(x̂2 − ˙̂x1)
˙̂x3 =−λ2sign(x̂3 − ˙̂x2)

. (16.33)

where x̂1, x̂2 and x̂3 are respectively the estimate of x1, x2 and ẋ2, λ0, λ1 and λ2 are
the observer gains. More details about this observer can be found in [[35]]. The ob-
server defined in (16.33) permits to estimate positions, velocities and accelerations
of the system. The jerk of the system is bounded and it satisfies the inequality:

f+ ≥ 2 |...x 1| (16.34)

where f+ is some known positive scalar. The estimation errors are obtained using
the equations (16.31) and (16.33) as following:

⎧
⎪⎨

⎪⎩

˙̃x1 = x2 − x̂2 +λ0 |x̂1 − x1|2/3 sign(x̂1 − x1)

˙̃x2 = ẋ2 − x̂3 +λ1
∣
∣x̂2 − ˙̂x1

∣
∣1/2

sign(x̂2 − ˙̂x1)
˙̃x3 = ẍ2 +λ2sign(x̂3 − ˙̂x2)

(16.35)

where x̃i = xi− x̂i (i = 1, · · · ,3) is the estimation error of the variable xi. Chosen the
ith components of λ0, λ1 and λ2 as: λ0 = 3 3

√
f+, λ1 = 1.5 2

√
f+ and λ2 = 1.1 f+,

the estimation errors x̃1, x̃2 and x̃3 converge in finite time t0 toward 0 . More details
about the convergence study of this observer can be found in [[16]]. In this case, by
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means of the equation (16.6), the vertical displacements of the wheels are estimated
in finite time, since the vertical accelerations of the wheels z̈ri are measured using
accelerometers:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ẑr1 = (−m1z̈r1 +B1 ˙̂q1 +K1
Tw
2 sin(φ̂ )

+B1
Tw
2 cos(φ̂) ˙̂φ +K1q̂1 + k1u1)/k1

ẑr2 = (−m2z̈r2 +B2 ˙̂q2 −K2
Tw
2 sin(φ̂ )

−B2
Tw
2 cos(φ̂) ˙̂φ +K2q̂2 + k2u2)/k4

(16.36)

From equation (16.5), the centre height of gravity ẑ is now deduced :

ẑ =
1
2
(ẑr1 + ẑr2 + q̂1 + q̂2)+ q0 + r (16.37)

Using the equation (16.7), the vertical forces Fni can be estimated by:

F̂ni = Fci + ki(ui − ẑri), i = 1, · · · ,4 (16.38)

Then the Load Transfer Ratio (LTR) used to indicate the rollover risk, is calculated
as follows [[1]]:

LT R =
Fnr −Fnl

Fnr +Fnl
(16.39)

When Fnr = 0 (Fnl = 0) the right (left) wheels lift off the road and the rollover
coefficient takes on the limit value LTR = −1 (LTR = 1). For straight driving on a
horizontal road for the tire vertical forces, it holds that Fnr = Fnl which means that
LTR = 0.

16.5 Experimental Results

16.5.1 Description of the Test Bench

In order to validate theoretical study and the simulations results, an instrumented
tractor of Renault Trucks company is used, as shown in figure 16.1. The vehicle
is equipped with several sensors to measure the dynamics of the vehicle, such as
the angular speeds, accelerations, and the suspension deflections. The figure 16.3
illustrates the added sensors which are needed for the proposed technique:

• Four sensors, LVDT (Linear Variable Differential Transformers) installed be-
tween the wheel and the chassis in order to measure the deflections of
suspensions,
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Fig. 16.3 The used sensors on the Vehicle

• Four accelerometers installed on the chassis in order to measure the vertical ac-
celerations of wheels,

• Three axial gyrometers installed on the chassis in order to measure the angular
speeds (roll, pitch and yaw rate),

• Two lasers installed at the bottom of the chassis in order to measure its height.

The figure 16.4 illustrates the positions of installed sensors in the vehicle. Two
LVDT sensors are installed in the front of the vehicle and two others are installed in
the rear of the tractor. The two laser sensors are installed respectively in the left and
in the right side in order to measure the height of the vehicle. The tri-axial gyrome-
ter is installed in the centre of the vehicle in order to measure the three rotations of
the tractor.

The LVDT are the only sensors which are necessary and needed to be added
in order to product the predictive rollover system. The roll angle is deduced using
LVDT sensors, as explained in the previous section. The other sensors are only used
in order to test the robustness of the approach by comparing their measures to the
estimated variables.

The acquisition part of the bench, consists of use of laptop computer, a dSPACE
Micro AutoBox real-time hardware system, and the software: Matlab/Simulink,
Real Time Workshop and the dSPACE acquisition system. This acquisition board
delivers high performance and reliable data acquisition capabilities with 16 single-
ended analogical inputs. It delivers both analogical and digital triggering capability,
as well as two 12-bit analogical outputs, two 24-bit and 8 digital I/O lines. The
sampling frequency used during the tests is 100 Hz.The algorithms were written in
Matlab/Simulink, which coordinates all the data acquisition and the test measure-
ment processes. The developed program can be easily manipulated and integrated
in the vehicle.
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Fig. 16.4 Sensors position on the heavy vehicle

16.5.2 Infrastructure Measurements

Before the tests, the infrastructure data have been measured by different devices.
The road profile is measured by Longitudinal Profile Analyzer shown in figure 16.5.
The technical description and the functionalities of this device are given in [[34]].
The radius of curvature, longitudinal and lateral slope are measured using VANI
(Véhicule d’Analyse d’Itinéraire).

Fig. 16.5 Longitudinal Profile Analyser

This vehicle is equipped with different sensors, such as Gyrometers, GPS and
lasers is realized by Regional Laboratory of Lyon, in France in 1987. The CFT
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(transversal friction coefficient) of the road surface is measured by SCRIM device
(Sideway force Coefficient Routine Investigation Machine) which is described in
http://www.vectra.fr.

16.5.3 Test Results

Many tests and scenarios have been realized with the instrumented vehicle driving at
various speeds. Some results on the states, the vertical forces and the risk estimations
are presented in this section. The dynamic parameters and the static vertical forces
are measured before the tests. The measured static front left and static right vertical
forces are respectively 24200N and 25250N. The values of static rear left and right
vertical forces are respectively 9450N and 12050N.

16.5.3.1 Zigzag Test

The zigzag test is illustrated by figure 16.6. This test is very interesting for rollover
study since it can cause dangerous situations. The driver changes abruptly the direc-
tion of his vehicle which implies load transfer between the left and right side of the
vehicle.

Fig. 16.6 The zigzag test in practise

The steering angle of the vehicle during this test is presented in the figure 16.7.
The critical times are occurred at 15s, 30s and 45s. One notices that at these times,
the absolute steering angle is more than 3rad (180). In order to verify the condi-
tion 16.34, let us represent the jerk of the systems which corresponds to the double
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derivative of roll rate measured by gyrometer sensor and the jerk coming from the
third derivative of suspension deflection, measured by LVDT sensor. The result is
shown in the figure 16.8.

Fig. 16.7 Steering angle for zigzag test

One remarks that the maximum values of jerks of suspension deflection and roll
angle are respectively 800m/s3 and 150rad/s3. In this case, the value of the gain
f+ is then deduced to be equal to 1600. The vehicle speed is shown in figure 16.9.

In the figure 16.10, suspension deflections of the front of the vehicle are estimated
and compared to the measured one.

This figure shows that the observer converges quickly and the estimation error
is around zero. Therefore, the two graphs are practically indistinguishable. At the
critical times, the effect of the zigzag on the vehicle dynamics is clearly shown at
15s, 30s and 45s. The suspension deflection at the front right decreases from its
static value 0.01m to −0.03m, whereas the suspension deflection at the front left
increases from 0.01m to 0.025m. From this behavior, the roll angle shown in the
figure 16.11 occurred. Indeed, at the times 15s, 30s and 45s, the roll angle increased.
One can notice the quality of the estimation compared to the measure. It is clearly
shown that the estimated and measured roll angles are in good agreement.

The figure 16.12 shows the estimation of the centre height of gravity compared
to the front left suspension deflection. Since, there is no existing sensor to measure
this displacement, it’s then difficult to judge the quality of the estimation.

However, one notices that at 15s, the suspension deflection increased up to
0.025m and at the same time, the estimated centre height of gravity increased up
to 0.71m. The same phenomena are produced at the times 30s and 45s. This implies
that the estimated centre height of gravity correctly tracks the LVDT measure. This
conclusion represents a good indicator to evaluate the quality of this estimation. In
the figure 16.13, the vertical forces of the front wheels are presented. The force of
the front left wheel is presented at the left.
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Fig. 16.8 Jerk of the system in case of zigzag test

Fig. 16.9 Vehicle speed for zigzag test

Fig. 16.10 Suspension deflection estimation
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Fig. 16.11 Roll angle estimation

Fig. 16.12 Estimation of centre height of gravity

One notices that at the times 15s, 30s and 45s, this force increases up to 28dN
following then the the measured suspension deflection.

A zoom on the time interval [0 5]s is given in the right side of this figure 16.13.
The figure 16.14 shows the estimated vertical force of the front right wheel.

As explained before, the same conclusion can be given here. indeed, at the same
times, this force decreases up to 19dN. This phenomena can be explained by the fact,
that the load transfer from the right side to the left side of the vehicle is produced.
A zoom on the time interval [0 5]s is given in the right side of th figure 16.14.

In the figure 16.15, the vertical forces are compared to suspension deflections
measures. As for the centre height of gravity, there are no sensors, during this test,
to measure the vertical forces. It’s then difficult to conclude on the quality of the
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Fig. 16.13 Estimation of vertical force: left wheel

Fig. 16.14 Estimation of vertical force: right wheel

estimation. However, it is clearly shown that the estimated forces and the equivalent
measured suspension deflections are well correlated. This gives us an idea about the
quality of estimation. From figures 16.15, the load transfer ratio between the two
wheels is calculated and shown in the figure 16.16. The values of LTR are situated
between −0.15 and 0.2 .

These values are much smaller than the risk limit LTR=1, where on wheel of the
same axle lifts off the road. This is due to the fact that, during the test and for safety
reasons, the driver is not allowed to reach this limit. However, in order to test the
approach and send an alarm to the driver, the coefficient limit of LTR is reduced
to 0.2. In the figure 16.17, the identification results are shown. The suspensions
stiffness k1 and k2 are identified with success. Compared to their nominal values
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(194680N/m and 188540N/m), these parameters have been identified with some
variation in the time interval [13,20]s. This is due to the fact that at this time, the
driver changes brutally the vehicle direction as shown in the steering angle of the
Figure 16.7.

Fig. 16.15 Vertical forces estimation compared to LVDT measures

Fig. 16.16 Load Transfer Ratio (LTR)

The same remark can be given to the unsprung masses identification m1 and m2.
The variation of these parameters occurs around their nominal values respectively
of 100kg and 95kg, at the same time interval [13,20]s.
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Fig. 16.17 Parameters identification

16.5.3.2 Braking test

In this section, the brake test is presented in order to show the rapidity and the
robustness of the proposed method using observers. This test allow us to know if
the rollover risk can occur in the case of braking. In the figure 16.18, the vehicle
speed during this test is shown. The braking occurs at times 9s, 29s and 49s.

Fig. 16.18 Vehicle speed for brake test

In the following, the influence of the braking on the vehicle behavior and the
rollover risk is shown.
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In this case, the jerk of the system which corresponds to the double derivative of
roll rate measured by gyrometer sensor and the jerk coming from the third derivative
of suspension deflection measured by LVDT sensor are shown in the figure 16.19.
One remarks that the jerks of suspension deflection and roll angle are respectively
bounded by 800m/s3 and 250rad/s3. Also in this case, the value of the gain f+ is
chosen to be equal to 1600.

Fig. 16.19 Jerk in the brake test

Fig. 16.20 Suspension deflection estimation

In the figure 16.20, the estimation of the suspension deflections of the front of
vehicle are represented and compared to measures. At the braking times 9s, 29s and
49s, these vertical displacements decrease.

The right and the left side have almost the same value of about −0.08m. In this
case no load transfer is occurred between the left and the right side of the vehicle.

To show the quality estimation of the roll angle, a zoom is done in the time
interval [0 2]s of the figure 16.21. One notices that in this case, the roll angle is not
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Fig. 16.21 Roll angle estimation

Fig. 16.22 Roll angle estimation error

high even in the braking times. The estimation error tends to zero as shown in the
figure 16.22. The maximum value is around 10−4rad.

The figure 16.23 shows that the estimated roll rate compared to the gyrometer’s
measure. One remarks that the estimation converges quickly toward the measure.

Indeed, the minimum value for the measured roll rate is about −0.03rad/s and
for the estimated roll rate is about −0.04rad/s. The maximum value is almost the
same for the two signals. It’s about 0.03rad/s. The estimation error is shown in the
figure 16.24.

The figure 16.25 shows the estimation of the centre height of gravity. At the
braking times 9s, 29s and 49s, the centre height of gravity increased up to 0.8m and
between these times, the value of this displacement stays at its static value, namely
0.68m.
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Fig. 16.23 Roll rate estimation in the case of brake test

Fig. 16.24 Roll rate estimation error

Fig. 16.25 Estimation of centre height of gravity
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Fig. 16.26 Estimation of vertical forces in case of brake test

Fig. 16.27 Load Transfer Ratio for brake test

In the figure 16.26, the vertical forces of the wheels are presented. In the left,
the front left and right forces are presented. One notices that these forces are quit
close. That is confirmed by the small value of the roll angle shown previously in the
Figure 16.21.

The second remark, is about the values of these two forces at the times 9sec,
29sec and 49sec, which decrease to 8000N. Between these times, the forces keep
their static values.

In the right of the figure 16.26, the rear left and right forces are shown. These
forces vary around their static values, which is conform to the braking test. The
figure 16.27 shows the Load Transfer Ratio (LTR).
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One notices an increase of its value from 0.02 until respectively 0.11, 0.13 and
0.135, at braking times, respectively 9sec, 29sec and 49sec . However, these values
still far from the limit value of 1 and the limit fixed in this work, namely 0.2. In
this condition, no rollover risk is detected and therefore, no alarm is sent to the
driver.

16.6 Conclusion

In this work, an original system of heavy vehicles rollover risk prediction has been
proposed. The main advantage of the method is its simplicity and it is based on
vertical forces estimation using high order sliding mode observer. It has been vali-
dated experimentally on a real heavy truck rolling on the road at various speeds and
lane-change manoeuvres. Good agreement has been shown between the experimen-
tal and theoretical results. In order to show the robustness of the proposed approach,
two tests are presented in this study: zigzag and brake test. The results show that
dynamic states are well estimated as shown in the centre height of gravity. Then,
vertical forces are estimated and the rollover indicator LTR is computed. The re-
sults have been discussed. It is shown that the estimation results are quite close to
experimental ones and the rollover is predicted. In this test, the LTR does not reach
its limit of 1. In the real situation and for safety reason and only for this reason, we
were not allowed to test this situation where one wheel lifts of the road because the
tractor is not equipped with safety device. However, in order to send an alarm to the
driver and to test its effect on the driver’s behavior, this limit is reduced to 0.2. For
this reason, the LTR limit to send the alarm is reduced to 0.2. In this case, and during
the zigzag test, this limit is reached and the alarm is then sent to the driver in order to
reduce his speed. The method proved in the case of brake test, that no rollover occurs
(LTR< 0.2). HOSMO are also employed in order to estimate vertical forces of heavy
vehicle and to identify the unknown parameters. The experimental tests carried out
on an instrumented tractor show the quality of this approach since the convergence
of the observer is quick and is done in finite time, with errors quite close to zero.
The vertical forces are also well estimated. This is noticed when the estimations are
compared to the measures. The originality of this approach is the use of the equiv-
alent control, which provides a linear regression algorithm in order to identify the
unknown parameters of the system. An example of identification of the unsprung
mass and the stiffness is given in this paper. In the future work, it will be interesting
to test this approach in real time with an instrumented vehicle. The dynamo wheel in
order to measure the impact forces will be useful in order to have a better reference
to validate the impact forces estimation. The proposed method is tested on an instru-
mented tractor. It can be interesting to test the robustness of this approach on tractor
semi-trailer.
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Chapter 17
Applications of Sliding Observers for FDI in
Aerospace Systems

Christopher Edwards, Halim Alwi, and Prathyush P. Menon

Abstract. This chapter presents applications of second order sliding mode observer
schemes to three different aerospace problems. Two relate to ADDSAFE aircraft
fault detection benchmark problems. Firstly, the detection and isolation problem
associated with an actuator jam/runaway is considered and secondly an actuator os-
cillatory failure case is tackled. For the actuator jam/runaway scenario the actuator
deflection becomes decoupled from the demand issued from the flight control com-
puter and either remains fixed at some uncommanded point or ‘runs away’ to an
extreme value. For the OFC problem, the reconstruction scheme requires an esti-
mate of rod speed provided by a second order sliding mode observer. Ideally low
gains in the observer are required because of the noisy environment associated with
the physical system. An adaption scheme is therefore required to retain sliding in the
presence of severe faults. A problem associated with fault detection in a formation
flying scenario, associated with satellites is also discussed. This application to a rel-
ative degree two problem would be difficult to solve using linear observer methods.

17.1 Introduction

The study of fault detection and isolation (FDI) problems has been a popular and
widely researched area. One of the techniques which has gained a good deal of
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attention in recent years is sliding mode based FDI. One of the reasons is due to its
robustness properties, as well as its ability to reconstruct unknown signals (faults)
which may affect the system being monitored. The earliest sliding mode FDI re-
sults relied on simple residual based ideas (see for example [[14, 24]]). The under
pinning idea in [[14, 24]] is to allow sliding to break in the event of a fault, and the
deviation of the output estimation error away from the sliding surface indicates that
a fault has occurred. In the later developments (see for example Edwards et al [[6]],
Tan & Edwards [[22]], Jiang et al [[15]] and Kim et al [[16]]), instead of achieving
detection and isolation through residuals, reconstruction of the faults has been con-
sidered. In these approaches a sliding motion is always maintained even in the pres-
ence of faults. The direct reconstruction of faults can be beneficial, especially in the
case when redundancy is not available, and for sensor fault tolerant control (see for
example [[1]]).

One of the perceived drawbacks of using sliding mode schemes in physical sys-
tems is in dealing with the discontinuities which arise from using the signum func-
tion. However there has been extensive research to obviate these difficulties ranging
from simple pseudo-sliding approximations achieved through smoothing, to more
advanced higher order sliding mode concepts [[5,8,9,17,18,26]]. Second order slid-
ing methods require no smoothing and allow ideal sliding motions to be achieved
and therefore preserve the robustness property of sliding modes. Furthermore the in-
herent filtering property is beneficial for systems with noise. A recent development
in second order sliding mode approaches has made a significant impression due to
the inclusion of Lyapunov analysis techniques to demonstrate convergence [[4, 21]].
These concepts will be used in this chapter.

The Advanced Fault Diagnosis for Sustainable Flight Guidance and Control
(ADDSAFE) project is a European FP7 funded consortium. The aim of ADDSAFE
is to demonstrate the applicability of advanced fault detection and diagnosis (FDD)
methods to support the development of sustainable aircraft. It poses challenges to
improve existing FDD techniques to support new ‘green’ technologies allowing
optimization of the aircraft structural design, improving aircraft performance and
reducing the environmental footprint [[19]].

Two applications of 2nd order sliding mode observer schemes on the ADDSAFE
aircraft benchmark problem will be presented. The first problem is associated with
subtle jams and offsets in actuators which are usually automatically compensated
for by the flight control system which repositions the healthy surfaces. However
this can still pose a problem because drag is increased which results in excessive
fuel burn. Consequently it is important to detect these incipient problems.

The second FDI problem which will be considered concerns an actuator Oscilla-
tory Failure Case (OFC). An OFC is a type of failure in the Electrical Flight Control
Systems (EFCS). When coupled with the flexible modes of the structure, OFCs
can generate resonance phenomenon and cause unacceptably high vibrations and
loads [[10]] and therefore need to be detected quickly. In the context of ADDSAFE,
(as discussed in [[10]]) the improvement in performance of the FDI scheme allows
for better optimization of the aircraft structural design, which translates to weight
savings and therefore less fuel burn and a lower environmental footprint.



17 Applications of Sliding Observers for FDI in Aerospace Systems 343

The final case study relates to a fault detection problem in a leader follower
satellite formation situation. In the follower satellite, since the relative distance to
the leader satellite is small compared to the orbit, linearizations of the Hill equations
can be used to model the dynamics of the follower. These will be used as the basis
of an FDI scheme to detect actuator faults in the thruster systems of the follower
spacecraft. This constitutes a relative degree two problem between the measurement
and the fault signals. As such traditional linear unknown input observer methods
cannot be employed.

The structure of the chapter is as follows: the next section considered the ap-
plications of a sliding mode based fault detection scheme to an actuator problem;
then a super twisting differentiator based scheme is used to detect the presence of
oscillatory faults associated with aircraft actuators; finally a fourth order observer
based on second order sliding mode principles will be developed for a specific fault
detection problem in a satellite formation scenario.

17.2 Actuator Jam Problem

For this benchmark problem, a local LPV actuator model will be used for design.

17.2.1 Modeling of Hydraulic Actuator Using LPV

For the ADDSAFE benchmark problem, a LPV model representation (provided by
DLR [[13]]), derived from the high fidelity actuator in the ADDSAFE benchmark
model will be used for design. It has the form

ẋ(t) = −K(ρ)x(t)+K(ρ)u(t) (17.1)

y(t) = x(t)+ fo(t) (17.2)

where x(t) represents the deflection of the actuator and fo(t) represents the additive
fault in the actuator. In [[13]] the LPV parameters ρ chosen to describe the variation
of the dynamics are

ρ = [ρ1, . . .ρ4] := [m,Xcg,h,Vcas] (17.3)

which represent mass (m), center of gravity in the x-direction (Xcg), altitude h, and
conventional airspeed Vcas. As shown in [[13]], the scalar K(ρ) > 0 for all ρ and
varies according to

K(ρ) =Ca(ρ)+Cb(ρ)sign(ẋ(t))(x(t)+Cc(ρ)) (17.4)

The positive scalar Ca(ρ) can be interpreted as the dominant nominal gain, Cb(ρ)
represents the effect of deflection angle x(t) and Cc(ρ) represents the effect of a po-
sition offset from the trim position [[13]]. These coefficients have been
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obtained through an affine polynomial fit to data collected on the parameter grid
of m(kg) ∈ [120000, 220000], Xcg(%) ∈ [0.21, 0.38], h( f t) ∈ [0, 37000] and
Vcas(kt) ∈ [154.6, 176.1, 190.5, 229.6, 275]. Each coefficient can be represented
by

Ca(ρ) = Ca,0 +Ca,1ρ1 +Ca,2ρ2 +Ca,3ρ3 +Ca,4ρ4 (17.5)

Cb(ρ) = Cb,0 +Cb,1ρ1 +Cb,2ρ2 +Cb,3ρ3 +Cb,4ρ4 (17.6)

Cc(ρ) = Cc,0 +Cc,1ρ1 +Cc,2ρ2 +Cc,3ρ3 +Cc,4ρ4 (17.7)

17.2.2 Sliding Mode Observer

From (17.2), the fault appears at the output of the actuator model and therefore a
‘sensor fault’ reconstruction scheme will be employed. Consider a new state z f (t) ∈
IR which is the filtered output of y(t) given by

ż f (t) =−A f z f (t)+A f y(t) (17.8)

where A f is a positive design scalar. Substituting y(t) from (17.2) into (17.8) yields

ż f (t) =−A f z f (t)+A f x(t)+A f fo(t) (17.9)

Next, augment system (17.1) and (17.9) to create a 2nd order system

ẋa(t) = Aa(ρ)xa(t)+Ba(ρ)u+Fa fo(t) (17.10)

z(t) = Caxa(t) (17.11)

where the augmented states xa(t) =
[

x(t) z f (t)
]T and the augmented matrices

Aa(ρ) =
[−K(ρ) 0

A f −A f

]
, Ba(ρ) =

[
K(ρ)

0

]
, (17.12)

Fa =

[
0

A f

]
, Ca =

[
0 1

]

For the system in (17.10), the proposed observer has the structure

˙̂xa(t) = Aa(ρ)x̂a(t)+Ba(ρ)u−Glez(t)+Gnν(t) (17.13)

ẑ f (t) = Cax̂a(t) (17.14)

where the output estimation error ez(t) = ẑ f (t)− z f (t). The design parameters
Gl(ρ),Gn(ρ) ∈ IR2×1 are the observer gains and ν(t) is the nonlinear term used
to induce the sliding motion. Consider an error ea = x̂a−xa then subtracting (17.10)
from (17.13) yields

ėa(t) = Aa(ρ)ea(t)−Glez(t)+Gnν(t)−Fa fo(t) (17.15)
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The objective is to force ez(t) to zero in finite time, in order to achieve a sliding
mode on Sact = {ea ∈ IR2 : ez = 0}. Here the observer gains are chosen as

Gn =

[
0
1

]
Gl =

[
0

−A f + k2

]
(17.16)

where k2 is a chosen positive scalar. Substituting (17.16) into (17.15) the error sys-
tem can be written in expended form as

[
ėx(t)
ėz(t)

]
=

[−K(ρ) 0
A f −k2

][
ex(t)
ez(t)

]
+

[
0
1

]
ν(t)−

[
0

A f

]
fo(t) (17.17)

From (17.17) the reduced order sliding motion is given by

ėx(t) =−K(ρ)ex (17.18)

Since K(ρ)> 0 for all ρ [[13]], the reduced order sliding motion is stable and ex → 0
as t → 0. From the lower equation in (17.17)

ėz(t) = A f ex − k2ez(t)+ν(t)−A f fo(t) (17.19)

During sliding ez = ėz = 0 and since ex(t)→ 0, equation (17.19) reduces to

ν(t) = A f fo(t) (17.20)

Rearranging (17.20) an estimation of the fault is obtained as

f̂o(t) = A−1
f ν(t) (17.21)

which can be reconstructed online. The nonlinear injection term ν(t) has the super
twisting form

ν(t) = −k1 sign(ez(t))|ez(t)|1/2 + z(t) (17.22)

ż(t) = −k3 sign(ez(t))− k4ez(t) (17.23)

The scalars k1,k3,k4 are design freedom to be chosen. Note that (17.22)-(17.23) has
a similar structure to the one in [[21]]. For a sufficiently large scalar ε > | ḟo(t)|, if the
gains from (17.22) and (17.23) are chosen as

k1 > 2
√
ε (17.24)

k3 > ε (17.25)

k4 >
k2

2

(
k3

1 +
5
4 k2

1 +
5
2 (k3 − ε)

)

k1(k3 − ε) (17.26)

then ez(t) = ėz(t) = 0 in finite time [[21]].
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17.2.3 Simulation

The scalar A f which defines the output filter from (17.9) has been chosen as
A f = 0.5. The supertwist gains from (17.24)-(17.26) have been chosen as k1 =
6.6408,k2 = 0.1,k3 = 20,k4 = 0.3279.

The scheme proposed above has been tested on the nonlinear high fidelity
ADDSAFE benchmark model [[11]]. The simulations are conducted at an altitude
of 37000ft, a speed of 2267kts, a weight of 185 tonnes and center of gravity of 28%
MAC. Figure 17.1 shows the results from a right elevator jam during a coordinated
turn manoeuvre. Figure 1(b) shows that the right elevator jam which does not re-
spond to the command signal. Figures 1(c) shows that sliding is being maintained
despite the presence of the fault. Figure 1(c) also shows good reconstruction of the
fault.

17.3 OFC Problem

In this section, an adaptive second order sliding mode observer algorithm will be
used to estimate an actuator oscillatory failure case. The idea is to manipulate the
analytical mathematical nonlinear model of the actuator to obtain an expression for
the OFC signal. Most of the parameters used in the manipulated nonlinear equa-
tion are available, except for the actuator rod speed which will be supplied by the
adaptive observer.

17.3.1 Modeling of Hydraulic Actuator

The hydraulic actuator model from [[10]] is given by

ẋ(t) = Vc(t)

(
Δp(t)− sign(i(t))Faero(t)

S

Δpre f +
Kd(t)

S V 2
c (t)

) 1
2

(17.27)

where nominally

Vc(t) = Kci(t) (17.28)

and Kc is a conversion factor from electrical current (mA) to speed (mm/s). The
current i(t) is given by

i(t) = K(u(t)− x(t)) (17.29)

where K is the (fixed) servo control gain. The signal x(t) is the hydraulic actuator
rod position and u(t) is the commanded rod position (from the FCC). The fixed
constants are Δpre f which is the differential pressure corresponding to the maximum
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Fig. 17.1 Turn coordination: right elevator jam

rod speed1, and S which is piston surface area. The parameters which depend on
varying operational conditions (e.g. fluid temperature and/or the number of actuators
used simultaneously on a given hydraulic circuit) are: Δp(t) which is the actual
hydraulic pressure delivered to the actuator, Faero(t) which is the estimate of the

1 Maximum rod speed is achieved when the servo valve is fully open and Δp(t) =Δpre f [[10]].
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aerodynamic forces applied on the control surface and Kd(t) which is the adjacent
actuator damping coefficient (in the case of two actuators per control surface).

17.3.2 OFC Modeling

An OFC is caused by faults in any digital component (which generate unwanted
sinusoidal signals) in the actuator control loop between the FCC and the control
surface. These oscillations consequently propagate within the loop [[10]]. As in [[10]],
only an OFC located in the servo control loop is considered. Specifically, it is as-
sumed that the OFC source is in the analogic output signal between the FCC and
the actuator (See Figure 17.2 below). In the ADDSAFE model, the OFC affects the
computed/desired rod speed Vc(t) so that

Vc(t) =

⎧
⎨

⎩

V0(t) nominal
V0(t)+Kc fliq(t) liquid OFC
Kc fsol(t) i.e. V0(t) = 0 solid OFC

(17.30)

where
V0(t) = KcK(u(t)− x(t)) (17.31)

As in [[10]], the OFC signals are considered as sinusoids with amplitude and fre-
quency uniformly distributed over the range of 1-10Hz. Beyond 10Hz, the OFC has
no effect on control surface oscillation due to the low pass characteristics of the
actuator. As shown in (17.30) the liquid OFC behaves as an additive fault, and the
OFC signal adds to the desired position from the FCC and hence the control sur-
face tracks the corrupted demand signal. Equation (17.30) shows that for the case
of solid OFCs, the demanded surface position is replaced totally by the OFC signal.
In this case, the control surface is totally ‘disconnected’ from the FCC and does
not respond to the commanded rod position, but instead behaves as a pure periodic
motion. Any attempt to damp the oscillation does not have any impact as the control
surface is ‘disconnected’ from any demand signal from the FCC [[3, 10]].

17.3.3 OFC Estimation

Consider equation (17.27) as a special case of the differential equation

ẋ(t) = g(t,x) (17.32)

with measured output y(t) = x(t). Assume that the time derivative of the function
on the right hand side of (17.32) is bounded i.e.,

|ġ(t,x)| ≤ δ (17.33)

for some unknown constant δ > 0.



17 Applications of Sliding Observers for FDI in Aerospace Systems 349

Consider an observer with the following structure

ż1(t) = −κ1(t)|e1(t)|1/2 sign(e1(t))+ z2(t) (17.34)

ż2(t) = −κ2(t) sign(e1(t)) (17.35)

where e1(t) = z1(t)− x(t). Subtracting (17.32) from (17.34) yields the error system

ė1(t) = −κ1(t)|e1(t)|1/2 sign(e1(t))+ z2(t)− g(t,x) (17.36)

ż2(t) = −κ2(t) sign(e1(t)) (17.37)

Consider e2(t) = z2(t)− g(t,x), then (17.36)-(17.37) can be written as

ė1(t) = −κ1(t)|e1(t)|1/2 sign(e1(t))+ e2(t) (17.38)

ė2(t) = −κ2(t) sign(e1(t))− ġ(t,x) (17.39)

If a 2nd order sliding motion is induced, e1(t) = ė1(t) = 0, and therefore from
(17.38), e2(t) = 0 ⇒ z2(t) = g(t,x) = ẋ(t) and therefore z2(t) from (17.35) pro-
vides an estimate of rod speed ẋ(t). Since both x(t) and ẋ(t) are known, under the
three different conditions in (17.30), equation (17.27) can be rearranged to obtain
an expression for the OFC. For the liquid OFC case

fliq(t) =
z2(t) f (t)−V0(t)

Kc
(17.40)

where

f (t) =

( Δpre f

Δp(t)− sign(i(t))Faero(t)
S − z2

2(t)
Kd(t)

S

) 1
2

(17.41)

Fig. 17.2 Source of OFC in the servo control loop [[10]]
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All the variables on the right hand side of (17.40) are available (i.e., measured or
assumed to be fixed) except for the actuator rod speed. For the solid OFC case, since
V0 = 0 in (17.30), similar arguments give the estimate of the solid OFC as

fsol(t) =
z2(t) f (t)

Kc
(17.42)

Here, the gains κ1(t) and κ2(t) are chosen as:

κ1(t) =
√

2Γ (t) (17.43)

κ2(t) = 4Γ (t) (17.44)

for some time varying scalar

Γ (t) = r(t)+ � (17.45)

where the variable � is a fixed positive scalar while the varying r(t) (also positive)
is adapted based on the law

ṙ(t) =

{
γD(|e1(t)|1/2) if r(t)≤ rmax

0 otherwise
(17.46)

where γ > 0 is a positive design constant and the scalar rmax � δ . The function
D(z) : IR �→ IR is the dead-zone function

D(z) =

{
0 if |z|< ε
z otherwise

and ε is a positive scalar. The idea here is to adapt the gains when |e1(t)|1/2 unac-
ceptably deviates from zero. The gain r(t) will increase in magnitude according to
(17.46) to force e1(t) back into a sliding regime.

The choice of γ,ε, � depend on the system requirements and therefore require
some design iteration. The gain � represents the nominal gain when adaptation is
not required, whilst γ will influence how fast the adaptive gain r(t) increases. The
parameter ε dictates the sensitivity of r(t) to changes in e1(t) and is set to be small.

Proposition 17.1. Using the adaptation rule (17.46) ensures the error system given
in equations (17.38)-(17.39) and r(t) remains bounded, and a pseudo 2nd order
sliding motion is achieved in finite time forcing both e1 and ė1 to be small (depending
on the choice of ε).

Proof: See [[2]].
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17.3.4 Simulations

The scheme above has been tested on the nonlinear high fidelity ADDSAFE bench-
mark model provided by AIRBUS [[12]]. The simulations are conducted at an alti-
tude of 30000ft, Mach 0.64 (241kts), a weight of 200 tonnes and center of gravity of
30% MAC. In the benchmark model, the actuators are represented as high fidelity
nonlinear models with parameters Δp, Faero and Kd which vary based on changes in
the operational conditions. For the observer design, these parameters are assumed to
be fixed at constant values. Here, the control surface considered is the right inboard
aileron. The design parameters from (17.45) and (17.46) used in the simulation are
γ = 3× 106, �= 50 and ε = 0.6.

17.3.4.1 Simulation Results

Various OFC amplitudes and frequencies have been tested. For consistency and for
comparison, all the tests were conducted using the same manoeuvre (a pilot lon-
gitudinal stick doublet input). For all tests, the OFC occurs at 10sec. For brevity,
the results shown here represent the extreme cases of low and high amplitude and
low and high frequency, to highlight the performance of the proposed scheme. The
low amplitude case shows the smallest amplitude the scheme can detect, especially
when masked by the noise in the system. The high frequency OFC case represents
a challenge to detect the failure within the required time.

17.3.4.2 Solid OFC

Figure 17.3 shows an OFC of amplitude 0.5deg at a frequency of 0.5Hz. Figure 3(a)
shows the effect of the OFC on the left elevator. Here, the OFC signal (blue solid
line) totally replaces the commanded signal (red dashed line) and the elevator does
not respond to the command signal from the FCC.

Figure 3(b) shows that there is no supertwist gain adaptation required for this
level of OFC. Figure 3(c) shows both the estimated rod speed and the OFC. Here,
again a good estimate of the rod speed is obtained as the estimate (blue solid line)
overlaps the actual (red dashed line) rod speed. Subsequently, the good rod speed
estimate provides a good OFC estimate.

17.3.4.3 Liquid OFC

Figure 17.4 shows the results for a liquid OFC with amplitude 1deg and a frequency
of 7Hz. Due to the high frequency of the OFC, zoomed-in plots from 9-12sec are
presented. Figure 4(b) shows that when the OFC occurs, the quality of sliding de-
grades and the gain Γ (t) increases to regain sliding. Figure 4(c) shows the estimate
of both the rod speed and the OFC. Again, during the period of sliding degradation,
the rod speed and the OFC estimate slightly degrade, but quickly recover to provide
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a good estimate once the gain Γ (t) is sufficiently big. After adaptation of the su-
pertwist gains, both the rod speed and the OFC estimate (blue solid line) provide a
good estimate of the actual rod speed and the OFC (red dashed line).

17.4 An Observer Design for a Leader/Follower Satellite
Formation

In this section a cluster of N + 1 identical satellites, consisting of a leader satel-
lite and N follower satellites, which are in nearby orbits, is considered. The leader
satellite is on a circular Keplerian orbit and the follower satellites can measure the
relative distance between all the nearby satellites as well as the leader satellite. The
coupling effect between the attitude and translational dynamics of the satellites is
assumed to be weak and is ignored. Also it is assumed the follower satellites have
information about the control forces employed by the leader.

Since the distances between the satellites are small when compared to the di-
ameter of the actual orbit, the relative dynamics of the ith follower satellite can be
studied using Hill’s equations [[25]]. In general, Hill’s equations consist of relative
dynamics in the radial, tangential and out-of-plane direction. Only the radial and
tangential (x− y) plane dynamics, which are coupled, is addressed in here. The Hill
equations representing the dynamics in the (x− y) plane can be written as:

ẍi − 2ẏi− 3xi = uxi + fxi (17.47)

ÿi + 2ẋi = uyi + fyi (17.48)

where xi and yi represent the displacements in the radial and tangential directions
respectively with respect to the leader satellite, which performs a circular orbit at an
angular speed of ωn. Note that (17.47) -(17.48) have been normalized with respect
to time, and have no visible dependency on ωn as written [[20, 25]]. The control
signals uxi and uyi are the net specific control forces, in the radial and tangential
plane respectively, acting on the ith follower. These are relative with respect to the
leader and can be written as

uxi = u f
xi − ul

xi (17.49)

uyi = u f
yi − ul

yi (17.50)

where the superscripts f and l indicate the follower and leader respectively, and so
for example, u f

xi is the control signal applied to the ith follower satellite in the radial
direction. The terms fxi and fyi represent possible actuator faults. For the remainder
of this section the use of the subscript i to denote the ith follower will be dropped.
Since all the followers are identical, there is no ambiguity in the absence of the
subcript i.
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To this end, for a typical follower satellite let

X = (x1,x2,x3,x4) = (x, ẋ,y, ẏ) (17.51)

The nonlinear observer which is proposed here has its roots in the second order su-
per twisting observer proposed in [[7, 8, 21]]. It will be designed to simultaneously
robustly estimate the states and the unknown faults, f = col( fx, fy), from the mea-
sured relative position outputs (x1,x3) in each follower satellite.

Let the state estimate of the satellite be X̃ := col(x̃1, x̃2, x̃3, x̃4). Consider the non-
linear observer dynamical system described by

˙̃x1 = x̃2 − k̃1|e1| 1
2 sign(e1) (17.52)

˙̃x2 = 3x̃1 + 2x̃4 − k̃3 sign(e1)− k̃2|e3| 1
2 sign(e3)+ ux (17.53)

˙̃x3 = x̃4 − k̃2|e3| 1
2 sign(e3) (17.54)

˙̃x4 = −2x̃2 − k̃4 sign(e3)+ k̃1|e1| 1
2 sign(e1)+ uy (17.55)

where: e = X̃ −X , such that e = col(e1,e2,e3,e4). The k̃i ∈ IR+, i = 1, . . . ,4 rep-
resent the positive design scalar gains to be determined. This will be discussed in
the sequel. When compared to the classical super-twisting observer proposed in [[8]],

additional significant cross coupling terms −k̃2|e3| 1
2 sign(e3) and +k̃1|e1| 1

2 sign(e1)
are present in (17.53) and (17.55). Furthermore the skew symmetry in the coupling
of the states in the satellite dynamics is exploited in proposing the new nonlinear
observer. The proposed nonlinear observer will be analyzed making use of the class
of Lyapunov function originally proposed in [[21]].

The error in the state estimate of the satellite is

ė1 = −k̃1|e1| 1
2 sign(e1)+ e2 (17.56)

ė2 = 3e1 + 2e4 − k̃3 sign(e1)− k̃2|e3| 1
2 sign(e3)− fx (17.57)

ė3 = −k̃2|e3| 1
2 sign(e3)+ e4 (17.58)

ė4 = −2e2 − k̃4 sign(e3)+ k̃1|e1| 1
2 sign(e1)− fy (17.59)

The proposed design ensures the convergence of the error dynamics associated with
the estimates of the states to zero in finite time.

It is assumed that the unknown faults fx and fy in the error dynamics satisfy a-
priori known upper bounds. Specifically suppose | fx| ≤ δ1 and | fy| ≤ δ2 for known
constants δ1,δ2 ≥ 0. This assumption is similar to the one made in [[20, 25]].

Consider a candidate Lyapunov function V (e) for the error dynamics system in
(17.56) - (17.59), which is inspired by the one in [[21]] given by:

V (e) = 2k̃3|e1|+ 1
2

e2
2 +

1
2
(k̃1|e1| 1

2 sign(e1)− e2)
2

+ 2k̃4|e3|+ 1
2

e2
4 +

1
2
(k̃2|e3| 1

2 sign(e3)− e4)
2 (17.60)
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Fig. 17.6 Estimates in disturbances

For simplicity, the proposed candidate Lyapunov function can be written as a
quadratic form V (ξ )= ξ TPξ where ξ := col(ξ1,ξ2) and ξ1 := col(|e1| 1

2 sign(e1), e2)

and ξ2 := col(|e3| 1
2 sign(e3), e4). The block diagonal Lyapunov matrix

P =

[
P1 02×2

02×2 P2

]
(17.61)
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where

P1 =
1
2

[
4k̃3 + k̃2

1 −k̃1
−k̃1 2

]
, P2 =

1
2

[
4k̃4 + k̃2

2 −k̃2
−k̃2 2

]

is radially unbounded if k̃3 > 0 and k̃4 > 0. It can be shown that the time derivative
of V (ξ ) along the trajectories of the system (17.56) - (17.59) is given by

V̇ (ξ )≤− 1

|e1| 1
2

ξ T
1 Q̃1ξ1 − 1

|e3| 1
2

ξ T
2 Q̃2ξ2 (17.62)

where

Q̃1 =
k̃1

2

[
2k̃3 + k̃2

1 −2δ1 −k̃1 −2 δ1

k̃1

−k̃1 −2 δ1

k̃1
1

]

and

Q̃2 =
k̃2

2

[
2k̃4 + k̃2

2 −2δ2 −k̃2 −2 δ2

k̃1

−k̃2 −2 δ2

k̃1
1

]

Note that significant algebraic manipulation is necessary to achieve the structure
in (17.62) because although V (ξ ) and V̇ (ξ ) present a decoupled block structure as
given in (17.60) and (17.62), the differential equations in (17.56)-(17.59) are cou-
pled. In achieving (17.62) the skew symmetry of the satellite plant and the additional
coupling terms have been exploited.

In this situation V̇ (ξ ) is negative definite if Q̃1 and Q̃1 are positive definite. Pro-
vided the scalar positive gains k̃i, for i = 1, . . . ,4, satisfy the following conditions

k̃1 > 0, k̃3 > 3δ1 + 2
δ 2

1

k̃2
1

(17.63)

k̃2 > 0, k̃4 > 3δ2 + 2
δ 2

2

k̃2
2

(17.64)

Q̃1 and Q̃2 are positive definite and consequently V̇ (ξ ) is negative definite for all ξ �=
0 and t > 0. Exploiting the very specific block diagonal structure of the Lyapunov
matrix in (17.61), rewrite the quadratic Lyapunov function in (17.60) as

V (ξ ) := ξ T
1 P1ξ1︸ ︷︷ ︸
V1(ξ1)

+ξ T
2 P2ξ2︸ ︷︷ ︸
V2(ξ2)

(17.65)

The functions V1(ξ1) and V2(ξ2) are positive definite with respect to ξ1 and ξ2 re-
spectively. Then following identical arguments to those in [[21]], the inequality in
(17.62) can be written as

V̇ (ξ )≤− 1

|e1| 1
2

γmin(Q̃1)‖ξ1‖2
2 −

1

|e3| 1
2

γmin(Q̃2)‖ξ2‖2
2 (17.66)
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As argued in [[21]], inequality (17.66) can further be written as

V̇ (ξ )≤−β1V
1
2

1 (ξ1)−β2V
1
2

2 (ξ2) (17.67)

where β1 =
γ

1
2

min(P1)γmin(Q̃1)

γmax(P1)
and β2 =

γ
1
2

min(P2)γmin(Q̃2)

γmax(P2)
and thus it follows that

V̇ (ξ )≤−β (V
1
2

1 (ξ1)+V
1
2

2 (ξ2)) (17.68)

where β =min(β1,β2). Since (V
1
2

1 +V
1
2

2 )2 >V1+V2, because V1 and V2 are positive,

it can be concluded that V
1
2

1 +V
1
2

2 >V
1
2 . This further implies that

V̇ (ξ )≤−βV
1
2 (17.69)

and hence V (ξ ) ≡ 0 in finite time. As argued above, the origin e = 0 is attained in
finite time. Substituting for e ≡ 0 in (17.57) and (17.59) yields

k̃3 sign(e1)︸ ︷︷ ︸
ν1

− fx = 0 (17.70)

k̃4 sign(e3)︸ ︷︷ ︸
ν3

− fy = 0 (17.71)

Therefore νeq,1 := fx and νeq,3 := fy, where νeq,∗ denotes the equivalent injection
signals [[23]] necessary to maintain sliding. Thus fx and fy can be obtained to good
accuracy by low pass filtering of ν1 and ν3 [[23]].

The following simulation shows the filtered injection signals tracking unknown
sinusoidal faults/disturbances within the system. Figure 17.5 shows super-twisting-
like performance. One the state estimation errors become zero after approximately
3 seconds, tracking of the unknown sinusoidal faults occurs.

17.5 Conclusions

This chapter has presented the application of second order sliding mode observer
schemes to the ADDSAFE benchmark problem and a satellite formation flying
problem. Two different FDD problems have been considered: firstly the detection
and isolation problem associated with an actuator jam/runaway, and secondly an
OFC scenario associated with the aileron actuators. Simulation results based on the
full nonlinear model of the ADDSAFE aircraft, using a highly detailed model of
the right inboard aileron actuator have been carried out. Both liquid and solid OFC
cases have been considered. The results show good estimates of both the actuator
rod speed and the OFC. A problem associated with fault detection in a formation
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flying scenario, associated with satellites has also been discussed. This application
to a relative degree two problem would be difficult to solve using linear unknown
input observer methods.
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Chapter 18
Switching DSM Control of Perishable Inventory
Systems with Delayed Shipments and Uncertain
Demand

Przemyslaw Ignaciuk and Andrzej Bartoszewicz

Abstract. In this chapter, the concept of discrete sliding modes (DSMs) is applied
to design an efficient supply policy for a class of perturbed processes with delay
– goods flow control in supply chain. In the considered systems, the stock used to
satisfy the unknown, time-varying demand placed at a goods distribution center; is
replenished with delay from a remote supply source. The order quantity is fixed,
leaving the time between the consecutive orders as a decision variable, which per-
fectly suits the switching nature of input signals obtained in DSM control systems.
It is shown that under the proposed nonlinear policy, the stock level does not exceed
the assigned storage space. Moreover, it is also demonstrated that the stock is never
entirely depleted, which guarantees full demand satisfaction and maximum service
level.

18.1 Introduction

Intense competition and high level of uncertainty stimulate the search for new sup-
ply policies in modern production and goods distribution systems. The improve-
ments are particularly desired in the systems with long delivery times (compa-
nies operating on large geographical areas) and those subject to significant demand
fluctuations. As recently discussed in papers [[17, 19, 20]], a viable approach to
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solving inventory control problem may be the application of formal, control-theoretic
methods.

In this work, the systems in which the stock used to fulfill uncertain, variable de-
mand imposed on a goods distribution center; deteriorates with time are considered.
In the analyzed setting, it is assumed that the demand may follow any statistical dis-
tribution, and the replenishment orders are realized with non-negligible delay from
a remote supply source. In order to appropriately respond to unknown demand fluc-
tuations and to ensure stable and efficient system operation, the inherently robust
control technique of sliding-mode control [[22]] is proposed. Actually, to better re-
flect the behavior of real inventory systems with periodic state review, the concepts
of discrete sliding-mode (DSM) control [[1–3, 5, 14, 15]] are applied.

Looking at how the ordering signal evolves in time, two types of inventory
systems are most commonly encountered in practice. In the first category, in ad-
dition to high efficiency and low operational costs, the primary objective is to en-
sure smooth ordering pattern. For this class of processes, the sliding surface may
be chosen by solving dynamical optimization problem with quadratic performance
index, as in [[7]]. This work focuses on the second large category of inventory sys-
tems, in which the order quantity is fixed, and the instances of issuing the orders
are to be determined as a result of the control action. The switching type of input
signals, typically found in the traditional sliding-mode controller design is partic-
ularly well suited for this class of systems. Thus, as opposed to our earlier results
in the field [[7–9]], which considered only the traditional logistic systems with non-
decaying inventories, here, the more complex class of processes with deteriorating
stock [[6, 13, 16, 18]] is investigated. Moreover, in contrast to [[7–12]] which refer to
systems with variable order quantity, here, a nonlinear controller that determines the
instances when the order of constant quantity should be placed, is proposed. This
novel DSM policy with switching input signal is shown to guarantee finite, pre-
cisely determined stock level and full satisfaction of the a priori unknown demand
for arbitrary order procurement delay. The key factor in achieving these favorable
characteristics is careful selection of the sliding surface. In the system considered,
the surface is chosen to incorporate the delay compensating features. The designed
control strategy requires smaller warehouse capacity than the controllers proposed
in [[7,8,10,12]], thus offering a less costly solution if the penalty for abrupt ordering
signal transitions is of little concern. Due to the careful treatment of the combined
effect of delay and goods decay, it also outperforms the traditional (r, Q) policy in
terms of smaller overshoots and the resulting decreased storage space requirements.

The chapter is organized in the following way. First, in Section 18.2, the model
of perishable inventory system is presented with the emphasis placed on the issues
related to delay. Next, in Section 18.3, the sliding surface is designed and the DSM
control policy is formulated. The properties of the proposed control system are an-
alyzed and substantiated with formal proofs. Section 18.4 is devoted to numerical
studies, whereas Section 18.5 comprises the conclusions.
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18.2 Problem Statement

We consider the inventory system involving interactions among the three principal
actors in supply chain: customers, distribution center, and a supply source. The sys-
tem is illustrated in Fig. 18.1. The customers impose demand on the distribution
center, which refills the stock from the shipments ordered at the supplier. The solid
lines in Fig. 18.1 represent the flow of goods and the dashed ones reflect the flow of
information. The problem addressed in this paper is to specify an ordering rule that
will ensure stable flow of deteriorating goods in the presence of highly uncertain de-
mand, when the instances of issuing the orders vary with time. It is desired to order
sufficient amount of goods to satisfy the market demand, yet avoid excessive orders
that might increase the purchase and holding costs, and would lead to losses due to
decay. The principal obstacle in meeting balanced, cost efficient system operation is
the delay between placing of an order and goods arrival at the center. The controller
design should account for both the destabilizing effect of this non-negligible delay
and stock deterioration while waiting for the shipment arrival.

Fig. 18.1 Flow of goods and information

The model of the considered system is illustrated in Fig. 18.2. The stock level is
reviewed at regular intervals kT, where T is the review period and k = 0, 1, 2, · · · .
The decision about the order placement is taken on the basis of the on-hand stock
(the stock currently stored in the warehouse) y(kT ), the target stock level yd , and
the history of previous orders. The orders placed at the supplier are realized with
delay Lp, assumed to be a multiple of the review period, i.e. Lp = npT , where np

is a positive integer. The saturating integrator in the internal loop represents the
operation of accumulating the stock of perishables characterized by decay factor σ ,
0 ≤ σ < 1. In order to simplify the notation, further in the text k will be used as the
independent variable in place of kT .

The demand (the number of items requested from inventory in period k) is mod-
eled as an a priori unknown, bounded function of time d(k),

0 ≤ d (k)≤ dmax. (18.1)

The function d(·) reflects an arbitrary stochastic process with known, or uncertain
parameters. If there is a sufficient number of items in the warehouse to satisfy the
current demand, then the actually met demand h(k) (the number of items sold to the
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Fig. 18.2 Supply system model

customers or sent to the retailers in the distribution network) will be equal to the
requested one. Otherwise, the imposed demand is satisfied only from the arriving
shipments, and the surplus demand is lost (it is assumed that the sales are not back-
ordered, and the excessive demand is equivalent to a missed business opportunity).
Thus, one may write

0 ≤ h(k)≤ d (k)≤ dmax. (18.2)

For the considered system with perishable goods the stock balance equation can be
presented in the following form

y(k+ 1) = ρy(k)+ u(k− np)− h(k) , (18.3)

where ρ = 1−σ represents the fraction of stock which remains in the warehouse
when the goods deteriorate at rate σ . For instance, if σ = 0.05, then 5% of the stock
perishes in each review period and ρ = 0.95, or 95%, of the stock remains. Note
that since 0 ≤ σ < 1 we have 0 < ρ ≤ 1.

It is assumed that the warehouse is initially empty, i.e. y(0) = 0, and the first
order is placed at k = 0 (u(k) = 0 for k < 0). Because of the presence of delay, the
first order arrives at the distribution center in period np, and thus y(k) = 0 for k ≤ np.
It is also assumed that the goods reach the distribution center new and deteriorate
while kept in the on-hand stock. Taking into account the zero initial conditions, the
stock level in arbitrary period k ≥ 0 may be calculated from the following equation

y(k) =
k−1

∑
j=0
ρk−1− ju( j− np)−

k−1

∑
j=0
ρk−1− jh( j)

=
k−np−1

∑
j=−np

ρk−np−1− ju( j)−
k−1

∑
j=0

ρk−1− jh( j). (18.4)

Moreover, since u(k) = 0 for k < 0, one gets

y(k) =
k−np−1

∑
j=0

ρk−np−1− ju( j)−
k−1

∑
j=0

ρk−1− jh( j). (18.5)
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18.3 DSM Inventory Control Policy

In order to provide a fast reaction to the changes of market conditions and ensure
high level of robustness, it is proposed to apply DSM control. A standard procedure
of sliding-mode controller design is adopted, which consists of two phases. First, a
switching function s(k), which determines the overall system dynamical properties,
is selected. Afterwards, in the second step, a control law is chosen to bring the
system representative point onto the surface s(k) = 0, and to maintain the point in the
vicinity of this surface afterwards in spite of the presence of parametric uncertainties
and external disturbances.

18.3.1 Switching Function Design

A key point in the design of sliding-mode controllers is selection of an appropriate
switching function [[2, 4]]. Due to the presence of non-negligible delay, in order to
provide stable and fast system response, the switching function should incorporate
a dead-time compensation mechanism. Here, a direct design approach is proposed,
in which the dead-time compensator and the sliding surface parameters are selected
in a single step. For this purpose, the delayed system dynamics is represented in an
extended state space

x(k+ 1) = Ax(k)+bu(k)+ vh(k) , (18.6)

where x(k) = [x1(k) x2(k) ... xn(k)]T is the state vector with x1(k) = y(k) reflect-
ing the on-hand stock level in period k, and the other state variables are chosen to
represent the delayed input signal

x j (k) = u(k− n+ j− 1) (18.7)

for any j = 2, 3, ..., n. In (18.6), A is n× n state matrix, b and v are n× 1 vectors

A =

⎡

⎢
⎢
⎢⎢
⎢
⎢
⎣

ρ 1 0 . . . 0

0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1

0 0 0 . . . 0

⎤

⎥
⎥
⎥⎥
⎥
⎥
⎦

, b =

⎡

⎢
⎢
⎢⎢
⎢
⎢
⎣

0

0
...

0

1

⎤

⎥
⎥
⎥⎥
⎥
⎥
⎦

, v =

⎡

⎢
⎢
⎢⎢
⎢
⎢
⎣

−1

0
...

0

0

⎤

⎥
⎥
⎥⎥
⎥
⎥
⎦

, (18.8)

and the system order n = np + 1 = Lp/T + 1 depends on the process lead time.
The control objective may be formulated as the stabilization of the on-hand stock

(the first state variable) at level yd . Since the goods perish at the rate (1−ρ) while
kept in the warehouse, in order to maintain the on-hand stock at the desired level
once yd is reached, it needs to be refilled from the incoming shipments equal to
(1−ρ)yd in the steady state. Therefore, based on (18.8), all the state variables which
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represent the in-bound shipments x2, · · · , xn should be equal to (1−ρ)yd once y(k)=
yd , and the desired system state is defined as

xd =

⎡

⎢
⎢
⎢
⎢⎢
⎢
⎣

xd,1

xd,2
...

xd,n−1

xd,n

⎤

⎥
⎥
⎥
⎥⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢⎢
⎢
⎣

1

1−ρ
...

1−ρ
1−ρ

⎤

⎥
⎥
⎥
⎥⎥
⎥
⎦

yd . (18.9)

A DSM control strategy that meets these design objectives will be developed in a
latter part of the chapter. It will also be shown how to choose a suitable reference
stock level such that a number of advantageous properties in the analyzed system
are achieved.

Let e(k) = xd − x(k) denote the closed-loop system error. One may introduce a
switching function

s(k) = cT e(k) = cT xd − cT x(k) , (18.10)

where cT = [c1 c2 . . . cn], cT b �= 0, is the vector describing the sliding hyperplane
cT e(k) = 0. Substituting (18.6) into equation cT e(k + 1) = 0 and rearranging, one
obtains the equivalent control ueq(k) = (cT b)−1cT [xd – Ax(k)] and the closed-loop
state matrix

Ac =
[
In −b

(
cT b

)−1
cT
]

A, (18.11)

where In = diag{1,1, · · · ,1}. In order to gain a competitive advantage, fast reac-
tion to varying market conditions is desired. Therefore, one may intend to find such
parameters of the hyperplane which will allow for the error elimination in the small-
est number of steps after a change in demand – a dead-beat response. A dead-beat
scheme requires all the closed-loop poles to be placed at the origin of the error state
space. The characteristic polynomial of Ac is determined as

det(zIn −Ac) = zn +
cn−1 −ρcn

cn
zn−1 + ...+

c1 −ρc2

cn
z. (18.12)

For all the roots of (18.12) to be placed at the origin the determinant det(zIn −Ac)
should be equal to zn, which is satisfied when simultaneously

cn−1 = ρcn,

cn−2 = ρcn−1,
...

c2 = ρc3,

c1 = ρc2.

(18.13)

Sequentially solving this set of equations one obtains the following vector describ-
ing the parameters of the sliding plane
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cT =
[
ρn−1 ρn−2 ρn−3 . . . ρ 1

]
cn. (18.14)

Substitution of (18.14) into (18.10), yields the switching function

s(k) = yd −ρnx1 (k)−
n

∑
j=2
ρn− j+1x j (k). (18.15)

Without loss of generality, cn may be selected as unity. Since n = np + 1 and
x1(k) = y(k), one may rewrite (18.15) using (18.7), as

s(k) = yd −ρnp+1y(k)−
k−1

∑
j=k−np

ρk− ju( j). (18.16)

The value of the obtained switching function reflects the discrepancy between the
current on-hand stock and its reference level (yd − ρnp+1y(k)) less the amount of
open orders augmented according to the expected goods shortage due to decay. The
dead-time compensating features are synthesized in the last term in (18.16).

18.3.2 DSM Controller

The DSM control law is chosen as

u(k) =
1
2

Q+
1
2

Qsgn [s(k)] , (18.17)

where Q > dmax denotes the order quantity, and yd ≥ 0 is the target stock level. The
sgn(s) function in (18.17) is defined as

sgn(s) =

{
−1, if s ≤ 0,

1, if s > 0.
(18.18)

Therefore, the controller switches between 0 and Q according to the value of s(k),
and

u(k) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Q, if yd −ρnp+1y(k)−
k−1
∑

j=k−np

ρk− ju( j)> 0,

0, if yd −ρnp+1y(k)−
k−1
∑

j=k−np

ρk− ju( j)≤ 0.
(18.19)

18.3.3 Properties of the Proposed Control System

The properties of the proposed control system will be formulated as two theorems.
The first theorem shows how to select the warehouse capacity in order to always
accommodate the on-hand stock and the incoming shipments. In this way, the need
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for costly emergency storage is eliminated. The second proposition specifies the
target stock level so that full demand satisfaction can be obtained.

Theorem 18.1. If policy (18.19) is applied to regulate the flow of goods in inventory
system (18.3), the on-hand stock is always upper bounded, i.e.

∀
k≥0

y(k)≤ ymax, (18.20)

where
ymax = max

{
ρ−np−1yd ,ρ−np (yd +Q)

}
. (18.21)

Proof. It follows from the algorithm definition and the system initial conditions that
the warehouse is empty for any k ≤ np. Consequently, it is sufficient to show that the
proposition holds for all k > np. Let us consider some integer l > np and the value
of s(·) in period l. Two cases ought to be analyzed: 1) the situation when s(l) ≥ 0,
and 2) the circumstances when s(l) < 0.

Case 1. In the situation when s(l) ≥ 0, directly from the definition of the switch-
ing function, (18.16), one gets

s(l) = yd −ρnp+1y(l)−
l−1

∑
j=l−np

ρ l− ju( j) ≥ 0, (18.22)

which leads to

y(l)≤ ydρ−np−1 −ρ−np−1
l−1

∑
j=l−np

ρ l− ju( j). (18.23)

Since u(·) equals either 0 or Q > 0, one may conclude that y(l) ≤ ydρ−np−1. This
ends the first part of the proof.

Case 2. In the second part of the proof the situation when s(l) < 0 is considered.
First, one needs to find the last period l1 < l when s was nonnegative. According to
(18.16), s(0) = yd ≥ 0, so period l1 indeed exists. If s(l1) ≥ 0, then with analogy to
(18.22) and (18.23), one gets

s(l1) = yd −ρnp+1y(l1)−
l1−1

∑
j=l1−np

ρ l1− ju( j)≥ 0, (18.24)

and

y(l1)≤ ydρ−np−1 −
l1−1

∑
j=l1−np

ρ l1−np−1− ju( j). (18.25)

On the other hand, y(l) can be expressed relative to y(l1) as

y(l) = ρ l−l1y(l1)+
l−1

∑
j=l1

ρ l−1− ju( j− np)−
l−1

∑
j=l1

ρ l−1− jh( j) (18.26)
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which after the sum manipulation may be represented in the following form

y(l) = ρ l−l1y(l1)+
l−np−1

∑
j=l1−np

ρ l−np−1− ju( j)−
l−1

∑
j=l1

ρ l−1− jh( j)

= ρ l−l1y(l1)+ρ l−l1
l1−1

∑
j=l1−np

ρ l1−np−1− ju( j)

+
l−np−1

∑
j=l1

ρ l−np−1− ju( j)−
l−1

∑
j=l1

ρ l−1− jh( j). (18.27)

Consequently, after applying (18.25) to (18.27), one gets

y(l) ≤ ρ l−l1

[

ydρ−np−1 −ρ−np−1
l−1

∑
j=l−np

ρ l− ju( j)

]

+ρ l−l1
l1−1

∑
j=l1−np

ρ l1−np−1− ju( j)+
l−np−1

∑
j=l1

ρ l−np−1− ju( j)

−
l−1

∑
j=l1

ρ l−1− jh( j)

= ydρ l−np−1−l1 +
l−np−1

∑
j=l1

ρ l−np−1− ju( j)−
l−1

∑
j=l1

ρ l−1− jh( j). (18.28)

The controller set quantity Q for the last time before l in period l1. Consequently,
the sum

l−np−1

∑
j=l1

ρ l−np−1− ju( j) = ρ l−np−1−l1u(l1) = ρ l−np−1−l1Q. (18.29)

Since l > l1 and 0 < ρ ≤ 1,

ρ l−np−1−l1 ≤ ρ1−np−1 = ρ−np. (18.30)

Hence, using (18.2), the following estimate of the stock level in period l is obtained

y(l)≤ ρ l−np−1−l1yd +ρ l−np−1−l1Q ≤ ρ−np (yd +Q)≤ ymax. (18.31)

This conclusion ends the proof. ��
Theorem 18.1 specifies the upper limit of the on-hand stock level ever accumu-
lated at the distribution center. A second proposition is formulated next, which
indicates how the value of yd should be selected to ensure that the stock level is pos-
itive. This results in a scenario when; after serving the imposed demand, the stock
is still greater than zero, y(k) > 0, and full demand satisfaction is obtained. As a
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consequence, in addition to maximizing the profits from the realized sales, the com-
pany also gains in the market credibility.

Theorem 18.2. If policy (18.19) is applied to regulate the flow of goods in inven-
tory system (18.3) with Q > dmax, and the target stock level satisfies the following
inequality

yd > max

{

Q
np

∑
j=1

ρ j,dmax

np

∑
j=0

ρ j

}

, (18.32)

then there exists an instant kL such that the stock level is strictly positive for all
k ≥ kL.

Proof. Let us consider some integer l ≥ kL and the value of signal s at instant l. Two
cases may be distinguished: 1) the situation when s(l)≤ 0, and 2) the circumstances
when s(l) > 0.

Case 1. When s(l) ≤ 0, then directly from the definition of s, given by (18.16), one
gets

s(l) = yd −ρnp+1y(l)−
l−1

∑
j=l−np

ρ l− ju( j) ≤ 0, (18.33)

which leads to

y(l)≥ ρ−np−1

[

yd −
l−1

∑
j=l−np

ρ l− ju( j)

]

. (18.34)

The maximum order quantity equals Q, which implies

y(l)≥ ρ−np−1

(

yd −Q
np

∑
j=1

ρ j

)

. (18.35)

Using assumption (18.32), one gets y(l) > 0, which concludes the first part of the
proof.

Case 2. In the second part of the proof the case s(l) > 0 is considered. If the in-
dicated condition is satisfied for all periods k ∈ [0, l], then the order u(k) = Q is
continuously placed in the indicated interval. Then since Q > dmax, one may con-
clude on the basis of (18.3) that the stock level will eventually become positive.
Hence, in the complementary case, one needs to investigate the value of signal s at
the last moment l1 < l when it was nonnegative. Consequently, following a similar
reasoning as presented in (18.33)–(18.35), one arrives at

s(l1) = yd −ρnp+1y(l1)−
l1−1

∑
j=l1−np

ρ l1− ju( j)≤ 0, (18.36)

and

y(l1)≥ ρ−np−1

[

yd −
l1−1

∑
j=l1−np

ρ l1− ju( j)

]

> 0. (18.37)
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The stock level in period l can be expressed relative to the one in period l1 as in
(18.26). Using (18.37) in (18.26), and performing basic algebraic manipulations,
one obtains

y(l) ≥ ρ l−l1ρ−np−1

[

yd −
l1−1

∑
j=l1−np

ρ l1− ju( j)

]

+ρ l−l1
l1−1

∑
j=l1−np

ρ l1−np−1− ju( j)

+
l−np−1

∑
j=l1

ρ l−np−1− ju( j)−
l−1

∑
j=l1

ρ l−1− jh( j)

= ρ l−l1−np−1yd +ρ l−l1−np−1u(l1)+
l−np−1

∑
j=l1+1

ρ l−np−1− ju( j)

−
l−1

∑
j=l1

ρ l−1− jh( j). (18.38)

Recall that l1 was the last period before l when the controller did not issue an or-
der, i.e. u(l1) = 0. Afterwards, the order quantity equals Q, and the first sum in
(18.38)

l−np−1

∑
j=l1+1

ρ l−np−1− ju( j) = Q
l−l1−2−np

∑
j=0

ρ j. (18.39)

Since for any k, h(k) ≤ dmax, the second sum in the last line in (18.38),
∑l−1

j=l1
ρ l−1− jh( j), is upper-bounded by

dmax

l−l1−1

∑
j=0

ρ j = dmax

(
l−l1−2−np

∑
j=0

ρ j +ρ l−l1−1−np

np

∑
j=0

ρ j

)

. (18.40)

Consequently, since Q > dmax,

y(l) ≥ ρ l−l1−np−1yd + 0+Q
l−l1−2−np

∑
j=0

ρ j − dmax

l−l1−2−np

∑
j=0

ρ j

−ρ l−l1−1−npdmax

np

∑
j=0

ρ j

= ρ l−l1−np−1

(

yd − dmax

np

∑
j=0
ρ j

)

+(Q− dmax)
l−l1−2−np

∑
j=0

ρ j. (18.41)

Finally, using the theorem assumptions, yd > dmax∑
np
j=0ρ

j and Q > dmax, one may
conclude y(l) > 0. This completes the proof of Theorem 18.2. ��
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18.4 Simulation Examples

Performance of the developed supply policy (18.19) is verified in a series of simu-
lation tests. The system parameters are chosen in the following way: review period
T = 1 day, order procurement delay Lp = npT = 7 days, inventory decay factor
σ = 0.12, which implies ρ = 1 – σ = 0.88, the maximum daily demand at the distri-
bution center dmax = 100 items, and the order quantity Q = 110 items.

The target stock level is selected according to the guidelines of Theorem 18.2
such that full demand satisfaction is obtained. Consequently, yd = 535 > 533 items
is chosen. The DSM controller performance is compared with the operation of the
classical ordering rule for the systems with fixed order quantity – (r, Q) – which says
to order Q items whenever the inventory position falls below r (see e.g. [[21]] for the
description of the classical inventory policies). For fair comparison, the resupply
level is set as r = 1067 items so that both controllers impose similar holding costs.

Fig. 18.3 Market demand – half-year trend

Test 1 :

In the first series of simulations, the controller performance is verified for different
demand patterns. First, the response to pattern illustrated in Fig. 18.3, which reflects
sudden changes in the market trend, is evaluated.

The ordering decisions taken by the DSM controller (a) and the (r, Q) policy
(b) are illustrated in Fig. 18.4, and the on-hand stock level in Fig. 18.5. One can
see from the graph in Fig. 18.5 that the stock level remains finite, and following
the initial phase, it does not fall to zero. This implies that the imposed demand is
entirely satisfied from the readily available resources, and the maximum service
level is achieved. The (r, Q) policy exhibits overshoots which may lead to higher
maximum stock (greater storage space is required), and occasionally may bring the
stock level to zero (days 38 and 39) implying lost opportunities for selling the goods.
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Fig. 18.4 Ordering decisions: a) DSM, b) (r, Q) policy

The evolution of the sliding variable is depicted in Fig. 18.6. The plot shows that
s quickly decreases from its original value s(0) = yd to a relatively narrow band,
and always remains in this band despite the presence of mismatched disturbance d,
which provides a clear evidence of a properly established quasi-sliding motion in
the discrete-time system.

Next, the controller performance is verified with respect to highly variable
stochastic demand depicted in Fig. 18.7. The demand applied in the test follows
the normal distribution with mean dμ = 50 items and standard deviation dδ = 30
items.

The ordering signal generated by the controllers is shown in Fig. 18.8, and the
on-hand stock level in Fig. 18.9. One can notice from Fig. 18.8 that despite frequent
demand variations, the ordering decisions are taken quite regularly in time. In the
case of the DSM policy u(k) = 0 on average every 5.5 days (standard deviation 1.1
day), whereas for the (r, Q) policy u(k) = 0 was obtained on average every 7.2 days
(standard deviation 2.8 days). The stock level remains finite and follows the trend
imposed by the mean demand with small-amplitude oscillations around the trend
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Fig. 18.5 On-hand stock level: a) DSM, b) (r, Q) policy

Fig. 18.6 Switching function

(with slightly increased range of variations in the case of the (r, Q) policy). Even
though the demand occasionally exceeds the assumed limit of 100 items per period,
the stock level remains positive implying maximum service level.

The switching function depicted in Fig. 18.10 shows that quasi-sliding motion
is attained in finite time despite the presence of mismatched disturbance with high-
frequency transitions.

Test 2:

In the second test, the focus is placed on the robustness issues. The controller per-
formance is evaluated in the uncertain environment in which in addition to unpre-
dictable demand changes (evolving as depicted in Fig. 18.3), also the decay rate and
lead time exhibit unknown variations. The control action is based on the nominal pa-
rameter values specified in Test 1, whereas the true decay rate ρ fluctuates randomly
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Fig. 18.7 Market demand – stochastic pattern with mean 50 items and standard deviation 30
items

Fig. 18.8 Ordering decisions: a) DSM, b) (r, Q) policy
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Fig. 18.9 On-hand stock level: a) DSM, b) (r, Q) policy

Fig. 18.10 Switching function

in the interval [0.75, 0.97] and the delay is subject to uniform random variations in
the interval [5, 9] days. The test results are illustrated in Figs. 18.11 and 18.12.

The plots shown in Fig. 18.11 demonstrate that in the case of bounded paramet-
ric uncertainty both policies ensure finite stock level, yet the control performance
deteriorates. If one compares the obtained curves with the results of Test 1 it can
be noticed that the stock level increases and exhibits larger fluctuations, especially
when the system is under the control of the (r, Q) policy. The DSM ordering rule no
longer guarantees that the stock level will be strictly positive – y(k) drops to zero in
days 45, 61, and 67, whereas in the case of the traditional inventory policy the stock
level becomes zero in days 45, 61, 62, 67, 72, 76, and 80. As a result, the (r, Q)
policy imposes larger holding and lost sales costs than the DSM policy. However,
both policies generate increased costs as compared to the nominal scenario.

It follows from Fig. 18.12 that the system representative point attains the slid-
ing hyperplane s(k) = 0 in finite time, and remains in its proximity for all periods



18 Switching DSM Control of Perishable Inventory Systems... 377

Fig. 18.11 On-hand stock level: a) DSM, b) (r, Q) policy

afterwards. However, as compared to the control of the nominal system examined
in Test 1, the parametric uncertainties degrade the accuracy of the sliding-mode
realization.

Fig. 18.12 Switching function

18.5 Conclusions

The chapter is devoted to the application of sliding-mode control concepts in the
field of logistics. A DSM control policy for periodic-review inventory systems with
fixed order quantity and uncertain demand was designed. The proposed policy guar-
antees fast system response and full demand satisfaction at the goods distribution
center (maximum service level) irrespective of the pattern or statistics of demand,
or the value of delay. The underlying algorithm employs only the fundamental
arithmetic (additions and multiplication by a constant) and logic operations (a
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comparison) to decide the moment of taking the ordering decision. Thus, in ad-
dition to being intuitive, it is computationally efficient, and requires no complex
tuning procedures.
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