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Abstract. We explore the potential of probabilistic topic modeling within the
relevance modeling framework for both monolingual and cross-lingual ad-hoc
retrieval. Multilingual topic models provide a way to represent documents in a
structured and coherent way, regardless of their actual language, by means of
language-independent concepts, that is, cross-lingual topics. We show how to in-
tegrate the topical knowledge into a unified relevance modeling framework in
order to build quality retrieval models in monolingual and cross-lingual contexts.
The proposed modeling framework processes all documents uniformly and does
not make any conceptual distinction between monolingual and cross-lingual mod-
eling. Our results obtained from the experiments conducted on the standard CLEF
test collections reveal that fusing the topical knowledge and relevance modeling
leads to building monolingual and cross-lingual retrieval models that outperform
several strong baselines. We show that that the topical knowledge coming from a
general Web-generated corpus boosts retrieval scores. Additionally, we show that
within this framework the estimation of cross-lingual relevance models may be
performed by exploiting only a general non-parallel corpus.

Keywords: Cross-lingual information retrieval, relevance models, multilingual
topic models, probabilistic retrieval models, comparable multilingual corpora.

1 Introduction

Following the ongoing expansion of the World Wide Web and its omnipresence in to-
day’s increasingly connected world, more and more content on the Web is available in
languages other than English. Additionally, the advent of the Web 2.0 was characterized
by the possibility for end users to generate data directly and easily. With user blogs and
social websites such as Wikipedia or Twitter users have created huge amounts of data
in numerous different languages. Consequently, the Web has truly become a multilin-
gual data-driven environment. A need to successfully navigate through that sea or rather
ocean of multilingual information becomes more pressing than ever. Two key questions
have emerged from that need: (Q1) How to represent documents written in different
languages in a structured and coherent way, regardless of their actual language?, and
(Q2) How to perform the effective retrieval of information (monolingually and across
languages) that relies on such language-independent representations?
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In this paper, we try to combine the answers to these two questions into a powerful
language-independent unified framework for the task of ad-hoc information retrieval,
with a special focus on Cross-Lingual Information Retrieval (CLIR) which deals with
the retrieval of documents written in a language that differs from the language of the
user’s query. To answer question Q1, we utilize recent advances in probabilistic multi-
lingual topic modeling (MuTM). MuTM provides a way to build structured represen-
tations of documents regardless of their language. Probabilistic topic models can then
be used in the probabilistic language modeling (LM) framework for IR [17l2], as al-
ready proven for both monolingual [22l24] and cross-lingual retrieval [20]. However,
the prior work dealt with only simpler query likelihood models [22120]], or did not for-
mally define the relation between MuTM and CLIR [22/24/20]. In this work, in order
to satisfy the requirements from question Q2, we opt for the more complex and robust
relevance-based LM retrieval framework [12|11]], and exploit the knowledge from mul-
tilingual topic models within that framework. We make several important contributions:

(1) We show that it is possible to estimate a quality relevance model in both mono-
lingual and cross-lingual settings by means of a topic model trained on a general easily
obtainable user-generated corpus such as Wikipedia.

(2) We present a novel way of estimating relevance models by means of a multilin-
gual topic model in the cross-lingual setting. The estimation is performed without any
additional translation resource, while previous estimation techniques for cross-lingual
relevance models critically relied on either a machine-readable bilingual dictionary or
an in-domain parallel corpus [11], not available for many languages and domains.

(3) We additionally show that by our estimation procedure we create a unified for-
mal framework that does not make any conceptual distinction between monolingual
retrieval and CLIR. The proposed framework combines the strength and robustness of
relevance modeling (e.g., its implicit query expansion and disambiguation) with the
strength of MuTM (e.g., shallow semantic analysis of documents, representation by
means of language-independent cross-lingual topics).

The reported results from the experiments on the standard CLEF datasets show the
validity of our unified approach as (1) Relevance modeling clearly benefits from the
additional knowledge coming from a topic model, and it is visible in both monolingual
and cross-lingual retrieval settings, (2) Cross-lingual relevance models estimated by
means of a multilingual topic model produce results which are better than or comparable
to several strong monolingual baselines, (3) Cross-lingual relevance models may be
estimated by using only comparable user-generated data, which is especially important
for language pairs and domains that lack readily available machine-readable bilingual
dictionaries or parallel corpora.

The remainder of the paper is structured as follows. We formally define multilingual
topic modeling in Sect.2l In Sect.[3l we provide a short overview of relevance modeling,
and present our novel estimation technique. In Sect. dl we evaluate our novel retrieval
models and show their validity in the monolingual and cross-lingual retrieval tasks of
the CLEF campaigns. Our conclusions and future work are summarized in Sect. 5.
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2 Multilingual Topic Modeling

Current state-of-the-art multilingual topic models [[1416/419126/15]] are multilingual ex-
tensions of probabilistic topic models (PTM) initially tailored for the monolingual set-
ting, such as probabilistic Latent Semantic Analysis (pLSA) [8] and Latent Dirichlet Al-
location (LDA) [3]. They provide a robust and unsupervised framework for performing
shallow latent semantic analysis of themes (or topics) discussed in text. These models
are all based upon the idea that there exist latent variables, i.e., topics, which determine
how words in documents have been generated. Fitting such a generative model denotes
finding the best set of those latent variables in order to explain the observed data. With
respect to that generative process, documents are seen as mixtures of latent topics, while
topics are seen as probability distributions over vocabulary words.

A multilingual topic model learns a set of language-independent concepts or cross-
lingual topics. Each document in a document collection can then be represented as a
mixture of these topics which is modeled by per-document topic distributions. They
provide a probability that a certain topic is found in a certain document. Moreover, each
topic is represented as a probability distribution over vocabulary words as modeled by
per topic-word distributions. Each language possesses its own language-specific per-
topic word distributions which serve as an interface towards the language-independent
concepts, that is, cross-lingual topics. Per-document topic distributions allow uniform
representations of all the documents in the language-independent space spanned by
cross-lingual topics, while per-topic word distributions provide a way to represent these
documents in actual languages. Monolingual topic models could be interpreted as a de-
generate special case of multilingual topic models where only one language is involved,
and all the definitions and assumptions remain the same.

We will not analyze specific multilingual topic models along with their specific as-
sumptions and generative stories, but only sketch a broad outline and define the concepts
that all these models share.

Def. 1. Theme-aligned multilingual corpus. Assume that we are given a theme-aligned
multilingual corpus C of [ = |£| languages, where £ = {L1, La, ..., L;} is the set of

languages. C is a set of text collections {C1, Ca, . . . ,Ci} whereeach C; = {d{, ..., d} ; }
is a collection of documents in language L; with vocabulary V* = {w{, w, ..., wi,, }.
Collections {C1,Ca,...,C;} are theme-aligned if they discuss at least a portion of sim-

ilar themes (e.g., Wikipedia articles in different languages discussing the same subject,
news stories about the same event). Here, nd; denotes the total number of documents
in the corpus C;, while nw; is the total number of words in Vi, and d; denotes the j-th
document in collection C;.

Def. 2. Multilingual topic modeling. A multilingual topic model of a multilingual cor-
pus C is a set of semantically coherent multinomial distributions of words with values
P;(w'|zx), i = 1,...,1, for each vocabulary V! ... Vi ... V! associated with text
collections Cy, . ..,Ci,...,C; € C givenin languages L1,..., L;, ..., L;. w’ denotes a
word from vocabulary V¢, and P;(w'|zy) is calculated for each w’ € V'*. The proba-
bility scores P;(w’|z) build per-topic word distributions. They constitute a language-
specific representation (e.g., a probability value is assigned only for words from V%)
of a language-independent cross-lingual concept, that is, cross-lingual topic z, € Z.
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Z ={z,...,zK} represents the set of all K cross-lingual topics present in the multi-
lingual corpus. Each document in the multilingual corpus is thus considered a mixture
of K cross-lingual topics from the set Z. That mixture for a document d* € C; is mod-
eled by the probability scores P;(zx|d) that build per-document topic distributions.

For instance, having a multilingual collection in English, Italian and Dutch and dis-
covering a cross-lingual topic on Tourism, that topic would be represented by words (ac-
tually probabilities over words) {zourist, hotel, travel, ... } in English, {albergo (hotel),
viaggio (journey), viaggiatore (traveller), ...} in Italian, and {reis (travel), toerisme
(tourism), hotel (hotel), ...} in Dutch. We have ;.\ Pi(w'|z) = 1, for each vo-
cabulary V" representing language L;, and for each topic z;, € Z. Documents in Italian,
English or Dutch discussing themes related to tourism will assign a high importance (by
their per-document topic distributions) to this specific cross-lingual topic.

We say that a topic is semantically coherent if it assigns high probability scores to
words that are semantically related. A desirable property of the cross-lingual topics
learned from a theme-aligned corpus is to display both a strong intra semantic coher-
ence, that is, words from the same vocabulary grouped together in the same topic are
closely semantically related, as well as a strong inter semantic coherence, i.e., words
across languages that represent the same cross-lingual topic are also closely semanti-
cally related. These properties are satisfied when a multilingual topic model is trained
on a theme-aligned corpus.

Def. 3. Cross-lingual topic extraction. Given a theme-aligned multilingual corpus C,
the goal is to learn and extract a set Z of semantically coherent K cross-lingual top-
ics {z1,..., 2K} that optimally describe the observed data, that is, the multilingual
corpus C. Extracting cross-lingual topics actually implies learning per-document topic
distributions for each document in the corpus, and discovering language-specific repre-
sentations of these topics given by per-topic word distributions in each language. In the
monolingual setting, the set Z contains monolingual topics only.

Multilingual topic models could be learned on one multilingual corpus, and then
inferred on previously unseen documents, where the inference in this context denotes
inferring per-document topic distributions for the new documents based on the training
output of the model. We will exploit this property in our estimation technique.

3 Estimating Cross-Lingual Relevance Models

In this section, we operate in the cross-lingual setting, and present the modeling steps
of a CLIR model that combines relevance modeling and multilingual topic modeling.
The modeling in the monolingual setting may be observed as an easier special case.

In recent years, numerous language modeling techniques were proposed to deal with
the task of cross-lingual information retrieval. The common approach is to perform
a word-by-word translation of a query in the source language to the target language
by means of word translation probabilities [1J702021]]. The translation probabilities are
obtained from a bilingual dictionary or are induced from parallel corpora using align-
ment models for statistical machine translation [5/16], or association measures based on
hypothesis testing. However, cross-lingual relevance models [[11] proved superior com-
pared to these models in the CLIR tasks, but they still critically rely on a translation
resource such as a bilingual dictionary or an in-domain parallel corpus.
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3.1 Estimating Cross-Lingual Relevance Models by a Multilingual Topic Model

An Insight into Relevance Modeling. In general, the term relevance model addresses
a probability distribution that specifies the expectancy that any given word is observed
in a set of documents relevant to the issued query. Assume that we are given the
query Q° = ¢7,...,q5 in the source language S with vocabulary V', and let Rg
be the set of documents that are relevant to the source query Q°. Let us assume that
we operate in the cross-lingual context, with the set Rg and the document collection
DT = {Df,..., DT} given in the target language T with vocabulary V. The rank-
ing of documents in D7 could be achieved if one had a way to estimate the relevance
model of the source query Q°, but in the target language, that is, the set of probabilities
P(w”|RE) for each word w” € V7, where P(w”|R{,) denotes the probability that
we will randomly sample exactly the target word w” from a relevant document in the
target language. Relevance models serve as a powerful and robust retrieval framework,
due to its implicit massive query expansion (since the value P(wT|R5) is calculated
for each w” € V7T) and its implicit disambiguation [12/11].

Cross-Lingual Estimation. Here, we face two major problems in the cross-lingual
setting: (1) We typically do not possess any knowledge of which documents comprise
the set R}, (2) We have to bridge the gap between different languages, and model the
concept of sampling a source query word from a target language document.

In order to estimate the relevance model in the absence of any prior knowledge about
the set R, we follow the usual heuristic presented by Lavrenko et al. [12J11]:

_ P@”gf, )

PwT|RE) ~ P(w”|Q°
(i) = POTIRD = s gs)

M

The probability P(w”|Q®) denotes the chance to observe a target word w’, with re-
spect to a set of underlying distributions &/ from which the words are sampled, condi-
tioned on observing m source words ¢, ..., q> that constitute the source query Q°.
The set U is typically the target document collection D7 [[T1].

Further, Lavrenko and Croft [[12]] propose a method for estimating the joint proba-

bility P(w®,q{, ..., 5 ) in the monolingual setting when w®, g7, ..., ¢35 € V5. We
adopt their method and adjust it to the cross-lingual setting. The estimate is then:
SRR ST G| ) G
D;.TE’DT r=1

This estimation model assumes that Eq. @) is calculated over every document in D7,
and it is repeated for each word w” € V7. In case of a large vocabulary and a huge
document collection, the estimation is almost computationally infeasible. Therefore,
we need to an approximate, computationally tractable estimation of the probability
P(wT\RS). We adapt the solution proposed by Lavrenko et al. [[11]. The probability

P(w”|RE) may be decomposed as:

Pw'|RG) = Y P@"ID{)P(D]lai,- .. am) 3)

Dl epT
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The posterior probability P(DT|q7, ..., > ) then may be expressed as:

P(D) T, Pa? | DY)

P(D{ g7, qm) =
ZDTEDT P(DT H (Q§|D;‘F)

“4)

This probability has negligible near-zero values for all but a few documents DY from
the collection. These target documents are exactly the documents that obtain the highest
scores for the source query Q°. In order to speed up the retrieval process, we have de-
cided to calculate Eq. (3) over only the top M target documents for the query Q° (e.g.,
initially ranking them by a query likelihood model as described by Eq. (@), instead of
calculating Eq. @) over the entire collection [TT/13].

Now, we have to model the probabilities that constitute Eq. (3) and Eq. @). P(DT)
denotes some prior distribution over the dataset which is usually assumed as uniform.
For estimation of the probabilities P(w”'|DI") and P(¢?|DI'), we will utilize the knowl-
edge from a multilingual topic model.

Assume that we have a multilingual topic model trained on a general theme-aligned
corpus C comprising languages S and T (see Def. 1). The model is then inferred on the
document collection DT, that is, each D' € DT may be represented by per-document
topic distributions with scores P(zy|DT), where z;, € Z is a cross-lingual topic (see
Def. 2). Additionally, since each topic is actually a probability distribution over vocabu-
lary words, each word w, regardless of its language, is assigned a probability P(w|zy).
Thus, if words ¢° € V* and w” € V7T were observed during the training of the topic
model, they will get the corresponding scores P(q |st> and P(w”|z;,). We can now
easily calculate the probabilities P(w’|DI) and P °|DT') using the shared cross-
lingual topic space:

K

K
w'|DI) =" P(w”|z) P(z|D]) P(g;|D) = P(q;|z) P(z| DY) (5)
k=1 k=1

Note that there is conceptually no difference between the monolingual calculation and
the calculation across languages. However, Wei and Croft [22] detected that a document
representation that relies only on a topic model is too coarse to be used as the only
representation. To obtain the final estimation model, the MuTM representation from
Eq. (3) may be linearly combined with the original document model (DM) [22120]:

S\ pTy _ _ Na 1/ s/ T N /0 S|\ NT s s
P IDD) =A((=0)(yy ) P@IDD) + (1= T P/ @DT)) + 6P (af |Res®))
K
+ (1 =N P(q7|z) P(2| DY) (6)
k=1

Due to a lack space, we omit the similar equation for estimating P(w”|D}’). Here,
P'(¢?|DT) denotes the maximum likelihood estimate of the word ¢ in the target doc-
ument DY, P’(¢7|DT) denotes the maximum likelihood estimate of the word ¢ in the
entire document collection DT'. P(q| Ref*) is the background probability of observ-
ing the word ¢~ in a large source reference corpus. Finally, § is a tunable parameter
which gives a non-zero probability for words that have zero occurrences in the test
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collection, A is an interpolation parameter which assigns weights to the MuTM rep-
resentation and the DM representation, /N4 denotes the length of the document in the
number of words, and y is the parameter of the Dirichlet prior [25]. The final combined
estimation is called the MuTM+DM model. This estimation model assumes that a pro-
portion of words, such as named entities, remains intact across languages (e.g., when
a user searches for Ban Ki-moon, his name remains unchanged in Italian, English or
Dutch), which is mostly true for related languages. For more distant languages, other
methods were proposed [23120], but it is out of the scope of this work.

Final Retrieval Model. We may now summarize the entire retrieval process that com-
bines the knowledge from multilingual topic models with the framework of cross-
lingual relevance modeling:

1. Train a multilingual topic model on a large theme-aligned corpus and obtain a set
Z of language-independent cross-lingual topics.

2. Infer the topic model on a target document collection D7 .

3. Perform the first retrieval round with a query-likelihood PTM-based cross-lingual
retrieval model (we use Eq. (@), but other models are also possible).

4. Keep only M top scoring documents from the previous step as pseudo-relevant
documents. Estimate the probability scores P(q>|D!) and P(w”|DI) using the
MuTM+DM estimation procedure (again, Eq. (6)), but only for the M documents.

5. Estimate the relevance model P(wT \Rg) for each w? € VT by calculating Eq. (3)
and Eq. @) over these M documents.

6. Perform the second retrieval round over the entire collection DT [ Each document
DY is assigned a score that is the relative entropy (the Kullback-Leibler divergence)
between a relevance model RCS and a target document D :

P(wT\Rg)

KLEGIDD) = 3 PlwllRg)log [0 )

wTevT

(M

7. Rank documents in terms of their increasing relative entropy score.

Note that the proposed framework is able to process source and target words in an uni-
form way (see Eq. (3) and Eq. (6)), and therefore the same model may be used for
monolingual and cross-lingual information retrieval. Moreover, since documents have
the same language-independent representation given by the distributions over cross-
lingual topics, it allows for retrieving documents from a target collection given in mul-
tiple languages. In other words, documents relevant to the query may be in different
languages, and the proposed framework is able to process it in an uniform way.

4 Experiments and Results

4.1 Experimental Setup

Topic Model. The multilingual topic model we use in our experiments is a straightfor-
ward bilingual extension of the standard monolingual LDA model [3] called bilingual

! In a real-life retrieval setting, it is more common and less time-consuming to perform only the
re-ranking of the top best scoring documents retrieved in the first retrieval round.
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LDA (BiLDA) [1446l15]. BiLDA is trained on a document-aligned bilingual corpus
such as Wikipedia articles or news stories discussing the same events. For the details
regarding the modeling assumptions, generative story, training and inference procedure
of the BiLDA model, we refer the interested reader to the aforementioned relevant lit-
erature. It has already been used in a myriad of cross-lingual tasks such as cross-lingual
document classification [15], cross-lingual information retrieval [20] or machine trans-
lation [[14419]]. We use Gibbs sampling for training and set the number of topics K to
1000. Other parameters of the model are set according to [[18]. The output after train-
ing is composed of the sets of per-topic word distributions in two languages, and the
sets of per-document topic distributions (see Def. 2). In the monolingual setting, we use
only one half of our training corpus containing that language, and train the standard
monolingual LDA model [3] with the same parameters as for BiLDA.

Training Collections. We use a set of 7,612 document-aligned English-Dutch Wikipedia
article pairs to train the BiLDA model. To reduce data sparsity, as in [20], we augment
the dataset with 6, 206 Europarl English-Dutch document pairs [[10]. We do not exploit
its alignment at the sentence level. Our final vocabularies consist of 76,555 words in
English and 71, 168 words in Dutch.

Test Collections. All our experiments were performed on the standard dataset used
in the cross-lingual evaluation of the CLEF campaigns. The target collection comprises
190, 604 Dutch news articles from the NRC Handelsblad 94-95 and the Algemeen Dag-
blad 94-95 (NC+AD) newspapers. English queries were extracted from the title and
description fields of the CLEF themes for the years 2001-2003. Stop words were re-
moved from queries and documents. We also extracted Dutch queries in order to test
the monolingual performance of our systems. The overview is provided in Table[Il

Model Parameters. The parameter of the Dirichlet prior from Eq. (6) is set to the
standard value of 1000 [22/24]]. The parameter § contributes to the theoretical soundness
of our models, but, due to simplicity, we fix it to a negligible near-zero value. The
interpolation parameter A is set to the value of 0.3 which assigns more weight to the
MuTM representation. To estimate the relevance model of a query in all models, we use
M = 50 top scoring documents from the first retrieval round, according to Lavrenko
and Allan [13]. They present the full analysis of the impact of reducing the number
of documents to only top M documents considered for expansion on the speed and
effectiveness of relevance-based retrieval models.

Retrieval Models. We carry out an evaluation of the following models:

Table 1. Statistics of the CLEF Dutch corpus and the CLEF themes. Net queries denote the
number of queries that have at least one relevant document.

Collection Contents #of Docs  CLEF Themes Net queries Campaign label
NRC Handelsblad 94-95 41-90 50 CLEF-2001
NC+AD & 190, 604 91-140 50 CLEF-2002

Algemeen Dagblad 94-95 141-200 56 CLEF-2003



106 I. Vuli¢ and M.-F. Moens

1. Monolingual relevance model estimated using only the document model represen-
tation (the first row of Eq. (@)).The model is estimated according to [12]. It was
used before as a strong monolingual baseline [11/24] (the MRM+DM model).

2. Monolingual query likelihood LDA-based retrieval model that linearly combines
the DM and the topic model (LDA) representation as in Eq. (@) [22]] (MQL+LDADM).

3. Monolingual relevance model estimated using both the DM and the topic model
representation (according to Eq. (@)). Our goal is to test whether combining rele-
vance modeling and topic modeling in the monolingual setting also leads to a better
model and, consequently to a stronger monolingual baseline (MRM+LDADM).

4. Cross-lingual query likelihood BiLDA-based retrieval model that linearly com-
bines the DM and the topic model (BiLDA) representation as given by Eq. (@)
[20] (CQL+BiLDADM).

5. Cross-lingual translation model which uses Google Translate to perform a word-
by-word translation of the original query as formulated by [23]] and then effectively
performs monolingual retrieval using both the DM and the topic model representa-
tion as in the previous MQL+LDADM model (CQL+GT).

6. Cross-lingual relevance model estimated by Eq. B), @) and (@) (see Sect. B.1),
which combines both document representation and MuTM (BiLDA) representation
within the relevance modeling framework (CRM+BiLDADM).

4.2 Results and Analysis

Our main evaluation criterion is the standard measure of the mean average precision
(MAP). The MAP scores over all retrieval tasks are displayed in Table 2l Addition-
ally, 11-pt recall-precision curves are presented in Fig. and Fig. that respec-
tively compare our monolingual and cross-lingual models. Based on these results, we
can derive several interesting conclusions. The general important conclusion is that
combining the advantages of topic modeling and relevance modeling leads to a better
performance of language models for retrieval in both monolingual and cross-lingual

Table 2. MAP scores on the CLEF monolingual and cross-lingual retrieval task with English (and
Dutch) queries and Dutch document collection. All relative performances are given with respect
to the baseline MRM+DM model performance. Each model is also assigned a unique symbol. The
symbols indicate statistically significant differences between the MAP scores in each campaign
of every two models to which these symbols are assigned. We use the one-tailed t-test (p < 0.05).

Model CLEF-2001 CLEF-2002 CLEF-2003
MRM+DM (o) 0.2637°°% 0.3340**°* 0.3539°°%

MQL+LDADM () 0.2603°* 1%  0.2891°°°*2 _13%  0.3262°%* -8%
MRM+LDADM (o) 0.3042°*°* +15%  0.3709°*°*% +11%  0.3836°*°*%> +8%
CQL+BiLDADM (¢)  0.2275°*2  -14%  0.2683°**2  20%  0.2783°°%2 _21%
CQL+GT (&) 0.2296°**4 -13%  0.2401°**2  -28%  0.2443°**°% 319

CRM+BiLDADM (A)

0.2689°*  +2%

0.3372*°°*  11%

0.3351°°% 5%
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Fig. 1. 11-pt recall-precision curves for all models over all campaigns. The positive synergy be-
tween probabilistic topic modeling and relevance modeling is clearly visible in both the mono-
lingual setting and the cross-lingual setting. The similar relative performance is observed in the
reverse retrieval direction (Dutch queries, English documents) and in the English monolingual
retrieval task, but we do not report it due to space constraints.

contexts. The MRM+LDADM model that uses both the original document representa-
tion and the topic model representation outperforms a strong monolingual baseline (the
MRM+DM model) that also relies on relevance modeling, but utilizes only the original
document representation to estimate the relevance model. Thus, the MRM+LDADM
should be used as a stronger monolingual baseline. Additionally, comparisons between
MRM+LDADM and MQL+LDADM, and MRM+LDADM and MRM+DM reveal that
both relevance modeling and topic modeling are significant factors in constructing high
quality retrieval models, and the most powerful and robust retrieval models are built by
combining the two. Another important remark is that all previous work on topic models
in ad-hoc monolingual retrieval relied on in-domain corpora to train the models and
learn the topical structure [22/24] (i.e., they train on newswire corpora and perform re-
trieval on another newswire corpus). Here, we show that such models may also benefit
from the topical knowledge coming from a general corpus such as Wikipedia.

In the cross-lingual setting, it is again visible that the CRM+BiLDADM model,
which combines relevance modeling and two different representations of a document,
outperforms the two other CLIR models by a significant margin. A simple probabilistic
word-to-word translation model (CQL+GT) is not sufficient to fully capture the seman-
tics of the query and disambiguate the query terms. On the other hand, cross-lingual top-
ics have an ability to capture the semantics of the query, as the query words are likely to
be generated by particular cross-lingual topics and, consequently, a higher preference is
assigned to documents dominated by these most likely topics in their topic representa-
tion. Cross-lingual topics serve as a bridge between two languages and as implicit query
disambiguation tool, but a simple query likelihood model such as CQL+BiLDADM
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[20] is still not sufficient to obtain results comparable to the monolingual retrieval mod-
els. However, by integrating the topical knowledge in the proposed cross-lingual rel-
evance modeling framework, we are able to build a CLIR model (CRM+BiLDADM)
that outscores that simple query likelihood CLIR model. The CRM+BiLDADM model
is more complex and has a higher computational complexity, but it is more robust and
effective. A comparison of the CRM+BiLDADM model with the monolingual base-
lines reveals that its performance is on a par with the MRM+DM model which does not
rely on any topical knowledge, and it reaches up to 90% of the average performance
of the MRM+LDADM model, which is conceptually the same model, but operating in
the monolingual setting. We believe that CRM+BiLDADM displays an excellent over-
all performance, especially taking into account that it does not utilize any translation
resource and relies only on a general non-parallel corpus for training.

5 Conclusions

We have proposed a unified framework for ad-hoc monolingual and cross-lingual infor-
mation retrieval that combines the modeling advantages of multilingual topic modeling
and relevance modeling. Multilingual topic models have a capability to represent each
document in a collection as a mixture of language-independent concepts, that is, cross-
lingual topics, regardless of the actual language of the documents. Relevance models
additionally provide a robust framework for a massive query expansion and disambigua-
tion. We have presented an estimation procedure for the relevance models by means of a
multilingual topic model that relies only on general data easily obtainable from the Web
(e.g., Wikipedia articles). The proposed framework is generic, language-independent
and model-independent, as it allows for inputting any multilingual topic model that
outputs the sets of per-topic word and per-document topic distributions in the relevance
modeling framework. Additionally, the framework is able to process documents in the
target collection in an uniform way regardless of their actual language.

We have conducted a thorough analysis of our models within a real-life setting of
the CLEF retrieval tasks, with the CLEF test collection of news stories comprising
nearly 200, 000 documents. Our results show that the topical knowledge learned on a
general corpus is useful when combined with the framework of relevance modeling
in both monolingual and cross-lingual contexts. Additionally, current state-of-the-art
CLIR models that exploit the topical knowledge [22/20] are outperformed by the model
built within this novel framework. In this work, we have used the standard multilingual
extension of the LDA model, but one path of future research might lead to designing
other topic models that better fit specific retrieval tasks.
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