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University of Warsaw and Infobright, Poland

Takashi Washio
Osaka University, Japan

Xiaokang Yang
Shanghai Jiao Tong University, China



Joaquim Filipe Ana Fred (Eds.)

Agents and
Artificial Intelligence

4th International Conference, ICAART 2012
Vilamoura, Portugal, February 6-8, 2012
Revised Selected Papers

13



Volume Editors

Joaquim Filipe
INSTICC and IPS
Estefanilha, Setúbal, Portugal
E-mail: joaquim.filipe@estsetubal.ips.pt

Ana Fred
IST - Technical University of Lisbon
Lisbon, Portugal
E-mail: afred@lx.it.pt

ISSN 1865-0929 e-ISSN 1865-0937
ISBN 978-3-642-36906-3 e-ISBN 978-3-642-36907-0
DOI 10.1007/978-3-642-36907-0
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2013935223

CR Subject Classification (1998): I.2.8-11, I.2.6, H.3.3-5, H.4.1-3, H.2.8, F.1.3

© Springer-Verlag Berlin Heidelberg 2013
This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in ist current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The present book includes extended and revised versions of a set of selected
papers from the 5th International Conference on Agents and Artificial Intelli-
gence (ICAART 2012), held in Vilamoura, Portugal, during February 6–8, 2012,
which was organized by the Institute for Systems and Technologies of Informa-
tion, Control and Communication (INSTICC). ICAART 2012 was held in coop-
eration with the Portuguese Association for Artificial Intelligence (APPIA), the
Spanish Association for Artificial Intelligence (AEPIA), and the Association for
the Advancement of Artificial Intelligence (AAAI). INSTICC is member of the
Workflow Management Coalition (WfMC), Foundation for Intelligent Physical
Agents (FIPA) and the Object Management Group (OMG).

The purpose of the International Conference on Agents and Artificial Intel-
ligence (ICAART) is to bring together researchers, engineers, and practitioners
interested in the theory and applications in these areas. The conference was
organized in two simultaneous tracks: Artificial Intelligence and Agents, cov-
ering both applications and current research work within the area of agents,
multi-agent systems and software platforms, distributed problem solving and
distributed AI in general, including Web applications, on one hand, and within
the area of non-distributed AI, including the more traditional areas such as
knowledge representation, planning, learning, scheduling, perception and also
not so traditional areas such as reactive AI systems, evolutionary computing
and other aspects of Computational Intelligence and many other areas related
to intelligent systems, on the other hand.

ICAART 2012 received 292 paper submissions from 52 countries in all con-
tinents. In all, 42 papers were published and presented as full papers, 71 papers
reflecting work-in-progress or position papers were accepted for short presenta-
tion, and another 36 contributions were accepted for poster presentation. Finally,
we selected only 28 paper to be included in this book, representing 9.6% of sub-
mitted papers.

We would like to highlight that ICAART 2012 also included four plenary
keynote lectures, given by internationally distinguished researchers, namely –
Anthony G. Cohn (University of Leeds), Frank Dignum (Utrecht University),
Lúıs Paulo Reis (University of Minho/ LIACC), and Wolfgang Wahlster (German
Research Center for AI). We would like to express our appreciation to all of them
and in particular to those who took the time to contribute with a paper to this
book.

We must thank the authors, whose research and development efforts are
recorded here. We also thank the keynote speakers for their invaluable contri-
bution and for taking the time to synthesize and prepare their talks. Finally,
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special thanks to all the members of the INSTICC team, whose collaboration
was fundamental for the success of this conference.

December 2012 Joaquim Filipe
Ana Fred
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Coordination in Multi-robot Systems:  
Applications in Robotic Soccer 

Luís Paulo Reis1,2, Fernando Almeida2,3,4, Luís Mota2,5, and Nuno Lau3,6 

1 EEUM/DSI - Escola de Engenharia da Universidade do Minho, 
Departamento de Sistemas de Informação, Universidade do Minho, Guimarães, Portugal 

2 LIACC - Lab. Inteligência Artificial e Ciência de Computadores, Univ. Porto, Porto, Portugal 
3 IEETA - Instituto de Engenharia Eletrónica e Telemática de Aveiro, Aveiro, Portugal 

4 ESTV/IPV - Escola Superior de Tecnologia de Viseu, Inst. Pol. Viseu, Viseu, Portugal 
5 ISCTE-IUL - Instituto Universitário de Lisboa, Lisboa, Portugal 

6 DETI/UA - Dep. Eletrónica, Telecomunicações e Informática, Univ. Aveiro, Aveiro, Portugal 
lpreis@dsi.uminho.pt, falmeida@di.estv.ipv.pt, 

luis.mota@iscte.pt, nunolau@ua.pt 

Abstract. This paper briefly presents the research performed in the context of 
FC Portugal project concerning coordination methodologies applied to robotic 
soccer. FC Portugal’s research has been integrated in several teams that have 
participated with considerable success in distinct RoboCup leagues and compe-
titions. The paper includes a brief description of the main RoboCup competi-
tions in which FC Portugal (and associated teams) has participated with focus in 
the simulation leagues and related challenges. It also presents a complete state 
of the art concerning coordination methodologies applied to robotic soccer fol-
lowed by FC Portugal main contributions on this area. The team contributions 
include methodologies for strategic reasoning, coaching, strategic positioning, 
dynamic role exchange and flexible setplay definition and execution. These me-
thodologies compose a complete coordination framework that enable a robotic 
team to play soccer or execute similar tasks.  

Keywords: Multi-robot Systems, Multi-agent Systems, Coordination, Robotic 
Soccer, RoboCup. 

1 Introduction 

Our main research goal is the development of a formal model for the concept of team 
strategy for a competition with an opponent team having opposite goals, general 
enough to be instantiated to various dynamic competitive domains such as distinct 
RoboCup leagues. Aiming this general objective our research focus is also concerned 
with developing general decision-making and cooperation models for soccer playing 
and similar tasks. We have developed several cooperation mechanisms such as Situa-
tion Based Strategic Positioning [1, 2, 3, 4] and Dynamic Positioning and Role Ex-
change Mechanisms [1, 2, 3, 4]. These mechanisms have proven their validity by 
being adopted by several teams in different leagues, namely by 5DPO [5] and by the 
2008's Mid-size champions, CAMBADA [6, 7]. 
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Communication languages and protocols, to convey the most relevant information 
at the right times to players have also been developed. Also, research is focused on 
intelligent control of players’ sensors to achieve maximum coordination and world 
state accuracy. Online optimization has been used in order to develop a complete set 
of efficient low-level skills for soccer playing agents and applied in FC Portugal 2d 
and 3d teams [8-10]. 

Coaching is an important research topic in RoboCup. We have proposed Coach 
Unilang – a general language to coach a (robo)soccer team [11]. Our coach conveys 
strategic information to players, while keeping their individual decision autonomy. 
We are also working on a coach agent capable to calculate high-level match statistics 
that may useful for teams to develop opponent modeling approaches [12-14]. 

FC Portugal is also very concerned with the development of agent evaluation tools 
like our offline client methodology; WstateMetrics that evaluates the accuracy of 
world states and Visual debugger used to analyze the reasoning of agents[1, 15]. 
Evaluation by domain experts using graphical tools is one of the methodologies that 
we are also pursuing. 

We have also developed a framework for high-level setplay definition and execu-
tion, applicable to any RoboCup cooperative league and similar domains. The frame-
work is based in a standard, league-independent and flexible language that defines 
setplays, which may be interpreted and executed at run-time [16-18]. 

This paper presents an overview of the main coordination methodologies devel-
oped for robotic soccer and similar applications with emphasis for the methodologies 
developed by the FC Portugal RoboCup team. More information about FC Portugal 
research may be found on the team published papers such as [1-40]. 

The paper is organized as follows: Section 2 contains a description of the RoboCup 
international initiative and its interest for researching in coordination of multi-robot 
teams. Section 3 contains a survey concerning coordination of multi-robot teams. 
Section 4 presents a brief overview of the research concerning strategic positioning 
and formations and on the way to perform flexible setplays for coordinating a  
robo soccer team. Finally some conclusions and future work are described in the last 
section. 

2 RoboCup International Initiative 

RoboCup is an international initiative that aims to motivate the research on multi 
agent systems and intelligent robotics [41]. The RoboCup Federation organizes every 
year scientific meetings and world robotic competitions in the fields of robotic soccer, 
robotic search and rescuing, and domestic robots. Some competitions use simulated 
environments while others use real robots. 

In the soccer domain there are the Simulation League 2D and Simulation League 
3D competitions, and several real robots soccer competitions, including the Middle-
Size League, Small Size League, Standard Platform League (based on Nao humanoid 
robot from Aldebaran) and Humanoid League. The rescue competitions include the 
simulated Agent competition and Virtual competition and also a real robot Rescue 
League. In the field of domestic robots the competition is performed using real robots 
and it is called RoboCup@Home League. 
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The soccer competitions, besides having different rules concerning robots and field 
dimensions differ in autonomy of the robots and robot construction details. While in 
the Middle-Size and Standard Platform leagues, robots are autonomous and sensors 
are mounted on the robots, in the Small-Size league a single agent may decide and 
send commands to every robot of a team. The agent of the Small Size league typically 
receives information from a camera positioned above the field to detect the robots and 
ball positions. The Middle-Size league will be explained in more detail, as some of 
the coordination methodologies developed by FC Portugal have been transferred to 
the CAMBADA team that competes in this league. In simulated environments there 
are several competitions that are detailed in the following sections.  

2.1 Middle-Size League 

In the Middle-Size League two teams of at most 5 real autonomous robots play soccer 
in a 18x12m field. Robots height is limited to 80cm. Robots horizontal shadow must 
fit inside a square of 50cm and the weight is limited at 40kg. Robots are completely 
autonomous, although they are allowed to communicate each other, and all sensors 
must be mounted on the robots. The environment is color marked i.e. the field is 
green, the lines and goals are white and the ball used in each competition is an-
nounced at least one month before the tournament. Robots must be black except for 
the markers of each team that must be cyan and magenta. 

The mechanical and electrical/electronic solutions found to build the robots play a 
very important role in the final efficiency to play soccer. Also the vision subsystem is 
critical for the final performance of the robots. Games are very active and interesting 
in this league and the top teams exhibit some very interesting coordinated behaviour. 

2.2 Simulation 2D League 

RoboCup Simulation 2D League is one of the 3 leagues that started the RoboCup 
official competitions in 1997. In fact a demonstration of the soccer simulator used in 
this competition had already been performed during the pre-RoboCup 2006. The view 
of the RoboCup Organizers is to focus this league research at the top-level modules of 
the soccer robotics problems: the high-level decision and the coordination of teams of, 
possibly heterogeneous, robots. Over the years the 2D simulator has evolved, includ-
ing new features and tuning some others, but the core architecture of the simulator is 
the same as the one used in 1997. 

In the Simulation 2D league a simulator, called soccerserver [42], creates a 2D vir-
tual soccer field and the virtual players, modelled as circles. The simulator imple-
ments the movement, stamina, kicking and refereeing models of the virtual world. 
The models in the simulator are a combination of characteristics taken from real  
robots (ex: differential drive steering) and from humans (ex: stamina model). 

Teams must build the software agents that control each of the 11 virtual robots and 
also a coach agent. The control of the agents is performed by sending commands to 
the simulator. The main commands are dash(dPower,dAngle), 
turn(tAngle), kick(kPower,kAngle), tackle(tAngle) and 
catch(cAngle) (used only by the goalie). The simulator implements several  
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virtual sensors for each robot and sends the measures of these sensors to the robots 
periodically. The most important sensor is the vision sensor, but there’s also a sense 
body sensor (that informs the player of its stamina and own speed) and a hearing sen-
sor. Sensory data is in general subject to noise or to some other type of pre-processing 
that precludes the agents from knowing the exact value of the measures. 

The simulation advances in steps of 100ms, meaning that every 100ms the posi-
tions and velocities of every player and of the ball are updated by the simulator. Some 
of the sensory data (like some modes of the vision sensor) is sent to the agents with a 
different period than that of the simulation update. 

Each agent controls only one virtual robot and must coordinate its efforts to make 
its best contribution for the teams’ goals. It is important to note that the knowledge of 
the various agents about what is happening at a certain moment is not identical, due to 
noise and restrictions on several sensors (like the angle of vision or the cut-off hearing 
distance). Also the environment is very dynamic with the opposite team controlling 
their robots to oppose the teams’ goals. 

The coach agent receives, from the simulator, the positions of all players in the 
field and of the ball without noise. However, the coach cannot handle the ball and as 
severe limitations on its communication with field agents, that make it impossible to 
control the field robots using the coach information. The coach may have a very sig-
nificant impact on team performance by giving advice to the field players and using it 
to perform high-level tasks like tactic analysis and selection or opponent modelling. 

Visualization of the games is assured by an independent application that communi-
cates to the simulator to receive the players and ball positions. Fig. 1 show two possi-
ble visualizations of the games in the 2D simulation league. All the 3D features of the 
3D viewer in Fig. 1 are not modelled in the simulator but inferred by the viewer for 
better attraction.  

 

Fig. 1. 2D Simulation League Traditional Viewer (left) and 2D Simulation League Viewer with 
3D displaying capabilities ([43]) (right)) 

2.3 Simulation 3D League 

The first version of the Simulation 3D league simulator [44] was made available to 
the RoboCup community during January 2004. The proposal of the 3D simulator had 
the following objectives: 
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• Replace the 2D environment of previous simulator with a 3D environment; 

• New, more realistic, physics model; 
• Simulation results should not be dependent on available computational power or 
on the quality of network resources. 

Similarly to the 2D simulator, the simulation environment of the RoboCup Simulation 
3D League is based on a client-server model. The simulator is the server and agents 
and visualization tools are the clients. The simulator creates the virtual environment 
(soccer field, markers, goals, etc.) where agents live, sends sensory information to the 
agents, receives their actions and applies the virtual physics model in order to resolve 
positions, collisions and interactions with the ball.  

The development of the 3D simulator used available open-source tools extensively. 
It used the SPADES [45] framework for the management of agent-world communica-
tion and synchronization, ODE [46] for the physical model, expat for XML 
processing, Ruby for scripting language support and boost for several utilities. 

Until 2006 the 3D simulation server [47] used the spheres as player model (Fig. 2) 
and teams had 11 players. A virtual vision sensor sends information about the relative 
positions of the objects in the world. Replying each sensation an agent sent actions 
like drive or kick. Driving implied applying a force on the body with a given direction 
and kicking implied applying a force on the ball radially to the agent. Each sensation 
was received on every 20 cycles of the server and each cycle took 10 ms.  

   

Fig. 2. 3D Simulation league match – sphere model (left); Humanoid robot model (right) 

In 2007 the robot model used in the 3D simulator changed from the sphere  
to a humanoid model. Also the SPADES support was abandoned and a simpler  
type of timer was developed. The humanoid model used in 2007 was based on  
the HOAP humanoid robot, then in 2008 the model based on the Nao humanoid  
robot from Aldebaran has been adopted. The Nao based model has been kept, with 
very few changes since 2008 until 2012. Due to problems in the simulator, games 
were played in 2007 between teams of only two players. The number of agents  
in each team has been increasing over the years and reached 11 players, like in real 
soccer, in 2009. 
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3 Coordination in Multi-robot Systems 

One of the most important tasks for players is to select and initiate an appropriate 
(possibly cooperative) behavior (e.g. pass to a teammate, open a pass line) in a given 
context, using (or not) knowledge from past experiences in order to help their team to 
win. Good coordination techniques can help achieve this goal, although their success 
is highly dependent on players individual abilities (low-level skills) to execute  
adequate competitive decisions. Also, without having a good accuracy on the percep-
tion of the world in a real-time, partially observable, stochastic and dynamic envi-
ronment such as the one in the RoboCup simulated soccer leagues the coordination of 
player actions would be much more difficult. This section presents an overview of the 
coordination methodologies applied in RoboCup, in the last years, with emphasis on 
the simulated 2D league that is, by its characteristics, the best league to research on 
the coordination area in the context of RoboCup.  

3.1 Communication 

Communication can be used by players to exchange their intentions and beliefs about 
the world. The exchange of beliefs helps the players to obtain a more accurate percep-
tion of the world, congruent with their teammates. However, not all beliefs have the 
same importance being, in the soccer domain, the ball location considered the most 
important [48]. A better knowledge of the world empowers players to execute better 
suited behaviors.  

In several RoboCup leagues a coach agent is available that does not need to rely on 
communication because he has a global and error-free view of the world. However, 
typically his communication is highly constrained (low bandwidth and/or significant 
delays for transmission and reception),making it impossible to rely on his messages to 
keep an accurate perception of the world state. 

Initially, on the simulation 2d league, player-to-player communication allowed the 
transmission of long messages and players could hear all the messages sent in each cycle. 
This led to the development of techniques that were not concerned with the selection of 
which relevant information should be transmitted at any given time, since the bandwidth 
available was enough to share the most meaningful information about one’s world state 
with his teammates [49] and communicate useful events/opportunities [1]. The size of 
messages was shortly reduced to a minimum and the number of simultaneous messages 
heard in each cycle reduced to one. These new constraints required agents to be capable 
of cautiously selecting the most pertinent information to send and with their teammates at 
each instant. Stone et al. [50] addressed the issue of low-bandwidth with the specification 
of a Locker-Room Agreement (LRA) in which team members have a common under-
standing of environment cues that trigger predefined strategies. This enabled them to 
coordinate by minimizing or even eliminating the need for communication. Reis and Lau 
[1, 2] tried to tackle this issue by measuring the importance of each piece of information 
through utility metrics based on the current match situation and on the estimated  
knowledge of teammates. This idea afterward extended in [21] with a Situation Based 
Communication framework. 
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Kok et al. [51, 52, 53] proposed the use of a Coordination Graph (CG) as team-
work model for agents to select an optimal joint action and coordinate the execution 
of their individual actions. This approach requires that each agent communicated his 
local payoffs for executing a set of individual actions with neighboring agents in order 
to find a joint action that maximizes the payoff  for the team. An extension of this 
work was proposed to render communication superfluous [51, 53] by assuming that i) 
players can identify one another; ii) payoff functions are known by all teammates; iii) 
players can compute the adequacy to fulfill a role for all others; iv) the order of ac-
tions is known among all players; and v) in context-specific CGs, all players reacha-
ble from a given player can observe the state variables located in his value rules. 

Other methods for coordination made use of an explicit communication of belief 
states [54, 55, 56]. These methods differ on the following criteria: i) communication 
is assumed to be flawless in [54] but not in [55]; and ii) utility measure of other agents 
states is estimated based on a sum of heuristic functions represented as potential fields 
[54] and in [55] it is based on meaningful observed experience. 

Stulp et al. [56, 57] proposed the use of temporal prediction models of teammates 
to enable agents to coordinate for regaining the ball possession. These models are 
learned offline, using model trees and a neural network, based on the observation of a 
match with no opponents. These are used to estimate the state of teammates and antic-
ipate the utilities of their intentions in order to adapt to their predicted actions. 

Desheng and Kejian [58] proposed a non-communicative approach for coordinat-
ing a team of agents using the notions of roles and situation calculus. A role consists 
on a description of a teammate task and is regarded as a form of intentional coopera-
tion. This approach assumes that an agent is able to compute the adequacy of each 
agent to fulfill all possible roles based on the situation calculus and consequently 
figure out the roles that all agents will adopt. Using common knowledge about roles, 
each individual agent is able to predict the actions of others based on the situation 
calculus and render communication superfluous. 

3.2 Communication Languages 

The definition of coaching languages was driven by the need to convey advices from 
coaches to players during a match and to be able to interact with heterogeneously 
designed players. The languages Coach Unilang [11], CLang [59], Strategy Formali-
zation Language (SFL) [60] were proposed to structure this communication.  

Coach Unilang was proposed on 2001 by Reis and Lau [11] as a generic coaching 
language enabling high-level coaching of a (robo) soccer team. The language in-
cluded all features that enable to coach a robo soccer team such as tactics, formations, 
actions, player types, conditions, regions, periods among others. 

CLang [59] was based on the initially proposed Coach Unilang [11] as a simplifi-
cation in order to be the standard language used by coaches in the RoboCup 2D  
simulated league and enable to promote a competition focused on simple low-level 
coaching techniques. It latter evolved to integrate most of the features of Coach Un-
ilang and be a generic coaching language. On this latter version, tactics and behaviors 
are described using rules which map directives (lists of actions to execute or avoid) to 
conditions (match situations descriptions). A condition is a logical expression based 
on game variables (e.g. objects positions) whereas an action is a low-level skill  
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(e.g. dribble) that a player should be able to execute. When applicable, conditions and 
actions can make use of geometric regions (e.g. circles) to specify locations in the 
field such as in Coach Unilang. During a match, these rules are conveyed to players as 
messages in order to adjust their behaviors.  

SFL [60] extends CLang by abstracting its low-level concepts to represent team 
behavior in a human-readable format that can be easily modifiable in real-time. This 
language lacks the ability to specify a team's complete behavior with enough detail. 

Coach Unilang [11] fixes the inability of CLang to fully specify a team’s strategic 
behavior by enabling the transmission of different types of strategic information (e.g. 
instructions, statistics, formation, opponent's information) based on real soccer con-
cepts. Players can ignore these messages, interpret them as orders (must be used and 
will replace existing knowledge) or as advices (can be used with a given trust level). 

3.3 Player-to-Player Communication 

The standard inter-player communication language CommLang [61], proposed as a 
complement to CLang in the RoboCup 2D simulated soccer league, promotes player 
interoperability and eases the creation of mixed-teams of players. This work specifies 
how to compose and encode different types of information into messages suitable for 
transmission in the existing limited bandwidth communication channel. However, it 
does not address i) which types of information should be sent; ii) how often messages 
should be sent; nor iii) how the information received should be used. Each piece of 
information is represented by a uniquely identified message type. Current types of 
messages convey the following information about the sender's beliefs: i) objects posi-
tions and velocities; ii) ball ownership; and iii) passing synchronization. A communi-
cation message can include one or more types of messages. The use of this language 
has been shown to improve the confidence and accuracy of a player's world states. 

The trend in the robotic soccer domain will be towards little or no communication be-
cause it might not always be available, it can be costly and it introduces an overhead and 
delay that can degrade players performance. The combination of implicit coordination 
with beliefs exchange has been shown to yield better performance with communication 
loss than explicit coordination with intentions communication alone [55]. The exchange 
of beliefs among teammates allows the achievement of more coherent and complete 
beliefs about the world. These beliefs can be used by a player to predict agents utilities 
(including his own) and adapt his actions to their predicted intentions to achieve the best 
(joint) action. As state estimation accuracy reaches an acceptable upper bound it will 
eventually replace explicit communication for achieving coordination. 

3.4 Coaching 

In real life soccer, natural hierarchical relations exist among different team members 
which imply a leadership connotation (e.g. a coach instructs strategy to players). A 
coach and trainer are privileged agents that can be used to advise players during on-
line games and offline work out (training) situations respectively. Coaching provides 
a means to monitor and aid the creation of players with adjustable autonomy [62] and 
is an effective method to help a team improve its performance [63]. 
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During a soccer match a coach might have several responsibilities which include i) 
monitoring teams performance during a match; ii) advising team players to employ 
appropriate tactics by reusing knowledge from previous games; iii) detect high-level 
events (e.g. ball possession time) from observing the match observation; iv) classify-
ing opponent strategies (e.g. recognize formations); and v) discovering behavioral 
patterns of opponent's strengths and weaknesses (e.g. opponent team neglects the right 
side of their defense when defending). Concerning the advice, players as autonomous 
agents might decide to follow coach advices or not. On the strategy issue, the sooner 
the opponent's team strategy is recognized, the sooner the coach can advise his play-
ers of the best counter-strategy in order to have a higher impact. 

Compared to players, a coach normally has more a priori knowledge, a better view 
of world and more computational resources available. The communication from 
coach-to-players during a match can be achieved using structured coaching languages. 

Several works have focused on using a coach to improve the performance of a 
team which included i) changing the team formation based on the score difference, 
the match remaining time and the ball's path [64]; ii)  generating adequate counter 
strategies based on the modeling of opponent behaviors using classification models 
based on decision trees [65, 68, 70], neural networks [66], naive Bayes [67] and case-
based reasoning [69]; iii) building a marking table that assigns preliminary opponents 
to each teammate [71]; and iv) recognizing opponents players physical abilities [71]. 

3.5 Setplays 

Setplays can be understood, in a broad sense, as multi-agent plans that need the com-
mitment of several players in order to reach a common goal. Setplays are very com-
mon in most sports, e.g., soccer, rugby and handball, which can make one believe that 
such constructs can also play a useful role in robotic soccer. 

The concept of Setplay in RoboCup was first presented in a teamwork and com-
munication strategy for the 2D Simulation league, by Stone and Veloso [50]. These 
Setplays, however, were quite limited and were meant to be used only in very specific 
situations, like corner kicks and throw-ins, which are decided by the referee, and are 
unique for each of these situations. 

An interesting approach is presented in Castelpietra et al.[72], where Setplays are 
represented as transition graphs. These plans, which are formally defined, have a high 
level of abstraction, and can be applied to different robotic platforms, as it has been 
the case with Middle-size and four-legged robots. The actual execution of plans and 
how the robots deal with synchronization issues are unclear topics. In a related re-
search effort [73], Petri Nets have been used to structure the development of a joint 
team with robots from two distinct institutions. 

Kok et al. [52, 53] and Kok and Vlassis [74] in their Coordination Graphs (CG), 
exploit the dependencies between agents and decomposing a global payoff function 
into a sum of local terms that are communicated among agents. Nodes in the CG 
represent agents and its edges define dependencies between them, which have to be 
coordinated. The continuous aspect of state spaces in robotic soccer discourages the 
direct application of CGs. To solve this question, roles are allocated to agents to dis-
cretize this space and then the CG methods are applied to the derived roles. To simpli-
fy the algorithm, it is assumed that only a limited number of near players need to 
coordinate their actions. 
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Team Agent Behavior Architecture (TABA) [75] uses hierarchical task decomposi-
tions to coordinate the behavior of players in the old four-legged league. Collabora-
tion between players is managed through formations including roles, which describe 
players’ positions. Formations and role choices depend on the team attitude and game 
state. A CBR system stores a strategy base. A strategy case is a plan designed to 
achieve a particular goal and includes applicability and termination conditions and a 
list of formations with roles. Further work by Vega et al. [76] includes a Soccer Strat-
egy Description Symbols (SSDS) graphical notation, an eXtensible Markup Language 
(XML) behavior language and a control simulator based on Finite State Machines. 

4 Strategic Positioning, Formations and Setplays 

The selection of a good position during a match is a challenging task for players due 
to the unpredictability of the environment. However, the likelihood of collaboration in 
a match is directly related to the adequacy of a player's position. During a match, 
typically at most one player will carry the ball at each instant. For this reason, players 
will spend the most time without the ball trying to figure out where to move. 

In 1999, Stone [49] proposed a Strategic Positioning using Attraction and Repul-
sion (SPAR) in which a player maximizes the distance to other players and minimizes 
the distance to the opponent goal, the active teammate and the ball. Although this 
approach enabled a player to anticipate the collaborative needs of his teammates but it 
did not allow the team to assume suitable shapes (e.g. compact for defending) for 
different situations nor the teammates to have different positional behaviors. Reis et 
al. [1, 2, 4, 19, 20] proposed a Situation-Based Strategic Positioning (SBSP) method 
in 2001 to do just that. This method defines team strategy as a set of player roles (de-
scribing their behavior) and a set of tactics composed of several formations. Each 
formation is used in a strategic situation and assigns each player a default spatial posi-
tioning and a role. In 2006, Dashti et al. proposed a dynamic positioning based on 
Voronoi Cells [77] that distributes players across the field making use of attraction 
vectors to reflect players' tendency towards specific objects based on their roles and 
the current match situation. Additionally, it does not require the use of home positions 
nor it limits the number of players per role contrarily to SBSP. In 2008, Akyama et al. 
proposed a Delaunay Triangulation method [78] inspired by SBSP which divides the 
soccer field into triangles based on training data and builds a map from a focal point 
(e.g. ball position) to a desirable positioning for each player. Additionally, this me-
thod supports the use of i) constraints to fix topological relations between different 
sets of training data to compose more flexible formations; ii) unsupervised learning 
methods to cope with large or noisy datasets; and iii) linear interpolation methods  
to circumvent unknown inputs. Besides having a good approximation accuracy, is 
locally adjustable, fast running, scalable and reproducible. 

4.1 Defensive Positioning 

The main goal of a defending team (without the ball possession) is to stop the oppo-
nent's team attack and create conditions to launch their own. In general, defensive  
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behaviors (e.g. marking) involve positioning decisions (e.g. move to intercept the 
ball). Defensive positioning is an essential aspect of the game, as players without the 
ball will spend most of their time moving somewhere rather than trying to intercept it. 

Initial strategies for choosing an opponent to mark were essentially reactive and 
consisted on each teammate marking the closest opponent but soon became more 
elaborate. In 1999, Stone and Veloso [79] proposed that a player who had been as-
signed the role of team captain as part of a LRA, executes a preset algorithm to decide 
and communicate to his teammates which opponent they should mark. In 2006, Stol-
zenburg et al. [71] proposed the use of a centralized and decentralized matching algo-
rithms, to determine which opponent a teammate should mark. These algorithms are 
executed during non play-on modes and use a distance-based ranking for calculating 
the matches. A set of teammates and a set of opponents are selected based on their 
relevance for the current situation and their player types. The centralized approach is 
executed by a coach which calculates a minimal matching between these sets and 
informs all players of his results using communication. The decentralized approach is 
executed by each player who tries to  find a partial matching if it exists, but it is sus-
ceptible to inconsistencies due to the environment's partial observability which might 
lead to inaccurate perceptions of the world. 

In 2007, Kyrylov and Hou [80] defined collaborative defensive positioning as a 
multi-criteria assignment problem with the following constraints: i) a set of n defend-
ers are assigned to a set of m attackers; ii) each defender must mark at most one at-
tacker; and iii) each attacker must be marked by no more than one defender. In 2010, 
they applied the Pareto Optimality principle to improve the usefulness of the assign-
ments by simultaneously minimizing the required time to execute an action and the 
threat prevented by taking care of an attacker [81]. Threats are considered preemptive 
over time and are prevented using a heuristic-criterion that considers: i) angular size 
of own goal from the opponent's location; ii) distance from the opponent's location to 
own goal; and iii) distance between the ball and the opponent's. This technique 
achieves good performances while gracefully balance the costs and rewards involved 
in defensive positioning, but it does not seem to deal adequately with uneven defen-
sive situations such as outnumbered defenders and/or attackers. 

Choosing the opponent to mark based only on its proximity might not always be 
suitable as it disregards relevant information (e.g. teammates nearby) and will lead to 
poor decisions. Also, the use of a fixed centralized mediator (e.g. coach) to assign 
opponents to teammates although faster to compute has a negative impact in players 
autonomy. With the exception of non play-on periods, this approach is not robust 
enough due to the communication constraints of the robotic soccer domain and be-
cause it provides a single point of failure. In 2009, Gabel et al. [82] proposed the use 
of a NeuroHassle policy to train a neural network with a back-propagation variant  
of the Resilient Propagation Reinforcement Learning (RPROP-RL) technique in  
order for a player to learn an aggressive marking behavior which would influence its 
positioning. 
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4.2 Offensive Positioning 

The selection of positions for players in offensive situations (team owns the ball) 
typically consists on finding the most suitable position to: i) dribble the ball, for the 
ball owner player; ii)  receive a pass; or iii) score a goal. 

In 2008, Kyrylov and Razykov [83] applied the Pareto Optimality principle to the 
selection of these positions based on the following set of partially conflicting criteria 
[84] for simultaneous optimization: i) players must preserve formation and open spac-
es; ii) attackers must be open for a direct pass, keep an open path to the opponent's 
goal and stay near the opponent's offside line to be able to penetrate the defense; and 
iii) non-attackers should create chances to launch the attack. 

In the same year, Nakanishi et al. [85] proposed a method for marked teammates to 
find a good run-away position based on Partial (approximate) Dominant Regions. 
This method divides the field into regions based on the players time of arrival (similar 
to a Voronoi diagram based on the distance of arrival), each of which shows an area 
that players can reach faster than others.  

One year later, Gabel and Riedmiller [86] proposed the use of a Simultaneous Per-
turbation Stochastic Approximation (SPSA) combined with a RPROP learning tech-
nique (RSPSA) to overcome the opponent's offside trap by coordinated passing and 
player movements. The receiver of the pass that breaks the opponent's defense starts 
running in the correct direction at the right time, preferably being positioned right 
before the offside line while running at its maximal speed when the pass is executed. 

4.3 Dynamic Positioning and Role Exchange 

The Dynamic Positioning and Role Exchange (DPRE), and Dynamic Covering [1, 2, 
4, 19, 20] was based on previous work from Stone et al. [49,50,79] which suggested 
the use of flexible agent roles with protocols for switching among them. The concept 
was extended and players may exchange their positionings and player types in the 
current formation if the utility of that exchange is positive for the team. Positioning 
exchange utilities are calculated using the distances from the player's present positions 
to their strategic positions and the importance of their positionings in the formation on 
that situation. 

4.4 Setplay Framework 

Robotic cooperation demands coordination at team level, requiring planning at differ-
ent abstraction viewpoints and situations. Setplays are frequently used in many human 
team sports, e.g. rugby, basket- ball, handball, soccer and baseball. Certainly, there 
are considerable differences between robot soccer and standard sports, but Setplays 
were, even so, always expected to have a considerable impact on team-level coordina-
tion and cooperation. 

Tactics and skills of robots are always improving, and thus opponent teams try to 
adapt to new playing patterns and react to them. It is thus convenient to be able to 
define Setplays, through freely editable configuration files, or even a generic Setplay 
graphical editor.  



 Coordination in Multi-robot Systems: Applications in Robotic Soccer 15 

 

Such a cooperative plan can be described and shared in a standardized, generic and 
flexible language [16], which is then interpreted and executed at run-time. The main 
advantage is the writing of arbitrary Setplays, which are dynamically executed during 
the game, allowing the definition of new plays which could possibly differ between 
games, in order to adapt better to each opponent. Another benefit is the possibility to 
swiftly react to situations identified as advantageous: a new Setplay can quickly be 
edited and immediately executed. Setplays can also be used in different leagues [16].  

FC Portugal team developed a complete framework for the representation, execu-
tion and evaluation of high level, flexible plans for agents playing robotic soccer. The 
framework was presented in [16, 17, 22] , defining a generic Setplay definition lan-
guage and several associated tools. 

To fulfill these requirements, one defined a standard language to define Setplays, 
which can later be interpreted by any player in any league. The basic concepts  
of soccer (moves, conditions, actions, skills) were given a clear yet comprehensive 
definition.  

A Setplay is built upon Steps, with alternative transitions between them. Steps 
should be seen as intermediary states of the Setplay. Transitions between intermediary 
steps demand the execution of actions between the players. And there are also termi-
nation conditions. This language is more thoroughly described in [18, 22]. 

A library has been developed in C++ to ease the implementation of Setplays in any 
team. The Framework provides different tools: a parser for Setplay definition files and 
an engine to manage Setplay selection and execution. Thus, to apply Setplays to a 
new team, two tasks have to be done initially: implement the verification of condi-
tions and the execution of the Framework actions. To actually use the Setplays, the 
team has to start the execution of the Setplay by instantiating its parameters, and regu-
larly (i.e.: in every execution cycle) update the Setplay status, supplying ball and 
players positions. 

The Setplay Framework was designed with the goal of being general, flexible, pa-
rameterizable and applicable to any robotic soccer league. A Setplay has a participant 
list, as well as an optional list of parameters. It also has a list of Steps, that represent 
intermediary states in the Setplay’s execution. Transitions between steps entail the 
execution of specific actions, and can be restricted by Conditions, such as a player 
being in a specific field area, or having ball possession. Conditions can also be used to 
trigger Setplay successful ending or abortion. 

A major issue in the usage of the Framework is how to achieve coordination be-
tween the robots when executing a Setplay. Naturally, a complex Setplay must follow 
several steps, and all participating players must be closely synchronized in order to 
achieve fruitful cooperation. A communication and synchronization policy was de-
fined, in a straightforward and concise manner, since the 2D Simulation league has 
strict communication restrictions. 

Each step will be led by the so-called lead player, which will normally be the play-
er with ball possession, since it is the one taking the most important decisions, while 
manipulating the ball. This player is naturally not fixed throughout the Setplay, and 
will change from step to step. It will monitor the execution of the Setplay, instructing 
the other players on Setplay begin, step entry and transition choice. The entry into a 
new step, which is decided by the lead player in charge of the previous step, normally 
implies the change of the lead player. 
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FCPortugal team was the primary test-bed for the Setplays. Its code supplied the 
main building blocks for the application of Setplays: a stable state-of-the-world, con-
sidering own observations, information shared by other players, and prediction of 
actions’ and interactions’ effects; and a set of actions and skills that allows the easy 
mapping of actions as defined in the Setplay Framework to concrete executions in the 
2D simulator. The Framework has also been applied to team CAMBADA , from the 
RoboCup Middle-size league, created by the Aveiro University [6,7]. This implemen-
tation is described in more detail in [18].  

5 Conclusions and Future Work 

Since the start of the RoboCup initiative, several coordination techniques were  
proposed that tackle core MAS coordination issues in simulated robotic soccer. The 
majority of these techniques has dealt with the problem of adequate player position-
ing, due to its impact on the successful execution of other actions (e.g. passing) during 
a match. In general, positioning techniques have evolved from reactive to more deli-
berative approaches, meaning that players now put the team’s goals in front of his 
own because it is the only way for successful coordination to be achieved. Due to its 
complexity, this problem as been studied in more narrower scopes (e.g. defensive and 
offensive situations like opponent marking and ball passing respectively) with good 
results. However, situations where the number of teammates and opponents is uneven 
still don’t seem to be adequately addressed by any of these. 

Coordination technologies have evolved a lot since the start of RoboCup mostly 
due to added functionalities and constraints in the latest simulator releases. Although 
the use of communication and intelligent perception can assist team coordination 
through the sharing of pertinent world information and enhance the player’s world 
state accuracy respectively, the simulator constraints discourage relying solely on 
them. Team strategies are usually very complex and are typically embedded into 
players knowledge prior to a game. The strategic approaches have also evolve from 
fixed policies to more flexible and dynamic policies that are based on real-time match 
information and previous opponent knowledge. Coaching was used to tweak team 
strategy mostly by giving advices to players and allow a quicker adaptation to oppo-
nent’s behavior. Training methods have been used as a foundation to build into team 
members effective knowledge that can accelerate team coordination during real-time 
match situations (e.g. learning opponent behavior). 

In order to succeed, a good coordination methodology should always consider the 
following aspects:  Incorporate past knowledge to accelerate initial decisions for 
usual situations, driven from direct human expertise or by offline learned prediction 
models. This knowledge can be tailored for specific opponents; Knowledge should be 
adaptable according to opponent behavior in real-time; Use alternative techniques to 
complement and replace technologies based on communication and perception. 

Setplays are a new concept that recently emerged on RoboCup. The Setplay 
Framework implemented by FC Portugal team has shown to be very effective, enabl-
ing to clearly outperform the original team’s behavior, in similar circumstances. Since 
the Framework is presented as a stand-alone library, its usage is also quite simple: a 
new team wishing to use it only needs to define the domain specific concepts and deal 
with Setplay selection and instantiation. From this point on, it suffices to update the 
ball and players positions regularly to have Setplays executed. 



 Coordination in Multi-robot Systems: Applications in Robotic Soccer 17 

 

Future work will be concerned with completely defining a common framework for 
cooperative robotics composed by: Strategy, Formations, DPRE, complete tactic-
al/formation framework including graphical interface and complete setplay frame-
work with a graphical interface for defining the setplays. This will be released as a 
library enabling to coordinate any RoboCup team in any league. Thus it will enable 
teams to research only in low level robotics in issues such as skills, vision, mechanics, 
kicking, among others, without any concern with the team coordination that will be 
managed by this framework. 
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Abstract. We introduce a novel hierarchical planning approach that extends pre-
vious approaches by additionally considering decompositions that are only appli-
cable with respect to a consistent extension of the (open-ended) domain model at
hand. The introduced planning approach is integrated into a plan-based control
architecture that interleaves planning and execution automatically so that miss-
ing information can be acquired by means of active knowledge acquisition. If it
is more reasonable, or even necessary, to acquire additional information prior to
making the next planning decision, the planner postpones the overall planning
process, and the execution of appropriate knowledge acquisition tasks is auto-
matically integrated into the overall planning and execution process.

Keywords: Plan-based Control, Continual Planning, HTN Planning, Reasoning,
Knowledge Representation, Plan Execution.

1 Introduction

Planning their future course of action is particularly difficult for agents (e.g., robots) that
act in a dynamic and open-ended environment where it is unreasonable to assume that
a complete representation of the state of the domain is available. We define an open-
ended domain as a domain in which agents can in general neither be sure of having
all information nor of knowing all possible states (e.g., all objects) of the world they
inhabit.

Conformant, contingent or probabilistic planning approaches can be used to generate
plans in situations where insufficient information is available at planning time [13,4].
These approaches generate conditional plans—or policies—for all possible contingen-
cies. Unfortunately, these approaches are computationally hard, scale badly in dynamic
unstructured domains and are only applicable if it is possible to foresee all possible
outcomes of a knowledge acquisition process [12,8]. Therefore, these approaches can
hardly be applied to the dynamic and open-ended domains we are interested in. Con-
sider, for example, a robot agent that is instructed to bring Bob’s mug into the kitchen,
but does not know the location of the mug. Generating a plan for all possible locations
in a three dimensional space obviously is unreasonable and practically impossible.

A more promising approach for agents that act in open-ended domains is continual
planning [2] which enables the interleaving of planning and execution so that missing
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information can be acquired by means of active information gathering. Existing contin-
ual planning systems can deal with incomplete information. However, they usually rely
on the assumption that all possible states of a domain are known. This makes it, for ex-
ample, difficult to deal with a priori unknown object instances. Another important issue
that is not directly considered by previous work is the fact that a knowledge acquisition
task task1 can—like any other task—make the execution of an additional knowledge
acquisition task task2 necessary which might require the execution of the knowledge
acquisition task task3 and so on. Consider, for example, a situation where a robot is in-
structed to deliver Bob’s mug into Bob’s office. Moreover, let us assume that the robot
does know that Bob’s mug is in the kitchen, but does not know the exact location of
the mug. In this situation, the robot needs to perform a knowledge acquisition task that
determines the exact location of Bob’s mug. However, in order to do that via percep-
tion the robot first needs to go into the kitchen. If the robot does not have all necessary
information in order to plan how to get into the kitchen (e.g., it is unknown whether
the kitchen door is open or closed), then it needs to first perform additional knowledge
acquisition tasks that acquire this information. Existing continual planning approaches
usually fail to cope with such a situation. In contrast, we propose a continual planning
and acting approach that is able to deal with these kind of situations and thus can enable
an agent to perform tasks in a larger set of situations.

We are trying to give an answer to the following questions: How can an agent
determine knowledge acquisition activities that make it possible to find a plan when
necessary information is missing? When is it more reasonable to acquire additional
information prior to continuing the planning process? How to automatically switch be-
tween planning and acting?

The main contributions of this work are:

– to propose the new HTN planning system ACogPlan that additionally considers
planning alternatives that are possible with respect to a consistent extension of the
domain model at hand, and is able to autonomously decide when it is more reason-
able to acquire additional information prior to continuing the planning process;

– to propose the ACogPlan-based, high-level control system ACogControl that en-
ables an agent to perform tasks in open-ended domains;

– and to present a set of experiments that demonstrate the performance characteristics
of the overall approach.

2 HTN Planning in Open-Ended Domains

In this section, we present the continual HTN planning system ACogPlan. We describe
the planning phase of the overall plan-based control system.

2.1 General Idea

The proposed planning system ACogPlan can be seen as an extension of the SHOP
[10] forward search (i.e., forward decomposition) Hierarchical Task Network (HTN)
planning system. The SHOP algorithm generates plans by successively choosing an in-
stance of a relevant1 HTN method or planning operator for which an instance of the

1 As defined in [4, Definition 11.4].
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Meth. inst. 1 (applicable)

move to(kitchen)

approach(door1) cross(door1)

Meth. inst. 2 (possibly-applic.)

move to(kitchen)

approach(door2) cross(door2)

Acquisition:
{det(open(door2),percept)}

Meth. inst. 3 (possibly-applic.)

move to(kitchen)

approach(X) cross(X)

Acquisition:
{det(connect(lab,X,kitchen),
percept), det(open(X),percept)}

relevant HTN method

task: move to(Room)

precond: [at(agent,Room1) ^ connect(Room1,D,Room2) ^ open(D)]

subtasks: [approach(D), cross(D)]

derivable instances

at(agent,lab)

connect(lab,door1,kitchen)

connect(lab,door2,kitchen)

open(door1)

Fig. 1. Possible method instances for the task move to(kitchen)

precondition can be derived with respect to the domain model at hand. However, in
open-ended domains it will often be possible to instantiate additional HTN methods or
planning operators (i.e., which precondition is not derivable) if additional information
is available. The general idea of the proposed planning system ACogPlan is to also con-
sider instances of relevant HTN methods and planning operators for which the precon-
dition cannot be derived but might be derivable with respect to a consistent extension
of the domain model (i.e., if additional information is available).

For example, consider a simple situation where a robot is instructed to perform the
task move to(kitchen) as illustrated by Fig. 1.2 In this situation there is only one
relevant HTN method. It is known that the robot is in the lab, the lab is connected
to the kitchen via door1 and door2, and door1 is open. For the illustrated exam-
ple, existing HTN planners would only consider the first instance of the relevant HTN
method that plans to approach and cross door1. The proposed HTN planning algo-
rithm ACogPlan, however, also considers two additional instances of the relevant HTN
method which cannot directly be applied, but are applicable in a consistent extension of
the given domain. Methods or planning operators that are only applicable with respect
to an extension of an agent’s domain model are called possibly-applicable. For exam-
ple, it will also be possible to cross door2 if the robot could find out that this door
is open. Moreover, in open-ended domains it can also be possible that there is another
door which connects the lab and the kitchen.

Additionally considering possibly-applicable HTN methods or planning operators is
important in situations where one cannot assume that all information is available at the
beginning of the planning process. It often enables the generation—and execution—of
additional plans. In particular, it can enable a planner to generate plans where it would
otherwise be impossible to generate any plan at all. For example, if it were unknown
whether door1 is open or closed, then there would only be possibly-applicable method
instances. Hence, without considering possible-applicable method instances a planner
would fail to generate a plan for the task move to(kitchen) and thus the agent
would be unable to achieve its goals. Moreover, if the optimal plan requires knowledge
acquisition, then the optimal plan can only be found if possibly-applicable method and

2 Please note that in the context of this work variables will be written as alphanumeric identifiers
beginning with capital letters.
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planning operator instances are considered. In other words, one can also benefit from
the proposed approach in situations where it is possible to generate a complete plan
without acquiring additional information.

2.2 Open-Ended Domain Model

A planner that wants to consider possibly-applicable HTN methods or planning oper-
ators needs to be able to reason about extensions of its domain model. Most existing
automated planning systems are unable to do that, since their underlying domain model
is based on the assumption that all information is available at the beginning of the plan-
ning process [9]. In contrast, the proposed HTN planning system ACogPlan is based on
the open-ended domain model ACogDM. ACogDM enables the planner to reason about
relevant extensions of its domain model. The key concepts of ACogDM are described
briefly in this section.

A planner should only consider domain model extensions that are possible and rele-
vant with respect to the overall task. However, how can a planner infer what is relevant
and possible? The domain information encoded in HTN methods can nicely be ex-
ploited in order to infer which information is relevant. A relevant method or planning
operator can actually be applied if and only if its precondition p holds (i.e., an instance
pσ3 is derivable) with respect to the given domain model. Therefore, we define the set
of relevant preconditions with respect to a given planning context (i.e., a domain model
and a task list) to be the set of all preconditions of relevant methods or planning opera-
tors. An HTN planner cannot—except backtracking—continue the planning process in
situations where no relevant precondition is derivable with respect to the domain model
at hand. Introducing the notion of a relevant precondition is a first step to determine
relevant extensions of a domain model, since only domain model extensions that make
the derivation of an additional instance of a relevant precondition possible constitute
an additional way to continue the planning process. All other possible extensions are
irrelevant, because they do not imply additional planning alternatives. In other words,
if it is possible to acquire additional information which implies the existence of a new
instance of a relevant precondition, then the planning process can be continued in an
alternative manner. As already pointed out, this is particularly relevant for situations in
which it would otherwise be impossible to find any plan at all.

In order to formalize this we introduce the following concepts: a possibly-derivable
statement (e.g., a precondition) and an open-ended literal. Let Lx be a set of literals and
p be a precondition. p is called possibly-derivable w.r.t. Lx iff the existence of a new
instance lσ for all l ∈ Lx implies the existence of a new instance pσ of p. Obviously
this definition is only useful if the existence of an additional instance for each l ∈ Lx

is possible. A literal for which the existence of non-derivable instances is possible is
called open-ended. Based on that, one can say that a possibly-derivable precondition
constitutes the partition of a precondition into a derivable and an open-ended part (i.e.,
a set of open-ended literals).

For example, consider the situation illustrated by Fig. 1. In this example there are three
different situations in which the precondition of the HTN method is possibly-derivable.

3 In the context of this work σ denotes a substitution.
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In all cases Room1 is substituted with lab and Room2 is substituted with kitchen.
Furthermore, in the first situation D is substituted with door1 and the precondition is
possibly-derivable with respect to the agents domain model and the set of open-ended lit-
erals {}. In the second case,D is substituted withdoor2 and the precondition is possibly-
derivable with respect to the set of open-ended literals {open(door2)}. In the last
case, D is not instantiated and the precondition is possibly-derivable with respect to the
set of open-ended literals {connect(lab,D,kitchen), open(D)}. Thus, in this ex-
ample the open-ended domain model ACogDM can tell the robot agent that it can cross
door1, or cross door2 if it can find out that door2 is open, or cross another door D
if it finds another door D that connects the lab and the kitchen and is open. In this way,
ACogDM can enable a planner to reason about possible and relevant extensions of its
domain model.

2.3 Planning Algorithm

In this section, we present the key conceptualizations and the algorithm of the proposed
planning system.

Preliminaries. Dependencies between open-ended literals need to be considered by
the generation of knowledge acquisition plans. For example, for the set of open-ended
literals {mug(X),color(X,red)} one cannot independently acquire an instance of
mug(X) and an instance of color(X,red), because one needs to find an instance
of X which represents a mug as well as a red object. Let l1, l2 be literals that are part
of a precondition p in disjunctive normal form and var(l) denote the set of variables of
a literal l. l1 and l2 are called dependent (denoted as l1 ↔ l2) iff l1 and l2 are part of
the same conjunctive clause and ((var(l1)∩ var(l2) �= ∅), or l1 and l2 are identical, or
(∃l3 l1 ↔ l3 ∧ l3 ↔ l2)).

Agents (e.g., robots) can usually acquire information from a multitude of sources.
These sources are called external knowledge sources. While submitting questions to
external databases or reasoning components might be “simply” achieved by calling ex-
ternal procedures, submitting questions to other sources (e.g., perception), however,
involves additional planning and execution. For the purpose of enabling ACogPlan to
generate knowledge acquisition plans, we use a particular kind of task, namely a knowl-
edge acquisition task. A Knowledge acquisition task has the form det(l, I, C, ks)
where l is a literal, I is the set of all derivable instances of l, C is a set of literals that
are dependent on l, and ks is a knowledge source. In other words, det(l, I, C, ks) is
the task of acquiring an instance lσ of l from the knowledge source ks such that lσ /∈ I
(i.e., lσ is not already derivable) and for all c ∈ C an instance of cσ is derivable. For
example, det(open(kitchen door),∅,∅,percept) is the task of determining
whether the kitchen door is open by means of perception. Furthermore,det(mug(X),
[mug(bobs mug)],[in room(X,r1),red(X)],hri(bob)) constitutes the
task of finding a red mug which is located in the room r1 and is not Bob’s mug
by means of human robot interaction with Bob. Like for other tasks, we can define
HTN methods that describe how to perform a knowledge acquisition task. For example,
Fig. 2 shows a simple method for the acquisition task of determining whether a door is
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method(det(open(D),I,C,percept),
(door(D)), % precondition
[approach(D), sense(open(D), percept)], % subtasks
50). % cost

Fig. 2. Example HTN method for an acquisition task

open. Every method has an expected cost that describes how expensive it is to perform
a task as described by the method. In this example, the cost is “hard-coded”, but it is
also possible to calculate a situation dependent cost.

Knowledge acquisition tasks enable the planner to reason about possible knowl-
edge acquisitions, since they describe (1) what knowledge acquisitions are possible
under what conditions, (2) how expensive it is to acquire information from a specific
knowledge source, and (3) how to perform a knowledge acquisition task.

It might be possible that the same information can be acquired from different exter-
nal knowledge sources, and the expected cost to acquire the same information can be
completely different for each source. Thus, in order to acquire additional instances for
each literal of a set of open-ended literals, a planner needs to decide for each literal
from which knowledge source it should try to acquire an additional instance. The result
of this decision process is called a knowledge acquisition scheme. A knowledge acqui-
sition scheme is a set of tuples (l, ks) where l is a literal and ks is an external knowl-
edge source. It represents one possible combination of trying to acquire a non-derivable
instance for each open-ended literal by an adequate knowledge source. For example,
{(on table(bobs mug),percept), (white coffee(bob),hri(bob))}
represents the fact that the query on table(bobs mug)? should be answered by
perception and the query white coffee(bob)? should be submitted to Bob.
Formally a knowledge acquisition scheme is defined as follows:

Definition 1 (Knowledge Acquisition Scheme). Let st be a statement that is possibly-
derivable with respect to DM and the set of open-ended literals Lx =

⋃
1≤i≤n{li}.

Moreover let KS be the set of knowledge sources. A set kas :=
⋃

1≤i≤n{(li, ki)}
(ki ∈ KS) is called a knowledge acquisition scheme for st w.r.t. DM . If LX = ∅, then
the corresponding knowledge acquisition scheme is also ∅.

However, a knowledge acquisition scheme is only helpful for an agent if it is actually
able to perform the corresponding knowledge acquisition tasks. For example, if a robot
in principle is not able to find out whether a door is open, then the planner does not have
to consider method instance 2 and 3 for the situation illustrated by Fig. 1. A knowledge
acquisition scheme for which all necessary knowledge acquisition tasks can be possi-
bly performed by the agent is called possibly-acquirable and more formally defined as
follows:

Definition 2 (Possibly-acquirable). An acquisition (l, ks) is calledpossibly-acquirable
w.r.t. to a domain Model DM iff there is an applicable or possibly-applicable planning
step (i.e., a method or an operator) for the knowledge acquisition task det(l, I, C, ks)
such that I are all derivable instances of l w.r.t. DM and C is the context. Moreover, a
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knowledge acquisition scheme kas is called possibly-acquirable iff all (l, ks) ∈ kas are
possibly-acquirable.

LetD be the set of domain models, T L be the set of task lists, P be the set of plans and
KAS be the set of knowledge acquisition schemes. We call ps ∈ D×T L×P ×KAS
a planning state. A planning state is called final if the task list is empty and called
intermediate if the task list is not empty. psD denotes the domain model, pst the task
list, psp the plan and pskas the knowledge acquisition scheme of a planning state ps.

The term planning step is used in this work as an abstraction of (HTN) methods and
planning operators. A planning step s is represented by a 4-tuple (stask, scond, seff ,
scost). stask is an atomic formula that describes for which task s is relevant, scond
is a statement that constitutes the precondition of s, seff is the effect of s, and scost
represents the expected cost of the plan that results from the application of s.

Let PS be the set of planning states. seff is a function seff : PS → PS. Thus,
a planning step maps the current planning state to a resulting planning state. In this
sense operators map the current planning state to a resulting state by removing the next
task from the task list, adding a ground instance of this task to the plan and updating
the domain model according to the effects of the operator. In contrast, HTN methods
transform the current planning state by replacing an active task by a number of subtasks.

Furthermore, we define the concept of a possibly-applicable planning step introduced
in Section 2.1 as follows:

Definition 3 (Possibly-applicable). A planning step s is called possibly-applicable
w.r.t. a domain model DM and a knowledge acquisition scheme kas iff kas is possibly-
acquirable and a knowledge acquisition scheme for scond.

A possibly-applicable planning step can only be applied after necessary information
has been acquired by the execution of corresponding knowledge acquisition tasks. For
example, consider the second method instance of the situation illustrated by Fig. 1. This
method instance can only be applied if the robot has perceived that door2 is open. The
fact that possibly-applicable planning step instances require the execution of additional
tasks (i.e., knowledge acquisition tasks) needs to be considered by the expected cost.
The cost of a possibly-applicable planning step is defined as the sum of the cost for
the step if it is applicable and the expected cost of all necessary knowledge acquisition
tasks.

For example, let us assume that the cost of the plan that results from applying the
method for move to(Room) is always 100. Moreover, let us assume that the cost of
performing the task det(open(door2),∅,∅,percept) is 50 (see Fig. 2) and the
cost of performing the task det(connect(lab,X,kitchen),
[connect(lab,door1,kitchen), connect(lab, door2,kitchen)],
open(X), percept) is 300. In this situation the cost of method instance 1 is 100,
the cost of method instance 2 is 100 + 50 = 150, and the cost of method instance 3 is
100 + 50 + 300 = 450. Thus, in this case the applicable instance has the less expected
cost. However, this does not always have to be the case.
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Result: a planning state ps′, or failure
1 if ps is a final planning state then
2 return ps;

3 steps← {(s, σ, kas)|s is the instance of a planning step, σ is a substitution such
that sσ is relevant for the next task, s is applicable or possibly-applicable w.r.t.
psD and the knowledge acquisition scheme kas};

4 if choose (s, σ, kas) ∈ steps with the minimum overall cost then
5 if kas = ∅ then
6 ps′ ← seff (ps);
7 ps′′ ← plan(ps′);
8 if ps′′ �= failure then
9 return ps′′;

10 else
11 return (psD, pst, psp, kas);

12 else
13 return failure;

Fig. 3. Algorithm plan(ps)

Algorithm. The simplified algorithm of the proposed HTN planning system is shown
by Fig. 3. The algorithm is an extension of the SHOP [10] algorithm that additionally
considers possibly-applicable decompositions.

A planning state is the input of the recursive planning algorithm. If the task list of
the given planning state is empty, then the planning process successfully generated a
complete plan and the given planning state is returned. Otherwise, the algorithm suc-
cessively chooses the applicable or possibly-applicable step with the lowest expected
cost. If the planner chooses an applicable planning step (i.e., no knowledge acquisition
is necessary and the knowledge acquisition scheme is the empty set), then it applies the
step and recursively calls the planning algorithm with the updated planning state (line
5-9).

In contrast, if the planner chooses an only possibly-applicable planning step, then it
stops the planning process and returns the current (intermediate) planning state includ-
ing the knowledge acquisition scheme of the chosen planning step (line 10-11). In this
way, the planner automatically decides whether it is more reasonable to continue the
planning or to first acquire additional information. In other words, it decides when to
switch between planning and acting. If it is neither possible to continue the planning
process nor to acquire relevant information, then the planner backtracks to the previous
choice point or returns failure if no such choice point exists.

3 Continual Planning and Acting

The overall idea of the proposed continual planning and acting system is to interleave
planning and acting so that missing information can be acquired by means of active in-
formation gathering. In Section 2 we described a new HTN planning system for open-
ended domains. Based on that, we describe the high-level control system ACogControl
in this section.
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The overall architecture is sketched in Fig. 4(a). The central component in this archi-
tecture is the controller. When the agent is instructed to perform a list of tasks, then this
list is sent to the controller. The controller calls the planner described in Section 2 and
decides what to do in situations where the planner only returns an intermediate planning
state. Furthermore, the controller invokes the executor in order to execute—complete
or partial—plans. The executor is responsible for the execution and execution monitor-
ing of actions. In order to avoid unwanted loops (e.g., perform similar tasks more than
once) it is essential to store relevant information of the execution process in the memory
system. The executor stores information about the executed actions and the outcome of
a sensing action in the memory system such that the domain model can properly be
updated. This information includes acquired information as well as knowledge acquisi-
tion attempts. Knowledge acquisition attempts are stored to avoid submitting the same
query more than once to a certain knowledge source.

controller

planner
reasoner
memory

executor

tasks
query

plan

store

(a) Illustration of the plan-based control ar-
chitecture.

1 ps←create-intial-ps(tasks);
2 ps′ ← plan(ps);
3 if ps′ is a final planning state then
4 r ← execute(ps′p);
5 return r;

6 else
7 r ←perform(p′ ⊆ ps′p);
8 if r is a success then
9 choose ac ∈ ps′kas with the minimum cost;

10 tac ← acquisition-task(ac);
11 perform([tac]);

12 perform(overall tasks);

(b) Algorithm perform(tasks,overall tasks).

Fig. 4.

The behavior of the controller is specified by the algorithm shown at Fig. 4(b). When
the controller is invoked, it first constructs an initial planning state based on the given
task list and invokes the planner (lines 1-2). If the planner returns a final planning state
(i.e., a planning state that contains a complete plan), then the controller directly for-
wards the generated plan to the executor.

However, if the planner returns an intermediate planning state (i.e., a planning state
that only contains a partial plan), then the controller performs a prefix of the already
generated plan, chooses the knowledge acquisition with the minimum expected cost,
performs the corresponding knowledge acquisition task, and continues to perform the
overall tasks. Please note that knowledge acquisition tasks can also require it to perform
additional knowledge acquisition tasks. Furthermore, it usually cannot generically be
determined which part of the already generated plan should be executed. For example,
if we instruct a robot agent to deliver a cup into the kitchen, but it is unknown whether
the door of the kitchen is open or closed, then it is reasonable to start grasping the cup,
move to the kitchen door, sense its state and then continue the planning process. In
contrast, it usually should be avoided to execute critical actions that cannot be undone
until a complete plan is generated. The default strategy of the proposed controller is
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to execute the whole plan prefix prior to the execution of knowledge acquisition tasks.
However, due to the fact this is not always the best strategy it is possible to specify
domain specific control rules.

4 Experimental Results

The proposed plan-based control system is implemented and evaluated on the mobile
service robot TASER (see Fig. 5(a)) as well as using a set of simulated domains.

4.1 Physical Service Robot

This chapter describes an experiment that was conducted with the service robot TASER.
The robot had the task to clean a table. Cleaning a table includes the execution of several
typical service robotic tasks including: pick up an object from a table, navigate to a
desired goal position, find a garbage can, throw away objects, and pick up a garbage
can.

Initially, the robot had no knowledge about dynamic aspects of the environment in-
cluding: what unknown (i.e., in addition to known objects) dynamic objects exist in the
world, the number of objects on the table, the position of the objects on the table, the
position of objects on the ground that can obstruct a passage, the location of the garbage
can, and the state of the doors.

(a) TASER picks up a garbage can.

Name aver. min max

planning/execution phases 62 56 73
action primitives per phase 5.14 1 27
action primitives per run 313 276 359
percepts 69 58 78
percepts per phase 1.13 1.04 1.20
planning CPU time per action 0.0062 s – –
planning CPU time per phase 0.0317 s 0.0005 s 0.1898 s
planning CPU time per run 1.9334 s 1.5396 s 2.2994 s
execution time – action 3.363 s 0.008 s 34.17 s
execution time – run 1056 s 897 s 1259 s

(b) Results for the experiments with the physical service robot
TASER.

Fig. 5.

We performed five runs with varying situations (e.g., different position of objects).
For all runs, the robot successfully performed the given task. Fig. 5(b) shows additional
results. On average, ACogControl divided the overall task of cleaning the table and
bringing the garbage out into 62 planning and execution phases, executed 313 action
primitives for an experiment run, and planned 5.14 steps (i.e., action primitives) ahead.
For the complete execution of the given tasks, 1.9334 seconds CPU time on average
is used for planning and reasoning. This is very low compared to the mean execution
time, which is 3.363 seconds for an action primitive and 1056 seconds for a complete
experiment run. Thus, the ratio of time used for planning and reasoning to the overall
execution time is very low at 1.9334 s

1.9334 s+1056 s = 0.0019.
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4.2 ACogSim

Providing an environment for the evaluation of continual planning systems is not a
trivial task [2]. We implemented a simulator, namely ACogSim, for the environment
in order to make it possible to systematically evaluate the whole high-level control
architecture—including execution—described in Section 3. The ACogSim simulator
works similar to MAPSIM as described in [2]. In contrast to the agent, ACogSim has a
complete model of the domain. When the executor executes an action, then the action
is sent to ACogSim. ACogSim checks the precondition of actions at runtime prior to
the execution and updates its simulation model according to the effect of the actions. In
this way ACogSim simulates the execution of actions and guarantees that the executed
plans are correct.

The outcome of sensing actions is also simulated by ACogSim. Let DMsim be the
(complete) domain model of the ACogSim instance. The result of a sensing action
sense(l, I, C, ks) is an additional instance lσ of l if such an instance can be derived
with respect to DMsim; impossible if it can be derived that the existence of an additional
instance of l is impossible; or indeterminable otherwise.

4.3 Performing Tasks with a Decreasing Amount of Initial Knowledge

We used ACogSim in order to evaluate the behavior of the overall control system for
several domains. The objective of the conducted experiments is to determine the behav-
ior of the system in situations where an agent needs additional information to perform
a given task, but sufficient information can in principle be acquired by the agent.

Setup. We used an adapted version of the rover domain with 1756 facts and an instance
of the depots domain with 880 facts from IPC planning competition 2002; an instance
of an adapted blocks world domain with 2050 facts; and a restaurant (109 facts) and an
office domain (88 facts) used to control a mobile service robot.

All domain model instances contain sufficient information to generate a complete
plan without the need to acquire additional information. The simulator (ACogSim) is
equipped with a complete domain model. In contrast, the agent has only an incomplete
domain model where a set of facts has randomly been removed. For each domain the
agent always had to perform the same task.

The objective of this experimental setup is to get deeper insights into the performance
of the proposed control system. In particular, we are interested in finding an answer to
the following questions: Is ACogControl always able to perform the given task? How
often switches ACogControl between planning and acting? How much time is necessary
for the whole planning and reasoning process? How long is an average planning phase?
How does the performance change with a decreasing amount of initial knowledge?

We conducted 10 experiments for all domains with 1000 runs per experiment, except
for the last experiment where 1 run was sufficient. Let fall be the number of facts in
a domain, then i

10 fall facts were removed in all runs of the ith experiment from the
domain model of the agent. Hence, in the last experiment all facts are removed (for
each domain) from the agent’s domain model.
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ning phase.

Fig. 6. System behavior for a decreasing amount of initial knowledge about dynamic aspects of
the domain

The experiments where conducted on a 64-bit Intel Core 2 Quad Q9400 with 4 GB
memory.

Results. ACogControl was able to correctly perform the given task for all domains
and all runs—even in situations where all facts were removed from the domain model
of the agent. The average number of necessary planning and execution phases is show
in Fig. 6(a). The average number of planning and execution phases increases with a
decreasing number of initial information, since the agent needs to stop the planning
process and execute knowledge acquisition activities more often. We also expected the
overall CPU time of the reasoning and planning process to increase for all domains
with a decreasing amount of initial knowledge. However, Fig. 6(b) shows that this is
only true for the rover, the office and the restaurant domain. The blocks and the depots
domain show a different behavior. For these domains the overall CPU time increases
until 60 respectively 80 percent of the facts are removed from the domain model of
the agent and then decreases until all facts are removed. The results shown in Fig. 6(c)
might give an explanation for this. They show that the average time for a planning phase
decreases with a decreasing amount of information that initially is available for the
agent. Together with the results shown in Fig. 6(a) these results indicate that the more
planning phases are performed the shorter are the individual phases. Thus, the proposed
continual planning system, so to speak, partitions the overall planning problem into a
set of simpler planning problems. Moreover, the depots and the blocks world domain
indicate that the sum of the individual planning phases can be lower even if the number
of planning phases is higher as shown by Fig. 6(b).

5 Related Work

Most of the previous approaches that are able to generate plans in partially known envi-
ronments generate conditional plans—or policies—for all possible contingencies. This
includes conformant, contingent or probabilistic planning approaches [13,4]. Several
planning approaches that generate conditional plans, including [1,3,6,7], use runtime
variables for the purpose of representing unknown information. Runtime variables can
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be used as action parameters and enable the reasoning about unknown future knowl-
edge. Nevertheless, the information represented by runtime variables is limited since
the only thing that is known about them is the fact that they have been sensed. Further-
more, planning approaches that generate conditional plans are computationally hard,
scale badly in open-ended domains and are only applicable if it is possible to foresee
all possible outcomes of a sensing action [4,2].

The most closely related previous work is [2]. The proposed continual planning sys-
tem also deals with the challenge of generating a plan without initially having sufficient
information. In contrast to our work, this approach is based on classical planning sys-
tems that do not natively support the representation of incomplete state models and
are unable to exploit domain specific control knowledge in the form of HTN methods.
Moreover, it is not stated whether the approach can deal with open-ended domains in
which it is not only necessary to deal with incomplete information, but also essential to,
for example, consider the existence of a priori completely unknown objects or relations
between entities of a domain. Furthermore, the approach is based on the assumption
that all information about the precondition of a sensing action is a priori available and
thus will often (i.e., whenever this information is missing) fail to achieve a given goal
in an open-ended domain.

The Golog family of action languages—which are based on the situation calculus
[11]—have received much attention in the cognitive robotics community. The problem
of performing tasks in open-ended domains is most extensively considered by the In-
diGolog language [5], since programs are executed in an on-line manner and thus the
language to some degree is applicable to situations where the agent posses only incom-
plete information about the state of the world. Regrettably, IndiGolog only supports
binary sensing actions.

Besides Golog the only other known agent programming language is FLUX [14]
which is based on the Fluent Calculus. FLUX is a powerful formalism, but uses a re-
stricted form of conditional planning. As already pointed out, conditional planning is
not seen as an adequate approach for the scenarios we are interested in.

6 Discussion and Conclusions

State-of-the-art planning techniques can provide artificial agents to a certain degree
with autonomy and robustness. Unfortunately, reasoning about external information and
the acquisition of relevant knowledge has not been sufficiently considered in existing
planning approaches and is seen as an important direction of further growth [9].

We have proposed a new, continual, HTN-planning-based control system that can
reason about possible, relevant, and possibly-acquirable extensions of a domain model.
It makes an agent capable of autonomously generating and answering relevant ques-
tions. The domain specific information encoded in HTN methods not only helps to
prune the search space for classical planning problems but can also be exploited to rule
out irrelevant extensions of a domain model.

Planning in open-ended domains is obviously more difficult than planning based on
the assumption that all information is available at planning time. Nevertheless, the ex-
perimental results indicate that the proposed approach partitions the overall planning
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problem into a number of simpler planning problems. This effect can make continual
planning in open-ended domains sufficiently fast for real world domains. Additionally,
it should be considered that the execution of a single action is often much more time
intensive for several agents (e.g., robots) than the planning phases of the evaluated do-
mains.

Acknowledgements. This work is founded by the DFG German Research Foundation
(grant #1247), International Research Training Group CINACS (Cross-modal Interac-
tions in Natural and Artificial Cognitive Systems).
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Abstract. In this paper, we propose a flexible system for robust natural language
interpretation of spoken commands on a mobile robot in domestic service robotics
applications. Existing language processing for instructing a mobile robot is often
restricted by using a simple grammar where precisely pre-defined utterances are
directly mapped to system calls. These approaches do not regard fallibility of hu-
man users and they only allow for binary processing of an utterance; either a com-
mand is part of the grammar and hence understood correctly, or it is not part of
the grammar and gets rejected. We model the language processing as an interpre-
tation process where the utterance needs to be mapped to the robot’s capabilities.
We do so by casting the processing as a (decision-theoretic) planning problem
on interpretation actions. This allows for a flexible system that can resolve am-
biguities and which is also capable of initiating steps to achieve clarification. We
show how we evaluated several versions of the system with multiple utterances
of different complexity as well as with incomplete and erroneous requests.

Keywords: Natural Language Processing, Interpretation, Decision-theoretic
Planning, Domestic Service Robotics, RoboCup@Home.

1 Introduction

In this paper we present a system for flexible command interpretation to facilitate nat-
ural human-robot interaction in a domestic service robotics (DSR) domain. We partic-
ularly target the General Purpose Service Robot test from the RoboCup@Home com-
petition [21], where a robot is confronted with ambiguous and/or faulty user inputs in
form of natural spoken language. The main goal of our approach is to provide a system
capable of resolving these ambiguities and of interactively achieving user satisfaction
in the form of doing the right thing, even in the face of incomplete, ill-formed, or faulty
commands.

We model the processing of natural spoken language input as an interpretation
process. More precisely, we first analyse the given utterance syntactically by using a
grammar. Then, we cast the interpretation as a planning problem where the individual
actions available to the planner are to interpret syntactical elements of the utterance. If,
in the course of interpreting, ambiguities are detected, the system uses decision-theory
to weigh different alternatives. The system is also able to initiate clarification to resolve
ambiguities and to handle errors as to arrive at a successful command interpretation
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eventually. Since our current high-level control already knows about the robot’s ca-
pabilities (the actions and the parameters that these actions need), we want to tightly
connect the interpretation with it. This paper is a revised and extended version of [17].

The remainder of this paper is organised as follows. In the next section we introduce
the foundations of our work and we briefly review related work. Then, we go into detail
on our approach in Section 3. We present an evaluation in Section 4 before we conclude
and present future work in Section 5.

2 Foundations and Related Work

In this section, we introduce the foundations, namely the situation calculus and GOLOG,
which our approach is based on. We then briefly review related work.

2.1 Foundations

The high-level control of our domestic service robot uses a logical programming and
plan language called READYLOG. It is a dialect of GOLOG which itself is based on the
situation calculus.

The Situation Calculus and GOLOG. The situation calculus [14] is a sorted second
order logical language with equality that allows for reasoning about actions and their
effects. The situation calculus distinguishes three different sorts: actions, situations,
and domain dependent objects. The state of the world is characterised by functions and
relations with a situation as their last argument. They are called functional and relational
fluents, respectively. The world evolves from an initial situation S0 only due to primitive
actions, e.g., s′ = do(a, s) means that the world is in situation s′ after performing action
a in situation s. Possible world histories are represented as sequences of actions. For
each action one has to specify a precondition axiom stating under which conditions
it is possible to perform the respective action and effect axioms formulating how the
action changes the world in terms of the specified fluents. An action precondition axiom
states when an action can be executed. The effects that actions have on the fluents are
described by so-called successor state axioms [16].

GOLOG [13] is a logic-based robot programming and plan language based on the
situation calculus. It allows for imperative-style programming but it also offers some
non-deterministic constructs. A Basic Action Theory (BAT), which is a set of axioms de-
scribing properties of the world, axioms for actions and their preconditions and effects
as described above, and some foundational axioms, then allows for reasoning about a
course of action.

There exist various extensions and dialects to the original GOLOG interpreter, one of
which is READYLOG [9]. It integrates several extensions like interleaved concurrency,
sensing, exogenous events, and on-line decision-theoretic planning (following [3]) into
one framework. In READYLOG programs one can use non-deterministic actions that
leave certain decisions open, which then are taken by the controller based on an opti-
misation theory. The optimisation resembles that of a Markov Decision Process (MDP)
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[15]; decision-theoretic planning is initiated with solve(p, h), where p is a GOLOG pro-
gram and h is the MDP’s solution horizon). Two important constructs used in this re-
gard are the non-deterministic choice of actions (a|b) and arguments (pickBest(v, l, p)),
where v is a variable, l is a list of values to choose from, and p is a GOLOG program.
Then each occurrence of v is replaced with the value chosen. For details we refer to [9].

2.2 Related Work

We want to build on the theory of speech acts as introduced by Austin [1] and Searle [19].
Based on these works, Cohen and Levesque [5] already investigated a formal theory of
rational interaction. We restrict ourselves to command interpretation and do not aim for
a full-fledged dialogue system. Nevertheless, we follow their formal theory of interpre-
tation and we carry out our work in the context of the situation calculus.

The use of definite clause grammars for parsing and interpreting natural language
has already been shown in [2]. Despite being relatively ad hoc and the fact that the
small grammar only covered a constrained subset of English, their system provided a
wide spectrum of communication behaviours. However, in contrast to their approach we
want to account for incomplete and unclear utterances both by using a larger grammar
as well as adding interpretation mechanisms to the system.

[10] developed a system on a robot platform that manages dialogues between human
and robot. Similar to our approach, input to the system is processed by task planning.
However, queries are limited to questions that can either be answered with yes or no or
a decimal value. A more advanced system combining natural language processing and
flexible dialogue management is reported on in [4]. User utterances are interpreted as
communicative acts having a certain number of parameters. The approach is missing
a proper conceptual foundation of objects and actions, though. This makes it hard to
adapt it to different platforms or changing sets of robot capabilities.

[11], on the other hand, built a dialogue management system well-founded by mak-
ing use of a concept hierarchy formalised in Description Logics (DL). Both, the linguis-
tic knowledge as well as the dialogue management are formalised in DL. This is a very
generic method for linking lexical semantics with domain pragmatics. However, this
comes with the computational burden of integrating description logics and appropriate
reasoning mechanisms. We want to stay within our current representational framework,
that is, the situation calculus and Golog, and we opt to exploit the capabilities to reduce
computational complexity with combining programming and planning.

3 Method and Approach

As mentioned before, we cast the language processing of spoken commands on a do-
mestic service robot as an interpretation process. We decompose this process into the
following steps. First, the acoustic utterance of the user is being transformed into text
via a speech recognition component which is not part of this paper’s contribution. The
transcribed utterance is then passed on for syntactic analysis by a grammar. After that,
the interpretation starts, possibly resolving ambiguities and generating intermediate re-
sponses. If the utterance could be interpreted successfully, it is executed, otherwise it is
being rejected. We will now present the individual steps in more detail.
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Fig. 1. Syntax tree for the utterance ”Go to the kitchen and fetch the blue cup”

3.1 Syntactical Language Processing

Given the textual form of the user utterance, the first thing we do is a syntactical analy-
sis. This syntactic operation uses a grammar. Since the entirety of the English language
is not context-free as revealed by [20] and the targeted application domain allows for a
reasonable restriction, we confine ourselves to directives. Directives are utterances that
express some kind of request. Following Ervin-Tripp [8] there are six types of direc-
tives:

1. Need statements, e.g., “I need the blue cup.”
2. Imperatives, e.g., “Bring me the blue cup!”
3. Imbedded imperatives, e.g., “Could you bring me the blue cup?”
4. Permission directives, e.g., “May I please have the blue cup?”
5. Question directives, e.g., “Have you got some chewing gum?”
6. Hints, e.g., “I have run out of chewing gum.”

Ervin-Tripp characterises question directives and hints as being hard to identify as di-
rectives even for humans. Moreover, permission directives are mostly used only when
the questioner is taking a subordinate role, which will not be the case of a human in-
structing a robot. That is why we restrict ourselves to a system that can handle need
statements, imperatives and imbedded imperatives only.

A Grammar for English Directives. For any of these directives what we need to make
the robot understand the user’s command is to distill the essence of the utterance. To
eventually arrive at this, we first perform a purely syntactic processing of the utterance.
An analysis of several syntax trees of such utterances revealed structural similarities
that we intend to capture with a grammar. An example for a syntax tree is given in
Figure 1.

Using common linguistic concepts, the main structure elements are verb (V), auxil-
iary verb (AUX), verb phrase (VP), noun phrase (NP), conjunction (CON), preposition
(PREP), and prepositional phrase (PP). A verb phrase consists of a verb and a noun
phrase, a noun phrase is a noun, possibly having a determiner in front of it. A prepo-
sitional phrase is a preposition and a noun phrase. We further introduce a structure
element object phrase which is a noun phrase, a prepositional phrase, or concatena-
tions of the two. Multiple verb phrases can be connected with a conjunction. What is
more, commands to the robots may be prefixed with a salutation. Also, for reasons of
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s −−> s a l u t a t i o n u t t e r a n c e | u t t e r a n c e
%

u t t e r a n c e −−> n e e d s t a t e m e n t | i m p e r a t i v e | i m b e d d e d i m p e r a t i v e
%

n e e d s t a t e m e n t −−> np vp | n e e d p h r a s e vp
i m p e r a t i v e −−> vp

i m b e d d e d i m p e r a t i v e −−> aux np vp
n e e d p h r a s e −−> ” i ” prompt ” you t o ”

% verb p h r a s e
vp −−> vp ’ | vp ’ c o n j u n c t i o n vp

vp ’ −−> ve rb | ve rb obp | c o u r t e s y vp ’
% o b j e c t p h r a s e

obp −−> np | pp | np obp | pp obp
% noun p h r a s e

np −−> noun | pronoun | d e t e r m i n e r noun
% p r o p o s i t i o n a l p h r a s e

pp −−> prep np

Fig. 2. Base grammar in EBNF

politeness, the user can express courtesy by saying “please”. Putting all this together,
we arrive at a base grammar that can be expressed in Extended Backus-Naur Form
(EBNF) [18] as shown in Figure 2.

In addition to the base grammar we need a base lexicon that provides us with the
vocabulary for elements such as prepositions, auxiliary verbs, courtesies, conjunctions,
determiners, and pronouns. To generate a system that is functional in a specific setting,
we further need a lexicon containing all verbs for the capabilities of the robot as well as
all the objects referring to known entities in the world. This depends on the particular
application, though. That is why we couple this to the domain specification discussed
later. The base grammar, the base lexicon, and the domain specific lexicon then yield
the final grammar that is used for syntactical processing.

Since we are only interested in the core information, the most relevant parts of the
utterance are verbs, objects, prepositions, and determiners. We can drop auxiliary verbs,
filler words, courtesies, and alike without losing any relevant information. Doing so, we
finally arrive at an internal representation of the utterance in a prefix notation depicted
below, that we use for further processing.

[and, [[Verb, [objects, [[Preposition, [Determiner,Object]],...]] ]], ...]

The list notation contains the keyword and to concatenate multiple verb phrases and
it uses the keyword objects to group the object phrase. If an utterance is missing,
information we fill this with nil as a placeholder.

3.2 Planning Interpretations

After syntactic pre-processing of an utterance into the internal representation, the sys-
tem uses decision-theoretic planning to arrive at the most likely interpretation of the
utterance, given the robot’s capabilities. The interpretation is supposed to match the re-
quest with one of the abilities of the robot (called a skill) and to correctly allocate the
parameters that this skill requires.

In order to do that, we need to identify the skill that is being addressed first. We are
going about this from the verb which has been extracted in the syntactical processing,
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possibly leaving ambiguities on which skill is referred to by the verb. Secondly, the
objects mentioned in the utterance need to be mapped to entities in the world that the
robot knows about. Lastly, a skill typically has parameters, and the verb extracted from
the utterance has (multiple) objects associated to it. Hence, we need to decide which
object should be assigned to which parameter. To make things worse, it might very well
be the case that we have either too many or too few objects in the utterance for a certain
skill.

We cast understanding the command as a process where the single steps are inter-
pretation actions, that is, interpreting the single elements of the utterance. At this point
READYLOG and its ability to perform decision-theoretic planning comes into play. The
overall interpretation can be modelled as a planning problem. The system can choose
different actions (or actions with different parameters) at each stage. Since we want to
achieve an optimal interpretation, we make use of decision-theoretic planning. That is
to say, given an optimisation theory, we try to find a plan, i.e. a sequence of actions,
which maximises the expected reward.

Domain Specification. During the interpretation process we need to access the robot’s
background knowledge. We organise this knowledge to capture generic properties and
to make individual parts available to (only) those components which need them. Three
types of information are distinguished: linguistic, interpretation, and system. The lin-
guistic information contains everything that has to do with natural language while inter-
pretation information is used during the interpretation process and system information
features things like the specific system calls for a certain skill. The combination of these
three types is then what makes the connection from natural language to robot abilities.
We use ideas from [12] to structure our knowledge within our situation calculus-based
representation.

In an ontology, for every Skill we store a Name as an internal identifier that is being
assigned to a particular skill during the interpretation. A skill further has a Command
which is the denotation of the corresponding system call of that skill. Synonyms is a list
of possible verbs in natural language that may refer to that skill. Parameters is a list of
objects that refer to the arguments of the skill, where Name again is a reference used in
the interpretation process, Attributes is a list of properties such as whether the parameter
is numerical of string data. Significance indicates whether the parameter is optional or
required, and Preposition is a (possibly empty) list of prepositions that go with the
parameter. For the information on entities in the world (e.g. locations and objects) we
use a structure Object which again has a Name as an internal identifier used during the
interpretation. Attributes is a list of properties such as whether the object “is a location”
or if it “is portable”. Synonyms is a list of possible nouns that may refer to the object
and ID is a system related identifier that uniquely refers to a particular object.

Basic Action Theory. Now that we have put down the domain knowledge on skills
and objects, we still need to formalise the basic action theory for our interpretation
system. We therefore define three actions, namely interpret action , interpret object ,
and assign argument . For all three we need to state precondition axioms and succes-
sor state axioms. We further need several fluents that describe the properties of the
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interpretation domain we operate in. Let’s take a look at those fluents first. We use the
fluents spoken verb(s) and spoken objects(s) to store the verb and the list of objects
extracted in the syntactic processing. Further, we use the fluents assumed action(s)
and assumed objects(s) to store the skill and the list of objects that we assume to be
addressed by the user, respectively. Both these fluents are nil in the initial situation S0

since no interpretation has taken place so far. The fluent assumed arguments(s) con-
tains a list of pairings between parameters and entities. Finally, finished(s) indicates
whether the interpretation process is finished.

Let us now turn to the three interpretation actions. The precondition axiom for
interpret action states that interpret action(k) is only possible if we are not done
with interpreting yet and the word k actually is a synonym of the verb spoken. Simi-
larly, interpret object(e) is possible for an entity e only if we are not finished and the
object (from spoken object(s)) is a synonym appearing for e. Finally, the precondition
axiom for assign argument for an entity e and parameter p checks whether the in-
terpretation process is not finished and there is no entity assigned to the parameter yet.
Further, p needs to be a parameter of the assumed skill and we either have no preposi-
tion for the object or the preposition we have matches the preposition associated with
the parameter. Lastly, the attributes associated to parameter p need to be a subset of the
attributes for the entity. To allow for aborting the interpretation process we additionally
introduce an action reject which is always possible. We omit the formal definitions
here for space reasons.

After detailing the preconditions of actions, we now lay out how these actions change
the fluents introduced above. The fluents spoken verb and spoken objects contain the
essence of the utterance to be interpreted. The effect of the action
interpret action(k) is to reset the fluent spoken verb to nil and to set the fluent
assumed action to the assumed skill k. The action interpret object(e) iteratively re-
moves the first object (in a list of multiple objects) from the fluent spoken objects and
adds it to the fluent assumed objects along with its preposition (if available). The ac-
tion assign argument(p) removes the object from the fluent assumed objects and it
adds the pair (p, e) for parameter p and entity e to the fluent assumed arguments. Fi-
nally, the fluent finished is set to true if either the action was interpret action and
there are no more objects to process (i.e. spoken objects is empty) or the action was
assign argument and there are no more objects to assign (i.e. assumed objects is
empty). It is also set to true by the action reject .

Programs. Using the basic action theory described above, the overall interpretation
process can now be realised with READYLOG programs as follows. In case of multiple
verb phrases we process each separately. For each verb phrase, we first interpret the
verb. Then, we interpret the objects before we assign them to the parameters of the skill
determined in the first step. The procedures to do so are

proc interpret verbphrase
solve( {

( pickBest( var, AllActions,
interpret action(var) )

| reject )
while ¬finished do

interpret objectphrase endwhile
}, horizon, reward function )

endproc
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with

proc interpret objectphrase
(pickBest( var, AllEntities,

interpret object(var) )
| reject)

if finished then nil
else

(pickBest( var, AllParams,
assign argument(var) )

| reject)
endif

endproc

where AllActions, AllEntities , and AllParams are sets of all skills of the robot, all
entities known to the robot, and all parameters of a skill in the robot’s domain specifica-
tion, respectively. We consider more intelligent selection methods than taking all items
available in the evaluation. The solve-statement initiates decision-theoretic planning,
where pickBest(var ,VarSet , prog) is a non-deterministic construct that evaluates the
program prog with every possibility for var in VarSet using the underlying optimisa-
tion theory given mainly by the reward function, which rates the quality of resulting
situations. To design an appropriate reward function situations that represent better in-
terpretations need to be given a higher reward than those with not so good interpretation.
A possible reward function could be to give a reward of 10 if the assumed action is not
nil and one could further add the difference between the number of assigned arguments
and the total number of parameters required by the selected skill. Doing so results in
situations with proper parameter assignment being given higher reward than those with
fewer matches. If two possible interpretation have the same reward, one can either ask
the user which action to take or simply pick one of them at random.

Example. Consider the utterance “Move to the kitchen.” After syntactical processing
we have the internal representation[and, [[move, [objects, [[to, [the,
kitchen]] ]]] ] ]. Using the program given above and a small basic action the-
ory as introduced before, one of the skills available to the robot that has go as a synonym
may be goto which is stored in assumed action by the action interpret action . Then,
interpret object(kitchen) will assume kitchen as the object (along with the preposi-
tion to). However, it could also interpret “move” as bringing some object somewhere
which leads to a lower reward, because a parameter slot remains unassigned. Trying
to assign arguments for the skill goto may succeed since kitchen is an entity that has
the Location attribute as would naturally be required for the target location parame-
ter of a goto skill. Comparing the rewards for the different courses of interpretation
the system will pick the interpretation with the highest reward, which is executing the
goto(kitchen) skill.

3.3 Clarification and Response

Things might not always go as smoothly as in our example above. To provide a system
that has capabilities beyond a pure interface to translate utterances to system calls we
therefore include means for clarification if the utterance is missing information.

If the verb is missing, our grammar from the syntactical processing will already fail
to capture the utterance. Hence, we only consider missing objects for clarification in
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the following. We propose to model clarification as an iterative process where the user
is questioned for each missing object. To generate the appropriate questions to the user
we make use of the information that has been extracted from the utterance already and
of the information stored in the ontology. Assuming that we know about the skill that is
being addressed we can look up the parameters required. Using a template that repeats
the user’s request as far as it has been interpreted we can then pose an accurate question
and offer possible entities for the missing objects.

Consider that the user said “Go!” missing the required target location. So the target
location is what we want to enquire about. This can be achieved with using a generic
template as follows:

“you want me to [assumed action] [assumed arguments].

[preposition] which [attribute] ? [list of entities]”

where [preposition] is the preposition associated to the parameter in question and
[attribute] is one of the attributes associated to the parameter. Only including one of
the parameter’s attributes seems incomplete, but suits the application, since it still leads
to linguistically flawless responses. Including [assumed arguments] in the response
indicates what the system has already managed to interpret and additionally reminds
the user of his original request. The system would respond to the utterance “Go!” from
above with “You want me to go. To which location? kitchen or bath?”, which is exactly
what we want.

To avoid annoying the user we put a limit on the number of entities to propose to the
user. If the number of available entities exceeds, say, three we omit it from the question.
Moreover, to improve on the response we add what we call “unspecific placeholders”
to the domain ontology. So for locations we might add “somewhere” and for portable
thing we might add “something” which are then used in the response at the position of
a missing object.

There might be cases where information is not missing but instead is either wrong or
the skills available to the robot do not allow for execution. Our system should provide
information on rejecting faulty or non-executable requests. Depending on the type of
error, we propose the following templates for explanation.

1. “I cannot [spoken verb].” if the verb could not be matched with any skill, i.e.
spoken verb �= nil .

2. “I do not know what [next spoken object] is.” if the object could not be matched
with any entity known to the robot, i.e. spoken objects �= nil .

3. “I cannot [assumed action] [preposition] [next assumed object].” if the object
could not be assigned to a parameter of the skill that is being addressed, i.e.
assumed objects �= nil .

Note that [next some list] retrieves the next element from some list. Also note that the
fluent values we mentioned above are sound given our basic action theory since the
action reject sets the fluent finished to true and leaves the other fluents’ values as they
were when the utterance was rejected.

4 Experimental Evaluation
To investigate the performance of our system we evaluate it along two dimensions,
namely understanding and responsiveness.
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Table 1. Survey results by sentence type

absolute relative
type frequency frequency

imperatives 114 87%

imbedded imperatives 6 5%

need-statements 2 2%

hints 4 3%

wh-questions 3 2%

others 3 2%

4.1 Understanding

The aim of our approach was to provide a system that is able to react to as many com-
mands for a domestic service robot given in natural language as possible. With the
generic grammar for English directives our approach is able to handle more utterances
than previous approaches based on finite state grammars such as [7]. To evaluate how
far off we are from an ideal natural language interface we conducted a user survey.
The survey was carried out on-line with a small group of (about 15) predominantly
tech-savvy students. A short description of the robot’s capabilities was given and par-
ticipants were asked to provide us with sample requests for our system. Participants
took the survey without any assistance, except the task description.

We received a total of 132 submissions. Firstly, we are interested in the general struc-
ture of the answers to see whether our grammar is appropriate. Therefore, Table 1 shows
the submissions itemised by sentence type.

Syntactically speaking, the grammar can cover imperatives, imbedded imperatives
and need-statements, which make for 92.37% of the survey results. However, some of
these utterances do not possess the verb-object-structure we assumed in our system.
For example, “Make me a coffee the way I like it” contained an adverbial (“the way I
like it”) which we did not account for neither in the grammar nor in the interpretation
process. It is technically possible to treat adverbials as entities and thus incorporate such
utterances. A better founded approach, however, would be to introduce the concept of
adverbials to our system as a special case of objects that modify the mode of a skill.
We leave this for future work, though. Still, 77.01% of the survey entries provide the
assumed modular verb-object-structure and can therefore be processed by our system
successfully.

To test the resilience against erroneous utterances we tested the system’s response to
the set of utterances given in Table 2. In case that an object is missing that is required
as a parameter by a skill (as in E1) the system will inquire for clarification by offer-
ing possible entities. To be able to handle unspecific objects we included those in our
grammar and we treat them just like missing objects and initiate a clarification proce-
dure. Preposition help in assigning objects to parameter slots of a skill. With only one
parameter as in the utterance E3 we do not require the preposition in order to come
to a successful termination of our interpretation process. With multiple parameters that
are identical in all their attributes we would need additional information though. We
do not make use of prepositions to resolve these kinds of confusions, yet. An utterance
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Table 2. Types of erroneous utterances

id example utterance problem
E1 “fetch” object missing
E2 “go somewhere” unspecific object
E3 “go the kitchen” missing preposition
E4 “collect the bath room” nonsense
E5 “smurf” unknown word
E6 “the cup i need” or “the cup” ill-formed syntax

can be nonsense when the objects do not match the attributes required for a parame-
ter as specified in our ontology. In cases such as the one in E4 the system rejects the
utterance since “the bath room” is not a “portable object” as required for the “collect”
skill. This is then also mentioned in an explanation given to the user. Words that do not
occur in our lexicon can not be processed. Hence, the system will fail when confronted
with unknown words. When the system is confronted with ill-formed syntax, it fails at
the syntactical processing stage. This is because the grammar cannot handle utterances
with unknown constructions.

4.2 Responsiveness

To evaluate the performance of our system in terms of speed, we evaluated the system
using the following domain. The example agent has four different skills: getting lost
(no parameter), going somewhere (1 parameter), moving an object to some location
(2 parameters) and moving an object from some location to some location (3 parame-
ters). Additionally, our domain contains different entities with appropriate attributes: a
kitchen (location), a bath (location), a coffee cup (portable object) and a football trophy
(decoration). Some of the synonyms for skills and entities are ambiguous, namely (1)
“go” may refer to “get lost” as well as to “go somewhere”, (2) “move” may refer to
“get lost”, “go somewhere”, “move something somewhere” or “move something from
somewhere to somewhere”, and (3) “cup” may refer to the coffee cup as well as to the
football trophy.

We tested four different versions of the system with different requests involving var-
ious degrees of complexity using the following utterances:

(i) “scram”
(ii) “go to the kitchen”

(iii) “could you please move the cup to the kitchen”
(iv) “go to the kitchen and move the cup to the bath room”
(v) “i need you to move the cup from the bath room to the kitchen”

Utterance (i) is a very simple request. It addresses a skill with no parameters and the
used synonym “scram” is unambiguous. The skill addressed in utterance (ii) involves
one parameter and the used synonym “go” is ambiguous. Utterance (iii) involves a skill
with two parameters and the synonym “move” is also ambiguous. Utterance (iv) is the
combination of utterances (ii) and (iii) linked with an “and”. The skill requested in
utterance (v) has three parameters and the synonym “move” is again ambiguous.

The depth of the search tree spanned in the planning process depends on the num-
ber of objects. For example, the depth of the search tree for utterance (i) is exactly 1
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Table 3. Response times in different test scenarios

i ii iii iv v

base 0.08 s 0.28 s 2.37 s 2.67 s 9.06 s
action
pre-select 0.08 s 0.24 s 2.10 s 2.29 s 7.15 s
entity
pre-select 0.06 s 0.19 s 2.01 s 2.16 s 7.41 s
parameter
pre-select. 0.09 s 0.19 s 1.06 s 1.20 s 4.05 s
action +
entity 0.05 s 0.16 s 1.70 s 1.85 s 6.07 s
entity +
parameter 0.05 s 0.13 s 0.99 s 1.10 s 3.75 s
action +
parameter 0.09 s 0.13 s 0.71 s 0.83 s 2.52 s

full com-
bination 0.07 s 0.10 s 0.68 s 0.76 s 2.35 s

while the depth of the search tree for utterance (v) is 7. Note that utterance (iv) in-
volves two distinct search trees, since it contains two independent verb phrases which
are interpreted separately.

The five utterances were tested with the following versions of the system. First, we
used the base system as described in Section 3, it does not include any explicit perfor-
mance improvements speed-wise. The first row of Table 3 shows the performance of
the base system.

Improvements. Second, we considered systems incorporating different pre-selection
methods. For each interpretation step (interpreting action, entity and parameter), we
can pre-select the candidates that may be considered by the appropriate interpretation
action. This can lead to considerably lower branching factors.

The pre-selection process for interpret action involves two criteria: synonym and
parameter count. This means that candidates are eliminated from the list if the spoken
verb is not one of the candidates’ synonyms or if the number of parameters the candidate
provides is lower than the number of spoken objects. This is due to the fact that we want
every spoken object to be assigned to a parameter slot, so we only have to consider skills
that provide a sufficient amount of parameter slots. If we would also consider skills with
fewer parameters, we would have to drop parts of the user’s utterance. One could argue
that reducing the set of available skills is a restriction from a theoretical point of view.
However, ignoring elements that where uttered could easily frustrate the user. Hence,
the restriction only has little practical relevance. The second row of Table 3 illustrates
the performance of the base system plus action pre-selection.

Entities are pre-selected just by checking whether the spoken object is one of the
entity’s synonyms. The third row of Table 3 shows the response times including the
base system plus entity pre-selection.

Pre-selecting parameters involves checking the attributes and the preposition of the
corresponding candidate. Hence, the attributes of the parameter slot have to be a subset
of the entities attributes, and if a preposition was provided along with the spoken object
or entity, respectively, then it has to match the preposition required by the parameter.
The fourth row of Table 3 lists response times of the base system plus parameter pre-
selection. Rows five, six and seven illustrate the performance of different pairs of the
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Table 4. Response times (in seconds) depending on the two types of difficulty

# of tree #actions/#entities
obj. depth 1/1 1/5 5/1 5/5

1 3 0.15 0.32 0.48 1.27
2 5 0.47 0.96 1.61 3.50
3 7 2.54 4.83 7.40 13.92
4 9 18.77 34.00 39.72 68.19
5 11 153.40 267.55 154.97 276.20

three pre-selection methods. The last row shows the performance of the system includ-
ing all three enhancements. As we can see, the full combination yields an improvement
except for utterance i where the difference is negligible. The relative improvement of
the enhancements increases with the complexity of the utterances. That is to say, the
more complex the utterance, the more the speed-ups pay off.

Altogether, the complexity of the search tree is affected by the different branching
factors at each level, and the depth which depends on the number of spoken objects. The
branching factor at the first level depends on the number of actions that have the spoken
verb as a synonym. The branching factor at the second level depends on the number of
entities that have the spoken object as a synonym. At the third level the branching factor
depends on the number of parameters of the respective skill. We further evaluated our
optimised system by varying the two complexity factors independently.

Along the rows of Table 4 we varied the number of spoken objects. Along the
columns we varied the number of actions that have the spoken verb as a synonym and
the number of entities that have the spoken object as a synonym. The number of pa-
rameters of the appropriate skill are not varied, since this number already depends on
the amount of spoken objects. In this test scenario the parameters of a skill became
distinguishable for the system by providing distinct prepositions for each parameter.
Different entities became distinguishable through their attributes and the skills were
distinguishable by the number of parameters. So we had five skills with 1, 2, 3, 4 and 5
parameters, respectively.

Table 4 shows that the number of spoken objects has a greater influence on the com-
putation time than has ambiguity. This is indicated by the last two rows which only
contain measurements greater than 10 seconds. That is unacceptable for fluent human-
robot interaction. We can also observe that action pre-selection performs very well in
this test scenario. All tests in the last row address a skill with five parameters. In this test
scenario there was no other skill involving five or more parameters. As a consequence,
the action pre-selection can rule out the other four skill candidates which implies noth-
ing less than reducing the branching factor of the top node from 5 to 1 and thus reducing
the computation time by a factor of approximately 5. This also results in comparable
computation times for the combinations 1/1 (153.40 sec) and 5/1 (154.97 sec) as well
as 1/5 (267.55 sec) and 5/5 (276.20 sec).

Finally, we analysed whether the lexicon size poses a computational problem. There-
fore, we simply added 50,000 nouns to the lexicon and used the full combination test
setup from Table 3. Now, Table 5 indicates that the additional computational effort to
process the utterances with a large lexicon plays no significant role.



52 S. Schiffer, N. Hoppe, and G. Lakemeyer

Table 5. Response times with different lexicons

small lexicon large lexicon

utt. i 0.07 sec 0.08 sec

utt. ii 0.10 sec 0.14 sec

utt. iii 0.68 sec 0.90 sec

utt. iv 0.76 sec 1.15 sec

utt. v 2.35 sec 2.51 sec

4.3 Discussion

An important point towards successful human-robot interaction with respect to the
user’s patience is the system’s reaction time. The average human attention span (for
focused attention, i.e. the short-term response to a stimulus) is considered to be ap-
proximately eight seconds [6]. Therefore, the time we require to process the utterance
of a user and react in some way must not exceed 8 seconds. Suitable reactions are the
execution of a request, rejection, or to start a clarification process.

Hence, the question whether computation times are reasonable is in fact the question
whether the computation times exceed eight seconds. Nonetheless, the answer is not as
easy as the question. The optimised system performs well in a realistic test scenario as
shown by the last row of Table 3. In turn, complex test scenarios can lead to serious
problems as Table 4 indicated. However, we saw that ambiguity is a smaller problem
than the length of an utterance1. Skills that have more than three parameters are rare in
the field of mobile service robots. In fact, the skills with four or five parameters we used
in the tests of Table 4 needed to be created artificially in lack of realistic examples.

5 Conclusions and Future Work

We presented a system for interpreting commands issued to a domestic service robot
using decision-theoretic planning. The proposed system allows for a flexible matching
of utterances and robot capabilities and is able to handle faulty or incomplete commands
by using clarification. It is also able to provide explanations in case the user’s request
cannot be executed and is rejected. The system covers a broader set of possible requests
than existing systems with small and fixed grammars. Also, it performs fast enough to
prevent annoying the user or loosing his or her attention.

Our next step is to deploy the system in a RoboCup@Home competition to test its
applicability in a real setup. A possible extension of the approach could be to include a
list of the n most probable interpretations and to verify with the user on which of these
should be executed. Moreover, properly integrating the use of adverbials as qualifiers
for nouns both in the grammar and the interpretation process would further improve the
system’s capabilities.

1 By the length of an utterance, we mean the number of spoken objects.
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Abstract. This paper discusses the development of fuzzy logic model for esti-
mating the 85th percentile speed of urban roads. Spot speed survey was con-
ducted on four randomly selected urban road segments for a typical weekday 
and a weekend. The considered road segment attribute data are length of the 
road segment, number of access points/intersecting links, number of pedestrian 
crossings, number of lanes, hourly traffic volume, hourly pedestrian volume and 
current posted speed limits of the selected roads. Such attribute data were col-
lected and used as input variables in the model. Two models for weekday and 
weekend were developed based on the field survey data. Both models were ca-
librated using the neuro-fuzzy technique for optimizing the fuzzy logic model 
(FLM) parameters. Analyses of estimated results show that the FLM can esti-
mate the 85th percentile speed to a reasonable level. 

Keywords: 85th Percentile Speed, Posted Speed Limit, Fuzzy Logic, 
Neuro-fuzzy Training. 

1 Introduction 

Determining a safer posted speed limit for any given roads/links is one of the major 
challenges for the researchers and professionals all around the world. Many studies 
tried to identify the safer speed limit for a road [1-3]. Setting a speed limit is a multi-
criteria task. Many road and roadside factors such as the road alignment, section 
length, traffic volume, pedestrian volume, current speed limit, number of lanes, 
weather condition, time of the day, law enforcement, purpose and length of the trip, 
vehicles’ characteristics are to be incorporated. [4-5]. Setting the speed limits also 
requires understanding the drivers’ characteristics and their driving pattern. As such, 
most of the studies suggested the 85th percentile of the operating speed to be set as the 
posted speed limit [6]. 

Studies showed that the chances of involving in a crash is least at 85th the percen-
tile traffic speed [1], [7]. 

Developing a model to estimate the 85th percentile speed by incorporating all the 
factors is quite challenging. The individual driver’s operating speed depends on indi-
vidual driver’s perception about all of the above mentioned factors. For a given road 
characteristics, every driver may choose different operating speed. Therefore, it is 
very important to develop a method to estimate the 85th percentile speed which will 
also address such uncertain choice behavior. 
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Many studies were conducted to determine the factors that influence the choice of 
the operating speed. Poe, Tarris and Mason [8] showed that access points, land-use 
characteristics and traffic engineering features have influences on vehicle speed on 
low speed urban streets. Haglund and Aberg [9] showed that the posted speed limit 
has influence on drivers’ speed choice behavior. Fitzpatrick, Carlson, Brewer and 
Wooldridge [10] evaluated the influence of geometric, roadside and traffic control 
devices on drivers’ speed on four-lane suburban arterials and found that posted speed 
limit was the most significant variable for both curve and straight sections. Wang [11] 
demonstrated that the number of lanes, sidewalks, pedestrian movements, and access 
density have significant influences on the drivers’ behavior of choosing operating 
speed. Fildes, Fletcher and Corrigan [12] and Fildes, Leening and Corrigan [13] found 
that the road width and the number of lanes have the greatest influence on speed 
choice. Tignor and Warren [14] showed that the number of access points and the 
nearby commercial development have the greatest influences on the vehicle speeds. 
Most of these studies used different model approaches range from simple linear re-
gression models to complex curvilinear regression equations [8], [11], [15]. Most of 
the existing models attempt to quantify the operating speed based on physical  
conditions such as road geometric design, roadside development and traffic control 
devices. All of these models used 85th percentile speed as a representative measures 
for operating speed. 

No studies on the use of FLM to estimate the 85th percentile speed have been 
found. The FLM approach has the premise to tackle the imprecise, vague and uncer-
tain relationship between the inputs and outputs. The proposed system can be re-
garded as an expert system or a knowledge base.  It is critically important that the 
design of such system should account for the imprecise, incomplete or not totally 
reliable information [16]. The key feature of the FLM is the suitability to incorporate 
intuition, heuristic and human reasoning [17] and such technique is useful for prob-
lems that entail probabilistic or stochastic uncertainty (human behavior modeling), or 
problems that cannot be easily represented by mathematical modeling because of the 
complexity of the process [18]. Fuzzy set theory provides a strict mathematical 
framework in which vague conceptual phenomena can be precisely and rigorously 
studied [19].  The word imprecise or vague does not mean the lack of knowledge of 
data; rather it indicates the sense of vagueness of the value of parameters. 

The objective of this paper is to develop a fuzzy logic based approach to estimate 
the 85th percentile speed for different urban road segments based on road segments 
attribute data for weekday and weekend. In doing so, four urban road segments (one 
local and three arterial roads) of Al Ain city of United Arab Emirates have been se-
lected randomly (termed as ‘Site 1’ to ‘Site 4’). Only four road segments were se-
lected because of limited time and resources for conducting the study.  The authors 
do recognize that the limited data collection cannot be used to make general conclu-
sions on the validity of the devised FLM for a general network. We emphasize here 
that the main contribution of this study is the introduction of the concepts and  
the procedure to develop the FLM that can be generalized to any network given that 
adequate data collection on a representative sample size is fulfilled. 
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This paper is divided into five sections. The second section provides a brief over 
view on data collection methodology. In third section, the structure of the proposed 
FLM is discussed in brief. The inference engine and fuzzy operators, and neuro-fuzzy 
training procedure are also discussed. The fourth section discusses the FLM valida-
tion and analysis of results. Concluding remarks on the use of the FLM for estimating 
the 85th percentile speed to set the speed limit are provided in the last section. 

2 Data Collection 

Spot speed survey were conducted on selected four sites for five different time periods of 
the day, for a typical weekday and weekend and for both directions. The five time pe-
riods include both peak (AM, MD, PM) and off-peak periods (15 minutes within each 
time period). Only passenger vehicles (excluding trucks and busses) were selected ran-
domly for the survey, keeping in mind that a minimum of 50 vehicles should be observed 
for spot speed study on each selected road segments [20]. The 85th percentile speed of the 
spot speed data was calculated for 40 different cases (4 sites*2directions*5 time periods) 
for two days (one typical weekday and one weekend). 
 

 

Fig. 1. Observed spot speed distribution at Site 1 direction 1 for weekday (6:30 -7:30 AM) 

The detailed road attribute data including the length of the road segment, number 
of access points/intersecting links, number of pedestrian crossings, number of lanes, 
traffic count and pedestrian count data (15 minutes count), and the current posted 
speed limit for each road were collected. The length of Site 1 is 2.78 km, has 8 access 
points and 3 pedestrian crossings on each direction. The traffic volume is relatively 
high, but number of pedestrian is low on both weekday and weekend. Site 2 is 0.46 
km long with 4 access points and 3 pedestrian crossings on each direction. This site 
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has the highest pedestrian volume with the lowest traffic volume among the four sites. 
The length of Site 3 is 2.15 km. It has 11 and 8 access points on direction 1 and direc-
tion 2, respectively. The site has the highest traffic volume (among the four sites) on 
both weekday and weekend. Pedestrian volume is also high at this site. Site 4 is 2.94 
km long, 4 access points on both directions with no pedestrian crossing. The traffic 
volume is moderate with very little pedestrian activity. The traffic and pedestrian 
count data were converted to hourly volume data prior to developing the FLM. It is to 
be noted that all road attribute data are fixed for each road segments for different time 
periods and for weekday and weekend except the traffic volume and pedestrian data. 
The current posted speed limits for site1, site 2, site 3 and site 4 are 40, 60, 80 and 80 
km/hr, respectively. 

Figure 1 shows the frequency distribution diagrams of observed speeds at site 1, 
direction 1 for weekday at the time period 6:30-7:30 AM. Speeds higher than the 
posted speed limit are regarded as “violations”. The cumulative percentage of viola-
tions (percentage of vehicles exceeding the speed limit) is illustrated in Figure 2. 

 

 

Fig. 2. Posted speed limit violations at site 1 direction 1 

3 Development of FLM for 85th Percentile Speed Estimation 

The development of the FLM starts with preparing the data sets for both weekday and 
weekend. The road attribute data collected from the fields were used as the input va-
riables. The estimated 85th percentile of the operating speed was used as the output 
variable. The input and output variables and their corresponding modified name used 
in the FLM are shown in Table 1. Two separate models were developed (for weekday 
and weekend). It is to be noted that volume to capacity ratio was also calculated from 
the hourly traffic volume to incorporate in the FLM development. 

The FLM development was done in two stages using the tool FuzzyTech [21] - first, 
initial models were developed for both weekday and weekend by setting the member-
ships (fuzzy sets’ parameters) and the knowledge base (rules) intuitively (using some 
correlation analysis). To overcome the limitations of intuitive setting of knowledge base, 
the neuro-fuzzy logic (integrated fuzzy and neural nets) was used [17]. 
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Table 1. Input and output variables and their corresponding modified name in fuzzy logic 

Variable category Variable name Denoted in FLM 

Input variables 

Length  Length 
Number of access points/intersecting links  IntLnks 
Number of pedestrian crossings  PedCros 
Volume to capacity (V/C) ratio  VCRat 
Hourly pedestrian volume  PedVol 
Posted speed limit  PostSp 

Output variable 85th percentile speed SpEF 

3.1 Development of Initial Fuzzy Logic Model 

The development of initial models involves three major steps- fuzzification (convert-
ing numeric variables into linguistic terms), fuzzy inference (knowledge base- ‘IF-
THEN’ logics) and de-fuzzification (converting linguistic terms into numeric output 
values).  

3.1.1 Fuzzification 
The input and output variables are numeric in nature. The drivers mostly perceive 
these as linguistic terms. For example, the traffic volume may be perceived as high or 
medium or low rather than its actual numeric values. As such, the numeric values of 
each input variables were converted into three linguistic terms and the values of the 
output variable has been converted into five linguistic terms (Table 2). The minimum 
and maximum values of each variable were determined from the survey results. It is 
to be noted that the variability of data for the output variable is high and grouping 
these data into more linguistic terms might result in more accurate estimation of the 
output variable. On the other hand, three terms have been selected for the input va-
riables due to low variability of the data. It will also reduce the number of rule bases 
and neuro-fuzzy training time. 

Table 2. The proposed FLM variables term definitions 

Variable name Day of the Week Min Max Linguistic terms 
Length Weekday, Weekend 0.46 2.94 Low, medium,  high 

     
IntLnks Weekday, Weekend 4 11 Low, medium,  high 

     
PedCros Weekday, Weekend 0 3 Low, medium,  high 

VCRat 
Weekday 0.08 1.03 

Low, medium,  high 
Weekend 0.07 1.13 

PedVol 
Weekday 0 184 

Low, medium,  high 
Weekend 0 156 

PostSp Weekday, Weekend 40 80 Low, medium,  high 

SpEF 
Weekday 13.9 109.9 Very low, low, medium, high, very 

high Weekend 22.36 124.89 
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The ‘L-shape’ membership function (MBF) was used for all variables. The MBFs 
were generated using the “Compute MBF” fuzzification method. Figure 3 shows the 
MBF for the Hourly Pedestrian Volume input variable for weekday. For this particu-
lar variable, the ranges of linguistic terms were set as (0, 92), (42.465, 138) and (92, 
184) for the low, medium and high terms, respectively. The possibility that a numeric 
level belongs to a linguistic term’s range is denoted by the membership degree, µ (Y 
axis in Figure 3). A µ of 0.0 indicates zero possibility, while µ of 1.0 indicates full 
membership. 
 

 

Fig. 3. Membership function for ‘hourly pedestrian volume’ input variable 

3.1.2 Fuzzy Inference (Knowledge Base- ‘IF-THEN’ Logics) 
The rules (IF-THEN logics) were generated to describe the logical relationship be-
tween the input variables (IF part) and the output variable (THEN part). The degree of 
support (DoS) was used to weigh each rule according to its importance. A ‘DoS’ val-
ue of ‘0’ means non-valid rules. Initially, all the DoS’s were set to a fixed value of 
‘1’. The IF-THEN rules were formed exhaustively based on the correlation of the 
input and output variables considering all possible combinations of input and output 
terms. The neuro-fuzzy training capability was activated in later stage to eliminate 
non-valid rules (the ones with DoS approaching zero value). 

Table 3. Correlation values between input and output variables for both weekday and weekend 

 85th percentile speed 
Weekday Weekend 

   
Length  0.87 0.82 
   
Number of access 
points/intersecting links  

0.15 0.11 

   
Number of pedestrian crossings  -0.64 -0.35 
   
Volume to capacity (V/C) ratio  0.27 0.08 
   
Hourly pedestrian volume  -0.84 -0.57 
   
Posted speed limit  0.77 0.53 
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Two correlation matrices were developed for both weekday and weekend to define 
the relationship between the input and output variables (Table 3) in the fuzzy infer 
ence system. 

It is to be noted that some of the correlation values is showing unexpected signs 
(e.g. V/C ratio to 85th percentile speed shows positive relation). This is because of Site 
2 (a local road), which has very low 85th percentile speed (low posted speed limit of 
40 km/hr) and very low traffic volume. Including the data of this particular road seg-
ment in calculating the correlation values affects the overall results, particularly be-
cause of the limited data (only four segments). Site 2 data were kept for calculating 
the correlation values to have representation of both road categories in the devised 
FLM, keeping in mind that increasing the sample road segments may result in better 
correlation values. 

The used operator type for generating the fuzzy rules has been the ‘MIN-MAX’. 
The ‘MIN-MAX’ method tests the magnitude of each rule and selects the highest one.  

The fuzzy composition eventually combines the different rules to one conclusion. 
The ‘BSUM’ (Bounded Sum) method was used as it evaluates all rules. A total of 729 
rules were generated for both weekday and weekend models. Table 4 shows six rules 
as an example with the final adjusted DoS’s after the neuro-fuzzy training. Detail of 
the neuro-fuzzy training will be discussed later.  

Table 4. Examples of (IF-THEN) rules 

IF THEN 

Length IntLnks PedCros VCRat PedVol PostSp DoS SpEF 

low low low low low low 0.90 med. 
low low low low med. low 1.00 med. 
low low low low high low 1.00 med. 
low low low med. low low 1.00 low 
low low low med. med. low 0.90 med. 
low low low med. high low 0.90 med. 

 
The bold row indicates that for a road segment with low length, low number of in-

tersecting links, low number of pedestrian crossings, medium hourly traffic volume, 
medium hourly pedestrian volume and low posted speed limit, the estimated 85th per-
centile speed is medium and the strength for this rule (DoS) is 0.90.  

3.1.3 Defuzzification 
The results of the inference process are the linguistic terms describing the 85th percen-
tile speed. As mentioned above, five linguistic terms were used for the output results- 
very low through very high 85th percentile speed). In the defuzzification process, all 
output linguistic terms are transformed into crisp numeric values. This is done by 
aggregating (combining) the results of the inference process and then by computing 
the fuzzy centroid of the combined area. The ‘Center-of-Maximum (CoM) method 
[22] is used for estimating the output numeric value, Y, as follows: 
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Where Y= numeric value representing the 85th percentile speed; µResult(j) = mem-
bership value of consequence (linguistic terms) j. Yj is referred to as the base value of 
the consequence j. It is the consequence’s numeric value corresponding to a µ value 
of 1. 

Figure 4 illustrates MBF for the output variable (85th percentile speed) for weekday 
using the CoM de-fuzzification procedure. The thick arrows indicate the 85th percentile 
speed base values, Yj on the horizontal axis and the height of the thick black arrows indi-
cate µResult(j). The base values of the five 85th percentile terms are 29.9, 45.9, 61.9, 77.9 
and 93.9 respectively. µResult(medium), µResult(high) are 1 and 0.95, respectively. The 
µResult values of all other terms are zeros. The 85th percentile speed of 69.68 km/hr (in-
dicated by the thin black arrow) was calculated using the Eq. (1). 
 

 

Fig. 4. Membership function for the ‘85th percentile speed’ output variable 

3.2 Neuro-fuzzy Data Training 

The initial fuzzy logic models for both weekday and weekend were trained in neuro-
fuzzy technique. Neuro-fuzzy technique is the combination of neural nets and fuzzy 
logic. It is comprised of the three fuzzy logic steps (fuzzification, fuzzy inference and 
de-fuzzification) with a layer of hidden neurons in each process [17]. Fuzzy Associa-
tive Maps (FAMs) approach is commonly used in neuro-fuzzy technique to train the 
data. A FAM is a fuzzy logic rule with an associated weight. This enables the use of a 
modified error back propagation algorithm with fuzzy logic. The neuro-fuzzy training 
have been conducted in three steps- defining the MBFs, rules and DoS for training, 
selection of training parameters, and carrying out training [21]. 

Initially the default setting of the FuzzyTech tool was used to define range of the 
numeric values for each term. The rules were formed exhaustively with all DoS val-
ues of 1. Therefore in the first step, all MBFs and rules were selected for the neuro-
fuzzy training to find the optimized fuzzy logic model. Then the parameters  
(step width for DoS and terms) were selected for the training. The whole neuro-fuzzy 
training was carried out for five cycles with each cycle for 1000 iterations. 
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The step width for the DoS values has been set to 0.1 for each cycle. The step 
width for the terms has been set to 5% in the first cycle, which was increased by 5% 
in later cycles. The maximum and average deviations were observed after completion 
of each cycle. The cycle, for which the deviation values are less, was selected as the 
final FLM. The process was run for both weekday and weekend models. After the 
training phase, the MBFs and the DoS values were determined as shown in Table 4 
and Figure 5. It can be seen from the Figure 5 that the initial 85th percentile speed 
terms were set uniformly over the variable’s range [Figure 5(a)]. The base value for 
high 85th percentile speed is 77.9 km/hr (indicated by black arrow). The training al-
gorithm examines the effect of introducing a pre-specified shift to the term’s base 
value (+5% in this case). If the base shift results in a reduction in the deviation, a new 
base is identified [71.5 in this case as shown with black arrow in Figure 5(b) for 
weekday model]. 

 

 

Fig. 5. Membership function of ‘85th percentile speed’ (a) before and (b) after neuro-fuzzy 
training 

4 Model Validation and Result Analysis 

After completing the training phase, the 85th percentile speeds were estimated (for 
both weekday and weekend) with the same set of input data which were used to de-
velop the models. As the notion of fuzzy sets are completely non statistical in nature 
[23], the residual values (Figure 6) were used to compare both weekday and weekend 
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model results. The x axis of the figure represents a specific road segment and a  
time period. It can be seen from the figure that the number of positive and negative 
deviations are almost same for both weekday and weekend models. The maximum 
deviations for weekday and weekend are 57.63% and 81.44%, respectively. This re-
sults in higher average deviation for weekend (19.65% for weekend compared to 
14.90% for weekday). 

Figure 6 also shows that the number of residuals with values of 15% or less 
represent 62.5% and 75% of all the residuals for weekday and weekend, respectively. 
It can be said that both models estimate the 85th percentile speed to a reasonable level 
for such limited number of sample size. 

The estimated values of the 85th percentile speed were classified according to their 
corresponding current posted speed limits. A comparative descriptive analysis of the 
estimated (model results) and actual (field data) values of the grouped data for both 
weekday and weekend models are presented in Table 5. 

It is evident in Table 5 that the mean, median, minimum, maximum and stan-
dard deviations of the estimated model results are very close to those of the actual 
data in case of lower posted speed limit (40 km/hr) for both weekday and weekend 
models. On the other hand, some variations on these values can be observed in 
both models’ results for road segments with higher posted speed limits (60 km/hr 
and 80 km/hr). 

 

 

Fig. 6. Percentages of deviations for both weekday and weekend FLMs 
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Table 5. Comparison of descriptive statistics between the actual field data and the estimated 
FLM results for both weekday and weekend 

 Weekday Weekend 

 40 km/hr 60 km/hr 80 km/hr 40 km/hr 60 km/hr 80 km/hr 

 S* E** S* E** S* E** S* E** S* E** S* E** 

Mean 38.2 38.9 67.8 69.7 68.7 75.9 44.8 50.6 84.7 80.9 70.1 83.7 

Median 36.6 38.9 66 70 73 74 45.1 51.2 87.1 80.4 71.5 84.2 

Min 29.9 29.9 55 68.8 48 71.5 39.5 40.5 52.2 79.7 47 81.6 

Max 50 45.9 82 70.7 93.9 81.1 51.5 56.5 107.8 84.2 93 84.2 

S.D. 
*** 

6.4 6.1 9.6 0.9 11.4 4.1 4.5 6.3 18.7 1.5 13.6 0.9 

*S. Data= Survey Data; **E. Data= Estimated Data; ***S.D.= Standard Deviation. 

 
Figure 7 shows the effects of ‘number of pedestrian crossings’ and ‘length’ on the 

85th percentile speed for weekday model. As indicated in the figure, the ‘length’ vari-
able is positively correlated with the 85th percentile speed. On the other hand, the 
‘number of pedestrian crossings’ is negatively correlated with the 85th percentile 
speed. The highest 85th percentile speed (71.50 km/hr) is found for highest ‘length’ 
(2.9 km) and least ‘number of pedestrian crossings’ (0-1). 

 

 

Fig. 7. Effects of ‘Length and Number of Pedestrian Crossings’ on the ‘85th Percentile Speed’ 
(weekday model) 
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Similarly, Figure 8 illustrates the effects of the ‘Posted Speed Limit’ and the 
‘Hourly Pedestrian Volume’ (as input variables) on the ‘85th Percentile Speed’ for 
weekday. As shown, the posted speed limit is positively correlated and hourly pede-
strian volume is negatively correlated with the 85th percentile speed. As can also be 
seen, the effect of the posted speed is not quite noticeable if it exceeds 60 km/hr in 
cases of high pedestrian volumes. 

As shown, the posted speed limit is positively correlated and hourly pedestrian vo-
lume is negatively correlated with the 85th percentile speed. As can also be seen, the 
effect of the posted speed is not quite noticeable if it exceeds 60 km/hr in cases of 
high pedestrian volumes. 

It can be said that regardless limited number of data, fuzzy logic shows the rela-
tionship between the input and output variables realistically. As fuzzy logic handles 
linguistic terms (for a range of numeric values), it is less sensitive to each individual 
numeric value. This replicates true human nature about perceiving factors on the 
roads. For example, it is clear that drivers’ choice of operating speed (represented by 
85th percentile speed) is influenced by the length of the road segment or pedestrian 
volume. With larger length, the operating speed tends to be higher. Such changes do 
not occur for every one km change of length. In reality, the decision of choosing any 
particular range of operating speed tend to be stable for range of length (say between 
0 to 1 km). Fuzzy logic predicts such relationship very realistically. 

 

 

Fig. 8. Effects of ‘Posted Speed Limit and Hourly Pedestrian Volume’ on the ‘85th Percentile 
Speed’ (weekday model) 
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5 Conclusions 

This paper discussed the development of the FLM for estimating the 85th percentile 
speed based on six road's attribute data. The advantage of fuzzy logic is its ability to 
address the uncertain nature of human thinking (perception). The same road (road 
attribute data) can be perceived differently by different drivers and choose their oper-
ating speed accordingly. The other advantage is the using the neuro-fuzzy which can 
be utilized to automate the development of the knowledge base. 

The FLMs are widely known for describing the vagueness and nonlinearity in the 
human behavior relationships between inputs and output. However, such models are 
generally only valid in situations for which data are available to calibrate the model. If 
the FLM is to be used to assess the choice behavior that is not covered in the data for 
calibration, the applicability of the model for estimating the 85th percentile speed 
might be questionable. As such, the data for calibration should thoroughly cover the 
entire range of (input and output) variables for better and more accurate estimation.  

Identifying and setting appropriate posted speed limit for a given road segment is a 
complex task which involves studying the speed behavior pattern of the drivers, the 
characteristics of road environment, road geometry, etc. This study focused on only 
one aspect; the drivers’ speeding behavior based on the basic road characteristics, the 
traffic intensity and pedestrian activities for a very limited number of road segments.   

One may argue the necessity to develop such models while such 85th percentile 
speed can be actually measured in the field.  In response to such argument is that 
tremendous savings in the resources (that would be needed to carry on actual field 
survey measures over an entire network) can be materialized. It is envisioned that 
these models can be developed with a reasonable representative sample of road seg-
ments in a typical network. The derived models can then be validated and subsequent-
ly applied to the entire network. 

Keeping in mind the limited data set used in the study (due to the resources con-
straints), that likely contributes to deficiencies in representing the various road cha-
racteristics and environmental factors (with only few data points); it is legitimate to 
assume that the richness in data collection will ultimately lead to better more statisti-
cally significant models.  Along this line, it is suggested that a systematic sampling 
approach should be adopted in selecting the road segments to include in the data set to 
use for models’ calibration.  The principles of the minimum sample size should be 
observed. It is suggested that a stratified sampling procedure to be used in selecting 
the road segments for spot speed field observations.  All the network roadway seg-
ments may be stratified based on their intrinsic characteristics of posted speed, length, 
traffic volume, pedestrian intensity, etc. A representative stratified sampling proce-
dure with a minimum sample size according to a pre-specified confidence level and 
interval should be observed in generalizing the fuzzy logic modeling approach. 
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Abstract. In this paper twenty language independent statistically-based metrics 
used for key term extraction from any document collection are compared. Some 
of those metrics are widely used for this purpose. The others were recently 
created. Two different document representations are considered in our 
experiments. One is based on words and multi-words and the other is based on 
word prefixes of fixed length (5 characters for the experiments made). Prefixes 
were used for studying how morphologically rich languages, namely 
Portuguese and Czech behave when applying this other kind of representation. 
English is also studied taking it, as a non-morphologically rich language. 
Results are manually evaluated and agreement between evaluators is assessed 
using k-Statistics. The metrics based on Tf-Idf and Phi-square proved to have 
higher precision and recall. The use of prefix-based representation of 
documents enabled a significant precision improvement for documents written 
in Portuguese. For Czech, recall also improved. 

Keywords: Document keywords, Document topics, Words, Multi-words, 
Prefixes, Automatic extraction, Suffix arrays. 

1 Introduction 

A key term, a keyword or a topic of a document is any word or multi-word (taken as a 
sequence of two or more words, expressing clear cut concepts) that reveals important 
information about the content of a document from a larger collection of documents. 

Extraction of document key terms is far from being solved. However this is an 
important problem that deserves further attention, since most documents are still (and 
will continue to be) produced without explicit indication of their key terms as 
metadata. Moreover, most existing key term extractors are language dependent and, 
as such, require linguistic processing tools that are not available for the majority of 
the human languages. Hence our bet, namely in this paper, is on language 
independent extraction of key terms. 

So, the main aim of this work is to compare metrics for improving automatic 
extraction of key single and multi-words from document collections, and to contribute 
to the discussion on this subject matter. 

Our starting point was the work by [1], on multiword key term extraction, where 
two basic metrics were used: Tf-Idf and relative variance (Rvar). By looking more 
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carefully at the examples shown in [1], where plain Tf-Idf metric is used, it became 
apparent that, the comparison made between the two metrics was unfair. A fair 
comparison would require the use of a Tf-Idf derived metric taking into account the Tf-
Idf values for multi-word extremities as well as the medium character length per word 
of each multi-word as it had been proposed for the use of Rvar variant metric in [1]. 
Moreover, as one needs to calculate the relevance of words and multi-words using the 
same metrics, we decided to rank simultaneously words and multi-words describing 
the content of any document in a collection according to the metric assigned value to 
that word or multi-word. This diverges from the proposal made in [2] where an “a 
priori” fixed proportion of words and multi-words is required. And no one knows “a 
priori” which documents are better described by words alone or by multi-words. Nor 
does she/he know the best proportion of key words or key multi-words. 

This way, our work improves the discussion started in [1], and continued in [2], but 
we arrive at different conclusions, namely that Tf-Idf and Phi-square based metrics 
enabled higher precision and recall for the extraction of document key terms. The use 
of a prefix-based representation of documents enabled a significant improvement for 
documents written in Portuguese and a minor improvement for Czech, as 
representatives of morphologically rich languages, regarding precision results. 

Additionally we also extend the preliminary discussion started in [3] where some 
of the metrics used in current work were presented. To achieve our aims we compare 
results obtained by using four basic metrics (Tf-Idf, Phi-square, Mutual Information 
and Relative Variance) and derived metrics taking into account per word character 
median length of words and multi-words and giving specific attention to word 
extremities of multi-words and of words (where left and right extremities of a word 
are considered to be identical to the word proper). This led to a first experiment 
where we compare 12 metrics (3 variants of 4 metrics). On a second experiment, we 
decided to use a different document representation in terms of word prefixes of 5 
characters in order to tackle morphologically rich languages. As it would be senseless 
to evaluate the relevance of prefixes, it became necessary to project (bubble) prefix 
relevance into words and into multi-words.  

All the experimental results were manually evaluated and agreement between 
evaluators was assessed using k-Statistics. 

This paper is structured as follows: related work is summarized in section 2; our 
system, the data and the experimental procedures used are described in section 3; the 
metrics used are defined in section 4; results obtained are shown in section 5; 
conclusions and future work are discussed in section 6. 

2 Related Work 

In the area of document classification it is necessary to select features that later will 
be used for training new classifiers and for classifying new documents. This feature 
selection task is somehow related to the extraction of key terms addressed in this 
paper. In [4], a rather complete overview of the main metrics used for feature 
selection for document classification and clustering is made. 
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As for the extraction of multi-words and collocations, since we also need to extract 
them, we just mention the work by [5], using no linguistic knowledge, and the work 
by [6], requiring linguistic knowledge. 

In the area of keyword and key multi-word extraction, [7-11] address the extraction 
of keywords in English. Moreover those authors use language dependent tools (stop-
words removing, lemmatization, part-of-speech tagging and syntactic pattern 
recognition) for extracting noun phrases. Being language independent, our approach 
clearly diverges from these ones. Approaches dealing with extraction of key-phrases 
(that are according to the authors “short phrases that indicate the main topic of a 
document”) include the work of [12] where Tf-Idf metric is used as well as several 
language dependent tools. In [13], a graph-based ranking model for text processing is 
used. The authors use a 2-phase approach for the extraction task: first they select key-
phrases representative of a given text; then they extract the most “important” 
sentences in a text to be used for summarizing document content. 

In [14] the author tackles the problem of automatically extracting key-phrases from 
text as a supervised learning task. And he deals with a document as a set of phrases, 
which his classifier learns to identify as positive or negative examples of key-phrases. 

[15] deal with eight different languages, use statistical metrics aided by linguistic 
processing, both to extract key phrases and keywords. Dealing also with more than 
one language, [1] extract key multi-words using purely statistical measures. In [2] 
statistical extraction of keywords is also tackled but a predefined ratio of keywords 
and key multi-words is considered per document, thus jeopardizing statistical purity. 

[16] present, a keyword extraction algorithm that applies to isolated documents, 
not in a collection. They extract frequent terms and a set of co-occurrences between 
each term and the frequent terms. 

In summary, the approach followed in our work is unsupervised, language 
independent and extracts key words or multi-words solely depending on their ranking 
values obtained by applying the 20 metrics announced and explained bellow in 
section 4. 

3 System Data and Experiments 

Our system is made of 3 distinct modules. First module is responsible for extracting 
multi-words, based on [17] and using the extractor of [18]. A Suffix Array was used 
[19,20] for frequency counting of words, multi-words and prefixes. This module is 
also responsible for ranking, according to the metrics used, words and multi-words 
per document. And it allows the back office user to define the minimum word and 
prefix length to be considered. In the experiments reported we have fixed minimum 
word length at 6 characters and minimum prefix length a5 characters. 

Second module is a user interface designed to allow external evaluators to classify 
the best 25 terms ranked according to each of selected metrics. When moving from 
ranking classification related to one metric to the ranking produced by another metric, 
evaluations already made are pervasively propagated. This feature enables evaluators 
to reconsider at any time some of their own earlier options. 
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Third module is also a user interface acting as a back office application, allowing 
an easy interpretation of the classifications produced by the external evaluators. It also 
shows graphically the k-Statistics resulting from evaluations of any two evaluators. 

We worked with a collection of texts, for the three languages experimented, 
Portuguese (pt), English (en) and Czech (cs), from European legislation (http://eur-
lex.europa.eu/[L]/legis/latest/chap16.htm, where [L] can be replaced by any of the 
following language references: pt, en or cs). The texts were about Science, 
Dissemination of information and Education and Training. Czech corpus also 
included texts about Culture. Apart from these texts for Czech, the remaining of the 
corpus documents was parallel for the three languages. So the total number of terms 
for these collections was: 109449 for Portuguese, 100890 for English and 120787 for 
Czech. 

We worked with words having a minimum length of six characters (this parameter 
is changeable) and filtered multi-words (with words of any length) by removing those 
containing punctuation marks, numbers and other special symbols. As it will be seen 
later some additional filtering operations will be required and discussed in the 
conclusions section. 

Evaluators were asked to evaluate the 25 best ranked terms for a selected sub-
group of six of the twenty metrics for a sub-set of five randomly selected documents 
of a total of 28 documents for each language. The Evaluators had access to the 
original documents from where key-words were extracted. When document metadata 
contained the keywords assigned to it, evaluators had also access to this information 
thus helping the evaluation task. It is worth telling that when this metadata exists, it 
generally does not use mutatis mutantis the multi-word terms as they are used in the 
document. This information was not used for the extraction task performed. 

Four classifications were considered in the evaluation: “good topic descriptor” (G), 
“near good topic descriptor” (NG), bad topic descriptor” (B), and “unknown” (U). A 
fifth classification, “not evaluated” (NE), was required to enable the propagation of 
evaluation, for those metrics that were not specifically evaluated. In Section 5 the 
results of the experiments are presented. 

It must be stressed that the multiword extractor used is available on the web page 
referred in [18]. 

4 Metrics Used 

As mentioned before, we used 4 basic metrics: Tf-Idf, Phi-square, Relative Variance 
(Rvar) and Mutual Information (MI). 

Formally, Tf-Idf for a term t in a document dj is defined in equations (1), (2) and (3).  , , ,  (1) , ,  (2) , log :⁄  (3) 
 
Notice that, in (1), instead of using the usual term frequency factor, probability  , , defined in equation (2), is used. There,  , , denotes the frequency of 
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term t in document dj, t denotes a prefix, a word, or a multiword, and Ndj refers to the 
number of words or n-grams of words contained in . The total number of 
documents present in the corpus is given by . The use of a probability in (1) 
normalizes the Tf-Idf metric, making it independent of the size of the document under 
consideration. 

Rvar (Relative Variance) is the metric proposed by [1], defined in equation (4). It 
does not take into account the occurrence of a given term t in a specific document in 
the corpus. It deals with the whole corpus, and thus loses the locality characteristics of 
term t. This locality is recovered when the best ranked terms are reassigned to the 
documents where they occur. Rvar t  1 D⁄ p t, d p w, . p t, .⁄  (4) 
 ,  is defined in (2) and , . denotes the mean probability of term t, taking 
into account all documents in the collection. As above, we take t as denoting a prefix, 
a word, or a multiword. 

Phi-Square [21] is a variant of the well-known Chi-Square metric. It allows a 
normalization of the results obtained with Chi-Square, and is defined in equation (5), 
where  is the total number of terms (prefixes, words, or multi-words) present in the 
corpus (the sum of terms from all documents in the collection). A denotes the number 
of times term  occurs in document d. B stands for the number of times term occurs 
in documents other than d, in the collection. C means the number of terms of the 
document  subtracted by the amount of times term  occurs in document . Finally, 
D is the number of times that neither document  nor term t co-occur (i.e., N-A-B-C, 
where N denotes the total number of documents). 

,   (5) 

Mutual Information [22] is a widely used metric for identifying associations 
between randomly selected terms. For our purposes we used equation (6) where t, d, 
A, B, C and N have identical meanings as above for equation (5). ,   log ⁄  (6) 

In the rest of this section we will introduce derivations of the metrics presented above 
for dealing, on equivalent grounds, with aspects that were considered crucial in [1,2] 
for extracting key terms. Those derivations will be defined on the basis of 3 operators: 
Least (L), Median (M) and Bubble (B). In the equations below  stands for any of 
the previously presented metrics (Tf-Idf, Rvar, Phi-square or , and Mutual 
Information or MI), P stands for a Prefix,  for a word, for a multi-word taken 
as word sequence ( … ). 

Least Operator is inspired by the metric LeastRvar introduced in [1] and 
coincides with that metric if it is applied to Rvar. min ,  (7)  is determined as the minimum of  applied to the leftmost and 
rightmost words of , w1 and wn. In order to treat all metrics on equal grounds 
operator “Least” will now be applied to metric MT, where MT may be any of the 
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metrics Tf-Idf, Rvar, , and MI  as depicted in equation (9), when a multiword MW 
is at stake. As above, Least_MT of a multiword  will be equal to the minimum of 
the MT metric value for the extremity words,  or , in the multi-word . This 
operator was adapted to work with words alone as in equation (8), where the 
Least_MT for a word  is identical to the rank value obtained for that word using 
metric MT. Adaptation was made by assuming that the leftmost and rightmost words 
of a single word coincide with the word itself. _  (8) _  ,  (9) 

Bubbled Operator, another problem we needed to solve was the propagation of the 
relevance of each Prefix (P) to words (W) having P as a prefix. _  (10) _ _   _ , _  (11) 

In bubble based metrics, the rank of a prefix is assigned to the words it prefixes. 
Generally it is larger than the rank assigned by the corresponding metric to the word 
forms it prefixes. For example, the value assigned to the 5 character prefix “techn” in 
a text would be propagated to all words having that prefix, namely “technology”, 
“technologies”, “techniques”, if they would appear in the same text. 

Median Operator was added in order to better compare the effects of using an 
operator similar to the one proposed in [2] which took into account the median character 
length of words in multi-words. By doing so, we got metrics defined in equations (12) 
and (13), where T represents a term (word or multi-word), LM stands for Least_Median 
operator applied to any base metric MT and LBM stands for Least_Bubble_Median 
operator applied to metric MT. And Median of a term T is the median of character 
lengths of words in a multi-word or of the word at stake. For example, for a multiword 
made of three words, of lengths 5, 2 and 6, median length is 5. _ _  (12) _  _ _  (13) 

5 Results 

In this section we present some of the results obtained.  We will also show that Rvar 
and its related metrics behave worse than the ones based on Tf-Idf and Phi Square, 
contradicting results presented in the work of [1]. 

An example of the top five terms extracted from one document, ranked by the Phi-
Square metric for the worked languages is shown in Table 1. This document was 
about scientific and technical information and documentation and ethics. 

As the corpus used elaborated on Science, Information dissemination, education 
and training, for the example document the word “science” alone was naturally 
demoted. 
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It is important to notice also that documents were in many cases short. This has a 
direct impact on results, as the number of relevant words and multi-words is short and 
most of them are irrelevant in terms of document content. As a consequence precision 
obtained for shorter documents is lower than for longer documents as most of the times 
just one term describes document content. Longer documents pose not this problem. 

Table 1. Top terms ranked by Phi-Square metric, manually classified as Good (G), Near Good 
(NG) or Bad (B), for 3 languages for a document on scientific and technical information and 
documentation. 

Portuguese English Czech 
ciências e as novas tecnologias (G) group on ethics (G) skupiny pro etiku ve vědě (G) 
ciências e as novas (B) ethics (G) nových technologiích (NG) 
ética para as ciências (G) science and new technologies (G) etiku ve vědě (G) 
grupo europeu de ética (G) the ege (G) skupiny pro etiku (G) 
membros do gee (G) ethics in science (G) vědě a nových technologiích (NG) 

 
In the previous table, some top-ranked key terms are a sub terms of others. This 

has some effect on the results, because they are not mutually independent. Looking 
more carefully we may also notice larger, more specific, multi-words that might be 
rather sharp descriptors of document content as would be the case of “group on ethics 
in science and new technologies”. We will return to this discussion on section 6. 

For the same document, best performing metric based on Rvar (see Table 3) 
LBM_Rvar just extracted “ethics” in position 20. Other extracted top terms include 
names of several European personalities, having as such very poor extraction results. 

In tables 2 and 3, average precision values obtained for the 5, 10 and 20 best 
ranked key terms extracted using different metrics are shown. 

Regarding recall values presented in tables 4 and 5, it is necessary to say that: 1) 
Tf-Idf, Phi Square and derived metrics extract very similar key terms; 2) Rvar and 
MI, alone, are unable to extract key terms as, depending on the length of documents, 
the top ranked 100, 200 or more terms are equally valuated by these metrics; 3) 
derived metrics of Rvar and MI extract very similar rare key terms completely 
dissimilar from those extracted by Tf-Idf, Phi Square and derived metrics; 4) by 
evaluating the 25 best ranked terms by 6 metrics (Phi Square, Least Tf-Idf, Least 
Median Rvar, Least Median MI, Least Bubble Median Phi Square and Least Bubble 
Median Rvar) we obtained from 60 to 70 terms evaluated per document. 

Recall was determined on the basis of these 60 to 70 evaluated terms. So, recall 
values presented in tables (4) and (5) are upper bounds of real recall values. Table 2 
shows results for the metrics with best precision for the three languages, all of them 
with results above 0.50. Notice, that for Portuguese and Czech, the average precision 
is similar. The best results were obtained for the top ranked 5 terms, decreasing with 
similar values when dealing with the top ranked 10 and 20 terms. In average, English 
language presents the best results. 

Also from Table 2 we can point out that, for Portuguese, best results were obtained 
with metrics Least Bubble Tf-Idf and Least Bubble Median Tf-Idf. This means that 
Bubble operator and prefix representation enabled precision results closer to those 
obtained for English. Tf-Idf had the best results in Czech, for all thresholds. In 
English, Least Median Phi Square enabled the best results. Moreover, for the 10 best 
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terms threshold, English has three metrics with the best results, the one already 
mentioned and Least Median Tf-Idf and Phi-Square. 

As pointed above, Rvar and MI metrics alone were unable to discriminate the top 
5, 10 or 20 best ranked terms. This probably explains the need to use the Least and 
Median operators proposed by [1,2]. Precision for the Rvar and MI derived metrics is 
shown in table 3. It shows clearly that Tf-Idf and Phi Square based metrics, in table 2, 
are much better than those based on Rvar and MI. They get for the best metrics, 
values a bit higher than 0.50, and generally all bellow 0.50 which makes the average 
precision for these metrics rather poor. 

Table 2. Average precision values for the 5, 10 and 20 best terms using the best metrics, and 
average for each threshold 

Czech 
Metric Prec. (5) Prec. (10) Prec. (20) 
Tf-Idf 0.90 0.86 0.66 
L Tf-Idf 0.75 0.70 0.61 
LM Tf-Idf 0.70 0.65 0.59 
LB Tf-Idf 0.80 0.68 0.65 
LBM Tf-Idf 0.65 0.68 0.66 
ϕ2 0.70 0.70 0.61 
L ϕ2 0.70 0.60 0.58 
LM ϕ2 0.70 0.60 0.58 
LB ϕ2 0.55 0.63 0.55 
LBM ϕ2 0.55 0.65 0.59 
Average 0.72 0.68 0.61 

English 
Metric Prec. (5) Prec. (10) Prec. (20) 
Tf-Idf 0.84 0.74 0.67 
L Tf-Idf 0.78 0.66 0.68 
LM Tf-Idf 0.81 0.78 0.66 
LB Tf-Idf 0.85 0.66 0.65 
LBM Tf-Idf 0.82 0.69 0.62 
ϕ2 0.84 0.78 0.68 
L ϕ2 0.83 0.76 0.69 
LM ϕ2 0.87 0.78 0.70 
LB ϕ2 0.83 0.74 0.62 
LBM ϕ2 0.80 0.74 0.65 
Average 0.83 0.73 0.66 

Portuguese 
Metric Prec. (5) Prec. (10) Prec. (20) 
Tf-Idf 0.69 0.70 0.66 
L Tf-Idf 0.64 0.66 0.65 
LM Tf-Idf 0.68 0.63 0.64 
LB Tf-Idf 0.86 0.71 0.65 
LBM Tf-Idf 0.83 0.70 0.68 
ϕ2 0.73 0.73 0.62 
L ϕ2 0.68 0.64 0.59 
LM ϕ2 0.61 0.64 0.59 
LB ϕ2 0.60 0.65 0.65 
LBM ϕ2 0.62 0.61 0.62 
Average 0.70 0.67 0.63 
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In terms of “Recall” (upper bounds of recall), shown in tables 4 and 5, one of our 
goals was to increase the Czech recall, which we believe to have accomplished. In the 
same line with precision, the metrics based on Tf-Idf and Phi-Square have better 
recall values, in table 4, than those obtained for Rvar and MI-based metrics, in table 5. 
We have chosen to present “recall” values for the top 20 ranked relevant terms as 
these values are higher than for 5 or 10 best ranked terms. Recall values obtained for 
Rvar and MI derived metrics (Table 5) are much lower than those obtained for Tf-Idf 
and Phi-Square derived metrics, as Rvar and MI derived metrics choose rare terms 
that may specify very specific subject matters of documents. 

Table 3. Precision values for the 5, 10 and 20 best terms using the Rvar and MI best metrics, 
and average for each threshold 

Czech 
Metrics Prec. (5) Prec. (10) Prec. (20) 
LBM Rvar 0.50 0.39 0.27 
LM Rvar 0.45 0.31 0.22 
LBM MI 0.40 0.40 0.26 
LM MI 0.45 0.31 0.22 
Average 0.45 0.35 0.24 

English 
Metrics Prec. (5) Prec. (10) Prec. (20) 
LBM Rvar 0.52 0.43 0.40 
LM Rvar 0.47 0.42 0.35 
LBM MI 0.46 0.49 0.43 
LM MI 0.47 0.42 0.34 
Average 0.48 0.44 0.38 

Portuguese 
Metrics Prec. (5) Prec. (10) Prec. (20) 
LBM Rvar 0.52 0.48 0.41 
LM Rvar 0.46 0.36 0.35 
LBM MI 0.52 0.48 0.43 
LM MI 0.42 0.35 0.33 
Average 0.48 0.42 0.38 

Table 4. “Recall” Values for threshold of 20 best terms for Tf-Idf and Phi Square based 
metrics, and average recall 

 Czech English Portuguese 

P(20) P(20) P(20) 
tfidf 0.68 0.43 0.48 

L Tf-Idf 0.56 0.48 0.46 
LM tfidf 0.52 0.43 0.44 
LB tfidf 0.60 0.38 0.37 

LBM tfidf 0.54 0.35 0.40 
ϕ2 0.50 0.44 0.48 

L ϕ2 0.50 0.41 0.36 
LM ϕ2 0.51 0.43 0.37 
LB ϕ2 0.40 0.37 0.33 

LBM ϕ2 0.43 0.41 0.35 
Average 0.54 0.41 0.40 
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Table 5. Recall Values for threshold of 20 best terms for Rvar and MI based metrics, and 
average recall 

Czech English Portuguese 
P(20) P(20) P(20) 

LBM Rvar 0.20 0.16 0.13 

LM Rvar 0.25 0.12 0.14 
LBM MI 0.20 0.16 0.15 
LM MI 0.25 0.11 0.13 

Average 0.23 0.14 0.14 

Table 6. Kappa statistics-based agreement between the evaluators, for Portuguese and English, 
for Tf-Idf and Phi-Square based metrics 

 Portuguese English 

tfIdf 0.57 0.35 

LM tfidf 0.56 0.42 

LB tfidf 0.67 0.38 

LBM tfidf 0.64 0.40 

L ϕ2 0.64 0.46 

LM ϕ2 0.56 0.40 

LBM ϕ2 0.54 0.31 

Tables 6 and 7 depict the agreement between evaluators, for Portuguese and 
English, by using Kappa statistics. It shows that for Portuguese we have higher levels 
of agreement for the Tf-Idf and Phi-Square based metrics. For English agreement 
achieved is not so high, but never the less, we consider it acceptable. 

Disagreement was mainly due to acceptance of some adjectives as near good 
descriptors by one of the evaluators, while the other systematically rejected them in 
the sense that adjectives, by themselves, are not good descriptors. This means that,  
if the evaluation phase had been preceded by identification of a couple of cases where 
the evaluation would be dissimilar, the agreement obtained would have been higher. 
Disagreement regarding Rvar and MI based metrics occurred mainly because selected 
key terms occurred just once and it was very hard to agree on how such rare terms 
could be key terms of those documents. We have not achieved to have the results for 
Czech evaluated by two persons. But it should be mentioned that Czech poses yet 
another problem when evaluation is at stake, due to its richer morphology. For the 
example shown in table 1, one observes that multi-words extracted and ranked are 
mostly sub-phrases of multi-word “group on ethics in science and new technologies” 
if not of the 11-word term “members of the group on ethics in science and new 
technologies”. While for Portuguese and English this has almost no consequences, for 
Czech, “skupiny pro etiku ve vědě” is a translation of “of group on ethics in science” 
which is not exactly a term. Corresponding term in nominative case would be 
“skupina pro etiku ve vědě”. It was accepted as adequate (G) as it also translates as  
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Table 7. Kappa statistics-based agreement between the evaluators, for Portuguese and English, 
for Rvar and MI based metrics 

 
Portuguese English 

LBM rvar 0.28 0.24 

LM rvar 0.27 0.28 

LBM MI 0.07 0.28 

LM MI 0.19 0.22 

 
“groups on ethics in science” that is not present in the Portuguese and English 
versions of the same text. Similarly, “etiku ve vědě” is the accusative case for “etika 
ve vědě”. Results obtained enable however a clear idea about the content of the 
document. But evaluation, for languages as Czech and other languages having word 
forms modified by case, still need to be deeply discussed or may require a post 
extraction normalizer to bring phrases to nominative case. 

6 Conclusions and Future Work 

Our approach to key-term extraction problem (of both words and multi-words) is 
language independent.  

By ranking separately words and multi-words, using 20 metrics, based on 4 base 
metrics, namely Tf-Idf, Phi Square, Rvar (relative variance) and MI (Mutual 
Information), and by merging top ranked words’ list with top ranked multi-words’ list 
taking into account the values assigned to each word and multi-word by each of the 
metrics experimented we were able to make no discrimination between words and 
multi-words, as both entities pass the same kind of sieve/metrics to be ranked as 
adequate key-terms. This way, by comparing 12 metrics, just taking into account 
word and multi-word based document representation, we could conclude that Tf-Idf 
and Phi Square based metrics enabled better precision and recall than equivalent 
precision/recall obtained by Rvar and MI based metrics that tend to extract rare terms. 
This contradicts results obtained by [1,2]. 

As we wanted to extend our methodology to morphologically rich languages, we 
introduced another document representation in terms of word prefixes and in that way 
corroborated the conclusions made by [3] in their work, where Bubbled variants 
showed interesting results for morphologically rich languages tested, especially for 
Portuguese. 

This other representation led us to the usage of 8 metrics based on the same 4 
kernel metrics already mentioned. Experiments were made for Portuguese, English 
and Czech. Higher precision obtained for Portuguese was obtained using two of the 
metrics designed to handle prefix, word and multi-word representation. For Czech, 
and even for English, results were not that spectacular but deserve further attention. 
As a matter of fact, second best precision for the 5 top ranked key terms candidates, 
both for Czech and for English was obtained by using Least Bubble Tf-Idf metric. 
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Again, Tf-Idf and Phi Square derived metrics were the best performing. Also, it is 
worth to mention that the Bubble operator enabled some improvements in the results 
obtained when applied to Rvar and MI metrics. It is worth noticing that, for Portuguese 
and Czech, for some metrics, precision augmented when we considered top 10 and even 
top 20 ranked extracted terms in relation to top 5 ranked ones. For Czech that occurred 
for Least Bubbled Median Tf-Idf and Least Bubbled Median Phi-Square. For Portuguese 
it was the case for Least Tf-Idf and Least Bubbled Phi-Square. 

In future work we will mainly explore Tf-Idf and Phi-square metrics and their de 
rivatives. Then we must take a greater care of the length of texts evaluated. As a 
matter of fact, for a large text it may make sense an evaluation with 5, 10 or 20 best 
ranked terms. But for smaller texts taking just the 5 best ranked terms may affect 
negatively the mean precision of all documents as, in such cases, at most 2 or 3 best 
ranked terms will probably exhaust good possibilities for document content 
descriptors. 

In what concerns human evaluation we will make an effort for better preparing this 
work phase in order to overcome evaluation disagreement by discussing the criteria to 
be used by evaluators while making them explicit. 

Regarding the problem identified in section 5 related to having multi-words that 
are not independent, we must take greater care on this problem, knowing that it is not 
that easy to solve. Take another example of extracted good descriptors using Phi-
Square metric from document 32006D0688 (in http://eur-lex.europa.eu/en/ 
legis/latest/chap1620.htm). Below are the terms classified as good: 

• asylum 
• asylum and immigration 
• immigration 
• areas of asylum and immigration 
• areas of asylum 
• national asylum 

If we filter out multi-words that are sub multi-words of larger multi-words., in the 
example above we would have got rid of “asylum and immigration” and “areas of 
asylum”. But as you see other filtering possibilities might be used. So this must be 
cautiously addressed. As a matter of fact we are not so sure that a long key term  
(5-gram) as “areas of asylum and immigration” is a better descriptor than “asylum  
and immigration”. Equivalently, it might be extrapolated for the example shown in 
Table 1, that multiword “group on ethics in science and new technologies”, that might 
be recaptured by binding top ranked multi-words having identical extremities is 
possibly a good descriptor. But again some care must be taken. If we want to directly 
extract longer multi-words as that “group on ethics in science and new technologies” 
we just need to fix the maximum multiword length, this has computational cost. For 
this work it was fixed at 5. 

Concerning Czech, a stricter evaluation would not accept some of the terms that 
were taken as good as they were case marked and should not be. This will certainly 
require some language dependent tool filtering. That is more complex than simple 
lemmatization of words. 
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In future work, instead of using fixed length character prefixes of words we will 
pre-process our documents collection to automatically extract real word radicals using 
some of the existing language independent morphology learners like Linguistica [23] 
and Morfessor [24]. 

For Asian languages as Chinese or Japanese, we will apply the extractor [18,17] to 
characters instead of words and extract multi-character, 2-grams and 3-grams, and use 
single and multi-character strings ranked using the metrics proposed. 

For German, the use of language independent morphology learners mentioned 
above, together with words and multi-words extracted the same way as we did for 
Portuguese, Czech or English will enable us to extend our methodology to a larger set 
of languages. 

Acknowledgements. This was supported by the Portuguese Foundation for Science 
and Technology (FCT/MCTES) through funded research projects ISTRION (ref. 
PTDC/EIA-EIA/114521/2009). 

References 

1. da Silva, J.F., Lopes, G.P.: A Document Descriptor Extractor Based on Relevant 
Expressions. In: Lopes, L.S., Lau, N., Mariano, P., Rocha, L.M. (eds.) EPIA 2009. LNCS 
(LNAI), vol. 5816, pp. 646–657. Springer, Heidelberg (2009) 

2. da Silva, J.F., Lopes, G.P.: Towards Automatic Building of Document Keywords. In: 
COLING 2010 - The 23rd International Conference on Computational Linguistics, Poster 
Volume, Pequim, pp. 1149–1157 (2010) 

3. Teixeira, L., Lopes, G., Ribeiro, R.A.: Automatic Extraction of Document Topics. In: 
Camarinha-Matos, L.M. (ed.) DoCEIS 2011. IFIP AICT, vol. 349, pp. 101–108. Springer, 
Heidelberg (2011) 

4. Sebastiani, F.: Machine Learning in Automated Text Categorization. ACM Computing 
Surveys 34(1), 1–47 (2002) 

5. da Silva, J.F., Lopes, G.P.: A Local Maxima Method and a Fair Dispersion Normalization 
for Extracting Multiword Units. In: Proceedings of the 6th Meeting on the Mathematics of 
Language, Orlando, pp. 369–381 (1999) 

6. Jacquemin, C.: Spotting and discovering terms through natural language processing. MIT 
Press (2001) 

7. Hulth, A.: Improved Automatic Keyword Extraction Given More Linguistic Knowledge. 
In: EMNLP 2003 Proceedings of the Conference on Empirical Methods in Natural 
Language Processing, pp. 216–223. Association for Computational Linguistics, 
Stroudsburg (2003) 

8. Ngonga Ngomo, A.-C.: Knowledge-Free Discovery of Domain-Specific Multiword Units. 
In: Proceedings of the 2008 ACM Symposium on Applied Computing, SAC 2008, pp. 
1561–1565. ACM, Fortaleza (2008),  
doi:http://doi.acm.org/10.1145/1363686.1364053 

9. Martínez-Fernández, J.L., García-Serrano, A., Martínez, P., Villena, J.: Automatic 
Keyword Extraction for News Finder. In: Nürnberger, A., Detyniecki, M. (eds.) AMR 
2003. LNCS, vol. 3094, pp. 99–119. Springer, Heidelberg (2004) 

 



82 L.F.S. Teixeira, G.P. Lopes, and R.A. Ribeiro 

 

10. Cigarrán, J.M., Peñas, A., Gonzalo, J., Verdejo, F.: Automatic Selection of Noun Phrases 
as Document Descriptors in an FCA-Based Information Retrieval System. In: Ganter, B., 
Godin, R. (eds.) ICFCA 2005. LNCS (LNAI), vol. 3403, pp. 49–63. Springer, Heidelberg 
(2005) 

11. Liu, F., Pennell, D., Liu, F., Liu, Y.: Unsupervised Approaches for Automatic Keyword 
Extraction Using Meeting Transcripts. In: Proceedings of Human Language Technologies: 
The 2009 Annual Conference of the North American Chapter of the ACL, pp. 620–628. 
Association for Computational Linguistics, Boulder (2009) 

12. Katja, H., Manos, T., Edgar, M., Maarten, de R.: The impact of document structure on 
keyphrase extraction. In: Proceeding of the 18th ACM Conference on Information and 
Knowledge Management, pp. 1725–1728. ACM, Hong Kong (2009) 

13. Mihalcea, R., Tarau, P.: TextRank: Bringing Order into Texts. In: Proceedings of the 2004 
Conference on Empirical Methods in Natural Language Processing, Barcelona, Spain, pp. 
404–411 (2004) 

14. Turney, P.D.: Learning Algorithms for Keyphrase Extraction. Inf. Retr. 2(4), 303–336 
(2000), doi:10.1023/a:1009976227802 

15. Lemnitzer, L., Monachesi, P.: Extraction and evaluation of keywords from Learning 
Objects - a multilingual approach. In: Proceedings of the Language Resources and 
Evaluation Conference (2008) 

16. Matsuo, Y., Ishizuka, M.: Keyword Extraction from a single Document using word Co-
Occurence Statistical Information. International Journal on Articial Intelligence 
Tools 13(1), 157–169 (2004) 

17. da Silva, J. F., Dias, G., Guilloré, S., Lopes, J.G. P.: Using LocalMaxs Algorithm for the 
Extraction of Contiguous and Non-contiguous Multiword Lexical Units. In: Barahona, P., 
Alferes, J.J. (eds.) EPIA 1999. LNCS (LNAI), vol. 1695, pp. 113–132. Springer, 
Heidelberg (1999) 

18. Gomes, L.: Multi-Word Extractor (2009), http://hlt.di.fct.unl.pt/luis/ 
multiwords/index.html 

19. Douglas McIlroy, M.: Suffix arrays (2007),  
http://www.cs.dartmouth.edu/~doug/sarray/ 

20. Yamamoto, M., Church, K.W.: Using Suffix Arrays to Compute Term Frequency and 
Document Frequency for All Substrings in a Corpus. Computational Linguistics 27(1),  
1–30 (2001) 

21. Everitt, B.S.: The Cambridge Dictionary of Statistics, 2nd edn. Cambridge University 
Press, New York (2002) 

22. Manning, C.D., Raghavan, P., Schütze, H.: An Introduction to Information Retrieval. 
Cambridge University Press, Cambridge (2008) 

23. Goldsmith, J.: Unsupervised learning of the morphology of a natural language. 
Computational Linguistiscs 27(2), 153–198 (2001) 

24. Creutz, M., Lagus, K.: Unsupervised models for morpheme segmentation and morphology 
learning. ACM Trans. Speech Lang. Process. 4(1), 1–34 (2007) 



Action-Driven Perception for a Humanoid

Jens Kleesiek1,3, Stephanie Badde2, Stefan Wermter3, and Andreas K. Engel1

1 Department of Neurophysiology and Pathophysiology,
University Medical Center Hamburg-Eppendorf, Hamburg, Germany

2 Department of Biological Psychology and Neuropsychology,
University of Hamburg, Hamburg, Germany

3 Department of Informatics, Knowledge Technology,
University of Hamburg, Hamburg, Germany

{j.kleesiek,ak.engel}@uke.uni-hamburg.de,
Stephanie.Badde@uni-hamburg.de,

wermter@informatik.uni-hamburg.de

Abstract. We present active object categorization experiments with a real hu-
manoid robot. For this purpose, the training algorithm of a recurrent neural net-
work with parametric bias has been extended with adaptive learning rates. This
modification leads to an increase in training speed. Using this new training al-
gorithm we conducted three experiments aiming at object categorization. While
holding different objects in its hand, the robot executes a motor sequence that
induces multi-modal sensory changes. During learning, these high-dimensional
perceptions are ‘engraved’ in the network. Simultaneously, low-dimensional PB
values emerge unsupervised. The geometrical relation of these PB vectors can
then be exploited to infer relations between the original high dimensional time
series characterizing different objects. Even sensations belonging to unknown ob-
jects can be discriminated from known (learned) ones and kept apart from each
other reliably. Additionally, we show that the network tolerates noisy sensory
signals very well.

Keywords: Active Perception, RNNPB, Humanoid Robot.

1 Introduction

Motor actions determine the sensory information that agents receive from their envi-
ronment. Combining sensory and motor processes dynamically facilitates many tasks,
one of those being object classification.

The intention of this experiment is to provide a neuroscientifically and philosophi-
cally inspired model for what do objects feel like? For this purpose, we stress the active
nature of perception within and across modalities. According to the sensorimotor con-
tingencies theory [1], actions are fundamental for perception and help to distinguish the
qualities of sensory experiences in different sensory channels (e.g. ‘seeing’ or ‘touch-
ing’). O’Regan and Noë actually suggest that “seeing is a way of acting” [1]. Exactly
this is mimicked in our computational study.

It has been shown that if the fruit fly drosophila cannot recognize a pattern it starts
to move [2]. It is also known that flies use motion to visually determine the depth of
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perceived obstacles [3]. Similarly, pigeons bob their heads up and down to recover depth
information [4]. Not only living beings, but robots too are embodied [5], and they have
the ability to act and to perceive. In the presented experiments the robot actually needs
to act to perceive the objects it holds in its hand. The action-driven sensations are guided
by the physical properties of its body, the world and the interplay of both.

A humanoid robot moves toy bricks up and down and rotates them back and forth,
while holding them in its hand. The induced multi-modal sensory impressions are
used to train a modified version of a recurrent neural network with parametric bias
(RNNPB), originally developed by Tani and Ito [6]. The robot is able to self-organize
the contextual information and in turn, to use this learned sensorimotor knowledge for
object classification. Due to the overwhelming generalization capabilities of the recur-
rent architecture, the robot is even able to correctly classify unknown objects. Further-
more, we show that the proposed model is very robust against noise.

2 Theory

Despite its intriguing properties, the recurrent neural network with parametric bias has
hardly been used by anybody other than the original authors. Mostly, the architecture is
utilized to model the mirror neuron system [7,8]. Here we apply the variant proposed by
Cuijpers et al. [8] using an Elman-type structure [9] at its core. Furthermore, we modify
the training algorithm to include adaptive learning rates for training of the weights, as
well as the PB values. This results in an architecture that is more stable and converges
faster.

2.1 Storage

The recurrent neural network with parametric bias (an overview of the architecture un-
folded in time can be seen in Fig. 1) can be used for the storage, retrieval and recognition
of sequences. For this purpose, the parametric bias (PB) vector is learned simultane-
ously and unsupervised during normal training of the network. The prediction error
with respect to the desired output is determined and backpropagated through time using
the BPTT algorithm [9]. However, the error is not only used to correct all the synaptic
weights present in the Elman-type network. Additionally, the error with respect to the
PB nodes δPB is accumulated over time and used for updating the PB values after an
entire forward-backward pass of a single time series, denoted as epoch e. In contrast
to the synaptic weights that are shared by all training patterns, a unique PB vector is
assigned to each individual training sequence. The update equations for the i-th unit of
the parametric bias pb for a time series of length T is given as:

ρi(e + 1) = ρi(e) + γi

T∑
t=1

δPB
i,t , (1)

pbi(e) = sigmoid(ρi(e)) , (2)

where γ is the update rate for the PB values, which in contrast to the original version
is not constant during training and not identical for every PB unit. Instead, it is scaled
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Parametric
Bias

Fig. 1. Network architecture. The Elman-type Recurrent Neural Network with Parametric Bias
(RNNPB) unfolded in time. Dashed arrows indicate a verbatim copy of the activations (weight
connections set equal to 1.0). All other adjacent layers are fully connected. t is the current time
step, T denotes the length of the time series.

proportionally to the absolute mean value of prediction errors being backpropagated to
the i-th node over time T :

γi ∝
1

T

∥∥∥∥∥
T∑

t=1

δPB
i,t

∥∥∥∥∥ . (3)

The other adjustable weights of the network are updated via an adaptive mechanism,
inspired by the resilient propagation algorithm proposed by Riedmiller and Braun [10].
However, there are decisive differences. First, the learning rate of each neuron is ad-
justed after every epoch. Second, not the sign of the partial derivative of the corre-
sponding weight is used for changing its value, but instead the partial derivative itself
is taken.

To determine if the partial derivative of weight wij changes its sign we can compute:

εij =
∂Eij

∂wij
(t− 1) · ∂Eij

∂wij
(t) (4)

If εij < 0, the last update was too big and the local minimum has been missed. There-
fore, the learning rate ηij has to be decreased by a factor ξ− < 1 . On the other hand, a
positive derivative indicates that the learning rate can be increased by a factor ξ+ > 1
to speed up convergence. This update of the learning rate can be formalized as:

ηij(t) =

⎧⎪⎨⎪⎩
max(ηij(t− 1) · ξ−, ηmin) if εij < 0,

min(ηij(t− 1) · ξ+, ηmax) if εij > 0,

ηij(t− 1) else.

(5)

The succeeding weight update Δwij then obeys the following rule:

Δwij(t) =

{
−Δwij(t− 1) if εij < 0,

ηij(t) · ∂Eij

∂wij
(t) else.

(6)
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In addition to reverting the previous weight change in the case of εij < 0 the partial
derivative is also set to zero (∂Eij

∂wij
(t) = 0). This prevents changing of the sign of the

derivative once again in the succeeding step and thus a potential double punishment.
We use a nonlinear activation function with parameters recommended by LeCun et

al. [11] for all neurons in the network, as well as for the PB units (Eq. 2):

sigmoid(x) = 1.7159 · tanh
(
2

3
· x
)

. (7)

2.2 Retrieval

The PB vector is usually low dimensional and resembles bifurcation parameters of a
nonlinear dynamical system, i.e. it characterizes fixed-point dynamics of the RNN.
During training the PB values are self-organized, thereby encoding each time series
and arranging it in PB space according to the properties of the training pattern. This
means that the values of similar sequences are clustered together, whereas more dis-
tinguishable ones are located further apart. Once learned, the PB values can be used
for the generation of the time series previously stored. For this purpose, the network
is operated in closed-loop mode. The PB values are ‘clamped’ to a previously learned
value and the forward pass of the network is executed from an initial input I(0). In
the next time steps, the output at time t serves as an input at time t + 1. This leads
to a reconstruction of the training sequence with a very high accuracy (limited by the
convergence threshold used during learning).

2.3 Recognition

A previously stored (time) sequence can also be recognized via its corresponding PB
value. Therefore, the observed sequence is fed into the network without updating any
connection weights. Only the PB values are accumulated according to Eq. 1 and 2
using a constant learning rate γ this time. Once a stable PB vector is reached, it can be
compared to the one obtained during training.

2.4 Generalized Recognition and Generation

The network has substantial generalization potential. Not only previously stored se-
quences can be reconstructed and recognized. But, (time) sequences apart from the
stored patterns can be generated. Since only the PB values but not the synaptic weights
are updated in recognition mode, a stable PB value can also be assigned to an unknown
sequence.

For instance, training the network with two sine waves of different frequencies allows
cyclic functions with intermediate frequencies to be generated simply by operating the
network in generation mode and varying the PB values within the interval of the PB
values obtained during training. Furthermore, the PB values obtained during recognition
of a previously unseen sine function with an intermediate frequency (w.r.t. the training
sequences) will lie within the range of the PB values acquired during learning. Hence,
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Fig. 2. Generalized recognition of trained and untrained sequences. The PB values of the
two trained 2-D time series using Eq. 8 with θ = 90 and θ = 180, respectively, are marked
using white circles. In contrast, the PB values obtained by feeding the network with untrained
sequences generated with varying θ values are drawn as black dots. These values are arranged in
a structured way, emphasizing the self-organization of the PB space.

the network is able to capture a reciprocal relationship between a time series and its
associated PB value.

These generalized recognition and generation capabilities of the modified RNNPB
are demonstrated in a more complex example. For this purpose, consider the 2-D sinu-
soidal sequences described by the following equation:(

x1

x2

)
= 0.5

(
cos θ −sin θ

sin θ cos θ

)(
sin π·t

6

cos π·t
12

)
(8)

Plotting x1 vs. x2 results in a figure-eight shape that is rotated according to the angular
value specified by θ. Two 2-D time series of length t = 25 were generated using θ = 90
and θ = 180, respectively. In contrast to the robot experiments presented below, the
network only has a single PB unit.

After training, the network is able to recognize those sequences based on their trained
PB values (PBθ:90 = −0.01107 and PBθ:180 = −0.65604), which differ only by a
small amount (εθ:90 = 0.0005 and εθ:180 = 0.002) from the ones obtained during
storage. The PB values of the two trained sequences are plotted in Fig. 2 using white
circular markers. Next to the trained sequences, the network is also fed with novel,
previously untrained, sequences. These are generated using Eq. 8 with varying θ values.
The network also generates stable PB values for those unknown sequences (black dots
in Fig. 2). It can be seen that the PB values are ordered according to the angular value of
the underlying time series. This reciprocal relationship can be used to infer the angular
value of a sequence generated with an unknown θ value. Thus, varying the PB value
results in a rotation of the figure-eight shape.
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2.5 Evaluation of the Adaptive Learning Rate

To evaluate the adaptive learning rate proposed in Sec. 2.1, artificial 1-D test data of
length T = 11 in the interval [−π;π[ is generated using the following equations:

x = sin(t) , (9)

x =
sin(3t) · sin(t)

2t2
− 0.5 . (10)

Eq. 9 is referred to as sin and Eq. 10 as sinc. Except for the following differences, the
RNNPB network parameters were identical to the parameters of the robot experiments
(see below). The architecture contained only one input and one output node, as well as
only one PB unit. The convergence criterion was set to 10−4.

2.6 Network Parameters for Robot Experiments

Based on systematic empirical trials, the following parameters have been determined
for our experiments. The network contained two input and two output nodes, 24 hid-
den and 24 context neurons as well as 2 PB units. The convergence criterion for back
propagation through time (BPTT) was set to 10−6 in the first, and 10−5 in the second
experiment. For recognition of a sequence, the update rate γ of the PB values was set to
0.1. The values for all other individual adaptive learning rates (Eq. 5) during training of
the synaptic weights were allowed to be in the range of ηmin = 10−12 and ηmax = 50;
depending on the gradient they were either increased by ξ+ = 1.01 or decreased by a
factor ξ− = 0.9.

3 Scenario

The humanoid robot Nao1 is programmed to conduct the experiments (Fig. 3 a). The
task for the robot is to identify which object (toy brick) it holds in its hand. In total
there are eight object categories that have to be distinguished by the robot: the toy bricks
have four different shapes (circular-, star-, rectangular- and triangular-shaped), of which
each exists in two different weight versions (light and heavy). Hence, for achieving a
successful classification multi-modal sensory impressions are required. Additionally,
active perception is necessary to induce sensory changes essential for discrimination of
–depending on the perspective– similar looking shapes (e.g. star- and circular-shaped
objects). For this purpose, the robot performs a predefined motor sequence and simul-
taneously acquires visual and proprioceptive sensor values.

3.1 Data Acquisition

The recorded time series comprises 14 sensor values for each modality. In each single
trial the robot turns its wrist with the object between its fingers by 45.8 ◦ back and forth

1 http://www.aldebaran-robotics.com

http://www.aldebaran-robotics.com
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Fig. 3. Scenario. a) Toy bricks in front of the humanoid robot Nao. The toy bricks exist in four
different shapes, have an identical color and are either light-weight (15 g) or heavy (50 g). This
results in a total of eight categories that have to be distinguished by the robot. b) Rotation move-
ment with the star-shaped object captured by the robot camera. In the upper row the raw camera
image is shown, whereas the bottom row depicts the preprocessed image that is used to compute
the visual features.

twice, followed by lifting the object up and down three times (thereby altering the pitch
of the shoulder joint by 11.5 ◦) and, finally, turning it again twice.

After an action has been completed, the raw image of the lower camera of the Nao
robot is captured, whereas the electric current of the shoulder pitch servo motor is
recorded constantly (sampling frequency 10Hz ) over the entire movement interval. For
each object category 10 single trial time series are recorded in the described way and
processed in real-time. This yields 80 bi-modal time series in total.

3.2 Data Processing

For the proprioceptive measurements only the mean values are computed for the time
intervals in between movements. The visual processing, on the other hand, involves
several steps (Fig. 3 b), which are accomplished using OpenCV [12]. First, the raw color
image is converted to a binary image using a color threshold. Next, the convex hull is
computed and, based on that, the contour belonging to the toy brick is extracted [13].
For the identified contour the first Hu moment is calculated [14]. Finally, the visual
measurements are scaled to be within the interval [−0.5, 0.5].

3.3 Training and Test Data

For testing, the data of single trials are used, i.e. 10 2-D time series per object category
(one dimension for each modality). However, for training, a prototype is determined for
each object category and modality (Fig. 4). To obtain this subclass representative, the
mean value of pooled single trials, with regard to identical object properties, is com-
puted. This means that, for instance, all circular-shaped objects are combined (n = 20)



90 J. Kleesiek et al.

Fig. 4. Training data. The mean values of the two weight conditions (light and heavy, top) and
the four visual conditions (matching symbols, bottom) are shown. These mean time series are
used as prototypes for training the RNNPB. Vertical gray shaded areas represents the up and
down movement, whereas back and forth movements are unshaded. The area surrounding the
signals delineates two standard deviations from the mean.

and used to compute the visual prototype for circular-shaped objects. To find the pro-
prioceptive prototype for e.g. all heavy objects, all individual measurements with this
property (n = 40) are aggregated and used to calculate the mean value at each time
step. The subclass prototypes are then combined to form a 2-D multi-modal time series
that serves as an input for the recurrent neural network during training.
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4 Results

4.1 Evaluation of the Adaptive Learning Rate

To evaluate the improvements caused by introduction of the adaptive learning rate as
described in Sec. 2.1, an RNNPB was trained 1000 times with two 1-D sequences (Eq.
9 and 10). The results are statistically evaluated using a t-test. To compensate for the
sample size bias, the optimal sample size was determined based on the mean value and
the standard deviation of the data. This optimal sample size was used to draw 10,000
random subsets of the data, which were subsequently evaluated to obtain an average
p-value for the t-test. The results are summarized in Tab. 1. The modifications lead, on
average, to a 22-fold speedup of the training times (t(5) = −17.13, p = 0.000) for this
particular example. Also the number of recognition steps has improved significantly
(t(20) = −3.55, p = 0.002). However, no significant changes of the retrieval accuracy
measured with the mean squared error (MSE) can be found.

Table 1. Statistical evaluation of the adaptive learning rate. Mean values and standard deviations
are shown, significant changes (t-test, p < 0.005) are marked bold.

Modified Classical
FactorRNNPB RNNPB

Total steps 5,520 (±1,713) 122,709 (±20,027) 22.2

Total time 34 s (±10) 751 s (±124) 22

MSE sin 4.3 × 10−4 (±1.2 × 10−3) 5.5 × 10−4 (±3 × 10−4) –

MSE sinc 4.7 × 10−4 (±8.7 × 10−4) 1.9 × 10−4 (±1.9 × 10−4) –

Recognition
192 (±85) 284 (±101) 1.48steps

Plotting the average MSE against the number of steps needed until the convergence
criterion is reached, further highlights the drastic improvement in speed (Fig. 5). The
error, shown separately for both sequences, decreases for both algorithms in a simi-
lar manner. However, the adaptive version looks ‘compressed’ in comparison to the
classical algorithm. In addition, the fluctuations are reduced, indicating a more stable
behavior of the modified RNNPB.

4.2 Classification Using All Object Categories for Training

In the first experiment the modified recurrent neural network with parametric bias was
trained with the bi-modal prototype time series of all eight object categories (Sec. 3.3).
During training, the PB values for the respective categories emerged in an unsupervised
way. This means, the two-dimensional PB space self-organizes based on the inherent
properties of the sensory data that was presented to the network. Hence, objects with
similar dynamic sensory properties are clustered together. This can be seen in Fig. 6. For
instance, the learned PB vectors representing star- and circular-shaped objects, either
light-weight (white symbol) or heavy (black symbol), are located in close proximity,
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Fig. 5. Error plot comparing classical (left) to modified (right) RNNPB. The mean squared
error (MSE) of the sin sequence is shown in black, whereas the average MSE of the sinc
sequence is drawn in gray.

Fig. 6. Classification using all object categories for training. PB values are depicted using
white (light-weight) and black (heavy) symbols matching the corresponding shape. Large sym-
bols represent the class prototypes used for training. Smaller symbols depict PB values obtained
during testing with bi-modal single trial data. If the objects have not been correctly classified,
they are shown gray.

whereas the PB values coding for the triangular-shaped objects are positioned more
distantly. This is due to the deviating visual sensory impression they generate (Fig. 4).
The experiment has been repeated several times with different random initializations of
the network weights. However, the obtained PB values of the different classes always
demonstrate a comparable geometric relation with respect to each other.

To demonstrate the retrieval properties (Sec. 2.2) of the fully trained architecture,
the PB values acquired during training were ‘clamped’ to the network. Operating the
network in closed-loop mode showed that the input sequences used for training can be
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Fig. 7. Retrieval and generation capabilities. Solid dots represent the proprioceptive and visual
sampling points of the heavy star-shaped prototype time series (Fig. 4). Dashed (visual) lines and
solid (proprioceptive) lines are the time series generated by the network operated in closed-loop
with ‘clamped’ PB values as the only input. The PB values have been acquired unsupervised ei-
ther during full training (left) or partial training (right). During partial training (right) the network
has only been trained with the prototype sequences for the light-weight circle and the heavy tri-
angle. Still, the network is able to generate a fairly accurate sensory prediction for the (untrained)
heavy star-shaped object.

Fig. 8. Steps until stable PB values are reached. Bi-modal sensory sequences for all light-
weight and heavy objects (represented by matching symbols in light and dark gray, respectively)
are consecutively fed into the network. The time courses of PB value 1 (solid line) and PB value
2 (dashed line) during the recognition process are plotted.

retrieved with a very high accuracy. As an example this is shown in Fig. 7 (left) for the
heavy star-shaped object.

The steps needed until stable PB values are reached, which in turn can be used for
recognition, are illustrated in Fig. 8. The bi-modal sensory sequences for all light-weight
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and heavy objects were fed consecutively into the network. On average it took less than
100 steps (about 200ms on a contemporary desktop computer) until the PB values con-
verged. The convergence criterion was set to 20 consecutive iterations where the cumu-
lative change of both PB values was < 10−5. To assure that the PB values reached a
stable state, this number has been successfully increased to 100,000 consecutive steps
in preliminary experiments (not shown). Note, that the network and PB values was not
reinitialized when the next sensory sequence was presented to the network. Thus, the
robot can continuously interact with the toy bricks and is able to immediately recognize
an object based on its sensorimotor sequence.

For testing, the network was operated in generalized recognition mode (Sec. 2.4).
Single trial bi-modal sensory sequences were presented to the network that in turn pro-
vided an ‘identifying’ PB value. The class membership, i.e. which object the robot holds
in its hand and how heavy this object is, was then determined based on the minimal Eu-
clidean distance to the PB values of the class prototypes (large symbols). In Fig. 6 the
PB values of all 80 single trial test patterns are depicted.

Only 4 out of 80 objects are misclassified (shown in gray), yielding an error rate
of 5 %. Interestingly, only star- and circular-shaped objects are confused by the net-
work, which indeed generate very similar sensory impressions (cf. Fig. 4). To assess
the meaning of the error rate and estimate how challenging the posed problem is, we
evaluated the data with two other commonly used techniques in machine learning. First,
we trained a multi-layer perceptron (28 input, 14 hidden and one output unit) with the
prototype sequences. Testing with the single trial data resulted in an error rate of 46.8 %,
reflecting weaker generalization capabilities of the non-recurrent architecture. Next, we
trained and evaluated our data with a support vector classifier (SVC) using default pa-
rameters [15]. In contrast, this method is able to classify the data perfectly.

4.3 Classification Using Only the Light Circular-Shaped and the Heavy
Triangular-Shaped Object for Training

In the second experiment, only the bi-modal prototypes for the light circular- and heavy
triangular-shaped objects were used to train the RNNPB. Although, the absolute PB
values obtained during training differ from the ones being determined in the previous
experiment, their relative Euclidean distance in PB space is nearly the same (1.39 vs.
1.35), stressing the data-driven self-organization of the parametric bias space.

For testing, initially only the bi-modal sensory time series matching the two training
conditions were fed into the network, thereby determining their PB values. Using the
Euclidean distance subsequently to obtain the class membership resulted in a flawless
identification of the two categories.

Further evaluation of the single trial test data was performed in two stages. In a primary
step the remaining test data was presented to the network and the respective PB values
were computed (generalized recognition, Sec. 2.4). Despite not having been trained with
prototypes for the remaining six object categories, the network is able to cluster PB values
stemming from similar sensory situations, i.e. identical object categories. In a succeeding
step we computed the centroid for each class (mean PB value) and classified again based
on the Euclidean distance. This time only two single trial time series were misclassified
by the network (error rate 2.5 %). The results are shown in Fig. 9.
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Fig. 9. Classification using only the light circular-shaped and the heavy triangular-shaped
object for training. PB values of the class prototypes and the a posteriori computed cluster
centers of the untrained object categories are depicted using larger symbols that match the objects
shape. Smaller symbols are used for PB values of sensory data of single trials. If the objects have
not been classified correctly they are shown in gray, otherwise white is used for light-weight and
black for heavy-weight objects.

The generalization potential (Sec. 2.4) of the architecture is presented in Fig. 7
(right) for the heavy star-shaped object. For this purpose, the mean PB values (centroid
of the respective class) were clamped to the network, which was operated in closed-
loop mode. The network had only been trained with the light circular- and the heavy
triangular-shaped object. Still, it was possible to generate sensory predictions for unseen
objects, e.g. the heavy star-shaped toy brick, that match the real sensory impressions
fairly well.

4.4 Noise Tolerance

Based on the network weights that had been obtained in experiment 2 (training the
RNNPB only with the bi-modal prototypes for the light circular- and heavy triangular-
shaped objects), we evaluated the noise tolerance of the recurrent neural architecture.
For this purpose, uniformly distributed noise of increasing levels was added to the visual
prototype time series (Fig. 10).

Even high levels of noise allow for a reliable linear discrimination of the two classes.
Furthermore, the PB values of increasing noise levels show commonalities and are clus-
tered together, again providing evidence for a data-driven self-organization of the PB
space. Thus, determining the Euclidean distance of the PB values obtained from the
noisy signals to the class representatives enables not only the class membership to be
determined, it also allows the noise level to be estimated with respect to the prototypical
sensory impression. It also can be show that the network tolerates noise added to the
time series of both modalities very well [16].
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Fig. 10. Noise tolerance. On the right uniformly distributed noise of increasing levels (grayscale
coded) is added to the visual prototype time series for the light-weight circle and the heavy
triangle. The PB values are determined and marked with a matching symbol. The white circle
and large black triangle show the PB values obtained during training without noise. On the left
the impact of the noise level is shown exemplarily for the visual prototype time series of the
circular shape.

5 Discussion

By introducing modifications to the learning algorithm of the RNNPB we were able
to achieve a significant 22-fold increase in speed (Tab. 1) for the storage of two 1-D
signals. It was also confirmed that the storage and retrieval of those time series was
stable and that learning converged in a well-behaved manner (Fig. 5). Admittedly, the
storage of other sequences with e.g. a different dimensionality, length or dynamic, may
well result in a different performance outcome.

After confirming flawless operation of the training algorithm we conducted three ex-
periments aiming at object categorization. While holding different objects (Sec. 3) in its
hand, the robot executes a motor sequence that induces multi-modal sensory changes.
During learning these high-dimensional perceptions are ‘engraved’ in the network. Si-
multaneously, low-dimensional PB values emerge unsupervised, coding for a sensori-
motor sequence characterizing the interplay of the robot with an object. We show that
2-D time series of length T = 14 can be reliably represented by a 2-D PB vector and
that this vector allows learned sensory sequences to be recalled with a high accuracy
(Fig. 7 left). Furthermore, the geometrical relation of PB vectors of different objects
can be used to infer relations between the original high dimensional time series, e. g.
the sensation of a star-shaped object ‘feels’ more like a circular-shaped object than a
triangular-shaped one. Due to the experimental noise of single trials, identical objects
cause varying sensory impressions. Still, the RNNPB can be used to recognize those
(Fig. 6). Additionally, sensations belonging to unknown objects can be discriminated
from known (learned) ones. Moreover, sensations arising from different unknown ob-
jects can be kept apart from each other reliably (Fig. 9).
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Comparing the classification results of the fully trained RNNPB with the SVC re-
veals a superior performance of the support vector classifier. Nevertheless, it has to be
kept in mind that the maximum margin classifier cannot be used to generate or retrieve
time series. Interestingly, the error rate is lower if the recurrent network is only trained
with two object categories (Sec. 4.3). A potential explanation, besides random fluctu-
ations, could be that during training a common set of weights has to be found for all
object categories. This process presumably interferes, due to the challenging input data,
with the self-organization of the PB space.

A drawback of the presented model is that it currently operates on a fixed motor
sequence. It would be desirable if the robot performed motor babbling [17] leading
not only to a self-organization of the sensory space, but to a self-organization of the
sensorimotor space. A simple solution to this problem would be to train the network
additionally with the motor sequence most appropriate for an object, i.e. reflecting its
affordance [18]. This would lead to an even better classification result because the motor
sequences themselves would help to distinguish the objects from each other and, thus,
the emerging PB values would be arranged further apart in PB space (conversely, this
means currently it does not make sense to train the network with the identical motor
sequences in addition). However, that does not address the fact that the robot should
identify the object affordances, the movements characterizing an object, by itself.

In related research, Ogata et al. also extract multi-modal dynamic features of ob-
jects, while a humanoid robot interacts with them [19]. However, there are distinct dif-
ferences. Despite using fewer objects in total, the problem posed in our experiments
is considerably harder. Our toy bricks have approximately the same circumference and
identical color. Furthermore, they exist in two weight classes with an identical in-class
weight that can only be discriminated via multi-modal sensory information. We provide
classification results, compare the results to other methods (MLP and SVC) and eval-
uate the noise tolerance of the architecture. In addition, only prototype time series are
used for training (in contrast to using all single-trial time series), resulting in a reduced
training time. Further, it is demonstrated that, if the network has already acquired senso-
rimotor knowledge of certain objects, it is able to generalize and provide fairly accurate
sensory predictions for unseen ones (Fig. 7 right).

There are several potential applications of the presented model. As shown in Fig. 10,
the network tolerates noise very well. This fact can be exploited for sensor de-noising.
Despite receiving a noisy sensory signal, the robot still will be able to determine the PB
values of the class representative based on the Euclidean distance. In turn, these values
can be used to operate the RNNPB in retrieval mode (Sec. 2.2), generating the noise-free
sensory signal previously stored, which then can be processed further. In fact, Körding
and Wolpert suggested that the central nervous system combines, in nearly optimal
fashion, visual, proprioceptive and other sensory information to overcome sensory and
motor noise [20]. Next to their Bayesian framework an RNNPB might also be a possible
way to model this ‘de-noising’ happening in the brain.

In conclusion, we present a promising framework for object classification based on
action-driven perception implemented on a humanoid robot. The underlying design
principles are rooted in neuroscientific and philosophical hypotheses.
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Abstract. The exploration/exploitation (E/E) dilemma arises naturally in many
subfields of Science. Multi-armed bandit problems formalize this dilemma in its
canonical form. Most current research in this field focuses on generic solutions
that can be applied to a wide range of problems. However, in practice, it is often
the case that a form of prior information is available about the specific class of
target problems. Prior knowledge is rarely used in current solutions due to the
lack of a systematic approach to incorporate it into the E/E strategy.

To address a specific class of E/E problems, we propose to proceed in three
steps: (i) model prior knowledge in the form of a probability distribution over the
target class of E/E problems; (ii) choose a large hypothesis space of candidate
E/E strategies; and (iii), solve an optimization problem to find a candidate E/E
strategy of maximal average performance over a sample of problems drawn from
the prior distribution.

We illustrate this meta-learning approach with two different hypothesis spaces:
one where E/E strategies are numerically parameterized and another where E/E
strategies are represented as small symbolic formulas. We propose appropriate
optimization algorithms for both cases. Our experiments, with two-armed
“Bernoulli” bandit problems and various playing budgets, show that the meta-
learnt E/E strategies outperform generic strategies of the literature (UCB1,
UCB1-TUNED, UCB-V, KL-UCB and εn-GREEDY); they also evaluate the ro-
bustness of the learnt E/E strategies, by tests carried out on arms whose rewards
follow a truncated Gaussian distribution.

Keywords: Exploration-exploitation dilemma, Prior knowledge, Multi-armed
bandit problems, Reinforcement learning.

1 Introduction

Exploration versus exploitation (E/E) dilemmas arise in many sub-fields of Science,
and in related fields such as artificial intelligence, finance, medicine and engineering.
In its most simple version, the multi-armed bandit problem formalizes this dilemma as
follows [1]: a gambler has T coins, and at each step he may choose among one of K
slots (or arms) to allocate one of these coins, and then earns some money (his reward)
depending on the response of the machine he selected. Each arm response is character-
ized by an unknown probability distribution that is constant over time. The goal of the
gambler is to collect the largest cumulated reward once he has exhausted his coins (i.e.
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after T plays). A rational (and risk-neutral) gambler knowing the reward distributions
of the K arms would play at every stage an arm with maximal expected reward, so as
to maximize his expected cumulative reward (irrespectively of the number K of arms,
his number T of coins, and the variances of the reward distributions). When reward
distributions are unknown, it is less trivial to decide how to play optimally since two
contradictory goals compete: exploration consists in trying an arm to acquire knowl-
edge on its expected reward, while exploitation consists in using the current knowledge
to decide which arm to play. How to balance the effort towards these two goals is the
essence of the E/E dilemma, which is specially difficult when imposing a finite number
of playing opportunities T .

Most theoretical works about multi-armed bandit problem have focused on the de-
sign of generic E/E strategies which are provably optimal in asymptotic conditions
(large T ), while assuming only very unrestrictive conditions on the reward distributions
(e.g., bounded support). Among these, some strategies work by computing at every play
a quantity called “upper confidence index” for each arm that depends on the rewards
collected so far by this arm, and by selecting for the next play (or round of plays) the
arm with the highest index. Such E/E strategies are called index-based policies and have
been initially introduced by [2] where the indices were difficult to compute. More easy
to compute indices where proposed later on [3–5].

Index-based policies typically involve hyper-parameters whose values impact their
relative performances. Usually, when reporting simulation results, authors manually
tuned these values on problems that share similarities with their test problems (e.g.,
the same type of distributions for generating the rewards) by running trial-and-error
simulations [4, 6]. By doing so, they actually used prior information on the problems to
select the hyper-parameters.

Starting from these observations, we elaborated an approach for learning in a repro-
ducible way good policies for playing multi-armed bandit problems over finite horizons.
This approach explicitly models and then exploits the prior information on the target set
of multi-armed bandit problems. We assume that this prior knowledge is represented as
a distribution over multi-armed bandit problems, from which we can draw any number
of training problems. Given this distribution, meta-learning consists in searching in a
chosen set of candidate E/E strategies one that yields optimal expected performances.
This approach allows to automatically tune hyper-parameters of existing index-based
policies. But, more importantly, it opens the door for searching within much broader
classes of E/E strategies one that is optimal for a given set of problems compliant with
the prior information. We propose two such hypothesis spaces composed of index-based
policies: in the first one, the index function is a linear function of features and whose
meta-learnt parameters are real numbers, while in the second one it is a function gener-
ated by a grammar of symbolic formulas.

We empirically show, in the case of Bernoulli arms, that when the number K of
arms and the playing horizon T are fully specified a priori, learning enables to obtain
policies that significantly outperform a wide range of previously proposed generic poli-
cies (UCB1, UCB1-TUNED, UCB2, UCB-V, KL-UCB and εn-GREEDY), even after
careful tuning. We also evaluate the robustness of the learned policies with respect to
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erroneous prior assumptions, by testing the E/E strategies learnt for Bernoulli arms on
bandits with rewards following a truncated Gaussian distribution.

The ideas presented in this paper take their roots in two previously published pa-
pers. The idea of learning multi-armed bandit policies using global optimization and
numerically parameterized index-based policies was first proposed in [7]. Searching
good multi-armed bandit policies in a formula space was first proposed in [8]. Com-
pared to this previous work, we adopt here a unifying perspective, which is the learning
of E/E strategies from prior knowledge. We also introduce an improved optimization
procedure for formula search, based on equivalence classes identification and on a pure
exploration multi-armed problem formalization.

This paper is structured as follows. We first formally define the multi-armed bandit
problem and introduce index-based policies in Section 2. Section 3 formally states of E/E
strategy learning problem. Section 4 and Section 5 present the numerical and symbolic
instantiation of our learning approach, respectively. Section 6 reports on experimental
results. Finally, we conclude and present future research directions in Section 7.

2 Multi-armed Bandit Problem and Policies

We now formally describe the (discrete) multi-armed bandit problem and the class of
index-based policies.

2.1 The Multi-armed Bandit Problem

We denote by i ∈ {1, 2, . . . ,K} the (K ≥ 2) arms of the bandit problem, by νi the
reward distribution of arm i, and by μi its expected value; bt is the arm played at round
t, and rt ∼ νbt is the obtained reward. Ht = [b1, r1, b2, r2, . . . , bt, rt] is a vector that
gathers the history over the first t plays, and we denote by H the set of all possible
histories of any length t. An E/E strategy (or policy) π : H → {1, 2, . . . ,K} is an
algorithm that processes at play t the vector Ht−1 to select the arm bt ∈ {1, 2, . . . ,K}:
bt = π(Ht−1).

The regret of the policy π after T plays is defined by: Rπ
T = Tμ∗ −

∑T
t=1 rt, where

μ∗ = maxk μk refers to the expected reward of the optimal arm. The expected value
of the regret represents the expected loss due to the fact that the policy does not always
play the best machine. It can be written as:

E{Rπ
T } =

K∑
k=1

E{Tk(T )}(μ∗ − μk) , (1)

where Tk(T ) denotes the number of times the policy has drawn arm k on the first T
rounds.

The multi-armed bandit problem aims at finding a policy π∗ that for a given K
minimizes the expected regret (or, in other words, maximizes the expected reward),
ideally for any T and any {νi}Ki=1.
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Algorithm 1. Generic index-based discrete bandit policy

1: Given scoring function index : H× {1, 2, . . . , K} → �,
2: for t = 1 to K do
3: Play bandit bt = t � Initialization: play each bandit once
4: Observe reward rt
5: end for
6: for t = K to T do
7: Play bandit bt = argmaxk∈{1,2,...,K} index(H

k
t−1, t)

8: Observe reward rt
9: end for

2.2 Index-Based Bandit Policies

Index-based bandit policies are based on a ranking index that computes for each arm
k a numerical value based on the sub-history of responses Hk

t−1 of that arm gathered
at time t. These policies are sketched in Algorithm 1 and work as follows. During
the first K plays, they play sequentially the machines 1, 2, . . . ,K to perform initial-
ization. In all subsequent plays, these policies compute for every machine k the score
index(Hk

t−1, t) ∈ � that depends on the observed sub-history Hk
t−1 of arm k and pos-

sibly on t. At each step t, the arm with the largest score is selected (ties are broken at
random).

Here are some examples of popular index functions:

indexUCB1(Hk
t−1, t) = rk +

√
C ln t

tk
(2)

indexUCB1-TUNED (Hk
t−1, t) = rk +

√
ln t

tk
min

(
1/4, σk +

√
2 ln t

tk

)
(3)

indexUCB1-NORMAL (Hk
t−1, t) = rk +

√
16

tkσ
2
k

tk − 1

ln(t− 1)

tk
(4)

indexUCB-V(Hk
t−1, t) = rk +

√
2σ2

kζ ln t

tk
+ c

3ζ ln t

tk
(5)

where rk and σk are the mean and standard deviation of the rewards so far obtained
from arm k and tk is the number of times it has been played.

Policies UCB1, UCB1-TUNED and UCB1-NORMAL1 have been proposed by [4].
UCB1 has one parameter C > 0 whose typical value is 2. Policy UCB-V has been
proposed by [5] and has two parameters ζ > 0 and c > 0. We refer the reader to [4, 5]
for detailed explanations of these parameters. Note that these index function are the
sum of an exploitation term to give preference on arms with high reward mean (rk)
and an exploration term that aims at playing arms to gather more information on their
underlying reward distribution (which is typically an upper confidence term).

1 Note that this index-based policy does not strictly fit inside Algorithm 1 as it uses an additional
condition to play bandits that were not played since a long time.
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3 Learning Exploration/Exploitation Strategies

Instead of relying on a fixed E/E strategy to solve a given class of problems, we pro-
pose a systematic approach to exploit prior knowledge by learning E/E strategies in a
problem-driven way. We now state our learning approach in abstract terms.

Prior knowledge is represented as a distribution DP over bandit problems P =
(ν1, . . . , νK). From this distribution, we can sample as many training problems as de-
sired. In order to learn E/E strategies exploiting this knowledge, we rely on a parametric
family of candidate strategies ΠΘ ⊂ {1, 2, . . . ,K}H whose members are policies πθ

that are fully defined given parameters θ ∈ Θ. Given ΠΘ, the learning problem aims at
solving:

θ∗ = argmin
θ∈Θ

EP∼DP {E{Rπ
P,T }} , (6)

where E{Rπ
P,T } is the expected cumulative regret of π on problemP and where T is the

(a-priori given) time playing horizon. Solving this minimization problem is non trivial
since it involves an expectation over an infinite number of problems. Furthermore, given
a problem P , computing E{Rπ

P,T} relies on the expected values of Tk(T ), which we
cannot compute exactly in the general case. Therefore, we propose to approximate the
expected cumulative regret by the empirical mean regret over a finite set of training
problems P (1), . . . , P (N) from DP :

θ∗ = argmin
θ∈Θ

Δ(πθ) where Δ(π) =
1

N

N∑
i=1

Rπ
P (i),T , (7)

and where Rπθ

P (i),T
values are estimated performing a single trajectory of πθ on problem

P . Note that the number of training problemsN will typically be large in order to make
the variance Δ(·) reasonably small.

In order to instantiate this approach, two components have to be provided: the hy-
pothesis space ΠΘ and the optimization algorithm to solve Eq. 7. The next two sections
describe different instantiations of these components.

4 Numeric Parameterization

We now instantiate our meta-learning approach by considering E/E strategies that have
numerical parameters.

4.1 Policy Search Space

To define the parametric family of candidate policies ΠΘ , we use index functions ex-
pressed as linear combinations of history features. These index functions rely on an
history feature function φ : H×{1, 2, . . . ,K} → �

d, that describes the history w.r.t. a
given arm as a vector of scalar features. Given the function φ(·, ·), index functions are
defined by

indexθ(Ht, k) = 〈θ, φ(Ht, k)〉 ,
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where θ ∈ �d are parameters and 〈·, ·〉 is the classical dot product operator. The set
of candidate policies ΠΘ is composed of all index-based policies obtained with such
index functions given parameters θ ∈ �d.

History features may describe any aspect of the history, including empirical reward
moments, current time step, arm play counts or combinations of these variables. The set
of such features should not be too large to avoid parameter estimation difficulties, but it
should be large enough to provide the support for a rich set of E/E strategies. We here
propose one possibility for defining the history feature function, that can be applied to
any multi-armed problem and that is shown to perform well in Section 6.

To compute φ(Ht, k), we first compute the following four variables: v1 =
√
ln t,

v2 = 1/
√
tk, v3 = rk and v4 = σk, i.e. the square root of the logarithm of the current

time step, the inverse square root of the number of times arm k has been played, the
empirical mean and standard deviation of the rewards obtained so far by arm k.

Then, these variables are multiplied in different ways to produce features. The num-
ber of these combinations is controlled by a parameter P whose default value is 1.
Given P , there is one feature fi,j,k,l per possible combinations of values of i, j, k, l ∈
{0, . . . , P}, which is defined as follows: fi,j,k,l = vi1v

j
2v

k
3v

l
4.

In other terms, there is one feature per possible polynomial up to degree P using
variables v1, . . . , v4. In the following, we denote POWER-1 (resp., POWER-2) the policy
learned using function φ(Ht, k) with parameter P = 1 (resp., P = 2). The index
function that underlies these policies can be written as following:

indexpower−P (Ht, k) =

P∑
i=0

P∑
j=0

P∑
k=0

P∑
l=0

θi,j,k,lv
i
1v

j
2v

k
3v

l
4 (8)

where θi,j,k,l are the learned parameters. The POWER-1 policy has 16 such parameters
and the POWER-2 has 81 parameters.

4.2 Optimisation Algorithm

We now discuss the optimization of Equation 7 in the case of our numerical parame-
terization. Note that the objective function we want to optimize, in addition to being
stochastic, has a complex relation with the parameters θ. A slight change in the pa-
rameter vector θ may lead to significantly different bandit episodes and expected regret
values. Local optimization approaches may thus not be appropriate here. Instead, we
suggest the use of derivative-free global optimization algorithms.

In this work, we use a powerful, yet simple, class of global optimization algo-
rithms known as cross-entropy and also known as Estimation of Distribution Algorithms
(EDA) [9]. EDAs rely on a probabilistic model to describe promising regions of the
search space and to sample good candidate solutions. This is performed by repeating
iterations that first sample a population of np candidates using the current probabilistic
model and then fit a new probabilistic model given the b < np best candidates.

Any kind of probabilistic model may be used inside an EDA. The simplest form of
EDAs uses one marginal distribution per variable to optimize and is known as the uni-
variate marginal distribution algorithm [10]. We have adopted this approach by using
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Algorithm 2. EDA-based learning of a discrete bandit policy
Given the number of iterations imax,
Given the population size np,
Given the number of best elements b,
Given a sample of training bandit problems P (1), . . . , P (N),
Given an history-features function φ(·, ·) ∈ �d,

1: Set μp = 0, σ2
p = 1 ,∀p ∈ [1, d] � Initialize with normal Gaussians

2: for i ∈ [1, imax] do

3: for j ∈ [1, np] do � Sample and evaluate new population
4: for p ∈ [1, d] do
5: θp ← sample from N (μp, σ

2
p)

6: end for
7: Estimate Δ(πθ) and store result (θ,Δ(πθ))
8: end for

9: Select {θ(1), . . . , θ(b)} the b best candidate θ vectors w.r.t. their Δ(·) score

10: μp ← 1
b

∑b
j=1 θ

(j)
p ,∀p ∈ [1, d] � Learn new Gaussians

11: σ2
p ← 1

b

∑b
j=1(θ

(j)
p − μp)

2 ,∀p ∈ [1, d]
12: end for
13: return The policy πθ that led to the lowest observed value of Δ(πθ)

one Gaussian distribution N (μp, σ
2
p) for each parameter θp. Although this approach is

simple, it proved to be quite effective experimentally to solve Equation 7. The full de-
tails of our EDA-based policy learning procedure are given by Algorithm 2. The initial
distributions are standard Gaussian distributions N (0, 1). The policy that is returned
corresponds to the θ parameters that led to the lowest observed value of Δ(πθ).

5 Symbolic Parametrization

The index functions from the literature depend on the current time step t and on three
statistics extracted from the sub-history Hk

t−1 : rk, σk and tk. We now propose a second
parameterization of our learning approach, in which we consider all index functions that
can be constructed using small formulas built upon these four variables.

5.1 Policy Search Space

We consider index functions that are given in the form of small, closed-form formulas.
Closed-form formulas have several advantages: they can be easily computed, they can
formally be analyzed and they are easily interpretable.

Let us first explicit the set of formulas F that we consider in this paper. A formula
F ∈ F is:

– either a binary expression F = B(F ′, F ′′), where B belongs to a set of binary
operators B and F ′ and F ′′ are also formulas from F,

– or a unary expression F = U(F ′) where U belongs to a set of unary operators U
and F ′ ∈ F,
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F ::= B(F, F ) | U(F ) | V | C
B ::= + | − | × | ÷ | min | max

U ::= sqrt | ln | abs | opposite | inverse
V ::= rk | σk | tk | t
C ::= 1, 2, 3, 5, 7

Fig. 1. The grammar used for generating candidate index functions and two example formula
parse trees corresponding to rk + 2/tk and rk +

√
2ln(t)/tk

– or an atomic variable F = V , where V belongs to a set of variables V,
– or a constant F = C, where C belongs to a set of constants C.

In the following, we consider a set of operators and constants that provides a good
compromise between high expressiveness and low cardinality of F. The set of binary
operators considered in this paper B includes the four elementary mathematic opera-
tions and the min and max operators: B = {+,−,×,÷,min,max}. The set of unary
operators U contains the square root, the logarithm, the absolute value, the opposite and
the inverse: U =

{√
., ln(.), |.|,−., 1

.

}
. The set of variables V is: V = {rk, σk, tk, t}.

The set of constants C has been chosen to maximize the number of different numbers
representable by small formulas. It is defined as C = {1, 2, 3, 5, 7}.

Figure 1 summarizes our grammar of formulas and gives two examples of index
functions. The length of a formula length(f) is the number of symbols occurring in the
formula. For example, the length of rk+2/tk is 5 and the length of rk+

√
2× ln(t)/tk

is 9. Let L be a given maximal length. Θ is the subset of formulas whose length is no
more than L: Θ = {f |length(f) ≤ L} and ΠΘ is the set of index-based policies whose
index functions are defined by formulas f ∈ Θ.

5.2 Optimisation Algorithm

We now discuss the optimization of Equation 7 in the case of our symbolic parame-
terization. First, notice that several different formulas can lead to the same policy. For
example, any increasing function of rk defines the greedy policy, which always selects
the arm that is believed to be the best. Examples of such functions in our formula search
space include rk, rk × 2, rk × rk or

√
rk.

Since it is useless to evaluate equivalent policies multiple times, we propose the
following two-step approach. First, the set Θ is partitioned into equivalence classes, two
formulas being equivalent if and only if they lead to the same policy. Then, Equation
7 is solved over the set of equivalence classes (which is typically one or two orders of
magnitude smaller than the initial set Θ).

Partitioning Θ. This task is far from trivial: given a formula, equivalent formulas can
be obtained through commutativity, associativity, operator-specific rules and through
any increasing transformation. Performing this step exactly involves advanced static
analysis of the formulas, which we believe to be a very difficult solution to implement.
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Instead, we propose a simple approximated solution, which consists in discriminating
formulas by comparing how they rank (in terms of values returned by the formula) a set
of d random samples of the variables rk, σk, tk, t. More formally, the procedure is the
following:

1. we first build Θ, the space of all formulas f such that length(f) ≤ L;
2. for i = 1 . . . d, we uniformly draw (within their respective domains) some random

realizations of the variables rk, σk, tk, t that we concatenate into a vector Θi;
3. we cluster all formulas from Θ according to the following rule: two formulas F and

F ′ belong to the same cluster if and only if they rank all the Θi points in the same
order, i.e.: ∀i, j ∈ {1, . . . , d}, i �= j, F (Θi) ≥ F (Θj) ⇐⇒ F ′(Θi) ≥ F ′(Θj).
Formulas leading to invalid index functions (caused for instance by division by zero
or logarithm of negative values) are discarded;

4. among each cluster, we select one formula of minimal length;
5. we gather all the selected minimal length formulas into an approximated reduced

set of formulas Θ̃.

In the following, we denote by M the cardinality of the approximate set of formulas
Θ̃ = {f1, . . . , fM}.
Optimization Algorithm. A naive approach for finding the best formula f∗ ∈ Θ̃ would
be to evaluate Δ(f) for each formula f ∈ Θ̃ and simply return the best one. While ex-
tremely simple to implement, such an approach could reveal itself to be time-inefficient
in case of spaces Θ̃ of large cardinality.

Preliminary experiments have shown us that Θ̃ contains a majority of formulas lead-
ing to relatively bad performing index-based policies. It turns out that relatively few
samples of Rπ

P (i),T
are sufficient to reject with high confidence these badly performing

formulas. In order to exploit this idea, a natural idea is to formalize the search for the
best formula as another multi-armed bandit problem. To each formula Fk ∈ Θ̃, we as-
sociate an arm. Pulling the arm k consists in selecting a training problem P (i) and in
running one episode with the index-based policy whose index formula is fk. This leads
to a reward associated to arm k whose value is the quantity −Rπ

P (i),T
observed during

the episode. The purpose of multi-armed bandit algorithms is here to process the se-
quence of observed rewards to select in a smart way the next formula to be tried so that
when the budget of pulls has been exhausted, one (or several) high-quality formula(s)
can be identified.

In the formalization of Equation 7 as a multi-armed bandit problem, only the quality
of the finally suggested arm matters. How to select arms so as to identify the best one
in a finite amount of time is known as the pure exploration multi-armed bandit problem
[11]. It has been shown that index-based policies based on upper confidence bounds
were good policies for solving pure exploration bandit problems. Our optimization pro-
cedure works as follows: we use a bandit algorithm such as UCB1-TUNED during a
given number of steps and then return the policy that corresponds to the formula fk
with highest expected reward rk. The problem instances are selected depending on the
number of times the arm has been played so far: at each step, we select the training
problem P (i) with i = 1 + (tk mod N).
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In our experiments, we estimate that our multi-armed bandit approach is one hundred
to one thousand times faster than the naive Monte Carlo optimization procedure, which
clearly demonstrates the benefits of this approach. Note that this idea could also be
relevant to our numerical case. The main difference is that the corresponding multi-
armed bandit problem relies on a continuous-arm space. Although some algorithms
have already been proposed to solve such multi-armed bandit problems [12], how to
scale these techniques to problems with hundreds or thousands parameters is still an
open research question. Progresses in this field could directly benefit our numerical
learning approach.

6 Numerical Experiments

We now illustrate the two instances of our learning approach by comparing learned poli-
cies against a number of generic previously proposed policies in a setting where prior
knowledge is available about the target problems. We show that in both cases, learn-
ing enables to obtain exploration/exploitation strategies significantly outperforming all
tested generic policies.

6.1 Experimental Protocol

We compare learned policies against generic policies. We distinguish between untuned
generic policies and tuned generic policies. The former are either policies that are
parameter-free or policies used with default parameters suggested in the literature, while
the latter are generic policies whose hyper-parameters were tuned using Algorithm 2.

Training and Testing. To illustrate our approach, we consider the scenario where the
number of arms K , the playing horizon T and the kind of distributions νk are known
a priori and where the parameters of these distributions are missing information. Since
we are learning policies, care should be taken with generalization issues. As usual in
supervised machine learning, we use a training set which is distinct from the testing set.
The training set is composed of N = 100 bandit problems sampled from a given distri-
bution over bandit problems DP whereas the testing set contains another 10000 prob-
lems drawn from this distribution. To study the robustness of our policies w.r.t. wrong
prior information, we also report their performance on a set of 10000 problems drawn
from another distribution D′

P with different kinds of distributions νk. When computing
Δ(πθ), we estimate the regret for each of these problems by averaging results overs 100
runs. One calculation of Δ(πθ) thus involves simulating 104 (resp. 106) bandit episodes
during training (resp. testing).

Problem Distributions. The distribution DP is composed of two-armed bandit prob-
lems with Bernoulli distributions whose expectations are uniformly drawn from [0, 1].
Hence, in order to sample a bandit problem from DP , we draw the expectations p1 and
p2 uniformly from [0, 1] and return the bandit problem with two Bernoulli arms that
have expectations p1 and p2, respectively. In the second distribution D′

P , the reward
distributions νk are changed by Gaussian distributions truncated to the interval [0, 1]. In
order to sample one problem from D′

P , we select a mean and a standard deviation for
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each arm uniformly in range [0, 1]. Rewards are then sampled using a rejection sam-
pling approach: samples are drawn from the corresponding Gaussian distribution until
obtaining a value that belongs to the interval [0, 1].

Generic Policies. We consider the following generic policies: the εn-GREEDY policy
as described in [4], the policies introduced by [4]: UCB1, UCB1-TUNED, UCB1-
NORMAL and UCB2, the policy KL-UCB introduced in [13] and the policy UCB-
V proposed by [5]. Except εn-GREEDY, all these policies belong to the family of
index-based policies discussed previously. UCB1-TUNED and UCB1-NORMAL are
parameter-free policies designed for bandit problems with Bernoulli distributions and
for problems with Gaussian distributions respectively. All the other policies have hyper-
parameters that can be tuned to improve the quality of the policy. εn-GREEDY has two
parameters c > 0 and 0 < d < 1, UCB2 has one parameter 0 < α < 1, KL-UCB has
one parameter c ≥ 0 and UCB-V has two parameters ζ > 0 and c > 0. We refer the
reader to [4, 5, 13] for detailed explanations of these parameters.

Learning Numerical Policies. We learn policies using the two parameterizations
POWER-1 and POWER-2 described in Section 4.1. Note that tuning generic policies
is a particular case of learning with numerical parameters and that both learned poli-
cies and tuned generic policies make use of the same prior knowledge. To make our
comparison between these two kinds of policies fair, we always use the same training
procedure, which is Algorithm 2 with imax = 100 iterations, np = max(8d, 40) can-
didate policies per iteration and b = np/4 best elements, where d is the number of
parameters to optimize. Having a linear dependency between np and d is a classical
choice when using EDAs [14]. Note that, in most cases the optimization is solved in a
few or a few tens iterations. Our simulations have shown that imax = 100 is a careful
choice for ensuring that the optimization has enough time to properly converge. For
the baseline policies where some default values are advocated, we use these values as
initial expectation of the EDA Gaussians. Otherwise, the initial Gaussians are centered
on zero. Nothing is done to enforce the EDA to respect the constraints on the parame-
ters (e.g., c > 0 and 0 < d < 1 for εn-GREEDY). In practice, the EDA automatically
identifies interesting regions of the search space that respect these constraints.

Learning Symbolic Policies. We apply our symbolic learning approach with a maximal
formula length of L = 7, which leads to a set of |Θ| ≈ 33, 5 millions of formulas. We
have applied the approximate partitioning approach described in Section 5.2 on these
formulas using d = 1024 samples to discriminate among strategies. This has resulted in
≈ 9, 5 million invalid formulas and M = 99020 distinct candidate E/E strategies (i.e.
distinct formula equivalence classes). To identify the best of those distinct strategies,
we apply the UCB1-TUNED algorithm for 107 steps. In our experiments, we report the
two best found policies, which we denote FORMULA-1 and FORMULA-2.

6.2 Performance Comparison

Table 1 reports the results we obtain for untuned generic policies, tuned generic policies
and learned policies on distributions DP and D′

P with horizons T ∈ {10, 100, 1000}.
For both tuned and learned policies, we consider three different training horizons {10,
100, 1000} to see the effect of a mismatch between the training and the testing horizon.
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Table 1. Mean expected regret of untuned, tuned and learned policies on Bernoulli and Gaussian
bandit problems. Best scores in each of these categories are shown in bold. Scores corresponding
to policies that are tested on the same horizon T than the horizon used for training/tuning are
shown in italics.

Policy Training Parameters Bernoulli Gaussian
Horizon T=10 T=100 T=1000 T=10 T=100 T=1000

Untuned generic policies
UCB1 - C = 2 1.07 5.57 20.1 1.37 10.6 66.7

UCB1-TUNED - 0.75 2.28 5.43 1.09 6.62 37.0
UCB1-NORMAL - 1.71 13.1 31.7 1.65 13.4 58.8

UCB2 - α = 10−3 0.97 3.13 7.26 1.28 7.90 40.1
UCB-V - c = 1, ζ = 1 1.45 8.59 25.5 1.55 12.3 63.4

KL-UCB - c = 0 0.76 2.47 6.61 1.14 7.66 43.8
KL-UCB - c = 3 0.82 3.29 9.81 1.21 8.90 53.0
εn-GREEDY - c = 1, d = 1 1.07 3.21 11.5 1.20 6.24 41.4

Tuned generic policies
T=10 C = 0.170 0.74 2.05 4.85 1.05 6.05 32.1

UCB1 T=100 C = 0.173 0.74 2.05 4.84 1.05 6.06 32.3
T=1000 C = 0.187 0.74 2.08 4.91 1.05 6.17 33.0
T=10 α = 0.0316 0.97 3.15 7.39 1.28 7.91 40.5

UCB2 T=100 α = 0.000749 0.97 3.12 7.26 1.33 8.14 40.4
T=1000 α = 0.00398 0.97 3.13 7.25 1.28 7.89 40.0
T=10 c = 1.542, ζ = 0.0631 0.75 2.36 5.15 1.01 5.75 26.8

UCB-V T=100 c = 1.681, ζ = 0.0347 0.75 2.28 7.07 1.01 5.30 27.4
T=1000 c = 1.304, ζ = 0.0852 0.77 2.43 5.14 1.13 5.99 27.5
T=10 c = −1.21 0.73 2.14 5.28 1.12 7.00 38.9

KL-UCB T=100 c = −1.82 0.73 2.10 5.12 1.09 6.48 36.1
T=1000 c = −1.84 0.73 2.10 5.12 1.08 6.34 35.4
T=10 c = 0.0499, d = 1.505 0.79 3.86 32.5 1.01 7.31 67.6

εn-GREEDY T=100 c = 1.096, d = 1.349 0.95 3.19 14.8 1.12 6.38 46.6
T=1000 c = 0.845, d = 0.738 1.23 3.48 9.93 1.32 6.28 37.7

Learned numerical policies
T=10 . . . 0.72 2.29 14.0 0.97 5.94 49.7

POWER-1 T=100 (16 parameters) 0.77 1.84 5.64 1.04 5.13 27.7
T=1000 . . . 0.88 2.09 4.04 1.17 5.95 28.2
T=10 . . . 0.72 2.37 15.7 0.97 6.16 55.5

POWER-2 T=100 (81 parameters) 0.76 1.82 5.81 1.05 5.03 29.6
T=1000 . . . 0.83 2.07 3.95 1.12 5.61 27.3

Learned symbolic policies
T=10

√
tk(rk − 1/2) 0.72 2.37 14.7 0.96 5.14 30.4

FORMULA-1 T=100 rk + 1/(tk + 1/2) 0.76 1.85 8.46 1.12 5.07 29.8
T=1000 rk + 3/(tk + 2) 0.80 2.31 4.16 1.23 6.49 26.4
T=10 |rk − 1/(tk + t)| 0.72 2.88 22.8 1.02 7.15 66.2

FORMULA-2 T=100 rk +min(1/tk, log(2)) 0.78 1.92 6.83 1.17 5.22 29.1
T=1000 1/tk − 1/(rk − 2) 1.10 2.62 4.29 1.38 6.29 26.1
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Table 2. Percentage of wins against UCB1-TUNED of generic and learned policies. Best scores
are shown in bold.

Policy T = 10 T = 100 T = 1000 Policy T = 10 T = 100 T = 1000
Generic policies Learned policies

UCB1 48.1 % 78.1 % 83.1 % POWER-1 54.6 % 82.3 % 91.3 %
UCB2 12.7 % 6.8 % 6.8 % POWER-2 54.2 % 84.6 % 90.3 %

UCB-V 38.3 % 57.2 % 49.6 % FORMULA-1 61.7 % 76.8 % 88.1 %
KL-UCB 50.5 % 65.0 % 67.0 % FORMULA-2 61.0 % 80.0 % 73.1 %
εn-GREEDY 37.5 % 14.1 % 10.7 %

Generic Policies. As already pointed out in [4], it can be seen that UCB1-TUNED is
particularly well fitted to bandit problems with Bernoulli distributions. It also proves ef-
fective on bandit problems with Gaussian distributions, making it nearly always outper-
form the other untuned policies. By tuning UCB1, we outperform the UCB1-TUNED

policy (e.g. 4.91 instead of 5.43 on Bernoulli problems with T = 1000). This also
sometimes happens with UCB-V. However, though we used a careful tuning proce-
dure, UCB2 and εn-GREEDY do never outperform UCB1-TUNED.

Learned Policies. We observe that when the training horizon is the same as the testing
horizon T , the learned policies (POWER-1, POWER-2, FORMULA-1 and FORMULA-
2) systematically outperform all generic policies. The overall best results are obtained
with POWER-2 policies. Note that, due to their numerical nature and due to the large
number of parameters, these policies are extremely hard to interpret and to understand.
The results related to symbolic policies show that there exist very simple policies that
perform nearly as well as these black-box policies. This clearly shows the benefits of our
two hypothesis spaces: numerical policies enable to reach very high performances while
symbolic policies provide interpretable strategies whose behavior can be more easily
analyzed. This interpretability/performance tradeoff is common in machine learning
and has been identified several decades ago in the field of supervised learning. It is worth
mentioning that, among the 99020 formula equivalence classes, a surprisingly large
number of strategies outperforming generic policies were found: when T = 100 (resp.
T = 1000), we obtain about 50 (resp. 80) different symbolic policies outperforming the
generic policies.

Robustness w.r.t. the Horizon T . As expected, the learned policies give their best perfor-
mance when the training and the testing horizons are equal. Policies learned with large
training horizon prove to work well also on smaller horizons. However, when the testing
horizon is larger than the training horizon, the quality of the policy may quickly degrade
(e.g. when evaluating POWER-1 trained with T = 10 on an horizon T = 1000).

Robustness w.r.t. the Kind of Distribution. Although truncated Gaussian distributions are
significantly different from Bernoulli distributions, the learned policies most of the time
generalize well to this new setting and still outperform all the other generic policies.

A Word on the Learned Symbolic Policies. It is worth noticing that the best index-based
policies (FORMULA-1) found for the two largest horizons (T = 100 and T = 1000)
work in a similar way as the UCB-type policies reported earlier in the literature. In-
deed, they also associate to an arm k an index which is the sum of rk and of a positive
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(optimistic) term that decreases with tk. However, for the shortest time horizon (T =
10), the policy found (

√
tk(rk − 1

2 )) is totally different from UCB-type policies. With
such a policy, only the arms whose empirical reward mean is higher than a given thresh-
old (0.5) have positive index scores and are candidate for selection, i.e. making the
scores negative has the effect to kill bad arms. If the rk of an arm is above the thresh-
old, then the index associated with this arm will increase with the number of times it
is played and not decrease as it is the case for UCB policies. If all empirical means rk
are below the threshold, then for equal reward means, arms that have been less played
are preferred. This finding is amazing since it suggests that this optimistic paradigm for
multi-armed bandits upon which UCB policies are based may in fact not be adapted at
all to a context where the horizon is small.

Percentage of Wins Against UCB1-TUNED. Table 2 gives for each policy, its percentage
of wins against UCB1-TUNED, when trained with the same horizon as the test horizon.
To compute this percentage of wins, we evaluate the expected regret on each of the
10000 testing problems and count the number of problems for which the tested policy
outperforms UCB1-TUNED. We observe that by minimizing the expected regret, our
learned policies also reach high values of percentage of wins: 84.6 % for T = 100 and
91.3 % for T = 1000. Note that, in our approach, it is easy to change the objective
function. So if the real applicative aim was to maximize the percentage of wins against
UCB1-TUNED, this criterion could have been used directly in the policy optimization
stage to reach even better scores.

6.3 Computational Time

We used a C++ based implementation to perform our experiments. In the numerical
case with 10 cores at 1.9Ghz, performing the whole learning of POWER-1 took one
hour for T = 100 and ten hours for T = 1000. In the symbolic case using a single core
at 1.9Ghz, performing the whole learning took 22 minutes for T = 100 and a bit less
than three hours for T = 1000. Note that the fact that symbolic learning is much faster
can be explained by two reasons. First, we tuned the EDA algorithm in a very careful
way to be sure to find a high quality solution; what we observe is that by using only
10% of this learning time, we already obtain close-to-optimal strategies. The second
factor is that our symbolic learning algorithm saves a lot of CPU time by being able to
rapidly reject bad strategies thanks to the multi-armed bandit formulation upon which
it relies.

7 Conclusions

The approach proposed in this paper for exploiting prior knowledge for learning ex-
ploration/exploitation policies has been tested for two-armed bandit problems with
Bernoulli reward distributions and when knowing the time horizon. The learned policies
were found to significantly outperform other policies previously published in the litera-
ture such as UCB1, UCB2, UCB-V, KL-UCB and εn-GREEDY. The robustness of the
learned policies with respect to wrong information was also highlighted, by evaluating
them on two-armed bandits with truncated Gaussian reward distribution.
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There are in our opinion several research directions that could be investigated for still
improving the algorithm for learning policies proposed in this paper. For example, we
found out that problems similar to the problem of overfitting met in supervised learn-
ing could occur when considering a too large set of candidate polices. This naturally
calls for studying whether our learning approach could be combined with regulariza-
tion techniques. Along this idea, more sophisticated optimizers could also be thought
of for identifying in the set of candidate policies, the one which is predicted to behave
at best.

The UCB1, UCB2, UCB-V, KL-UCB and εn-GREEDY policies used for compari-
son were shown (under certain conditions) to have interesting bounds on their expected
regret in asymptotic conditions (very large T ) while we did not aim at providing such
bounds for our learned policies. It would certainly be relevant to investigate whether
similar bounds could be derived for our learned policies or, alternatively, to see how the
approach could be adapted so as to target policies offering such theoretical performance
guarantees in asymptotic conditions. For example, better bounds on the expected regret
could perhaps be obtained by identifying in a set of candidate policies the one that gives
the smallest maximal value of the expected regret over this set rather than the one that
gives the best average performances.

Finally, while our paper has provided simulation results in the context of the most
simple multi-armed bandit setting, our exploration/exploitation policy meta-learning
scheme can also in principle be applied to any other exploration-exploitation problem.
In this line of research, the extension of this investigation to (finite) Markov Deci-
sion Processes studied in [15], suggests already that our approach to meta-learning E/E
strategies can be successful on much more complex settings.
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Abstract. We present MobEx, a mobile touchable application for exploratory
search on the mobile web. The system has been implemented for operation on
a tablet computer, i.e. an Apple iPad, and on a mobile device, i.e. Apple iPhone
or iPod touch. Starting from a topic issued by the user the system collects web
snippets that have been determined by a standard search engine in a first step and
extracts associated topics to the initial query in an unsupervised way on-demand
and highly performant. This process is recursive in priciple as it furthermore de-
termines other topics associated to the newly found ones and so forth. As a result
MobEx creates a dense web of associated topics that is presented to the user
as an interactive topic graph. We consider the extraction of topics as a specific
empirical collocation extraction task where collocations are extracted between
chunks combined with the cluster descriptions of an online clustering algorithm.
Our measure of association strength is based on the pointwise mutual informa-
tion between chunk pairs which explicitly takes their distance into account. These
syntactically–oriented chunk pairs are then semantically ranked and filtered us-
ing the cluster descriptions created by a Singular Value Decomposition (SVD)
approach. An initial user evaluation shows that this system is especially helpful
for finding new interesting information on topics about which the user has only a
vague idea or even no idea at all.

Keywords: Web mining, Information extraction, Topic graph exploration, Mobile
device.

1 Introduction

Searching the web using standard search engines is still dominated by a passive one–
tracked human-computer interaction: a user enters one or more keywords that represent
the information of interest and receives a ranked list of documents. However, if the user
only has a vague idea of the information in question or just wants to explore the infor-
mation space, the current search engine paradigm does not provide enough assistance
for these kind of searches. The user has to read through the documents and then eventu-
ally reformulate the query in order to find new information. This can be a tedious task
especially on mobile devices.

In order to overcome this restricted document perspective, and to provide a mobile
device searches to “find out about something”, we want to help users with the web
content exploration process in several ways:

J. Filipe and A. Fred (Eds.): ICAART 2012, CCIS 358, pp. 116–130, 2013.
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1. We consider a user query as a specification of a topic that the user wants to know
and learn more about. Hence, the search result is basically a graphical structure of
that topic and associated topics that are found.

2. The user can interactively explore this topic graph using a simple and intuitive user
interface in order to either learn more about the content of a topic or to interactively
expand a topic with newly computed related topics.

3. Nowadays, the mobile web and mobile touchable devices, like smartphones and
tablet computers, are getting more and more prominent and widespread. Thus the
user might expect a device-adaptable touchable handy human–computer interac-
tion.

In this paper, we present an approach of exploratory web search, that tackles the above
mentioned requirements in the following way.

In a first step, the topic graph is computed on the fly from a set of web snippets that
has been collected by a standard search engine using the initial user query. Rather than
considering each snippet in isolation, all snippets are collected into one document from
which the topic graph is computed. We consider each topic as an entity, and the edges
are considered as a kind of (hidden) relationship between the connected topics. The
content of a topic are the set of snippets it has been extracted from, and the documents
retrievable via the snippets’ web links.

The topic graph is then displayed either on a tablet computer (in our case an iPad)
as touch–sensitive graph or displayed as a stack of touchable text on a smartphone (in
our case an iPhone or an iPod touch). By just selecting a node or a text box, the user
can either inspect the content of a topic (i.e, the snippets or web pages) or activate
the expansion of the topic graph through an on the fly computation of new related
topics for the selected node. The user can request information from new topics on basis
of previously extracted information by selecting a node from a newly extracted topic
graph.

In such a dynamic open–domain information extraction situation, the user expects
real–time performance from the underlying technology. The requested information can-
not simply be pre–computed, but rather has to be determined in an unsupervised and
on–demand manner relative to the current user request. This is why we assume that the
relevant information can be extracted from a search engine’s web snippets directly, and
that we can avoid the costly retrieval and processing time for huge amounts of docu-
ments. Of course, direct processing of web snippets also poses certain challenges for
the Natural Language Processing (NLP) components. Web snippets are usually small
text summaries which are automatically created from parts of the source documents and
are often only in part linguistically well–formed, cf. [9]. Thus the NLP components are
required to possess a high degree of robustness and run–time behavior to process the
web snippets in real–time. Since our approach should also be able to process web snip-
pets from different languages (our current application runs for English and German),
the NLP components should be easily adaptable to many languages. Finally, no restric-
tions to the domain of the topic should be pre–supposed, i.e., the system should be able
to accept topic queries from arbitrary domains. In order to fulfill all these requirements,
we are favoring and exploring the use of shallow and highly data–oriented NLP com-
ponents. Note that this is not a trivial or obvious design decision, since most of the
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current prominent information extraction methods advocate deeper NLP components
for concept and relation extraction, e.g., syntactic and semantic dependency analysis
of complete sentences and the integration of rich linguistic knowledge bases like Word
Net.

The paper is organized as follows. In the section 2 we briefly summarize the topic
graph extraction process.1 For the sake of completeness and readability, we present in
section 3 details and examples of the user interfaces for the iPad and iPhone, respec-
tively.

A major obstacle of the topic graph extraction process described in section 2 is its
purely syntactic nature. Consequently, in section 4, we introduce a semantic clustering
approach that helps to improve the quality of the extracted topics. The next sections then
describe details of the evaluation of the improved topic extraction process (section 5),
and present our current user experience for the iPad and iPhone user interfaces (section
6). Related work is discussed in section 7, before we conclude the paper in section 8.

2 Topic–Driven Exploration of Web Content

The core idea is to compute a set of chunk–pair–distance elements for the N–first web
snippets returned by a search engine for the topic Q, and to compute the topic graph
from these elements.2 In general for two chunks, a single chunk–pair–distance element
stores the distance between the chunks by counting the number of chunks in-between
them. We distinguish elements which have the same words in the same order, but have
different distances. For example, (Justin, Selina, 5) is different from (Justin, Selina, 2)
and (Selina, Justin, 7).

Initially, a document is created from selected web snippets so that each line contains
a complete snippet. Each of these lines is then tagged with Part–of–Speech using the
SVMTagger [8] and chunked in the next step.

The chunker recognizes two types of word chains: noun chunks and verb chunks.
Each recognized word chain consists of the longest matching sequences of words with
the same PoS class, namely noun chains or verb chains, where an element of a noun
chain belongs to one of the predefined extended noun tags. Elements of a verb chain
only contain verb tags. For English, “word/PoS” expressions that match the regular
expression “/(N(N|P))|/VB(N|G)|/IN|/DT” are considered as extended noun tag and for
German the expression
“/(N(N|E))|/VVPP|/AP|/ART”. The English Verbs are those whose PoS tag start with
VB (and VV in case of German). We are using the tag sets from the Penn treebank
(English) and the Negra treebank (German).

The chunk–pair–distance model is computed from the list of noun group chunks.3

This is fulfilled by traversing the chunks from left to right. For each chunk ci, a set is
computed by considering all remaining chunks and their distance to ci, i.e.,

1 This part of the work has partially been presented in [12] and hence will be described and
illustrated compactly.

2 We are using Bing (http://www.bing.com/) for web search with N set to max. 1000.
3 The main purpose of recognizing verb chunks is to improve proper recognition of noun groups.

They are ignored when building the topic graph, but see sec. 8.

(http://www.bing.com/)


MobEx: A System for Exploratory Search on the Mobile Web 119

(ci, ci+1, disti(i+1)), (ci, ci+2, disti(i+2)), etc. This is to be done for each chunk list
computed for each web snippet. The distance distij of two chunks ci and cj is com-
puted directly from the chunk list, i.e. we do not count the position of ignored words
lying between two chunks.

Finally, we compute the chunk–pair–distance model CPDM using the frequencies
of each chunk, each chunk pair, and each chunk pair distance. CPDM is used for
constructing the topic graph in the final step. Formally, a topic graph TG = (V,E,A)
consists of a set V of nodes, a set E of edges, and a set A of node actions. Each node v
∈ V represents a chunk and is labeled with the corresponding PoS–tagged word group.
Node actions are used to trigger additional processing, e.g. displaying the snippets,
expanding the graph etc.

The nodes and edges are computed from the chunk–pair–distance elements. Since
the number of these elements is quite large (up to several thousands), the elements are
ranked according to a weighting scheme which takes into account the frequency infor-
mation of the chunks and their collocations. More precisely, the weight of a chunk–pair–
distance element cpd = (ci, cj , Dij), with Dij = {(freq1, dist1), (freq2, dist2), ...,
(freqn, distn)}, is computed based on point–wise mutual information (PMI, cf. [15])
as follows:

PMI(cpd) = log2((p(ci, cj)/(p(ci) ∗ p(cj)))
= log2(p(ci, cj))− log2(p(ci) ∗ p(cj))

where relative frequency is used for approximating the probabilities p(ci) and p(cj).
For log2(p(ci, cj)) we took the (unsigned) polynomials of the corresponding Taylor
series using (freqk, distk) in the k-th Taylor polynomial and adding them up:

PMI(cpd) = (

n∑
k=1

(xk)
k

k
)− log2(p(ci) ∗ p(cj))

, where xk =
freqk∑n
k=1 freqk

The visualized part of the topic graph is then computed from a subset of CPDM using
the m highest ranked chunk–pair–distance elements for fixed ci. In other words, we
restrict the complexity of a topic graph by restricting the number of edges connected to
a node.

3 Touchable Interface for Mobile Devices

Today, it is a standard approach to optimize the presentation of a web page, depending
on the device it is displayed on, e.g., a standard or mobile web browser. Obviously, the
same should hold for graphical user interfaces, and in our case, for the user interfaces
designed for iPad and iPhone.

More concretely, the usage of a different mode of presentation and interaction with a
topic graph depending on the device at hand, is motivated for the following reasons: For
a smartphone the capabilities for displaying touchable text and graphics on one screen
are limited mainly due to its relatively small screen size. Our concept for presenting
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Fig. 1. The topic graph computed from the
snippets for the query “Fukushima”

Fig. 2. The topic graph from Fig. 1 has been
expanded by a single touch on the node la-
beled “earthquake”

the results consists of a touchable navigation based user interface which allows us to
interact easily by single touch and swiping gestures. For a tablet computer with larger
screens the intelligent mix of graphics and text makes a software system most appealing
to the user. Hence the result presentation consists of a touchable topic graph offering
multitouch capabilities like zooming and swiping.

We demonstrate our current solution by the following screenshots which show some
results of the search query “Fukushima” running with the current iPad and iPhone user
interfaces. In section 6 we present and discuss the outcomes of some user experiments.

3.1 Graph–Based User Interface on the iPad

The screenshot in Fig. 1 shows the topic graph computed from the snippets for the query
“Fukushima”. The user can double touch on a node to display the associated snippets
and web pages. Since a topic graph can be very large, not all nodes are displayed (using
the technology described in the previous section). Nodes which can be expanded are
marked by the number of hidden immediate nodes. A single touch on such a node
expands it, as shown in Fig. 2. A single touch on a node which cannot be expanded
automatically adds its label to the initial user query and triggers a new search with that
expanded query.

Fig. 2 demonstrates how the topic graph from Fig. 1 has been expanded by a sin-
gle touch on the node labeled “earthquake”. Double touching on the node “fukushima
dailchi” triggers the display of associated web snippets (Fig. 3) and the web pages.
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Fig. 3. The snippets that are associated with the node label “fukushima dai–ichi” of the topic
graph from Fig. 2. A single touch on this snippet triggers a call to the iPad web browser in order
to display the corresponding web page. In order to go back to the topic graph, the user simply
touches the button labeled iGNSSMM on the left upper corner of the iPad screen.

3.2 Text–based User Interface on the iPhone

The next screenshots (Fig. 4 and 5) show the results of the same query displayed on the
iPhone.

Fig. 4 shows the alternative representation of the topic graph displayed in Fig. 1. By
single touching an item in the list the next page with associated topics to this item is
shown. Finally, Fig. 5 presents the snippets after touching the item “fukushima daiichi”.
Touching one snippet will lead to the corresponding web page.

4 Semantic–Driven Filtering of Extracted Topics

The motivation for using the chunk–pair–distance statistics as described in section 2 is
the assumption that the strength of hidden relationships between chunks can be cov-
ered by means of their collocation degree and the frequency of their relative positions
in sentences extracted from web snippets, and as such, are emphasizing syntactic rela-
tionships. In general, chunking crucially depends on the quality of the embedded PoS
tagger. However, it is known that PoS tagging performance of even the best taggers
decreases substantially when applied on web pages [7]. Web snippets are even harder
to process because they are not necessarily contiguous pieces of texts. For example, an
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Fig. 4. The alternative representation of the
topic graph displayed in Fig. 1 on the iPhone

Fig. 5. The snippets after touching the item
“fukushima daiichi”

initial manual analysis of a small sample revealed, that the extracted chunks sometimes
are either incomplete or simply wrong. Consequently, this also caused the “readability”
of the resulting topic graph due to “meaningless” relationships. Note that the decreased
quality of PoS tagging is not only caused by the different style of the “snippet lan-
guage”, but also because PoS taggers are usually trained on linguistically more well–
formed sources like newspaper articles (which is also the case for our PoS tagger in use
which reports an F–measure of 97.4% on such text style).

Nevertheless, we want to benefit from PoS tagging during chunk recognition in order
to be able to identify, on the fly, a shallow phrase structure in web snippets with minimal
efforts. In order to tackle this dilemma, investigations into additional semantical–based
filtering seems to be a plausible way to go.

About the Performance of Chunking Web Snippets

As an initial phase into this direction we collected three different corpora of web snip-
pets and analysed them according to the amount of well–formed sentences and incom-
plete sentences contained in the web snippets. Furthermore, we also randomly selected
a subset of 100 snippets from each corpus and manually evaluated the quality of the
PoS tagging result. The snippet corpora and results of our analysis are as follows (the
shortcuts mean: #s = number of snippets retrieved, #sc = well–formed sentences within
the set of snippets, #si = incomplete sentences within the snippets, #w = number of



MobEx: A System for Exploratory Search on the Mobile Web 123

words, F(x) = F–measure achieved by the PoS tagger on a subset of 100 snippets with
x words).

Fukushima. This corpus represents snippets mainly coming from official online news
magazines. The corpus statistics are as follows:

#s #sc #si #w F(2956)
240 195 182 6770 93.20%

Justin Bieber. This corpus represents snippets coming from celebrity magazines or
gossip forums. The corpus statistics are:

#s #sc #si #w F(3208)
240 250 160 6420 92.08%

New York. This corpus represents snippets coming from different official and private
homepages, as well as from news magazines. The corpus statistics are:

#s #sc #si #w F(3405)
239 318 129 6441 92.39%

This means that 39% of all tagged sentences have been incomplete and that the perfor-
mance of the Pos tagger decreased by about 5% F–measure (compared to the reported
97.4% on newspaper). Consequently, a number of chunks are incorrectly recognized.
For example, it turned out that date expressions are systematically tagged as nouns, so
that they will be covered by our noun chunk recognizer although they should not (cf.
section 2). Furthermore, the genitive possessive (the “’s” as in “Japan’s president”) was
classified wrongly in a systematic way which also had a negative effect on the perfor-
mance of the noun chunker. Very often nouns were incorrectly tagged as verbs because
of erroneously identified punctuation. Thus, we need a filtering mechanism that is able
to identify and remove the wrongly chunked topic–pairs.

Semantic Filtering of Noisy Chunk Pairs

A promising algorithmic solution to this problem is provided by the online clustering
system Carrot2 [14] that computes sensible descriptions of clustered search results (i.e.,
web documents). The Carrot2 system is based on the Lingo [13] algorithm. Most algo-
rithms for clustering open text follow a kind of “document–comes–first” strategy, where
the input documents are clustered first and then, based on these clusters, the descrip-
tive terms or labels of the clusters are determined, cf. [6]. The Lingo algorithm actually
reverses this strategy by following a three–step “description–comes–first” strategy (cf.
[13] for more details): 1) extraction of frequent terms from the input documents, 2) per-
forming reduction of the (pre–computed) term–document matrix using Singular Value
Decomposition (SVD) for the identification of latent structure in the search results, and
3) assignment of relevant documents to the identified labels.

The specific strategy behind the Lingo algorithm matches our needs for finding mean-
ingful semantic filters very well: we basically use step 1) and 2) to compute a set of
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meaningful labels from the web snippets determined by a standard search engine as de-
scribed in section 2. According to the underlying latent semantic analysis performed by
the Lingo algorithm, we interpret the labels as semantic labels. We then use these labels
and match them against the ordered list of chunk–pair–distance elements computed in
the topic extraction step described in section 2. This means that all chunk–pair–distance
elements that do not have any match with one of the semantic labels are deleted.

The idea is that this filter identifies a semantic relatedness between the labels and
the syntactically determined chunks. Since we consider the labels as semantic topics or
classes, we assume that the non-filtered pairs correspond to topic–related (via the user
query) relevant relationships between semantically related decriptive terms.

Of course, it actually remains to evaluate the quality and usefullness of the extracted
topics and topic graph. In the next sections we will discuss two directions: a) a quan-
titative evaluation against the recognition of different algorithms for identifying named
entities and other rigid identifiers, and b) a qualitative evaluation by means of the anal-
ysis of user experience.

5 Evaluation of the Extracted Topics

Our topic extraction process is completely unsupervised and web–based, so evaluation
against standard gold corpora is not possible, because they simply do not yet exist (or at
least, we do not know about them). For that reason we decided to compare the outcome
of our topic extraction process with the outcomes of a number of different recognizers
for named entities (NEs).

Note that very often the extracted topics correspond to rigid designators or general-
ized named entities, i.e., instances of proper names (persons, locations, etc.), as well as
instances of more fine grained subcategories, such as museum, river, airport, product,
event (cf. [11]). So seen, our topic extraction process (abbreviated as TEP) can also be
considered as a query–driven context–oriented named entity extraction process with the
notable restriction that the recognized entities are unclassified. If this perspective makes
sense, then it seems plausible to measure the degree of overlap between our topic ex-
traction process and the recognized set of entities of other named entity components to
learn about the coverage and quality of TEP.

For the evaluation of TEP we compared it to the results of four different NE recog-
nizers:

1. SProUT[4]: The SProUT–system is a shallow linguistic processor that comes with
a rule–based approach for named entity recognition.

2. AlchemyAPI4: AlchemyAPI–system uses statistical NLP and machine learning al-
gorithms for performing the NE recognition task.

3. Stanford NER[3]: The Stanford NER–system uses a character based Maximum En-
tropy Markov model trained on annotated corpora for extracting NEs.

4. OpenNLP5: A collection of natural language processing tools which use the Maxent
package to resolve ambiguity, in particular for NE recognition.

We tested all systems with the three snippet corpora described in section 4.
4 http://www.AlchemyAPI.com
5 http://incubator.apache.org/opennlp/

http://www.AlchemyAPI.com
http://incubator.apache.org/opennlp/


MobEx: A System for Exploratory Search on the Mobile Web 125

Table 1. Results for query Justin Bieber

I II III IV V
I #136 75.64 78.95 78.48 85.37
II 69.01 #143 93.97 86.00 97.17
III 76.71 97.52 #172 92.86 96.09
IV 74.70 89.19 88.52 #196 95.10
V 67.77 79.61 80.66 81.13 #157

Table 2. Results for query Fukushima

I II III IV V
I #121 81.03 83.61 81.35 87.5
II 80.26 #129 93.46 87.36 98.48
III 85.00 94.59 #131 91.67 92.22
IV 74.65 89.13 85.26 #178 91.58
V 72.93 80.04 83.19 82.26 #132

Table 3. Results for query New York

I II III IV V
I #175 81.39 88.24 85.15 71.05
II 76.60 #169 93.53 86.51 74.36
III 90.00 95.79 #280 92.35 73.28
IV 84.43 92.72 93.17 #230 83.49
V 81.11 83.90 73.77 79.87 #166

Table 4. Summary for NER Evaluation

I II III IV V
I #432 79,25 83.6 81.66 81.31
II 75.29 #441 93.65 86.62 90.00
III 83.90 95.97 #583 92.29 87.19
IV 83.90 95.97 583 #604 87.19
V 73.94 81.18 79.21 81.09 #455

The tables 1, 2, and 3 show the main results for the three different corpora; ta-
ble 4 shows the results summarised. All numbers denote percentages that show how
many relevant6 NEs of the algorithm in the row could be extracted by the algorithm
in the column. For example, in the dataset “Justin Bieber” TEP extracted 85.37% of
the NEs which have been extracted by SProUT. AlchemyAPI extracted 75.64% and
StanfordNER extracted 78.95% of the NEs that have been extracted by SProUT. The
numbers with preceding “#” show the number of extracted NEs. The following ro-
man numbers are used to denote the different algorithms: I=SProUT, II=AlchemyAPI,
III=StanfordNER, IV=OpenNLP, and V=TEP.

Keeping in mind that our approach always starts with a topic around which all the
NEs are grouped, i.e. NE recognition is biased or directed, it is hard to define a gold
standard, i.e. manually annotate all NEs which are important in a specific context. In
context of the query “Fukushima” most people would agree that word groups describing
the nuclear power plant disaster clearly are NEs. Some would also agree that terms like
“earthquake” or “tsunami” function as NEs too in this specific context. Given a query
like “New York” people probably would not agree that “earthquake” should function as
a specific term in this context. Of course there are NEs of generic type like “persons”,
“locations”, or “companies”, but it is questionable whether they suffice in the context
of our task.

Hence we compared the systems directly with the results they computed. The main
interest in our evaluation was whether the extracted NEs by one algorithm can also
be extracted by the other algorithms. Furthermore, we set a very simple rating scheme
telling us that detected NEs with more occurences are more important than those with
lower frequencies.7

6 Relevance here means that a NE must occur more than 4 times in the whole dataset. The value
has been experimentally determined.

7 Except for the TEP, where we used the PMI as described above.
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The results show that, looking at the numbers and percentages, no system outper-
forms the others, which on the other hand confirms our approach. Please note that the
TEP approach works for query-driven context-oriented named entity recognition only.
This means that all approaches used in this evaluation clearly have their benefits in other
application areas.

Nevertheless by going into details we saw some remarkable differences between the
results the systems produced. All systems were able to extract the main general NEs like
locations or persons. For terms that are important in the context of actuality and current
developments, we saw that the TEP approach is able to extract more relevant items.
In case of “Fukushima”, the SProUT system did not extract terms like “eartquake”,
“tsunami” or “nuclear power plant”. Of course this is because the underlying ruleset
has not been developed for covering such types of terms. The AlchemyAPI and Stan-
fordNER systems were able to extract these terms but failed in detecting terms like “ac-
cident” or“safety issues”. For “Justin Bieber” relevant items like “movie”, “tourdates”
or “girlfriend” could not be detected by all systems except TEP . For the snippets asso-
ciated with the query “New York” all systems identified the most important NEs, and
differed for less important NEs only.

Last but not least the runtime, which plays an important role in our system, varied
from 0.5 seconds for the SProUT system, to 2 seconds for TEP, 4 seconds for Stanford-
NER to 15 seconds for AlchemyAPI.

6 Evaluation of the Touchable User Interface

For information about the user experience we had 26 testers — 20 for testing the iPad
App and 6 for testing the iPhone App: 8 came from our lab and 18 from non–computer
science related fields. 15 persons had never used an iPad before, 4 persons have been
unfamiliar with smartphones. More than 80 searches have been made with our system
and with Google respectively.

After a brief introduction to our system (and the mobile devices), the testers were
asked to perform three different searches (using our system on the iPad, iPhone and
Google on the iPad/iPhone) by choosing the queries from a set of ten themes. The
queries covered definition questions like EEUU and NLF, questions about persons like
Justin Bieber, David Beckham, Pete Best, Clark Kent, and Wendy Carlos , and general
themes like Brisbane, Balancity, and Adidas. The task was not only to get answers
on questions like “Who is . . .” or “What is . . .” but also to acquire knowledge about
background facts, news, rumors (gossip) and more interesting facts that come into mind
during the search.

Half of the iPad–testers were asked to first use Google and then our system in order
to compare the results and the usage on the mobile device. We hoped to get feedback
concerning the usability of our approach compared to the well known internet search
paradigm. The second half of the iPad–testers used only our system. Here our research
focus was to get information on user satisfaction of the search results. The iPhone–
testers always used Google and our system mainly because they were fewer people.
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Table 5. System on the iPad

#Question v.good good avg. poor

results first sight 43% 38% 20% -
query answered 65% 20% 15% -
interesting facts 62% 24% 10% 4%
suprising facts 66% 15% 13% 6%

overall feeling 54% 28% 14% 4%

Table 6. Google on the iPad

#Question v.good good avg. poor

results first sight 55% 40% 15% -
query answered 71% 29% - -
interesting facts 33% 33% 33% -
suprising facts 33% - - 66%

overall feeling 33% 50% 17% 4%

Table 7. System on the iPhone

#Question v.good good avg. poor

results first sight 31% 46% 23% -
query answered 70% 20% 10% -
interesting facts 45% 36% 19% -
suprising facts 56% 22% 11% 11%

overall feeling 25% 67% 8% -

Table 8. Google on the iPhone

#Question v.good good avg. poor

results first sight 23% 63% 7% 7%
query answered 70% 20% 10% -
interesting facts 33% 33% 33% -
suprising facts 36% - 27% 37%

overall feeling 25% 33% 33% 9%

After each task, both testers had to rate several statements on a Likert scale and a
general questionnaire had to be filled out after completing the entire test. The tables 5,
6, 7, and 8 show the overall result.

The results show that people prefer the result representation and accuracy in the
Google style when using the iPad. Especially for the general themes the presentation
of web snippets is more convenient and easier to understand. The iPhone–testers could
be divided into two groups: in case they were unfamiliar with smartphones the testers
preferred our system because it needs much less user interaction and the result are
more readable. Testers being familiar with smartphones again prefered the Google style
mainly because they are used to it.

However, when it comes to interesting and suprising facts users enjoyed exploring
the results using the topic graph (iPad) or the navigation based representation (iPhone/
iPod). The overall feeling was in favor of our system which might also be due to the
fact that it is new and somewhat more playful.

The replies to the final questions: How successful were you from your point of view?
What did you like most/least;? What could be improved? were informative and con-
tained positive feedback. Users felt they had been successful using the system. They
liked the paradigm of the explorative search on the iPad and preferred touching the
graph instead of reformulating their queries. For the iPhone they prefered the result
representation in our system in general and there have been useful comments for im-
proving it. One main issue is the need of a summary or a more knowledge based answer
to the search query as Google often does it by offering a direct link to wikipedia as a
first search result. This will be part of our future research.
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Although all of our test persons make use of standard search engines, most of them
can imagine to use our system at least in combination with a search engine on their own
mobile devices. The iPhone test group even would use our system as their main search
tool (on the smartphone) when the proposed improvements have been implemented.

7 Related Work

Our approach is unique in the sense that it combines interactive topic graph extraction
and exploration on different mobile devices with recently developed technology from
exploratory search, text mining and information extraction methods. As such, it learns
from and shares ideas with other research results. The most relevant ones are briefly
discussed below.

Exploratory Search. [10] distinguishes three types of search activities: a) lookup search,
b) searching to learn, and c) investigative search, where b) and c) are considered as
forms of exploratory search activities. Lookup search corresponds to fact retrieval,
where the goal is to find precise results for carefully specified questions with mini-
mal need for examinating and validating the result set. The learn search activity can
be found in situations where the found material is used to develop new knowledge and
basically involves multiple iterations of search. It is assumed that the returned set of
objects maybe instantiated in various media, e.g., graphs, maps or texts. Investigative
searching is a next level of search activity that supports investigation into a specific
topic of interest. It also involves multiple iterations even for very long periods and the
results are usually strictly assessed before they are integrated into knowledge bases.
Our proposed approach of exploratory search belongs to the searching to learn activity.
In this spirit, our approach is more concerned with recall (maximizing the number of
possibly relevant associated topics that are determined) than precision (minimizing the
number of possibly irrelevant associated topics that are determined).

Collocation Extraction. We consider the extraction of a topic graph as a specific em-
pirical collocation extraction task. However, instead of extracting collocations between
words, which is still the dominating approach in collocation extraction research (e.g.,
[2]), we are extracting collocations between chunks, i.e., word sequences. Furthermore,
our measure of association strength takes into account the distance between chunks and
combines it with the PMI (pointwise mutual information) approach [15].

[6] also exploit the benefit of Web snippets for improved internet search by grouping
the web snippets returned by auxiliary search engines into disjoint labeled clusters. As
we do, they also consider methods for automatic labeling. However, their focus is on im-
proving clustering of terms and not on the extraction of empirical collocations between
individual terms. Furthermore, they advocate the “document–comes–first” approach of
clustering Web snippets which is inappropriate for our methodology, cf. sec. 4.

Unsupervised Information Extraction. Web–based approaches to unsupervised infor-
mation extraction have been developed by Oren Etzioni and colleagues, cf. [1]; [5];
[16]. They developed a range of systems (e.g., KnowItAll, Textrunner, Resolver) aimed
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at extracting large collections of facts (e.g., names of scientists or politicians) from the
Web in an unsupervised, domain-independent, and scalable manner. They also argue
for light–weight NLP technologies and follow a similar approach to chunk extraction
as we do (but not a chunk–pair–distance statistics). Although we do not yet explicitly
extract relations in the sense of standard relation extraction, our topic graph extraction
process together with the clustering mechanism can be extended to also support relation
extraction, which will be a focus of our next research.

8 Conclusions and Outlook

We presented an approach of interactive topic graph extraction for exploration of web
content. The initial information request is issued online by a user to the system in the
form of a query topic description. The topic query is used for constructing an initial
topic graph from a set of web snippets returned by a standard search engine. At this
point, the topic graph already displays a graph of strongly correlated relevant enti-
ties and terms. The user can then request further detailed information through multiple
iterations.

A prototype of the system has been realized on the basis of two specialized mobile
touchable user interfaces for operation on an iPad and on an iPhone which receive both
the same topic graph data structure as input. We believe that our approach of interactive
topic graph extraction and exploration, together with its implementation on a mobile
device, helps users explore and find new interesting information on topics about which
they have only a vague idea or even no idea at all.

Our next future work will consider the integration of open shared knowledge bases
into the learn search activity, e.g., Wikipedia or other similar open web knowledge
sources and the extraction of relations, and finally to merge information from these
different resources. We already have embedded Wikipedia’s infoboxes as background
knowledge but not yet integrated them into the extracted web topic graphs, cf. [12] for
some more details. If so done, we will investigate the role of Wikipedia and the like as
a basis for performing disambiguation of the topic graphs. For example, currently, we
cannot distinguish the associated topics extracted for a query like “Jim Clark” whether
they are about the famous formula one racer or the Netscape founder or even about
another person.

In this context, the extraction of semantic relations will be important. Currently, the
extracted topic pairs only express certain semantic relatedness, but the nature and mean-
ing of the underlying relationship is unclear. We have begun investigating this problem
by extending our approach of chunk–pair–distance extraction to the extraction of triples
of chunks with already promising initial results.
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Abstract. In this paper we present a novel framework for resolving bridging
anaphora. We argue that anaphora, particularly bridging anaphora, is used as
a shortcut device similar to the use of compound nouns. Hence, the two natu-
ral language usage phenomena would have to be based on the same theoretical
framework. We use an existing theory on compound nouns to test its validity
for anaphora usages. To do this, we used human annotators to interpret indirect
anaphora from naturally occurring discourses. The annotators were asked to clas-
sify the relations between anaphor-antecedent pairs into relation types that have
been previously used to describe the relations between a modifier and the head
noun of a compound noun. We obtained very encouraging results with an average
Fleiss’s κ value of 0.66 for inter-annotation agreement. The results were evalu-
ated against other similar natural language interpretation annotation experiments
and were found to compare well.

In order to determine the prevalence of the proposed set of anaphora relations
we did a detailed analysis of a subset 20 newspaper articles. The results obtained
from this also indicated that a majority (98%) of the relations could be described
by the relations in the framework. The results from this analysis also showed the
distribution of the relation types in the genre of news paper article discourses.

Keywords: Anaphora resolution, Noun phrase anaphora, Discourse structure,
Noun compounds, Noun phrases.

1 Introduction

The term anaphora originated from an ancient Greek word “αυαφoρα” which means
“the act of carrying back upstream”. In the context of natural language processing, the
term anaphor is a reference which points back to a noun that has been mentioned
previously in the text being processed. The referred noun is called the antecedent. The
anaphor can be the same noun as the antecedent, a variation of the noun or a completely
different noun. A common form of anaphor is one in which the anaphor is used as a
co-reference pointer to the antecedent noun. This is true in the case of pronouns where
the pronoun has a one-to-one relation with the antecedent. It is also true in the case of
some noun phrases (NPs) where the anaphoric noun directly co-refers to the antecedent
(eg. James Smith/Mr Smith). However a noun can also be used as an indirect reference
to a previously mentioned noun. As an example consider the following excerpt:

J. Filipe and A. Fred (Eds.): ICAART 2012, CCIS 358, pp. 131–144, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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1. John bought a house. The windows are wooden.
2. John was bitten by a snake on the foot. The poison had gone up to the knee

by the time ambulance arrived.

In the example (1) above, the noun windows can only be interpreted fully in the context
of the noun house mentioned in the previous sentence. In this case, the anaphor-noun
windows is related to the antecedent-noun in an indirect way, different from the one-
to-one co-reference type relation. The example in (2) shows another indirect relation
between poison and snake, however it is not the same as the one in (1). NP anaphora
resolution studies (e.g. [24,8,27]) treat these indirect relations as a single category and
refer to them as associative or bridging anaphora. In this study we propose a relational
framework that distinguishes between the different types of anaphoric relations that can
exist between two nouns, one of which represents the anaphor and the second one repre-
sents the antecedent. Hence in this framework, the task of anaphora resolution involves
identifying the antecedent as well as the type of relation to the antecedent. To distin-
guish from the previous works, we will use the term anaphora interpretation, instead
of anaphora resolution, where the latter involves only identification of the antecedent.

Since we are also identifying the type of relation, it is possible for an anaphor to have
multiple antecedents, related by the same or a different relation. This is a significant
departure from the conventional notion of anaphora resolution where an anaphor is
resolved to a single, previously mentioned entity. In the case in which the antecedent is
also an anaphor, it is assumed to be already resolved, forming a sequential chain. For
some NP anaphora this is inadequate. As an illustration, consider the excerpt below:

The robber jumped out of the window1.
The house2 belonged to Mr Smith.
The window3 is thought to have been unlocked.

If we allow a single resolution relation for an anaphoric NP, then window3 would have
to be resolved to either house2 or window1. In either case, a part of the information
would not be captured. A common strategy in most studies (eg. [24,8]) is to resolve to
the most recent antecedent. In the case of the above excerpt, this would mean that we
resolve window3 to house2 which can be assumed to be already resolved to window1.
There are two inadequacies in this strategy; firstly the semantic difference between the
relation of window3 to window1 and window3 to house2 is approximated by a single
co-reference relation, and secondly as a consequence, the direct relation between win-
dow3 to window1 is not captured. In the proposed framework, we will identify both
house2 and window1 as antecedents and interpret each of them with a different relation.
It can be argued that this can be overwhelming since we can form a relation even be-
tween a pair of very remote entities. However the constraint in our case is that we are
only interested in relations that give rise to anaphoric use of NPs. The interpretation
framework involves specifying a relation between an anaphor and the antecedent hence
a consequence of this is that an NP can form relations with more than one antecedent.
This allows us to represent and interpret anaphoric uses of a noun such as window to an
occurrence of house and another occurrence of window.
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Identification of the specific relations in the proposed framework also allows us a
richer interpretation of anaphora which are represented by more than one word, that is,
compound nouns. In this case, the framework allows us to interpret the modifier-noun
with a relation, in addition to the head noun. As a simple example, the compound noun
battle fatigue, appearing after the clause “The battle caused fatigue” has a co-referential
relation to the noun fatigue, but in addition it also has some semantic relation (identified
later as CAUSE ) to the noun battle.

Hence, there are two novel aspects to this framework for interpreting anaphora.
Firstly it identifies a specific relation between the anaphor and its antecedent. Secondly,
it also interprets modifiers beyond using them to merely identify the antecedent for the
head noun, that is, it interprets them in the same way as the head noun. A consequential
effect of this is that an NP can have more then one antecedent. Thus this framework
enables us to determine the relational dependence of an anaphoric NP to all other NPs
in the discourse.

2 Related Works

NP anaphora resolution has received considerably less attention from computational
linguists compared to pronominal anaphora even though the proportion of NP anaphora
in natural discourses is either comparable to, or more then the proportion of pronominal
anaphora. The reason for this seems to stem from the fact that the problem of pronoun
resolution is much better defined compared to NP anaphora. This difference in com-
plexity of the problem also explains why whatever published work is available on NP
anaphora resolution, is predominantly focussed on NPs that are definite descriptions
(eg. [24,8,2,3]) with the accompanying task of identifying whether a definite NP is
anaphoric or not. NP resolution in these studies involves identifying a single previously
mentioned noun that the anaphoric NP refers to. Anaphora in these studies have been
studied as two categories; direct and associative. The direct category includes cases
in which an NP directly co-refers to another entity such as the case of he/John. The
associative category includes cases such as window/house. Some of the studies such
as [24] have gone a step further to specify the actual associative relation in terms of
synonymy1, hyponymy2 and meronymy3. The motivation for these relations seems to
have risen from organization of the lexicon, WordNet [7] which is used to bridge the
meanings between the anaphor and the antecedent.

In this paper we propose a framework that presents an enhanced interpretation of
the generic bridging relations. The framework is based on recognizing that anaphora
is used in a way similar to another natural language phenomenon, namely compound
noun generation. A compound NP of the form noun + noun (N + N) consists of two
nouns which have some underlying semantic relations ([17,6,19]). According to these
studies, use of compound NPs is highly productive rather then lexical. In this productive
process, compound NPs are formed on the fly as a discourse is being produced, rather
then recalled and used from a lexicon. In this productive process, the semantic relation

1 Same meaning relation.
2 Same subset/superset relation.
3 Part/whole relation.
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between the nouns is deleted and a shortcut is formed by juxtaposing the two nouns
to form a compound noun. However, for interpretation of the compound noun the se-
mantic relation is expected to be reconstructed by the consumer ([17]). This process of
compound noun generation has been described as predicate deletion in literature. The
framework proposed in this paper is based on the premise that associative anaphora us-
age is a similar natural language phenomenon to compound noun generation. They both
involve two nouns connected by a relation, but the relation is not explicitly expressed by
the producer, rather, it is expected to be deduced by the consumer. The difference is that,
in the case of anaphora, the two nouns are used separately as anaphor and antecedent,
while in the case of generation of compound nouns, the two nouns are juxtaposed to-
gether as a compound noun. Research on the generation of compound nouns is at an
advanced stage with various theories existing on how compound nouns are formed. Ac-
cording to these theories, formation of NPs is not totally unconstrained, in other words,
a compound noun cannot be formed with any two random nouns. For example, war
man can not be formed on the basis of the relation “man who hates war” or similarly
house tree can not be formed from “tree between two houses” [29]. In both the exam-
ples there does exist a relation between the nouns, however it is of the type that can be
used to form a compound NP. Linguistic studies on compound nouns (eg. [6,29,17,28]
have assumed that the set of generic relations are finite and characterizable, although
the set is not necessarily common among all the studies. Studies such as [17] and [6]
have attempted to identify these relations, and even though the exact set of relations
proposed by the different studies are slightly different, a core set is very similar. An
additional aspect highlighted in [6] is that compound nouns can also be formed from
“temporary or fortuitous” relations, hence it presents a case for existence of unbounded
number of relations although the vast majority of compound nouns fit into a relatively
small set of categories [26].

The relational frameworks used in computational linguistics vary along similar lines
as those proposed by linguists. Some works in the computational linguistics (eg. [4,20])
assume the existence of an unbounded number of relations while others (eg. [16,13])
use categories similar to Levi’s finite set. Yet others (eg. [22,14]) are somewhat similar
to [28]. Most of the research to date has been domain independent, done on generic
corpus such as Penn Tree Bank, British National Corpus or the web.

The later works on noun compounds have followed on from either [18] or [28] with
some of them coming up with a slightly different variation while others have defined a
finer grained set of relations dictated by the data sets used for the study. For example,
[26] reports a set of 43 relations grouped into 10 upper level categories. Most of the
relations from different studies can be mapped to an equivalent relation in other studies.

For this study we chose the set of relations proposed in [18] for two reasons. Firstly,
our analysis of corpus for anaphor-antecedent relations seemed to map better to Levi’s
set of nine relations for compound nouns and secondly more of these relations can
be computationally determined from existing lexicons such as WordNet and the Web.
There are already several works that extract Levi’s set of relations from WordNet and
the Web with various levels of success. In terms of natural language processing, a lin-
guistic theory is only useful if it can be reasonably implemented in a computational
system. The theory on anaphora proposed in this paper can be easily implemented by
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adopting the relation extraction techniques from compound noun generation works.
We are currently in the process of developing an anaphora resolution system by in-
tegrating the various relation extraction strategies described in computational works on
compound nouns.

3 Anaphora Resolution Framework

In the Introduction we stated that anaphora interpretation and noun compound gener-
ation are two indicants of the same underlying relational framework between entities.
Hence, a framework describing compound noun generation has to apply to anaphora
usage as well. In the proposed framework we extend the relations proposed for com-
pound noun generation from [18] for interpretation of noun phrase as well as pronomi-
nal anaphora.

An indirect reference such as window referring to house and diesel referring to truck
is based on the predicates “house has windows” and “a truck uses diesel”. In the case
of compound noun generation, the predicate is deleted and the two entities are juxta-
posed to form the noun compounds house window and diesel truck. For interpretation
of the compound noun the consumer is expected to reconstruct the relation between the
modifier and the head noun ([6,18]). We propose that the compound noun generation
process is very similar to associative anaphora, except in the latter case the modifier is
not necessarily bound to the head noun as part of a noun compound. That is, it may
exist in another clause, however the same relation is still expected to be reconstructed
for a full interpretation of the anaphor. Hence, for the example for the predicate “house
has window”, we could have the full NP, house window produced by predicate deletion.
However in addition, the same predicate could also be expressed anaphorically as in the
following example:

John bought a house in Glen Eden.
The windows are wooden.

In the example above the related entities from the predicate “house has windows” are
separated into two different sentences, each expressing information about “house” and
“windows” respectively. In order to relate the two sentences we need to bridge the
“semantic gap” between “windows” and “house”. This is referred to as text cohesion
and/or coherence ([12,25]). Hence identifying the specific relation between an anaphor
and its antecedent is necessary for establishing coherence which is fundamental for a
full interpretation of any text.

Semantic relations between certain entities exist by default and can be assumed as
part of the lexical knowledge of the consumer. For example, the HAVE relation between
car and tyre is part of lexicon so the noun compound car tyre and the noun tyre used
anaphorically to refer to car is readily understood. In addition, the HAVE relation can
also be established temporarily in a discourse followed by its use for anaphora and/or
compound nouns. For example, after specifying the relation “the box has tyres”, the
noun tyres can be used to indirectly refer to box in the same way as the reference of tyres
to car. However, the former can only be used in the context of the discourse in which
the relation was expressed. This corresponds to Downing’s [6] fortuitous relations.
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We distinguish between these two type of relations as persistent or contextual. Per-
sistent relations are those that form part of the lexical knowledge which are valid within
the context of a particular discourse as well as all other discourses. On the other hand
contextual relations are transient, and may be valid only for the duration of a single dis-
course, for example, “a cup on a table” or “John has a knife”. The contextual relations
are expressed as either a verb or a preposition, relating two entities in the discourse
being processed. In order to resolve all bridging anaphora in a discourse, we need to
identify both persistent as well as the contextual relations. The persistent relations can
be expressed either explicitly or assumed as part of the lexicon. On the other hand,
the contextual relations have to be expressed explicitly via verbs and prepositions. The
question now is which verbs and prepositions represent the anaphoric relations.

As argued earlier, the semantic relations used by bridging anaphora are the same as
those used for compound noun generation, hence for this study we adopted the set pro-
posed in [18]. The set of relations consist of CAUSE, HAVE, MAKE, USE, BE, IN,
FOR, FROM and ABOUT. In order to define a complete framework for anaphora in-
terpretation, we needed to do two modifications to the nine relations from [18]. Both of
these modifications were done in order to be able to better interpret and represent plural
anaphoric nouns. This was done by introducing a new relation named ACTION, and
by splitting the existing BE relation into BE-INST and BE-OCCR. These are explained
next.

When two or more entities in a discourse are participating in the same or similar
event, they can be referred to as a unit by a collective NP in the context of the discourse.
The entities in the same or similar action can be expressed by the conjunction and or
described by two different clauses. For instance in the sentence “The coastguard and
Lion Foundation Rescue helicopter were called out.”, the entities coastguard and Lion
Foundation Rescue helicopter are related to each other by the virtue of participating in
the same action. Similarly, the clauses “the truck rolled down the hill” and “the ball
rolled down the hill” would enforce the same relation between truck and ball since they
are both engaged in the same action (roll). This relation between truck and ball is only
valid for the context of the discourse, hence this relation is contextual. We describe this
contextual relation as the ACTION relation which relates entities participating in events
which are identified to be same or similar. The ACTION is used to describe an NP such
as runners used to refer to fox and Peter from the context clause “The fox and Peter
were running”.

The second modification involved defining a finer grained BE relation in order to
interpret existence of plurals in a different form. We split Levi’s BE relation into BE-
OCCR and BE-INST to distinguish between direct co-reference or identity relation
and an instance relation. In a BE-OCCR relation an NP directly forms a one-to-one
co-reference to another NP, eg. John/he and John/the driver. The BE-INST relation
represents cases where an anaphor refers to a plural antecedent, in a partial capacity,
for example, both trucks/northbound truck. In this case the NP northbound truck is an
instance of both trucks which is distinct from a co-reference relation. It can be argued
that all subset/ superset relations such as John/driver(John is an instance of driver) and
car/vehicle (car is and instance of vehicle) is an instance relation. However we consider
these as BE-OCCR relation since they function to identify the entity. Hence in the
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framework, the BE-INST relation only relates a plural NP and an NP representing a
subset of the plural NP.

With this discussion we can now define and exemplify the eleven relation types used
in the anaphora interpretation framework. They are:

CAUSE - Includes all causal relations. For example, battle/fatigue,
earthquake/tsunami

HAVE - Includes notions of possession. This includes diverse examples such as snake/
poison, house/window and cake/apple.

MAKE - Includes examples such as concrete house, tar/road and lead/pencil.

USE - Some examples are drill/electricity and steam/ship.

BE-INST - Includes plural cases such as both trucks/southbound truck,
John/teachers.

BE-OCCR - Describes the same instance participating in multiple events. For example
John Smith/Mr Smith/he and John Smith/the driver.

IN - This relation captures grouping of things that share physical or temporal proper-
ties. For example lamp/table and Auckland/New Zealand.

FOR - This includes purpose of one entity for another. For example pen/writing and
soccer ball/play.

FROM - This includes cases where one entity is derived from another. For example
olive/oil and wheat/flour.

ABOUT - Describes cases where one entity is a topic of the other. For example travel/
story and loan/terms.

ACTION - This is only a contextual relation meant to capture entities engaged in same
or similar action either with the same object/s or a null object.

The next section describes the annotation experiment done in order to validate that
anaphora usage is based on the above relation types.

4 Annotation Experiment

4.1 Annotators

For the purpose of human validation of all relations in the framework we used second
and third year students enrolled in computer related degrees. The annotation experi-
ments were done over a period of 4 weeks at the beginning of their usual classes. Four
different streams were used each consisting of approximately 30 students. The students
in each stream were given a basic training on the requirements of the annotation and
they were given a single annotation task at the beginning of their class over a 4 week
period. The whole annotation experiment was broken down into session based tasks
involving 25 anaphoric NPs per task. This was done to ensure that each task was com-
pleted in about 10 minutes with minimal impact on the students class time. In addition,
the annotators were not identified in any of the tasks. We only ensured that an annotator
did not annotate the same task twice.
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4.2 Annotation Data

Our base input data used for content analysis for all aspects of NP usage consisted
of 120 articles (of mixed genre) from The New Zealand Herald, The Dominion Post
and The Press which are three major online newspapers from three different cities in
New Zealand. The choice of the articles were not completely random. This corpora was
developed to serve as the input data for the anaphora resolution system which is the
parent project of this study. Hence, the corpora was developed from the articles which
were not too short (had more then 20 sentences), exhibited use of a variety of anaphoric
uses (including pronominal anaphora) and had been written by different writers.

An inherent challenge in most NLP tasks is what is referred to as data sparseness.
The term is used to describe a characteristic when a single chosen corpus cannot be used
for consistent empirical validation of all aspects of a theory. This is because the preva-
lence of the different characteristics of an NLP theory can be unevenly distributed in a
fixed corpus. Hence, we searched an extended corpus in order to make a lower thresh-
old of 15 relations from each category. For this we used The Corpus of Contemporary
American English [5]. This freely available corpora consisting of some 410 million
words from a variety of genre and has an online web interface which can be used to do
fairly complex searches for words and phrases hence forms an excellent resource for
manual content analysis for NLP tasks.

We excluded validating the BE-OCCR relation since this is a non-ambiguous co-
reference relation.

For the annotation experiment we used 3 streams of approximately 30 students giving
us a total of 90 different annotators. Each annotator took 4 different tasks, one per
week for a period of 4 weeks. Each task consisted of 25 antecedent-anaphor pairs and
was annotated by 2 streams, ie. approx. 60 annotators. We randomly discarded some
annotation task sheets in order to have a consistent number of annotations for each
pair resulting in 25 annotators for each task. Each relation type from (CAUSE, HAVE,
MAKE, USE, BE-INST, IN, FOR, FROM, ABOUT, ACTION) as classified by the
author was represented by 15 anaphor-antecedent pairs. The pairs from each of the 10
relation types were randomly selected to make up 6 task sheets, each consisting of 25
pairs. The total number of classifications for all relations amounted to 3750 with 375
classifications for each relation type consisting of 15 different anaphor-antecedent pairs.

Each of the streams were given a basic training on semantic interpretation of the rela-
tion types using the examples in section 3. These examples were also given as a separate
sheet with each annotation task. Each task sheet consisted of anaphor-antecedent pairs
and a tick box for each of the relations. The annotators were asked to choose the rela-
tion which best describes the anaphor-antecedent pair. Two additional options, OTHER
and NONE were also given. The OTHER was to be used if the annotator thought that a
relation does exist but is not present in the given list and option NONE to be used if the
annotator thought that the pair were not related at all.

Table 1 shows the confusion matrix of the relation types as identified by the anno-
tators against the author’s classification. Table 2 shows the corresponding confusion
indices between the relation types. The confusion indices indicate the likelihood of a
relation type to be interpreted as another type.
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Table 1. Confusion Matrix for the non-normalized NPs. The columns give the annotations by
annotators against the author’s annotations on the rows. Each relation category had a total of 375
annotations done by 50 different annotators. The bolded entries indicate number of annotations
agreeing with author’s annotations.

CAUSE HAVE MAKE USE BE–INST IN FOR FROM ABOUT ACTION OTHER NONE
CAUSE 208 45 87 4 14 15 2
HAVE 196 113 7 13 46
MAKE 45 206 120 4
USE 45 26 242 59 3
BE-INST 347 19 9
IN 64 37 241 33
FOR 18 5 132 216 4
FROM 9 17 35 87 227
ABOUT 48 11 56 7 253
ACTION 5 351 19

Table 2. Confusion Index Matrix between the relation types corresponding to table 1. The bolded
entries indicate the index of annotations which were the same as that of the author’s.

CAUSE HAVE MAKE USE BE–INST IN FOR FROM ABOUT ACTION OTHER NONE
CAUSE 0.55 0.12 0.23 0.01 0.04 0.04 0.01
HAVE 0.52 0.30 0.02 0.03 0.12
MAKE 0.12 0.55 0.32 0.01
USE 0.12 0.07 0.65 0.16 0.01
BE-INST 0.93 0.05 0.02
IN 0.17 0.10 0.64 0.09
FOR 0.05 0.01 0.35 0.58 0.01
FROM 0.02 0.05 0.09 0.23 0.61
ABOUT 0.13 0.03 0.15 0.02 0.67
ACTION 0.00 0.01 0.94 0.05

4.3 Annotation Results

The first observation of the annotation results from table 1 is that only 2 annotations out
of a total of 3750 were classified as NONE indicating that the annotators by and large
thought that the pairs given had some relation. In addition a total of 43 (approx. 1.1%)
annotations were classified as OTHER, which represents the relations which were de-
scribed by a relation not in the list of 10 that were given. The main categories that
were interpreted as having some other relation were CAUSE and ACTION, however
these were still a very small percentage with indices of 0.04 and 0.05 respectively. The
bolded entries in table 2 give the percentage agreement of the relation types agree-
ing with that of the author. The relation types BE-INST and ACTION have the high-
est conformance indicating they are the least ambiguous. The other types vary from
a low figure of 0.52 for HAVE to 0.67 for ABOUT, with an overall agreement value
of 0.66. The relation types that were easily confused and hence can be interpreted as
semantically close, were HAVE, MAKE and USE. Conflating these 3 categories gives
us an agreement index of 0.89. Another crucial observation is for the FROM relation.
Although not by large amounts, this relation type seems to be confused with all other
categories. This prompted us to closely examine the task sheets to see if there were
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Table 3. Inter-annotator agreement comparison between studies dealing with relations between
composite nouns of noun compounds

Study Agreement Index No. of Relations

[26] 0.57 - 0.67 κ 43
[9] 0.61 κ 22
[23] 0.68 κ 6
[14] 52.31 % 20
[10] 0.58 κ 21

consistent misclassifications by the author, however no such patterns were found. Some
of the classifications seemed to use the FROM type as a “fall back” category.

In order to compare the inter-annotator agreement with other similar studies we also
computed the Fleiss’ κ measure. The κ index for the overall annotation tasks was com-
puted to be 0.64 and the value with HAVE, MAKE and USE conflated was 0.86. The
overall κ value 0.64 compares well with the inter-annotator figures from other annota-
tion experiments dealing with identification of relations. For comparison some of the
results are summarized in table 3.

5 Prevalence of Anaphoric Relations in News Articles

In order to gauge the prevalence of the anaphoric relations in naturally occurring dis-
courses, we used 30 of the 120 newspaper articles used for the annotation experiment
and analyzed them in detail to determine the existence and the distribution of the pro-
posed relations. The set of 30 articles consisted of 352 sentences and 2323 nouns. The
30 randomly chosen articles were analyzed by the author for the existence of the 10
relations from table 1. In addition there were two additional relation types. The first one
was the OTHER relation for relations that could not be categorized into any of the 10
types from table 1. The second one was the BE-OCCR relation which was considered
trivial, hence was not tested in the annotation experiment. This represents the identity
or the co-reference relation.

Out of a total of 2323 nouns, 1324, or 57% were found to be used anaphorically.
This shows that more than half of the nouns used were anaphoric, hence highlights the
importance of being able to resolve them for discourse interpretation. Note that in our
framework, an anaphor can have more than one antecedent where the antecedents are
related by different relations. The 1324 nouns used anaphorically had a total of 1588
relations between them. This gives us an average of 1.2 relations per anaphor. The de-
tailed distribution of the relation types are shown in figure 1. The figure firstly shows
that the majority (524) of the relations are of type BE-OCCR which are identity rela-
tions represented by both pronouns as well as noun phrases. The reset of the relations
were fairly evenly distributed ranging from 64 to 175. Only a small number, 32 or 2%
of the relations were found to be outside the range of the relations in the framework.
Aside from the BE-OCCR and OTHER relation types, there were 1032 bridging relation
from the list BE-INST, CAUSE, HAVE, MAKE, USE, IN, FOR, FROM, ABOUT and
ACTION. This means a substantial proportion (65%) of relations were bridging, high-
lighting their prevalence in news paper articles. We are in the process of implementing
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the resolution of these types of bridging as well as the traditional co-reference anaphora
at a discourse level. The resulting network of relations between nouns in the discourse
will provide us with an infrastructure which can be utilized in a computational system
for a richer interpretation of discourses.

Fig. 1. Figure showing the relative distribution of relation types in a corpus of 20 news paper
articles

6 Discussion

The annotation experiment results strongly indicate that the two natural language usage
phenomena of compound noun generation and anaphoric use of nouns are based on the
same underlying semantic structure. At a theoretical level, this has a significant impact
on our understanding of how humans use natural language. In particular, it will help
us better understand the use of compound nouns which are also anaphoric by using the
same theory to interpret them. At a computational level, the proposed framework for
anaphora resolution allows us to marry the two nlp areas so that we can better share
computational advances in the two research areas. Recently there has been an increased
momentum [13,26,20,4,15,21,1,11] towards automatic derivation of relations between
composite nouns in noun compounds, most of them based on relations from [18]. This
will result in an increasing amount of ontology representing semantic relations used for
generating compound nouns. Any such ontology will be directly useful for anaphora
resolution in the framework proposed in this paper.

Another significant advantage of a common framework is that it will be easier to
integrate the full meaning of a compound noun and the meaning associated with it being
used anaphorically. Currently, anaphora is described using a different set of relations
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(eg. synonymy, hypernomy, meronomy etc.) and compound nouns with a different set.
Hence, when interpreting a compound noun which is also anaphoric, it becomes difficult
to merge the two meanings. Combining the processes within the same framework gives
us a much stronger interpretative power enabling us to interpret a modifier as well as
the head noun. As an illustration consider the excerpt below:

John’s car had an accident yesterday. Its thought faulty car tyres played a
major role in the accident.

The compound noun faulty car tyres expresses the relation HAVE between the modifier
car and the head noun tyres, defined by the compound noun generation framework. In
terms of straight forward anaphora resolution, the compound noun faulty car tyres is
not anaphoric since the head noun tyres does not co-refer to anything in the previous
sentence. However to be able to fully interpret the meaning of the second sentence, it
is crucial that we know that the noun car in the first sentence also has a HAVE relation
to tyres in the second sentence. This relation forms the basis of the coherence between
“car and accident” in the first sentence and “tyres and accident” in the second sentence.
The proposed framework enables us to use relations from the same set to describe the
relations between car and tyres in the compound noun faulty car tyres and the anaphoric
relations between faulty car tyres and car. The resultant output from processing a whole
discourse using the proposed framework would be a network of entity-to-entity relations
consisting of all freely existing nouns as well as nouns participating as modifiers. This
network can either be used on its own or used as a building block towards higher level
discourse structures such as a coherence structure.

7 Concluding Remarks

In this paper we presented a relational framework for interpreting anaphoric NPs which
goes beyond the conventional co-reference relations. We argued that anaphora usage
and compound noun generation are based on a common relational framework. To sup-
port this we used an existing NP production framework and validated it for anaphora
usage using real world discourses. We also argued that by using this framework, a more
accurate level of discourse interpretation can be achieved, both directly, as well as us-
ing it as a building block for a higher level discourse structure such as the coherence
structure. We are in the process of implementing the framework and will be reporting
the results in near future. It is anticipated that successful computation of this frame-
work will help in numerous NLP tasks such as document visualization, summarization,
archieving/retrieval and search engine applications.
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23. Ó Séaghdha, D.: Annotating and learning compound noun semantics. In: Proceedings of the
45th Annual Meeting of the ACL: Student Research Workshop, ACL 2007, pp. 73–78. Asso-
ciation for Computational Linguistics, Stroudsburg (2007), http://portal.acm.org/
citation.cfm?id=1557835.1557852

24. Poesio, M., Vieira, R., Teufel, S.: Resolving bridging references in unrestricted
text. In: Proceedings of a Workshop on Operational Factors in Practical, Robust
Anaphora Resolution for Unrestricted Texts, ANARESOLUTION 1997, pp. 1–6. Associ-
ation for Computational Linguistics, Morristown (1997), http://portal.acm.org/
linebreakcitation.cfm?id=1598819.1598820

25. Sanders, T.: Toward a taxonomy of coherence relations. Discourse Processes 15(1), 1–35
(1992)

26. Tratz, S., Hovy, E.: A taxonomy, dataset, and classifier for automatic noun compound inter-
pretation. In: Proceedings of the 48th Annual Meeting of the Association for Computational
Linguistics, ACL 2010, pp. 678–687. Association for Computational Linguistics, Strouds-
burg (2010), http://portal.acm.org/
citation.cfm?id=1858681.1858751

27. Vieira, R., Poesio, M.: An empirically based system for processing definite descriptions.
Computational Linguistics 26(4), 539–593 (2000),
http://www.mitpressjournals.org/doi/abs/
10.1162/089120100750105948

28. Warren, B.: Semantic patterns of noun-noun compounds. Gothenburg studies in English.
Acta Universitatis thoburgensis (1978)

29. Zimmer, K.E.: Some general observations about nominal compounds. Working Papers on
Language Universals, pp. C1–C21 (1971)

http://portal.acm.org/citation.cfm?id=1557835.1557852
http://portal.acm.org/citation.cfm?id=1557835.1557852
http://portal.acm.org/linebreakcitation.cfm?id=1598819.1598820
http://portal.acm.org/linebreakcitation.cfm?id=1598819.1598820
http://portal.acm.org/citation.cfm?id=1858681.1858751
http://portal.acm.org/citation.cfm?id=1858681.1858751
http://www.mitpressjournals.org/doi/abs/10.1162/089120100750105948
http://www.mitpressjournals.org/doi/abs/10.1162/089120100750105948


Toward Information Sharing of Natural Disaster:
Proposal of Timeline Action Network

The-Minh Nguyen, Takahiro Kawamura, Yasuyuki Tahara, and Akihiko Ohsuga

Graduate School of Information Systems, The University of Electro-Communications,
1-5-1, Chofugaoka, Chofu-shi, Tokyo, 182-8585, Japan

{minh,kawamura,tahara,akihiko}@ohsuga.is.uec.ac.jp

Abstract. In emergency situations such as earthquake, typhoon, it is important
to share people’s actions in real-time. Therefore, in this paper, we first design a
timeline action network based on Web Ontology Language (OWL) in order to
represent these actions in real-time. We then use our previous work to automati-
cally collect data for the action network from Twitter. Finally, we propose a novel
action-based collaborative filtering, which predicts missing activity data, in order
to complement this timeline action network. Moreover, with a combination of col-
laborative filtering and natural language processing (NLP), our method can deal
with minority actions such as successful actions. Based on evaluation of tweets
which related to the massive Tohoku earthquake, we indicated that our timeline
action network can share useful action patterns in real-time. Not only earthquake
disaster, our research can also be applied to other disasters and business models,
such as typhoon, travel, marketing, etc.

Keywords: Evacuation-rescue, Twitter, Action network, Action-based Collabo-
rative Filtering.

1 Introduction

The ability of computers to recommend useful action patterns based on users’ behaviors
is now an important issue in context-aware computing [1], ubiquitous computing [2],
and can be applied to assist people in disaster areas. When the massive Tohoku earth-
quake and Fukushima nuclear disaster occurred in March 2011, many people felt panic,
and wanted to know “what did other people do to go to a safe place”, “how to come back
home”, etc. Since the train system in Tokyo was stopped after the earthquake, there are
about 3 million people in Tokyo who had difficulties returning home [3]. The Japanese
government said that there is 87% of chance of an approximately 8.0-magnitude earth-
quake occurring in the Tokai region within the next 30 years [4]. In this case, temporary
homeless people who are unable to return home, are expected to reach an amount of 6.5
million [5].

To recommend useful action patterns, it is necessary to have a collective intelligence
of these action patterns. During the massive Tohoku earthquake, while landlines and
mobile phones got stuck, Twitter was used to exchange information related to evacu-
ation, traffic, etc. On 11 March, 2011 the number of tweets from Japan dramatically
increased to about 33 million [6], 1.8 times higher than the average figure. Therefore,

J. Filipe and A. Fred (Eds.): ICAART 2012, CCIS 358, pp. 145–157, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



146 T.-M. Nguyen et al.
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① Extract human activity

③ Predict missing activity  ② Building timeline action network

Twitter
16:13:00

19:10:30

Fig. 1. Approach of building timeline action network

we can say that Twitter is becoming the sensor of the real world. In other words, we
can collect activities of people in earthquake disaster from Twitter. We can consider
these activities as the collective intelligence. However, sentences retrieved from Twitter
which are more complex than other media texts, are often structurally various, syntac-
tically incorrect, and have many user-defined new words [7].

In emergency situations, it is important to let the computers make a useful recom-
mendation in time. This means that the activities should be collected, and represented
in real-time. However, since tweets depend on users’ autonomy, it is highly probable
that the users do not post their activities in real-time. Thus, we need to solve the prob-
lem of missing activity data in order to have activity data in real-time. Additionally, to
help the computer understand the meaning of the data, we should build the collective
intelligence based on OWL.

In this paper, as shown in Figure 1, we first use our previous work [7] to automatically
extracts human activities from Twitter. And then, we design a timeline action network
(TiAN) to represent these activities in real-time. Finally, we propose a novel action-
based collaborative filtering, which predicts missing activity data, to complement the
action network. Moreover, with a combination of collaborative filtering and NLP, our
method can handle minority actions such as successful actions.

The main contributions of our work are summarized as follows:

– We has successfully designed the TiAN based on OWL in order to represent the
activities in real-time.

– We also proposed a method that can predict missing activity data to complement
the action network. Moreover, this method can handle minority actions.

The remainder of this paper is organized as follows. We first explain how to extract
human activity from Twitter. Secondly, we design TiAN to represent the extracted ac-
tivities. Thirdly, we explain how to predict missing activity data. We then report our
experimental results, and explain how to apply the action network. After considering
related works, this paper concludes with some discussions of the future work.

2 Extraction of Human Activity

In this paper, we define an activity by five attributes namely actor, act, object, time and
location. And an action consists of a combination of act with object. For example, in
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Fig. 2. Approach of extracting activities from Twitter

the sentence “Tanaka is now taking refuge at Akihabara”, actor, act, time and location
are “Tanaka”, “take refuge”, “now”, “Akihabara” respectively. Figure 2 explains the
key ideas of our previous work [7] for extracting activity attributes in each sentence
retrieved from Twitter, are summarized as follows:

– We deploy self-supervised learning [8], and use the linear-chain conditional random
field (CRF) [9] as a learning model.

– Using deep linguistic parser [10], 8 syntax patterns, and Google Map API to make
initial training data from parsable sentences.

– Based on the initial training, we collect more trustworthy training from weblogs.
– Since sentences retrieved from Twitter often contain noise data, we remove these

noise data before testing. Additionally, to avoid error when testing, we convert com-
plex sentences to simpler sentences by simplifying noun phrases and verb phrases.

– We consider not only time stamp of tweets, but also time expression (now, this
evening, etc) to decide time of activities in these tweets.

3 Building Timeline Action Network

In this section, we first design TiAN. We then explain how to create semantic data for
TiAN.

3.1 Designing Timeline Action Network

To represent human activities in real-time, we add time information into TiAN. As
shown in Figure 3, TiAN is expressed as a directed graph whose nodes are activity
attributes, and whose edges are relations between these activity attributes. It is important
to help the computers understand the meaning of data, thus we design TiAN based on
OWL. Since N3 [11] is a compact and readable alternative to RDF’s XML syntax, we
use N3 to describe data of TiAN.

To represent data of TiAN, we create classes and properties as below:

– ActionClass, ActClass, WhereClass, and WhatClass are classes of activity, act, lo-
cation, object respectively.
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Fig. 3. An excerpt from timeline action network (C, I, L represent class, instance, label of activity
attributes respectively)

:stop :ActClass ;
"stop"@en .

:TrainStationClass ;
"Akihabara station"@en ;
"Tokyo"@en ;
"Chiyoda-ku"@en ;
"1-17-6 Sotokanda"@en ;
35.69858 ;
139.773108 .

:act_01 a :ActionClass ;
:act :stop ;
:what "train"@en ;
:where :akihabara_station ;
tl:start
tl:end 

2011-03-11T16:13:00^^xsd:dateTime ;
2011-03-11T23:45:00^^xsd:dateTime .

vcard:street-address  
geo:lat 
geo:long

:akihabara_station

a
rdfs:label

a
rdfs:label
vcard:region 
vcard:locality

Fig. 4. An example of TiAN data

– EvacuationClass, ShopClass, RestaurantClass, TrainStationClass are classes of evac-
uation, shop, restaurant, train station respectively.

– TiAN has five properties: act, what, where, next, and becauseOf, which correspond
to activity attributes, and relations between activities.

To easily link to external resource, TiAN inherits Geo [12], Time line [13], and vCards
[14] ontologies. Geo [12] is used for representing latitude and longitude of a location.
Time line [13] is used for representing time. And, vCards [14] is used for representing
an address of a location.

Based on the above classes, properties, and inherited ontologies, we can describe
data of TiAN. For example, Figure 4 represents the activity in the sentence “The train
has stopped at Akihabara Station at 16:13:00”.
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e.g. Earthquake M9.0 was just occurred  (03-11 14:47)

Extract activity attributes
Activity ID (Who, Action, What, Where, When)
act01 (Null, occur, eathquake M9.0, Null，03-11 14:47)
act02 (I, take refuge, Null, Akihabara, 03-11 15:10)
act02  becauseOf   act01

Convert to RDF/N3
:act01    a :ActionClass ;

    :act :occur ;
    :what "earthquake M9.0"@en ;
    tl:start "2011-03-11T14:47:00"^^xsd:dateTime .

:act02    a        :ActionClass ;
    :act     :take_refuge ;
    :where :Akihabara ;
    tl:start "2011-03-11T15:10:00"^^xsd:dateTime ;
    :becauseOf     :act01 .

I am taking refuge at Akihabara (03-11 15:10)  

Using #jishin (#earthquake) tag to extract activity
sentences which relate to earthquake

Twitter

Fig. 5. Method of creating semantic data for TiAN

3.2 Creating Semantic Data

Figure 5 explains how to create semantic data for TiAN. We first use #jishin (#earth-
quake) tag which relates to earthquake to collect activity sentences from Twitter.
Secondly, we use our activity extraction method to extract activity attributes, and rela-
tionships between activities. Finally, we convert the extracted data to RDF/N3 to make
semantic data for TiAN (Appendix 1).

4 Prediction of Missing Activity

Let Canact = {act1, act2, .., actt, ...} is the set of candidate actions of the active user
ua at time t. Predicting the action of ua at time t can be considered as choosing the ac-
tion in Canact, which has the most highest probability. Therefore, we need to calculate
probability of ua did actt at time t (Pua→actt ).

As shown in Figure 6, we can use collaborative filtering approach (CF) to calculate
Pua→actt . However, while traditional CF [15,16,17] is trying to recommend suitable
products on internet for users, our work tries to predict missing action data in real-
world. Different from products, users’ actions strongly depend on location, time, and
before-after actions. Additionally, we need to consider execution time of each action.
This means that it is not suitable to use traditional CF for our work.

Below, we propose a novel action-based CF to calculate Pua→actt .
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correspond to user-based CF

correspond to item-based CF

① based on similar users

Pua→actt
? probability of actt

② based on action

Fig. 6. Approach of predicting missing activity

4.1 Prediction Based on Similar Users

Based on the following ideas, we calculate similarity between two users in emergency
situations.

– It is highly probable that as same as user ua, similar users also did before action
(Did(abefore)) and after action (Did(aafter)) of the candidate action acttD

– If users had the same goal (e.g. wanted to evacuate in Shinjuku), then they had same
action patterns (SameTarget(at, lt)).

– It is highly probable that user did the same actions if they were in the same location
(SameLocation(l)).

Therefore, the similarity between user uj and user ua will be calculated as Equation 1.

S(uj , ua) =βDid ({abefore, lbefore}, {aafter, lafter})
+ γSameTarget (at, lt)

+ (1− β − γ)SameLocation(l)

(1)

Where:

– Parameters β, γ satisfy 0 ≤ β, γ, β + γ ≤ 1. These parameters depend on each
particular problem.

– If uj did action actt in location l, then Did(actt, l) = 1, otherwise Did(actt, l) =
0.

– If uj and user ua has the same goal (want to do action at in target location lt), then
SameTarget(at, lt) = 1, otherwise SameTarget(at, lt) = 0.

– If uj and user ua were in the same location l at the time t, then SameLocation(l) =
1, otherwise SameLocation(l) = 0.

4.2 Prediction Based on Probability of Action

In real-world, an action depends on location, time and its before-after actions. There-
fore, probability of actt at the time t can be calculated as Equation 2.

P (actt) =ρa {F (abefore → actt) + F (actt → aafter)}
+ ρtF (actt, t) + (1− ρa − ρt)F (actt, l)

(2)
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Where:
– Parameters ρa, ρt satisfy 0 ≤ ρa, ρt, ρa + ρt ≤ 1.
– F (abefore → actt) is frequency of abefore → actt (transition from abefore to actt).
– F (actt → aafter) is frequency of actt → aafter (transition from actt to aafter).
– F (actt, t) is frequency of actt at time t.
– F (actt, l) is frequency of actt in location l.

ua

            time_1

      time_b
       

          time_t
          

       tjb    tab      tj1 t   tj2          tjf      taf

uj

    

before  
action

after 
action

act1 act2

after 
action

?before  
action

Fig. 7. An example of plural missing actions

4.3 Prediction Based on Execution Time of Action

Figure 7 explains an example of plural missing actions. In this example, we need to
determine that ua did act1 or act2 at time t. We can solve this problem based on the
execution time of these actions done by user uj .

Let time b, time 1 are execution time of before action, act1 done by the similar user
uj respectively. We suppose that it took the same execution time for ua and uj did the
same action. Based on this supposition, we can use Equation 3 to determine that ua did
act1 or not.

T (uj, act1) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

time t
time b (diff< 0)

1 (0 ≤diff≤time 1)

time 1
diff (time 1<diff)

(3)

where, diff = time t− time b.

4.4 Prediction Formula

Combination of Equation 1, Equation 2, and Equation 3, we can calculate Pua→actt as
Equation 4.

Pua→actt =α

⎛⎜⎜⎜⎝
∑

j=1,L

ω(uj , actt) ∗ S(uj , ua) ∗ T (uj, actt)

L
)

⎞⎟⎟⎟⎠
+(1− α)P (actt)

(4)
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Where:

– L is number of all users similar to ua.
– ω(uj, actt) is a weighting factor. If user uj did actt, then ω(uj , actt) = 1, other-

wise ω(uj, actt) = 0.
– Parameters α satisfies 0 ≤ α ≤ 1. It depends on each particular problem.

4.5 Handling Minority Action

In emergency situations, successful actions are often minority actions, and have a great
value. Therefore, we need a method that can handle not only the majority actions but
also the minority actions. However, frequency-based method such as CF can easily
handle the majority actions, but it is difficult to handle minority actions.

To deal with the minority action, we propose the following approach.

1. Using NLP to extract successful actions in feedbacks (tweets) from users. For ex-
ample, if the users said that “it is a good decision when staying at company”, then
we can consider “stay at company” as a successful action.

2. Predicting probability of ua who did a successful action, based on the following
idea.

– Probability of ua who did a successful action is proportional to percentage of
successful actions.

– The degree of success of an action is proportional to number of good feedbacks
from the users.

Therefore, we can calculate probability of ua who did a successful action by Equa-
tion 5.

DidSuccessua→actt = f(ua) ∗ Success(actt) (5)

Where:

f(ua) =
number of successful actions

number of actions

Success(actt) =
number of good feedbacks about actt

total number of good feedbacks

Finally, the formula to predict missing action will be complemented as Equation 6.

P ∗
ua→actt = DidSuccessua→actt + Pua→actt (6)

5 Evaluation

In this section, we first evaluate our activity extraction approach. Secondly, we use
SPARQL (SPARQL Protocol and RDF Query Language) [18] to evaluate our timeline
action network. Then, we evaluate our proposed approach which predicts missing ac-
tivities. Finally, we discuss the usefulness of the action network.

We collected 416,463 tweets which related to the massive Tohoku earthquake (Ap-
pendix 2). And then, to create data-set for the evaluations, we selected tweets which
were posted by users in Tokyo from 2011/03/11 till 2011/03/12.
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5.1 Activity Extraction

Table 1 shows the comparison results of our approach with baseline method, and Nguyen
et al. [19]. Based on the results, we can see that the baseline has high precision but low
recall. The reason is that sentences retrieved from twitter are often diversified, complex,
syntactically wrong. Nguyen et al. also used self-supervised learning and CRF, but it
could not handle complex sentences.

Table 1. Comparison of our approach with baseline, and Nguyen et al, (2011)

@ Method Activity Actor Act Object Time Location

Precision
Baseline 81.17% 86.32% 98.13% 84.14% 87.96% 88.25%
Nguyen et al. 57.89% 72.79% 82.98% 67.01% 76.40% 80.20%
Our approach 73.21% 82.25% 97.11% 81.23% 80.04% 82.11%

Recall
Baseline 23.86% 26.38% 28.87% 24.77% 26.20% 26.02%
Nguyen et al. 51.13% 69.13% 90.23% 62.11% 73.51% 77.67%
Our approach 66.54% 80.11% 93.18% 76.57% 79.75% 81.02%

F-measure
Baseline 36.88% 40.41% 44.61% 38.27% 40.37% 40.19%
Nguyen et al. 54.30% 70.91% 86.45% 64.47% 74.93% 78.91%
Our approach 69.72% 81.17% 95.10% 78.83% 79.89% 81.56%

SELECT    DISTINCT    ?location_name    ?street_address    ?end_time  
WHERE {?action    :act    :open .
       ?action    tl:start    ?start_time .
       ?action    tl:end    ?end_time .
       ?action    :where    ?location .
       ?location    rdf:type    :EvacuationClass .
       ?location    rdfs:label    ?location_name .
       ?location    vcard:locality    "Chiyoda-ku"@en .
       ?location    vcard:street-address    ?street_address .

       FILTER(?start_time <= "2011-03-11T17:00:00"^^xsd:dateTime && 
              ?end_time >= "2011-03-11T17:00:00"^^xsd:dateTime &&
              lang(?street_address) = "en" &&
              lang(?location_name) = "en"
       )
}

Fig. 8. An example query for looking up opening evacuation centers based on time and location

location_name "Akihabara Washington Hotel"@en
street_addresss "1-8-3 Sakuma-cho, Kanda"@en
start_time 2011-03-11T16:00:00
end_time 2011-03-12T09:00:00

Fig. 9. An example result of opening evacuation center

5.2 Timeline Action Network

We used SPARQL to make RDF queries to evaluate our timeline action network. For
example, Figure 8 shows the query that looks up an opening evacuation center based on
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the current time (2011-03-11T17:00:00), and the current location (Chiyoda-ku) of the
active user. The result of this query is shown in Figure 9. Therefore, we can say that our
action network is working properly with RDF queries.

5.3 Missing Activity Prediction

To evaluate our proposed approach, we first created correct action data of 3,900 Twitter
users in Tokyo, after the massive earthquake occurred. Secondly, we repeated 10 times
of the following experiment.

Table 2. Recall of Deleted Activity Data

Method Action Location Action and Location
Baseline@ 31.48% 43.09% 27.56%
Our method 69.23% 76.92% 43.59%

1. Randomly select 39 users as the active users.
2. Randomly delete activity data of these active users.
3. Consider the active users’ names and time of deleted activities as input data, using

our approach to determine whether the deleted activity data is reproduced or not.

The average results are shown in Table 2. In this table, baseline is the following method:

1. Look up the most similar user most similarua to the active user ua.
2. Based on most similarua , we predict missing activity of ua.

From the above results, we can say that:

– Our approach can reproduce 69.23% of missing actions, 76.92% of missing loca-
tions, and 43.59% of missing activities (both of action and location).

– Not only the most similar user, our method considers all similar users and candidate
actions. This is the reason why our method outperforms baseline.

5.4 Application of Timeline Action Network

If data on Twitter is real-time data, then we can say that TiAN reflects real-world activ-
ities in real-time. By using SPARQL (SPARQL Protocol and RDF Query Language),
computers can grasp situations of trains, evacuation centers, food shops, etc. Therefore,
we can use TiAN to find the nearest available evaluation center for disaster victims.

The computers also can recommend “what should to do” for the active user, based
on action patterns of other users in TiAN. For example, as shown in Figure 10, based
on past actions of other users, the computer can recommend {act 05, act 06, act 08} or
{act 05, act 06, act 07, act 08} for the active user at Shinjuku station.
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Fig. 10. An example of using TiAN to recommend action patterns for reaching to an available
evacuation centers

• Dynamic
• Standardizationextraction

Twitter

Open Mind 
Common 

Sense

• Static 
• Not standardizationconvert

ConceptNet 

TiAN

Fig. 11. Comparison with ConcepNet

6 Related Work

6.1 Action Network

ConcepNet (MIT Media Lab) [20] is a well known action network. This action net-
work is a semantic network of commonsense knowledge, based on the information in
OpenMind commonsense corpus (OMCS) [21].

Figure 11 shows comparisons of TiAN and ConcepNet. ConceptNet prepared a list of
patterns in advance, and then it uses these patterns to obtain concepts, and the relations
between these concepts. For example, given “A pen is made of plastic” as an input
sentence, it uses “NP is made of NP” to get two concepts (a pen, plastic), and the
relation (is made of) between these concepts. However, it is not practical to deploy
this method for extraction of human activities from Twitter, because sentences retrieved
from twitter are often diversified, complex, syntactically wrong. Additionally, TiAN is
standardized based on OWL. Moreover, TiAN is a dynamic collaborative intelligence
that represents instances of human activities in real-world.
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6.2 Collaborative Filtering

[15,16] are the state-of-art approaches of the traditional CF. [15] proposed a combina-
tion item-based CF and user-based CF, but it did not consider time and location. [16]
considered time, but did not consider location.

While traditional CF is trying to recommend suitable products on internet for users,
our work is trying to predict missing action data in real-world. Different from products,
user actions strongly depend on location, time, and before-after actions. Additionally,
we need to consider execution time of each action. Moreover, we need to deal with
minority actions.

7 Conclusions

In this paper, we have designed a timeline action network. Additionally, we used our
previous work to automatically extract human activities from Twitter for this action
network. We then proposed a novel action-based collaborative filtering, which predicts
missing activity data. We also explained how to use this action network to assist disaster
victims.

We are improving the approach of predicting missing activity data to complement
the action network. We also need to consider reliability of activity data retrieved from
Twitter as future work.
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Abstract. Modeling real world agent-based systems is a complex endeavour. An
ideal domain specific agent modeling language would be tailored to a certain ap-
plication domain (e.g. agents in virtual worlds) as well as to the target execution
environment (e.g. a virtual reality platform). This includes the use of specialized
concepts of the application domain, software languages (e.g. query languages
for reasoning about an agent’s knowledge), as well as custom views and dia-
grams for designing the system. This paper presents a model-driven framework
for engineering multiagent systems, called BOCHICA. The framework is based
on a platform independent modeling language which covers the core concepts of
multiagent systems. In order to better close the gap between design and code,
BOCHICA can be extended through several extension interfaces for custom ap-
plication domains and execution environments. The framework is accompanied
by an iterative adaptation process to gradually incorporate conceptual extensions.
The approach has been evaluated at modeling agents in semantically-enriched
virtual worlds.

1 Introduction

The research field of Agent-oriented Software Engineering (AOSE) is concerned with
investigating how methods and algorithms developed in the wide area of Artificial In-
telligence (AI) can be used for engineering intelligent software agents in a systematic
way. AOSE should not be seen in isolation: As it gets increasingly applied in main
stream software engineering it is confronted (of course) with typical problems of to-
day’s software development such as (i) an increasing number of software frameworks,
programming languages, and execution platforms, (ii) shorter development cycles, and
(iii) heterogeneous and distributed IT environments. A key to tackle the rapidly growing
complexity in software development is abstraction. Higher-level software languages are
required to hide the complexity and focus on the design of IT systems. Model-driven
Software Development (MDSD) is driven by industry needs to deal with complex soft-
ware systems. The underlying idea of MDSD is to model the System Under Consid-
erations (SUC) on different levels of abstractions and use model transformations to
gradually refine them until concrete code can be generated. Several core aspects of
MDSD were standardized by the Object Management Group (OMG) as Model-driven
Architecture (MDA).
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During the recent years, several approaches for modeling agent-based systems have
been proposed (e.g. [1]). Although the developed modeling languages are a step into
the right direction, they have problems with fulfilling a user’s need to efficiently model
a custom application domain. An ideal modeling language would contain, beside the
core concepts of Multiagent Systems (MAS), specific concepts, software languages,
graphical representations, etc. for a certain target environment. The better the modeling
language covers the target concepts, the less manual customizations are necessary at
code level. Moreover, it is desirable to extend the modeling language with new concepts
from AI and agent research (e.g. new ways of modeling interaction protocols). This
paper proposes a model-driven framework for engineering agent-based systems which
addresses the described problems. The framework, called BOCHICA1, is based on a
Domain Specific Language (DSL) which covers the main concepts of MAS. It provides
several extension interfaces for integrating new concepts, AOSE methods, and 3rd party
software languages. The customizations allow the user to tailor the framework to his
needs without loosing the integration into a larger framework. The first part of this paper
provides background on AOSE (Section 2), introduces the general idea of the BOCHICA

framework (Section 3), and provides an overview of the extension interfaces (Section 4).
The second part shows how to tailor the framework to the application domain of agents
in semantically-enhanced virtual worlds and presents the evaluation results (Section 5).
Finally, Section 6 discusses the related work and Section 7 concludes this paper.

2 Background

Raising the level of abstraction in software development was always an important driver
in computer science research. The level of abstraction of a software language can
be defined as the distance between the computer hardware and the concepts of that
language [2]. Since the invention of computer systems, the level of abstraction was
steadily increased from opcodes, assembler languages, procedural languages, up to
object-oriented languages. The question that arises is how the next higher level of
abstraction looks like. According to [2], “The challenge for language engineers is
that the software languages that we need to create must be at a higher level of ab-
straction, a level we are not yet familiar with. They must be well designed, and soft-
ware developers must be able to intermix the use of multiple languages. Here too,
we are facing a new, unknown, and uncertain task.” In the agent community, AOSE
has been seen as a natural successor of OOSE for a long time. Several articles dis-
cuss why AOSE has not arrived yet in mainstream software engineering [3][4][5].
Three of the identified main problems are (i) misunderstandings or wrong assumptions
by non-agent experts, (ii) agent-oriented standards and methods are not yet sufficient
for industry needs, (iii) lack of powerful tools. However, regarding the level of abstrac-
tion [3] concludes: “With concepts such as roles and responsibilities, agent-oriented
approaches to problem and system description are much closer to the ways in which
managers conceive of business domains than are traditional software engineering de-
scriptions.” This matches the requirements stated by Kleppe. Our research hypothesis is

1 Bochica was a semi-god of the Muisca culture who brought them living skills and showed
them how to organize their lives.
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Fig. 1. a) depicts how BOCHICA relates to the abstraction layers defined by MDA (Computa-
tional Independent Models (CIM), Platform Independent Models (PIM), Platform Specific Mod-
els (PSM)). b) visualizes the idea behind the BOCHICA core DSL and 3rd party extensions.

that agent technology can embody concepts like goals, roles, and organizational struc-
tures in order to build modeling languages of the next higher level of abstraction.

3 Framework Overview

The role of BOCHICA in the overall software development process is to provide the
means for capturing the design decisions of a SUC and bridging the gap between de-
sign and code. Figure 1 a) depicts how the framework is aligned to the abstraction layers
defined by MDA. The agent-oriented modeling language underlying BOCHICA defines
the concepts which are available for modeling a SUC (see Figure 1 b). So called base
transformations are responsible for mapping the concepts of the BOCHICA core DSL
to different agent platforms. In real world applications, an agent platform usually does
not exist in isolation. As an agent platform is integrated into a larger execution environ-
ment, the core DSL gets extended with additional concepts to address the features of
that execution environment. Moreover, a so called extension transformation defines ad-
ditional conceptual mappings for the new concepts which complement an existing base
transformation. The underlying idea is to reuse large parts of the existing infrastructure.
The separation into a core modeling language and 3rd party extensions prevents the core
DSL from getting cluttered with highly specialized concepts that are only relevant for a
small number of applications (and thus, would make the language unusable over time).
In the following, we provide a brief overview of the BOCHICA core DSL and introduce
an iterative adaptation process for integrating conceptual extensions into BOCHICA.

3.1 Core DSL

The BOCHICA core DSL is based on the Domain Specific Modeling Language for Mul-
tiagent Systems (DSML4MAS) [6]. DSML4MAS is a platform independent graphical
modeling language and covers the core aspects of MAS, such as agents and organi-
zations, interaction protocols, goals, behaviors, deployment aspects, etc. Its abstract
syntax is defined by the Platform Independent Metamodel for Agents (PIM4AGENTS).
Object Constraint Language2 (OCL)-based constraints are used for validating

2 http://www.omg.org/spec/OCL/2.0/PDF/

http://www.omg.org/spec/OCL/2.0/PDF/


The BOCHICA Framework for Model-Driven AOSE 161

Fig. 2. This figure depicts the process for gradually adapting BOCHICA to a custom application
domain

PIM4AGENTS models. Model validation on a platform independent level already pre-
vents many errors in early phases of a project. DSML4MAS inherently possesses three
different abstraction layers. The macroscopic layer defines the organizational structures
of the SUC in terms of abstract goals, roles, interactions, and organizations. The mi-
croscopic layer defines agent types, behavior templates, concrete goals, etc. The de-
ployment layer specifies concrete deployment configurations (e.g. agent instances and
resources). The platform, domain, and methodology independent nature of DSML4MAS

makes it the perfect language for building an extensible framework around it.

3.2 Iterative Adaptation

One of the main reasons in model-driven AOSE which causes design and code to di-
verge over time is that the modeling language is not expressive enough for capturing
all design decisions. This makes extensive manual code refinements necessary at the
platform level to address certain features of the target environment. To approach this
problem, we propose an iterative adaptation process to gradually tailor BOCHICA to
the needs of a custom application domain and execution environment (see Figure 2).
In the first iteration, the SUC is modeled using the core DSL of BOCHICA without any
conceptual extensions (step 1). An existing base transformation to a considered agent
platform is applied (step 2). In step (3), the engineer realizes that some concepts of the
execution environment cannot be addressed by the core DSL and/or the existing base
transformation. The mismatches are analysed in step (4) and so called bottom-up re-
quirements are collected. Finally, the new concepts and extension transformation are
introduced in step (5). The second iteration makes use of the made extensions so that
the gap between design and code is better closed. The adaptation process continues
until the framework fits the needs of the SUC. It is important to note that the idea of
the adaptation process is not to introduce arbitrary low-level concepts into BOCHICA.
The extensions should complement the core DSL where necessary so that the design
decisions can be captured. This task is not trivial and requires background on MDSD
as well as on the BOCHICA core DSL.
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4 Framework Interfaces

In order to customize the BOCHICA framework it offers various interfaces which can
be extended through external Eclipse-based plug-ins. The remainder of this section pro-
vides an overview of those interfaces. Examples are provided by Section 5.

4.1 Conceptual Extension

BOCHICA can be extended with new concepts for (i) introducing new ways of mod-
eling existing aspects (e.g. behaviors), (ii) introducing completely new aspects (e.g.
commitments), or (iii) specializations for a certain application domain or execution
environment. The extension is enabled by several interface concepts such as Agent,
Interaction, Resource, and Task that can be specialized by external plug-ins.
The benefit of extending our framework in opposite to creating a completely new ap-
proach is that large parts, which are common to most MAS, can be reused. The core
concepts evolve over time and will build a solid foundation for AOSE. One example
of how the BOCHICA framework can be extended is the approach for an alternative
(declarative) way of modeling interaction protocols presented in [7]. The presented ap-
proach extended the Interaction concept and added custom diagrams. At the time
of the creation of the extension, BOCHICA was not available so that DSML4MAS had
to be extended directly. Now, BOCHICA provides interfaces for 3rd party developers for
extending it with new concepts without touching the core. At the same time, the exten-
sion is integrated into the overall framework. End users can choose which alternative to
apply. Technically, the extension mechanism is based on the Eclipse OSGi3 framework
and the Eclipse Modeling Framework (EMF) [8].

4.2 Data Model

Figure 3 depicts the data model interface of BOCHICA. The core of the data model
has been separated from BOCHICA and is based on the Ecore metamodel provided by
EMF [8]. Ecore is used to model classes and their attributes and relations among each
other. The reuse of Ecore has several advantages: we get (i) graphical modeling support
(UML class diagram style) and (ii) import from UML, XML schema (including XML
de-/serialization) and existing Java code for free. Types defined in an Ecore-based data
model can be made available within BOCHICA by the concept EType. On top of the
Ecore metamodel, BOCHICA defines basic data structures such as Sequence, Set, or
HashMap. Moreover, the data model interface also provides access to internal types
such as Event and Goal. The internal types are required for accessing BOCHICA

model artifacts inside a plan (e.g. the parameters of a goal). The data model can be
extended by external plug-ins with specialized data structures. It is also possible to
introduce an alternative to the Ecore metamodel for defining data types. Technically,
the user defined data structures use the same extension interfaces as in Section 4.1.

3 http://eclipse.org/equinox/

http://eclipse.org/equinox/
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Fig. 3. The BOCHICA data model interface

4.3 Language Interfaces

There exists a large number of software languages that are relevant for developing
agent-based systems such as (i) knowledge representation languages (e.g. OWL), (ii)
query languages (e.g. SPARQL), (iii) rule languages (e.g. SWRL, PROLOG), (iv) com-
munication languages (e.g. KIF, FIPA ACL), (v) programming languages (e.g. Java).
A software language is always developed with a certain purpose in mind. Thus, it de-
pends on the concrete use case which one to use. BOCHICA provides abstract language
interfaces which can be extended by external language plug-ins (see Figure 4). The
main concept is Expression. There exist several specialized expression types such
as BooleanExpression and ContextCondition. The abstract expression types
are used throughout the framework. For example, an AchieveGoal has a target and
failure condition of type BooleanExpression and a Plan has a context condition
of type ContextCondition. External plug-ins can specialize the abstract expres-
sion types with concrete languages. We assume that an external language is also based
on Ecore. This is not a hard restriction since more and more software languages, such
as SPARQL or Java, are becoming available in public metamodel zoos (e.g. EMFText
concrete syntax zoo4, Atlantic metamodel zoo5). We use a reflection-based approach for
parsing user defined expression strings into a language specific expression model (inter-
face concept EObject) and assign it to the Expression object’s object attribute
(see Figure 4). This approach can be used (i) for checking the syntactical correctness
of an expression, (ii) for checking whether variable symbols inside the language model
are bound in the surrounding scope, and (iii) to process the expression models in model
transformations. The benefit of our approach is that technical details, such as the inte-
gration of the knowledge base and SPARQL into the concrete agent execution platform,
are hidden on the modeling level. At the same time, models can be tailored to a certain
target environment. Of course, the integration at the platform level has to be done at
some point (we discuss it later) but the agent engineer has an abstract view and can
concentrate on the design of the overall system.

4.4 Methodologies

During the recent years, several agent-oriented methodologies have been proposed [9].
Most of the developed approaches are supported by a graphical modeling language

4 http://www.emftext.org/
5 http://www.emn.fr/z-info/atlanmod/index.php/Atlantic

http://www.emftext.org/
http://www.emn.fr/z-info/atlanmod/index.php/Atlantic


164 S. Warwas

Fig. 4. Expression interface of BOCHICA

(see discussion in Section 6). The focus of our approach was always on developing an
expressive platform independent agent modeling language that can be used for model-
driven development of agent-based systems and less on the methodology part. Since
both aspects are complementary, BOCHICA can be extended by AOSE method plug-
ins to support the software development process. In the same way as BOCHICA can
be extended with new agent concepts, methodology providers can contribute plug-ins
with new views and methodology concepts. For example, the Prometheus methodology
[10] uses so called scenarios in the system specification phase to identify typical events,
actions, and goals of the SUC. In the architectural design phase, the collected entities
are grouped to roles and agents. A Prometheus plug-in for BOCHICA could extend it
with the missing concepts for modeling scenarios in the system specification phase
(since it is not covered by the core DSL). The architectural design phase could be based
on existing concepts of the core DSL. As interface, BOCHICA provides the concept
MethodArtifact. Instead of having a separate modeling language and tool for each
methodology, most of the methodologies could be integrated into one framework and
share a common core. This would join the efforts of the involved parties and would ease
the maintenance of the tool chain.

4.5 Transformations

Model transformations in MDSD are used to gradually refine a model of a SUC until
executable code is generated. We assume that there exist base transformations from
BOCHICA to agent execution platforms such as Jack or Jadex. As BOCHICA gets ex-
tended with new concepts, an existing base transformation is no longer complete re-
garding the covered concepts. Thus, an extension transformation is required which
extends an existing base transformation for the new concepts (if the target platform
shall be enabled for the extension). We see three possibilities how this can be achieved.
Some model transformation languages (e.g. QVT6) allow to write a new transforma-
tion which inherits from an existing one. Thus, an existing mapping rule can be over-
loaded by a new and extended one. Other transformation languages like XPand7 use an
aspect-orientated approach for hooking into an existing transformation and extend-
ing it. A further possibility is to chain transformations, where the first one is a base

6 http://www.omg.org/spec/QVT/1.0/
7 http://www.eclipse.org/modeling/m2t/

http://www.omg.org/spec/QVT/1.0/
http://www.eclipse.org/modeling/m2t/
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transformation and the succeeding one supplements the result of the proceeding one.
Thus, an external plug-in for BOCHICA usually consists of (i) conceptual extensions and
(ii) an extension transformation for the required target environment (assuming that the
base transformation already exists). Maintaining the tool chain is one of the main prob-
lems in MDSD. Reusing existing model transformations reduces development costs and
time and increases code quality by using well established design patterns.

4.6 Custom Views and Tools

Views are used in graphical modeling languages to visualize the relations of model
artifacts of a certain sub-aspect of a system. BOCHICA provides standard views for
agent types and organizational structures, protocols, goal hierarchies, deployment con-
figurations, etc. 3rd party developers can use the extension interface for customizing
BOCHICA to a certain application domain or introduce new ways of viewing exist-
ing aspects. Views can also help to adapt the development environment to certain user
groups. Technically, diagrams and tools can be plugged into the framework by using
the extension point mechanism of the Eclipse OSGi framework and GMF8.

5 Evaluation

This section evaluates the BOCHICA framework in a complex real world case study.
As of today, intelligent behavior of avatars in virtual worlds is usually simulated by
triggered script sequences which create the illusion of intelligent behavior for the user.
However, the flexibility of those avatars is, due to their static nature, very limited. In the
research project Intelligent Simulated Realities (ISReal) our research group developed a
simulation platform based on semantic web technology for bringing intelligent behavior
into virtual worlds [11]. The basic idea of ISReal was to use semantic web technology
to extend purely geometric objects with ontological information (OWL-based; e.g. con-
cept door links two rooms and can be open or closed) and specify their functionality by
semantic service descriptions (OWL-S-based; e.g. open and close door services), called
object services. Intelligent agents perceive this information, store it in their knowledge
base, and use it for reasoning and planning. An object service is grounded in a service
implementation which invokes according animations or simulation modules. The plat-
form consists of various simulation components which can be distributed in a network.
Before we discuss the BOCHICA extensions for developing intelligent ISReal avatars,
we introduce the main components of the ISReal platform.

Global Semantic Environment. The Global Semantic Environment (GSE) maintains
the global ontological facts of the virtual world. It is responsible for (i) executing ob-
ject services (e.g. checking the pre-condition and invoking the service grounding), (ii)
updating facts (e.g. when a door gets closed), and (iii) handling queries (e.g. SPARQL).

Agent Environment. The ISReal agent environment defines interfaces for connect-
ing 3rd party agent execution platforms to the ISReal platform (we currently use Jack,

8 http://www.eclipse.org/gmf

http://www.eclipse.org/gmf
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Jadex, and the Xaitment9 game AI engine). Every ISReal agent is equipped with a Lo-
cal Semantic Environment (LSE) which is an agent’s local knowledge base. The LSE
stores the perceived information and enables the agent to reason about it. Moreover, the
LSE is equipped with an AI planner.

Graphics Environment. The user interface of the ISReal platform is realized by a
XML3D10-enabled standard web browser. The 3D scene graph is part of the browser’s
Document Object Model (DOM) and can be manipulated using Java Script. It also con-
tains RDFa11-based semantic annotations of the 3D-objects such as the concept URI, the
object URI, and the semantic object service URIs. Moreover, we extended the browser
with an agent sensor which allows agents to perceive the annotated 3D objects.

An intelligent ISReal avatar consists of (i) the geometrical shape (body) and ani-
mations, (ii) a perception component, (iii) semantic annotations, and (iv) an agent that
processes the perceived information and controls the body. Artifacts such as the ge-
ometrical shape, animations, or ontologies are developed using specialized 3rd party
tools. We decided to base the development environment for ISReal agents on BOCHICA

and use Jadex as the target agent platform. This has several advantages: (i) BOCHICA

already provides the core concepts, diagrams, etc. for modeling agent systems, (ii) we
can reuse the existing base transformation to Jadex, (iii) we only need to customize the
missing aspects of BOCHICA for creating an individual development environment for
agents in semantic virtual worlds, and (iv) it enables the reuse of existing model arti-
facts (e.g. interaction protocols). Figure 5 depicts the big picture of how we think that
intelligent agents for the ISReal platform should be developed. For a detailed introduc-
tion to the ISReal platform we refer to [11]. The remainder of this section discusses the
extensions of the BOCHICA framework for developing ISReal agents.

5.1 Conceptual Extension

Figure 6 depicts some of the conceptual extensions for ISReal. The upper row shows
interface concepts of BOCHICA. The OMSConfig concept is the root of a metamodel
which is used in the ISReal platform for configuring the LSE with concrete ontolo-
gies, object services, etc. The imported OMSConfig concept of the ISReal platform
is reused by the extension plug-in. The bottom row depicts the actual conceptual ex-
tensions. The ISRealAgent specializes the concept Agent and has an URI which
defines an agent’s ontological type, an ISRealRaySensor (resolution, update rate), a
LSE, and a (not visualized) reference to an existing graphical avatar (the agent’s body).
Some concepts of BOCHICA change their technical meaning when they are transformed
to the ISReal platform. For example, ISReal agents use their plans to orchestrate object
services. BOCHICA already provides support for orchestrating web services by plans.
Since ISReal object services are very similar to web services, the existing concepts can
be reused without modification. Figure 7 depicts a simple plan that is triggered by the
MoveNearGoal and invokes the MoveNearService with the according parame-
ters. The MoveNearService is used for in-room navigation (no path finding across

9 http://www.xaitment.com/
10 http://www.xml3d.org
11 http://www.w3.org/TR/xhtml-rdfa-primer/

http://www.xaitment.com/
http://www.xml3d.org
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The BOCHICA Framework for Model-Driven AOSE 167

Fig. 5. The bottom layer depicts the components of the ISReal platform. The upper central part
shows the inherent degrees of abstraction of BOCHICA. The left an right hand side represent the
interfaces for extending the framework.

Fig. 6. A part of the ISReal extension of BOCHICA

Fig. 7. Agent-based orchestration of ISReal object services (behavior diagram)
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rooms). The plan’s precondition checks whether the target object is located in the same
room. The ISReal model transformation generates code for invoking an ISReal object
service instead of code for invoking an ordinary web service (see Section 5.3).

5.2 Language Extension

In order to make rational decisions, it is essential for agents to reason about the per-
ceived information. The interface to a knowledge base is usually defined by a query
language. As ISReal agents are based on semantic web technology, we decided to use
SPARQL queries to access the LSE. Two of the application scenarios are (i) to use
SPARQL-Ask queries to define the target condition of achieve goals and (ii) to specify
the context condition of plans with SPARQL-Select queries. As explained in Section
4.3, BOCHICA defines language interface concepts such as BooleanExpression
that are used throughout the framework. We reused an Ecore-based SPARQL DSL
which is provided by the EMFText concrete syntax zoo to extend BOCHICA (see Section
4.3). The BooleanExpression was extended with SPARQL-Ask and the
ContextConditionwith SPARQL-Select. We also reused the automatically gener-
ated parser of EMFText for parsing SPARQL text queries into SPARQL models that are
plugged into the BOCHICA extension slot. Figure 7 depicts an example AchieveGoal
for walking to an object. The target condition isNearAt(self, object) is val-
idated in the agent’s LSE. The predicate is perceived by the agent through its sensor
after it has been computed by the graphics environment and the GSE.

ISReal Agent Modeling Environment

ISReal Agent Execution Platform (Jadex)

Fig. 8. a) depicts an overview of the transformation architecture and b) an example mapping rule
in XPand

5.3 Transformations

A Jadex application consists of XML-based configuration files for applications, agents,
and capabilities. Behaviors are encoded in Java-based plans. The base transformation
from BOCHICA to Jadex consists of the four modules Application, BDI, Interaction, and
Behavior (see Figure 8 a). The first three modules map concepts from BOCHICA to the
Jadex Platform Specific Metamodel (PSM) (green arrows) using QVT model-to-model
transformations. The generated Jadex model is automatically serialized to valid Jadex
XML files by EMF. We decided not to create a separate Jadex metamodel for plans.
This decision was made due to experiences with previous transformations to Jack and
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Fig. 9. The customized ISReal agent diagram

Jade (to avoid overhead and simplify extensions). The model-to-text transformation is
done using XPand. The separation of the transformation into modules leverages exten-
sibility and eases maintenance. As explained in Section 4.5, the data model is based
on Ecore and we rely on the capability of EMF to automatically serialize types to Java
code (white arrow). Since we want to focus on the overall approach, the details of the
transformations and the Jadex PSM will not be discussed in this paper. The blue parts
in Figure 8 depict (i) the ISReal extension of BOCHICA, (ii) the ISReal extension to
the Jadex QVT and XPand base transformations, (iii) the generation of configuration
files for the ISReal agent component, and (iv) an additional ISReal library that enables
Jadex for the ISReal platform. The ISReal library implements the interfaces of the IS-
Real agent environment for passing incoming perception events and user queries to
the agents running in the Jadex platform. Moreover, it includes Jadex into the start-up
procedure of the distributed ISReal platform and provides an ISReal capability which
makes a Jadex agent to an ISReal agent. For example, it equips an agent with a LSE.
Figure 8 b) depicts a XPand-based aspect-oriented mapping rule which replaces the
original mapping rule of the Jadex base transformation for invoking a standard web
service by the invocation of an ISReal object service. The first part sets the variable
bindings of the object service and the second part does the actual invocation through a
helper class provided by the ISReal library.

5.4 ISReal View

The technical details explained so far are (in the ideal case) not visible to the end user.
He is guided by a methodology and uses graphical diagrams to design a MAS for a
certain use case. The graphical front end abstracts from technical details such as (i) the
integration of Jadex into the ISReal platform, (ii) the invocation of ISReal object ser-
vices in Jadex, or (iii) the evaluation of SPARQL queries in the LSE. Figure 9 depicts
the ISReal agent diagram which contains, in addition to the standard BOCHICA agent
diagram artifacts, the ISReal sensor and the LSE. Placing an ISReal agent implies, com-
pared to a plain agent, the generation of an ISReal agent component which integrates
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Fig. 10. Table a) compares the BOCHICA core DSL and the Jadex base transformation with the
ISReal-specific extensions. b) compares the generated code for the SmartFactory case study to
the manually written Lines of Code (LOC).

into the ISReal platform, the LSE, sensor interfaces, different service execution seman-
tics, etc.

The ISReal-enabled BOCHICA framework has been evaluated in a virtual production
line scenario. For this purpose, a virtual representation of the DFKI SmartFactory12

was semantically annotated. The SmartFactory is a real existing machine of the DFKI
to evaluate technology for the factory of the future. The BOCHICA ISReal extension has
been used to model agents that perform typical workflows such as handling new orders
and fixing problems as they occur. Figure 9 depicts an overview of the modeled ISReal
agents. The current model encompasses basic navigation and object interaction (e.g.
for operating the machine). In order to estimate the effort for the ISReal customization,
Figure 10 depicts two tables. Table a) compares (i) the number of concepts, (ii) the
number of transformation rules, and (iii) the Lines of Code (LOC) of the model trans-
formation between BOCHICA and the ISReal extension. Table b) compares the gener-
ated code with the manually written code for the SmartFactory scenario. The manual
code mainly implements business logic (e.g. computing the shortest path between two
objects). The ISReal extension required around 10% new concepts and mapping rules.
The result is a modeling environment which addresses the needs of one specific ap-
plication domain. BOCHICA is especially suited for large and medium size application
domains and target environments with many end-users (e.g. the ISReal platform) where
customizations pay off. Small applications can be realized with the functionality pro-
vided by the core modeling language and the base transformations (similar to existing
approaches). Probably the biggest obstacle of the approach is the required additional
knowledge of the BOCHICA core DSL and MDSD.

6 Related Work

During the recent years, several agent-oriented modeling languages have been pro-
posed. The majority of the modeling languages were created in order to support a
certain agent methodology [1] [9]. One problem of existing methodology-oriented mod-
eling approaches that we see is that they do not clearly distinguish between (i) the agent
platform, (ii) the methodology, and (iii) the modeling language. Two indicators which
support our perception are (i) the development of the modeling languages is not de-
coupled from the methodologies and (ii) none of the languages has an own name (only
the tools have names). However, we think the development of modeling languages is

12 http://smartfactory.dfki.uni-kl.de/de/
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orthogonal to the development of agent methodologies and tools. Of course, a method-
ology can (and most likely will) have certain requirements to a modeling language
(e.g. own methodology artifacts and views). For this purpose, BOCHICA can be ex-
tended with methodology artifacts. However, the core of the agent modeling language is
independent of a certain methodology. Unfortunately, the majority of the developed
modeling tools are only partially based on standardized technology for model-driven de-
velopment which hampers the benefits of MDSD. For example, the Prometheus Design
Tool13 (Prometheus methodology) has no explicit underlying metamodel. Others like
AgentTool III14 (O-MaSE), INGENIAS Development Kit15 (INGENIAS), Taom4e16

(Tropos) are only partially based on MDSD (e.g. proprietary or non-MDA-based model
transformations). To the best of our knowledge, the mentioned approaches do not con-
sider extensibility as presented by this paper. Beside the methodology-based modeling
languages, there exist also approaches for extending the Unified Modeling Language
(UML) with agent concepts (e.g. Object Management Group’s (OMG) Agent Meta-
model and Profile17 (AMP) or FIPA Agent UML18). Those approaches promise to reuse
the ecosystem built around UML – including the large user group. However, modeling
agents is fundamentally different from modeling objects. Agents possess an internal
cognitive model and require different methods and design patterns. Moreover, our ex-
periences in AMP showed that it is hard to extend UML since the underlying Meta
Object Facility (MOF) metamodel is complex and extensions of existing elements have
many not desired and non-obvious implications. Thus, we are sceptical that extend-
ing UML in its current form suffices the needs of AOSE. UML, which is a general
purpose modeling language, offers two extension mechanisms: (i) heavy weight meta-
model extensions and (ii) light weight profiles. Metamodel extensions of UML underlie
the standardization process of OMG and are not for the normal end user. Profile-based
extensions can be created by end users and allow a limited customization. An alternative
to our approach would be the creation of a platform specific modeling language (e.g.
for the ISReal-enabled Jadex platform). This would mean to reinvent many things that
are already part of BOCHICA. In [12] two platform specific modeling languages for the
agent platforms SEAGENT [13] and Jadex were presented. The possibility to customize
the language if the agent platform (e.g. Jadex) is integrated into a larger platform is not
discussed.

7 Conclusions

In this paper, we presented a novel model-driven framework for AOSE which inte-
grates the experiences we gained during the recent years with modeling MAS. The
BOCHICA framework goes beyond the state of the art in AOSE as it is not created for
a certain execution platform, methodology, or application domain. Instead, it is based

13 http://www.cs.rmit.edu.au/agents/pdt/
14 http://agenttool.cis.ksu.edu/
15 http://ingenias.sourceforge.net/
16 http://selab.fbk.eu/taom/
17 http://www.omg.org/cgi-bin/doc?ad/08-09-05.pdf
18 http://www.auml.org/

http://www.cs.rmit.edu.au/agents/pdt/
http://agenttool.cis.ksu.edu/
http://ingenias.sourceforge.net/
http://selab.fbk.eu/taom/
http://www.omg.org/cgi-bin/doc?ad/08-09-05.pdf
http://www.auml.org/
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on a platform independent agent core DSL and provides generic extension interfaces
for integrating results from agent research as well as for customizing it regarding user-
specific application domains, AOSE methods, and target platforms. Section 3 provided
an overview of BOCHICA and presented an iterative adaptation process for integrating
conceptual extensions. The framework interfaces were introduced in Section 4. We eval-
uated BOCHICA at the application domain of agents in semantically-enhanced virtual
worlds. Our experience showed that around 10% of new concepts and mapping rules
were necessary to create a development environment which enables efficient modeling
of ISReal agents. We see our approach as a contribution to the unification of the diverse
field of agent-oriented modeling and to bridge agent research and concrete software de-
velopment. In the future, we want to integrate existing agent methodologies and work
on collaborative modeling of agent-based systems.
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Abstract. Shortest-path problems on graphs have been studied in depth in Arti-
ficial Intelligence and Computer Science. Search on dynamic graphs, i.e. graphs
that can change their layout while searching, receives plenty of attention today –
mostly in the planning domain. Approaches often assume global knowledge on
the dynamic graph, i.e. that topology and dynamic operations are known to the
algorithm. There exist use-cases however, where this assumption cannot be made.
In vehicular ad-hoc networks, for example, a vehicle is only able to recognize the
topology of the graph within wireless network transmission range. In this paper,
we propose a combined uniform and heuristic search algorithm, which maintains
shortest paths in highly dynamic graphs under the premise that graph operations
are not globally known.

1 Introduction

Shortest path problems on graphs have been thoroughly studied in Artificial Intelli-
gence and Computer Science literature. Single-source shortest path or all-pair shortest
path problems with positive edge weights can be solved using widely known algorithms,
such as Dijkstra [1] and A*. There are a large number of applications: modern naviga-
tion systems, for example, use implementations of these algorithms for route planning,
network protocols use them in order to route data packets from one physical location
to another and many planning systems in Artificial Intelligence use variants of these
algorithms.

The problem becomes significantly more challenging when we allow certain dy-
namic operations on the graph while searching, such as insertions or deletions of ver-
tices as well as changes of edge weights. This problem drew attention of research in
Artificial Intelligence and related Computer Science fields. Approaches by [2], [3], [4],
[5], [6], [7] among others assume global knowledge on the performed graph operations.
This means they are only applicable on graphs, for which the topology and all executed
operations are known at every point in time. [3], for example, assume that every ver-
tex stores its distance to a start vertex of a shortest path. They modify this information
on every graph operation and use the result for re-calculating. Work by [4] transfers
the problem into the domain of Learning Automata but also allows access to the entire
topology of the dynamic graph.

There exist applications, however, in which this knowledge can neither be assumed
nor derived. Consider a vehicular ad-hoc network, for example, where vertices are ve-
hicles, edges are wireless connections between two vehicles, the task is to send data
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from car A to car B, and B is not in A’s transmission range. While searching a path
to B, all of the operations above can occur in arbitrary order and number, because the
topology of the underlying graph is subject to fast deletion and insertions of vertices
and the algorithm has no information about these changes. Hence, we look at a ”fully
dynamic problem” (Dynamic Single Source Shortest Path Problem, or DSSSP). In our
example, the dynamic operations may even break the connection between vertices. Fur-
thermore, it is not efficient and sometimes even not feasible to visit every vertex after
a graph operation. Network bandwidth is considered a limited resource in vehicular
ad-hoc networks, which is also a reason why the cited algorithms are not applicable
here.

In this paper, we propose a combined uniform and heuristic search algorithm, which
is able to solve the single-source shortest path problem under unknown topology changes
in fully dynamic graphs. In order to do so we instantiate two graphs: The first, G =
(V,E), is static. We solve the single-source shortest path problem on G using Dijk-
stra’s algorithm. The second, G̃ = (Ṽ , Ẽ), is subject to the described graph operations.
We then exploit domain specific relations between the two graphs and approximate the
shortest path identified on G in G̃. Our algorithm only depends on local information
about graph operations in order to heuristically maintain or alter the initial path found
in G.

2 Related Work

[3] propose an incremental version of the popular A* algorithm based on a dynamic
gridworld. This world consists of cells which denote vertices. Edges are drawn between
neighboring cells. The algorithm continuously finds shortest paths between a start cell
sstart and a goal cell sgoal. Their approach is incremental since they reuse results from
previous searches. However, they assume global knowledge about the gridworld: The
algorithm holds data structures for the start distance of every cell as well as a list of
traversable and blocked cells. In our application domain this assumption cannot be
made.

The approach of [4] transfers the DSSSP problem into the domain of Learning Au-
tomata. They establish three components: The learning automaton (LA), which is in-
stantiated in every vertex, the random environment (RE) and a penalty/reward system.
RE changes edge weights using stochastic information and LA constantly interacts with
this environment by guessing whether or not a node belongs to the shortest path. The
LA constantly receives rewards or penalties depending on whether its guess was right
or not. Although the distribution of the weight changes by the RE are unknown to LA,
it is allowed to retrieve a snapshot of the whole graph and its current edge weights. Ba-
sically, this snapshot, Dijkstra’s algorithm and the received penalties/rewards are used
for shortest path computation. It is obvious that in our domain such a snapshot of the
whole graph is not available.

[7] propose fully dynamic algorithms for solving DSSSP by counting the vertices
affected by changes of the graph. When increasing the weight of an edge, the affected
vertices are those which change the distance from the start vertex. The algorithm marks
vertices according to their status after a graph operation; White marked vertices were
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not affected by an operation. Neither the distance from the source nor the parent in
the shortest path tree changed. Red marked vertices increased their distance from the
source while the distance of the ones marked pink remained constant but it replaces
the old parent in the shortest path tree. Obviously, this approach also relies on global
knowledge about the graph topology and the operations on it.

[8] (SEET) and [9] (GRANELLI) are both routing protocols for vehicular ad-hoc net-
works. Both implementations have to solve the single-source shortest path problem in
dynamic graphs having no knowledge about its topology by the very nature of their
application domain. The approach by [8] is to employ two graphs: One fixed, one dy-
namic. There exists a connection between the two in a way such that the topology of the
fixed graph correlates with the dynamic one. By solving the SSSP on the fixed graph
they try to approximate this path in the dynamic one. We adopt this idea but also take
local information about graph operations into account allowing us to dynamically as-
sign lower weights to edges in the fixed graph for solving the SSSP. This allows our
algorithm to adapt the path on the static graph according to the locally known changes
in the dynamic one.

The key idea behind [9] is to estimate the topology of the dynamic graph by using
information about the neighboring vertices. More precisely they try to estimate the po-
sition of neighboring vehicles by using their respective velocity and direction vector.
Our approach also assumes certain knowledge, e.g. the route on the map a vehicle is
driving along, about the surrounding topology of a given vertex (see Section 3) thus
allowing us more accurate position information since we can also take the curvature of
a street into account by computing the position along it.

3 Shortest Path Computation under Unknown Global Graph
Operations

Let G = (V,E) be a weighted, directed graph, which is fixed, i.e., no insertions and
deletions are allowed. The topology of G is known to the algorithm. Furthermore,
G̃ = (Ṽ , Ẽ) denotes a fully dynamic graph. Ñ is a list containing all vertices, which
are reachable from a vertex ṽ ∈ G̃ with distance 1 (direct connection by one edge).
Only the vertices in Ñ are known to the algorithm. The remaining topology of G̃ is hid-
den: Neither the number of vertices is known nor the edges between them. In order to
give the reader a clear understanding of these notions, Figure 1 exemplifies these terms
when applied to the domain of vehicular ad-hoc networks: Our algorithm is running on
green Vehicle 1. Black points mark vertices v ∈ G, here: junctions. Connecting lines in
between mark edges e ∈ G (streets). All vehicles in light blue are located within trans-
mission range and thus are elements of list Ñ . Vehicles form vertices of dynamic graph
G̃. Dotted lines between them mark edges ẽ ∈ G̃, e.g. wireless connections. Note, that
there is no (direct) edge between vehicle 1 and black vehicles 6,7 and 8 since they are
out of transmission range.

We define a set of functions that can be queried by every vertex in G̃:

1. A function f̃ : Ṽ × T → E ×R+ maps a vertex ṽ ∈ G̃ to exactly one edge e ∈ E.
Moreover, it generates a virtual edge between the vertex ṽ and the start vertex of
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Fig. 1. Notations used throughout the paper on the example of vehicular ad-hoc networks

the assigned edge e and sets a weight depending on the specific application domain.
For example, we can interpret this as the distance vehicle ṽ travelled along a road
e. f̃ updates this mapping and weight in specific time intervals thus enabling the
algorithm to see a snapshot of the neighboring topology of G̃ at a point in time
t ∈ T . Hence, a request to f̃ requires a time t ∈ T . Note, that a vertex ṽ ∈ G̃
is only allowed to query vertices in Ñ , which contains direct neighbors within
transmission range. Furthermore, queries to future edge weights return null. Also
note, that the dynamic graph changes very quickly and f̃ only provides a snapshot
of the neighboring topology of G̃.

2. A functionw : V ×Ṽ ×T → R+ returns a weight of a virtually drawn edge between
a vertex in G̃ and a vertex in G. Only queries to elements in Ñ are allowed since
the knowledge in a vertex ṽ ∈ Ṽ is restricted to its direct neighbors. In contrast
to the virtual edge in f̃ for vehicular ad-hoc networks this gives us the euclidian
distance of a vehicle ṽ ∈ Ṽ to a crossing v ∈ V .

3. A function g̃ : Ṽ → List < E > maps every ṽ ∈ Ṽ to a sequence of edges
e1, ..., en ∈ E effectively describing the path of ṽ on G. In vehicular ad-hoc net-
works this maps to the most probable path of a vehicle.

After solving the SSSP on fixed graph G yielding shortest path P , the algorithm’s task
is now to approximate P in G̃ by making use of the information available from the
defined functions f̃ ,w and g̃. In the following, we denote the approximated shortest
path as P̃ . Note, that P is an array of vertices in G (in ascending order).

Our algorithm is divided into seven steps, which are summarized in Table 1. First,
we check if the destination vertex d̃ ∈ Ṽ is a direct neighbor, e.g. an element in Ñ . In
this case, no shortest path computation is necessary and the algorithm terminates after
adding ṽ to P̃ .

If the destination vertex is not contained in Ñ , we proceed with solving SSSP on G
using a modified Dijkstra: Our Dijkstra implementation takes the number of mappings
of all ṽ ∈ Ñ by g̃ to edges in G into account (as far this can be determined by the
vertices contained in Ñ and queries to g̃). It assigns lower weights on edges in G where
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Table 1. High level steps and actions of the search algorithm

# Step Action(s)

1 Check necessity of Single Source
Shortest Path computation

Check if a ṽ ∈ Ñ is a destination. Add
ṽ to P̃ and terminate if true or continue
otherwise

2 Solve single-source shortest path prob-
lem on G

Change weights of edges in G accord-
ing to number of mappings of vertices
∈ Ñ to edges ∈ G. Use Dijkstra’s Al-
gorithm to compute the shortest path
from source to destination

3 Update neighbor weights Calculate estimated weights ∀ṽ ∈ Ñ to
the start vertex of their mapped edges in
G

4 Calculate edge weights between v ∈ P
and ṽ ∈ Ñ

Prefer vertices with minimal edge
weight between virtually drawn edges
between vertices v ∈ P and vertices
ṽ ∈ Ñ . Weight the result with prede-
fined α

5 Calculate mappings of ṽ ∈ Ñ with with
edges in P

Prefer vertices whose mapping by f̃ is
close to edges in P over others. Weight
the result with predefined β

6 Calculate edge weights along P Prefer vertices in with larger sum
of edge weights on P before others.
Weight the result with predefined γ

7 Update P̃ Select a vertex ṽ ∈ Ñ according to
computed heuristics in steps 4 – 6 and
add it to P̃ or wait until next update
from f to Ñ if no vertex can be se-
lected. Repeat steps 1 – 7 until destina-
tion reached

density of mappings is higher. This is done before every vertex decision for P̃ to ac-
commodate fast topology changes within the graph.

We then estimate future edge weights of all vertices in Ñ to the start vertices of their
mapped edge in G. This is especially necessary at low update rates by f̃ to the vertices
in Ñ . Since our application domain are vehicular ad-hoc networks we have to consider
this fact. A car traveling by 36 m/s on a motorway covers a substantial amount of a car’s
transmission range between two position updates. Hence an update by f̃ could delete
an edge in G̃.

The following three steps are crucial for the algorithm since the decision on next
vertex for P̃ depends on them. Every vertex in Ñ gets assigned three heuristics within
the interval of [0, 1] where higher values denote higher priority in selecting the next
vertex for P̃ . The three heuristics are given in Table 1, rows 4 – 6.

Each heuristic is multiplied by a weight of α, β and γ respectively. The computations
of the three heuristics are described in detail below. The final step is to select a vertex
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Algorithm 1. Estimate future edge weights

1: for all (ṽ ∈ Ñ) do
2: wt ← f̃(ṽ, t).w
3: wt−1 ← f̃(ṽ, tt−1).w
4: if (f̃(ṽ, t).e == f̃(ṽ, tt−1).e) then
5: Δw ← wt − wt−1

6: west ← wt +Δw
7: else
8: wt−1 ← f̃(ṽ, tt−1).e.w − f̃(ṽ, tt−1).w
9: Δw ← wt + wt−1

10: west ← wt +Δw
11: end if
12: if (west > f̃(ṽ, t).e.w) then
13: E ← g̃(ṽ)
14: for (i ← 0; i < E.length− 1; i++) do
15: if (E[i] == f̃(ṽ, t).e) then
16: ṽ.e ← E[i+ 1]
17: ṽ.w ← west − E[i].w
18: end if
19: end for
20: else
21: ṽ.w ← west

22: end if
23: end for

in Ñ for P̃ based on the heuristics computed in the steps before or restart the algorithm
on the vertex until we have have reached a vertex close to destination vertex d.

Estimating Future Weights. The procedure for estimating future weights is given in
Algorithm 1. Since f̃ updates Ñ only in specific intervals and the topology of G̃ changes
very quickly we try to estimate the topology of the neighboring vertices in G̃. The idea
is to query f̃ on the edge weights of all vertices contained in Ñ at time t and t− 1. We
then use the delta of the two weights and add it to the current weight of a vertex in Ñ .
We have to distinguish two cases here: (1) At time t and time tt−1 vertex ṽ maps to the
same edge in G, (2) At time t and time tt−1 vertex ṽ maps to different edge in G (line
4). This influences how Δw is calculated (lines 5 – 10).

If the estimated edge weight is larger than the weight of the currently assigned edge
of ṽ we do not only estimate the weight, we also set the future assigned edge of ṽ using
g̃.
We store the updated values directly in ṽ.

Heuristic 1: Edge Weights between v ∈ P and ṽ ∈ Ñ . Algorithm 2 shows how the
first heuristic is computed for selecting the next vertex for P̃ . The idea here is to use
w in order to identify the vertex ṽ ∈ Ñ with minimum weight to a vertex v ∈ P . It is
obvious to prefer these edges for P̃ since they come close to the initial found path P .
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The code is executed for ∀ṽ ∈ Ñ from the previous step and computes ∀v ∈ P
the weight of an edge between a vertex ṽ ∈ G̃ to a vertex v ∈ G (line 4-7). We only
consider vertices up to a certain weight wmax. (lines 8-10). Heuristic 1 is then defined
as m1 = α ∗ (1− w

wmax
) (line 11). Remember, that higher values denote higher priority

in selecting the next vertex for P̃ . Heuristic 1 is optimizing the stability of the path P̃

Algorithm 2. Heuristic 1: Edge weights between v ∈ P and ṽ ∈ Ñ

1: for all (ṽ ∈ Ñ) do
2: w ← ∞
3: for all (v ∈ P ) do
4: if (w(v, ṽ, t) < w) then
5: w ← w(v, ṽ, t)
6: end if
7: if (w > wmax) then
8: w ← wmax

9: end if
10: end for
11: ṽ.h1 ← α ∗ (1− w

wmax
)

12: end for

Algorithm 3. Heuristic 2: Mappings of ṽ ∈ Ñ with with edges in P

1: for all (ṽ ∈ Ñ) do
2: currentScore ← 0
3: for (i ← 0; i < P.size− 2; i++) do
4: p1 ← P [i]
5: p2 ← P [i+ 1]
6: if (edge(p1, p2) ∈ g̃(ṽ)) then
7: currentScore ← currentScore+ ω
8: else
9: if (edge(p2, p1) ∈ g̃(ṽ)) then

10: currentScore ← currentScore+ τ
11: end if
12: end if
13: end for
14: ṽ.h2 ← β ∗ ( currentScore

scoremax
)

15: end for

since it prefers vertices ṽ ∈ Ṽ that are close to the path vertices in P . In vehicular
ad-hoc networks we can interpret this as preferring vehicles that are on street junctions
which form natural turning points in the street graph.

Heuristic 2: Mappings of ṽ ∈ Ñ with Edges in P . Heuristic 2 is computed as stated
in algorithm 3. As for heuristic 1, the code is executed ∀ṽ ∈ Ñ . It scores vertices in
Ñ higher whose mappings to edges in G matches more edges in P over others. Fur-
thermore, we take the direction of the edge into account: An exact match gets assigned
a score of ω. If the mapped edge of ṽ is the opposite of an edge in P we assign τ .
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If no match is detected, we assign a score of 0. Note, that we require ω > τ . The actual
values used for evaluation are given in table 2.

Scoremax is defined as
∑|P |−1

i=0 ω. Heuristic 2 is defined as β ∗ score
scoremax

, yielding
to a value in the range [0, 1] where larger values denote higher priority in selecting the
next vertex for P̃ . Finally, we assign the weight β and store heuristic h2 in ṽ (line 14).
Heuristic 2 is trying to optimize path stability by preferring ṽ ∈ Ṽ whose own path
alongG covers more of path P , the idea being that if ṽ cannot find next vertex for P̃ it at
least gets closer to the destination. In vehicular ad-hoc network terms we can interpret
this as preferring a vehicle that can carry the message closer to the destination in the
case when a more suitable vehicle cannot be found.

Algorithm 4. Heuristic 3: Edge weights along P

1: wP ← P.totalWeight
2: for all (ṽ ∈ Ñ) do
3: eṽ ← f̃(ṽ, t).e
4: w ← 0
5: if (eṽ ∈ P ) then
6: for (i ← 0; i < P.size− 2; i++) do
7: if (eṽ == edge(P [i], P [i+ 1])) then
8: w ← w + f̃(ṽ, t).w
9: break

10: else
11: w ← w + edge(P [i], P [i+ 1]).w
12: end if
13: end for
14: else
15: leastWeight← ∞
16: v ← nil
17: for (i ← 0; i < P.size− 1; i++) do
18: if (w(P [i], ṽ, t) < leastWeight) then
19: leastWeight← w(P [i], ṽ, t)
20: v ← P [i]
21: end if
22: end for
23: for (i ← 0; i < P.size− 2; i++) do
24: if (P [i] == v) then
25: break
26: else
27: w ← w + edge(P [i], P [i+ 1]).w
28: end if
29: end for
30: end if
31: ṽ.h3 ← γ ∗ ( w

wP
)

32: end for
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Heuristic 3: Edge Weights along P . The pseudocode for the third heuristic is given in
Algorithm 4. It favors vertices in Ñ with larger sum of edge weights on P before others.
We first look at the current mapping of vertex ṽ ∈ Ñ to an edge in G and distinguish
two cases:

– P Contains the Current Mapping. We add up the weight of edges e ∈ P starting
from P [0] to the current mapping of ṽ (lines 5-13)

– P doesn’t Contain the Current Mapping. We add up the weight of every edge
e ∈ P until the vertex with the least weight from ṽ to a vertex v ∈ P (lines 15-30)

Like before, we calculate a heuristic in the interval (0,1) We multiply by a weight of
γ (line 31). Also here, larger values denote higher priority in selecting the next vertex
for P̃ . In contrast to heuristic 1 and 2 this heuristics tries to optimize progress towards
the destination by choosing the next vertex ṽ ∈ Ṽ that is furthest along P . In vehicular
ad-hoc networks this means choosing the vehicle furthest along the guiding path on the
street map.

Selecting the Next Vertex for P̃ . After calculating the heuristics described in the pre-
vious sections we can now select a vertex in Ñ for P̃ . Let H be the set containing the
sums of h1, h2, h3 ∀n ∈ Ñ . Then, the next vertex for P̃ is defined as the vertex with
the largest sum in H .

If the next vertex is P̃ [P̃ .length− 1] we re-calculate after the next update of f̃ .

4 Evaluation

We integrated our algorithm into the transportation layer of a network stack and per-
formed a simple point-to-point sending task in a simulator for evaluation of vehicular
ad-hoc network applications (V2X Simulation Runtime Infrastructure or short VSim-
RTI [10]). VSimRTI integrates and coordinates different simulators and constitutes a
middleware between the individual simulators. For realistic simulation we used the
wireless network simulator Jist/Swans [11] and the traffic simulation SUMO [12]. We
furthermore integrated the effect of buildings on wireless transmission into the simu-
lator. Two vehicles are only able to communicate if and only if there is a line of sight
between them. This serves as a lower bound on the connection between the vehicles in
the network simulator.

We compare the performance of our algorithm with SEET [8] and GRANELLI [9] in
terms of path discovery ratio (PDR) and path discovery time (PDT). The first metric
measures the ratio

PDR = SuccessfulShortestPathDiscoveries
TotalShortestPathSearches

and the second indicates time from beginning to end of shortest path search PDT =
tend − tstart.

4.1 Implementation of f̃ , w and g̃

Remember that graph G = (V,E) is represented by the underlying city map. Junctions
are vertices v ∈ V , road segments denote edges e ∈ E. G̃ = (Ṽ , Ẽ) is spanned by the
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Fig. 2. Fixed graphs used for parameter optimization and evaluation. Left: Random generated,
used for parameter optimization (1200m x 1200m). Right: Graph generated based on an existing
road network of the city of Heidelberg, Germany used for evaluation (1200m x 1200m).

Table 2. Values of the various weights used during the evaluation. The three on the left side
denote the weights for the different heuristics while the two on the right were used for score
computation of Heuristic 2 (see Algorithm 3).

Heuristic Weight Heuristic 2 score
weight value score value

α 0.5 ω 2

β 0.3 τ 1

γ 0.2

vehicular ad-hoc network. Vehicles are represented by ṽ ∈ Ṽ , edges ẽ ∈ Ẽ are consid-
ered as wireless connection between two vehicles. The abstract defined functions f̃ , w
and g̃ of Section 3 are then implemented as follows: Given a time t, f̃ assigns vehicles
to specific road segments. Weight is calculated out of the distance to the beginning of
the assigned road segment. In our application domain, f̃ is responsible for controlling
and updating positions of vehicles therefore realizing vehicle movements over time.
Function w returns the distance between a vehicle in transmission range and a junction
of the city map. The vehicles further include the road segments which they have passed
as well as their most probable path in their position updates. This realizes function g̃.

4.2 Scenario

Evaluation was done in a scenario where every vehicle starts one shortest path com-
putation to a given car, e.g. the center of the underlying city map. The destination car
remained stationary while all others were driving a route on the map.

We optimized weights for heuristics 1 – 3 introduced in Section 3 on a randomly
generated map shown in Figure 2 (left). Weights and values for ω and τ , which were
found to be optimal for our algorithm, are given in Table 2. We optimized for high PDR.

After optimization, evaluation was done on a map generated out of an existing city
environment (Heidelberg, Germany, Figure 2, right). Evaluation runtime was 120 sec-
onds where we started shortest path computation after 20 seconds simulation time.
This ensured a fair distribution of vehicles on the map. n vehicles per second were
placed on the map by the simulator and removed after they completed their route where
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Fig. 3. Voronoi diagrams visualizing PDR and PDT. Dots mark nodes in which path computation
started, color denotes average time until shortest path completed in the enclosed region. Left:
GRANELLI (n = 4), fast but unreliable; middle: SEET (n = 4), slower but more reliable than
GRANELLI due to taking correlation of G̃ and G into account; right: Our approach, n = 4,
taking correlation between G̃ and G as well as local information on dynamic graph operations
into account outperforms GRANELLI and SEET.

n ∈ {1, 2, 3, 4}. For n = 1 this resulted in 120 path computations. We repeated every
run three times for every n and algorithm. This means 120 ∗ 3 = 360 path computa-
tions for n = 1 in total per algorithm and 720, 1080, 1440 for n = 2, 3, 4 respectively
resulting in a total of 3600 path searches per algorithm.

4.3 Results and Analysis

Results in Figure 4 and Figure 5 show that our approach outperforms SEET and
GRANELLI in means of PDR. As expected, PDR increases with increasing traffic den-
sity. SEET obviously benefits from the available information about the underlying city
map (the static graph G). GRANELLI lacks this kind of information which results in a
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Fig. 4. Path Discovery Ratio (PDR) results for all three algorithms. X-Axis gives the number
of path searches, y-axis gives the percentage of successful path searches. As expected, PDR
increases with a larger number of cars on the evaluation scenario.
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Fig. 5. Path Discovery Time (PDT) for all three algorithms. X-Axis gives the number of path
searches, y-axis gives the time in ms. GRANELLI does not reschedule when no suitable successor
vertex for the shortest path can be found. By increasing the number of vertices in the graph, PDT
gets lower for SEET and our approach.

Fig. 6. Context of this work: Embedded in a framework for developing novel V2X enabled appli-
cations

lower PDR. As our approach also takes local information about graph operations in G̃
(the vehicular ad-hoc network) into account, it scores higher PDR than both SEET and
GRANELLI. The results are statistically significant (p < .001 according to a χ2test).

However, by means of PDT, GRANELLI is superior to SEET and our approach. Both,
SEET and our approach re-schedule path searching in a vertex when no suitable succes-
sor vertex could be identified for the shortest path (see Section 3). GRANELLI’s behav-
ior in such a situation is to greedily select a next vertex out of the neighboring vertices
and do no re-scheduling at all. This also justifies low PDR for GRANELLI. Interestingly,
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PDT increases for GRANELLI but decreases for both SEET and our approach when
there are more vehicles on the graph. In this case both, SEET and our approach have an
increased number of vertices available for choosing the next vertex for the shortest path
and the probability of finding a suitable one also increases since re-computing time for
heuristics is lower than the re-scheduling interval PDT decreases in this case. Because
our approach considers local information about graph operations it supersedes SEET by
means of PDT over time which results in a lower number of re-schedules.

Figure 3 depicts voronoi visualizations for all three algorithms after a run with n = 4.
Black dots mark starting positions for shortest path computation. Enclosing colored
areas denote PDT to the centre of the map for an individual path in ms (more red areas
mark higher PDT). After a threshold of 15000 ms path computation was stopped and
marked as failed. One clearly recognizes short PDT of GRANELLI but low PDR: Paths
are found quickly or not at all. Re-scheduling in cases when no successor vertex for the
shortest path can be identified results in stepwise PDTs. Results of our approach reflect
high PDR even for large path lengths due to exploiting local information on dynamic
graph operations.

5 Conclusions

In this paper, we developed a combined uniform and heuristic search algorithm for
maintaining shortest paths in fully dynamic graphs. While other approaches assume
global knowledge on performed graph operations, we argued that there exist use cases
where this information is not available. Our approach shows that in those cases the algo-
rithms’ performance can greatly benefit from considering domain specific knowledge.
In our example, we instantiated two graphs: A static and dynamic one. We exploited do-
main specific relations between these graphs in order to heuristically maintain a shortest
path in a dynamic graph. The used heuristics are also tailored to the domain.

We applied our approach to vehicular ad-hoc networks and integrated it into the
transportation layer of a network stack to use it for routing data packets between two
vehicles. Evaluation was performed against two other routing algorithm of this domain.
Due to re-scheduling when no neighboring vertex could be identified during shortest
path search, the approach of GRANELLI is superior to our implementation in means of
PDT. However, our approach outperformed SEET and GRANELLI in means of PDR.

6 Future Work

The algorithm presented in this work is able to maintain shortest paths on highly dy-
namic graphs. The goal of this paper was to solve DSSSP without global knowledge
of graph topology. We therefore made the assumption that the goal vertex is given to
the algorithm. In the future we plan to omit this assumption and enhance the algorithm
presented here in a way that the actual search for the goal vertex is part of the task.
Moreover, we want to discover the “least weighted circuit” between start and goal ver-
tex. This additional constraints are significantly more challenging than DSSSP since
topology is constantly changing. Most likely, the path back to the start vertex is not
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equal to the path on the forward run. We are currently tackling this problem by exploit-
ing swarm intelligence: Successful discovered “Trails” are stored and updated in each
vertex visited during shortest path computation. Another search will then be able to
reuse information from previous successful attempts.

While we believe our algorithm is generic, we will integrate our algorithm into a
larger system for developing and evaluating novel V2X applications (see Figure 6). This
work is part of the network layer in Figure 6. Current network protocols are intended
to broadcast (mostly) safety related information as quickly as possible over the ad-hoc
network. When the driver or the system requests information available somewhere in
the network, the task gets more challenging. This addresses questions on how to find
the relevant information in a highly dynamic ad-hoc network and how to route back
information once it is found. It also addresses dissemination and caching of information
within the ad-hoc network. We approach these challenges by transferring them to graph
theory and use results from this field of research as well as from the target domain
in order to combine successful approaches from both resulting in a more performant
system.

Large scale field tests for testing and evaluating V2X technology and its applications
are expensive and potentially dangerous. This is why a lot of research in the past has
focused on the simulation of the underlying network communication in order to test spe-
cific use-cases in the lab before they get integrated into real cars. To simulate a use-case,
like a local danger warning for example, it requires more than one simulator: Network
simulation, traffic simulation and environment simulation have to be coordinated. This
work is done in simulation layer as depicted in Figure 6.

V2X technology itself constitutes enormous potential for another kind of use-case
beyond todays approach. Up to now, information in V2X projects is primarily “pushed”
from sender to receiver in order to disseminate messages and warnings over the ad-hoc
network. The driver remains more or less passive in this process. Value-added services
like parking or urban information are not based on V2V in today’s paradigm. These use-
cases rely on mobile connections (UMTS). Other interactive applications like enabling
voice chat between cars on the basis of V2X are actually not a novel approach, but only a
different technical realization of an established use-case (communication between truck
drivers). Providing V2X technology to the drivers could, however, largely increase the
acceptance and open a wide range of additional use-cases. Here, many questions also
remain unaddressed so far. What applications are possible with this technology being
available to the driver? Which of them are accepted by and useful for drivers? What is
the applications effect on safety? The usage of which modalities is suitable in a specific
driving context? The answer could be different depending on the current traffic situation
(stationary vs. moving vehicle).

The framework layer in Figure 6 serves as a basis for addressing the human factor is-
sues discussed above that are related to V2X applications. At the same time, it considers
the specific limitations and requirements of the V2X technology. Using this platform,
traditional and novel applications for V2X technology will be developed and evaluated.
Novel in the sense, that we open the V2X technology to the user. This will go beyond
established “Push-Applications” and introduce a paradigm shift to “Pull-Applications”.
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Abstract. A general game player is a program that is able to play arbitrary games
well given only their rules. One of the main problems of general game playing
is the automatic construction of a good evaluation function for these games. Dis-
tance features are an important aspect of such an evaluation function, measuring,
e.g., the distance of a pawn towards the promotion rank in chess or the distance
between Pac-Man and the ghosts.

However, current distance features for General Game Playing are often based
on too specific detection patterns to be generally applicable, and they often apply
a uniform Manhattan distance regardless of the move patterns of the objects in-
volved. In addition, the existing distance features do not provide proven bounds
on the actual distances.

In this paper, we present a method to automatically construct distance heuris-
tics directly from the rules of an arbitrary game. The presented method is not
limited to specific game structures, such as Cartesian boards, but applicable to all
structures in a game. Constructing the distance heuristics from the game rules en-
sures that the construction does not depend on the size of the state space, but only
on the size of the game description which is exponentially smaller in general.
Furthermore, we prove that the constructed distance heuristics are admissible,
i.e., provide proven lower bounds on the actual distances.

We demonstrate the effectiveness of our approach by integrating the distance
heuristics in an evaluation function of a general game player and comparing the
performance with a state-of-the-art player.

Keywords: General game playing, Feature construction, Heuristic search.

1 Introduction

While in classical game playing, human experts encode their knowledge into features
and parameters of evaluation functions (e.g., weights), the goal of General Game Play-
ing is to develop programs that are able to autonomously derive a good evaluation func-
tion for a game given only the rules of the game. Because the games are unknown
beforehand, the main problem lies in the detection and construction of useful features
and heuristics for guiding search in the match.

One class of such features are distance features used in a variety of GGP agents
(e.g., [6,9,2,4]). The way of detecting and constructing features in current game playing
systems, however, suffers from a number of disadvantages:
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– Distance features require a prior recognition of board-like game elements. Current
approaches formulate hypotheses about which element of the game rules describes
a board and then either check these hypotheses in internal simulations of the game
(e.g., [6,9,4]) or try to prove them [10]. Both approaches are expensive and can
only detect boards if their description follows a certain syntactic pattern.

– Distance features are limited to Cartesian board-like structures, that is, n-dimen-
sional structures with totally ordered coordinates. Distances over general graphs
are not considered.

– Distances are calculated using a predefined metric on the boards. Consequently,
distance values obtained do not depend on the type of piece involved. For exam-
ple, using a predefined metric the distance of a rook, king and pawn from a2 to
c2 would appear equal while a human would identify the distance as 1, 2 and ∞
(unreachable), respectively.

In this paper we will present a more general approach for the construction of distance
features for general games. The underlying idea is to analyze the rules of game in order
to find dependencies between the fluents of the game, i.e., between the atomic prop-
erties of the game states. Based on these dependencies, we define a distance function
that computes an admissible estimate for the number of steps required to make a cer-
tain fluent true. This distance function can be used as a feature in search heuristics of
GGP agents. In contrast to previous approaches, our approach does not depend on syn-
tactic patterns and involves no internal simulation or detection of any predefined game
elements. Moreover, it is not limited to board-like structures but can be used for every
fluent of a game.

The remainder of this paper is structured as follows: In the next section we give
an introduction to the Game Description Language (GDL), which is used to describe
general games. In Section 3 we introduce the theoretical basis for this work, so called
fluent graphs, and show how to use them to derive distances from states to fluents. We
proceed in Section 4 by showing how fluent graphs can be constructed from a game
description and demonstrate their application in Section 5. We conduct experiments
in Section 6 to show the benefit and generality of our approach and discuss related
approaches in Section 7. Finally, we give an outlook on future work in Section 8 and
summarize in Section 9.

2 Preliminaries

The language used for describing the rules of general games is the Game Description
Language [7] (GDL). GDL is an extension of Datalog with functions, equality, some
syntactical restrictions to preserve finiteness, and some predefined keywords.

The following is a partial encoding of a Tic-Tac-Toe game in GDL. In this paper we
use Prolog syntax where words starting with upper-case letters stand for variables and
the remaining words are constants.
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1 role(xplayer). role(oplayer).
2

3 init(control(xplayer)).
4 init(cell(1,1,b)). init(cell(1,2,b)).init(cell(1,3,b)).
5 ...
6 init(cell(3,3,b)).
7

8 legal(P, mark(X,Y)) :- true(control(P)), true(cell(X,Y,b)).
9 legal(P, noop) :- role(P), not true(control(P)).

10

11 next(cell(X,Y,x)) :- does(xplayer, mark(X,Y)).
12 next(cell(X,Y,o)) :- does(oplayer, mark(X,Y)).
13 next(cell(X,Y,C)) :- true(cell(X,Y,C)), distinct(C, b).
14 next(cell(X,Y,b)) :- true(cell(X,Y,b)), does(P, mark(M,N)),
15 (distinct(X,M) ; distinct(Y,N)).
16

17 goal(xplayer, 100) :- line(x).
18 ...
19 terminal :- line(x) ; line(o) ; not open.
20

21 line(P) :-
22 true(cell(X,1,P)), true(cell(X,2,P)), true(cell(X,3,P)).
23 ...
24 open :- true(cell(X,Y,b)).

The first line declares the roles of the game. The unary predicate init defines the
properties that are true in the initial state. Lines 8-9 define the legal moves of the game
with the help of the keyword legal. For example, mark(X,Y) is a legal move for
role P if control(P) is true in the current state (i.e., it’s P’s turn) and the cell X,Y
is blank (cell(X,Y,b)). The rules for predicate next define the properties that hold
in the successor state, e.g., cell(M,N,x) holds if xplayer marked the cell M,N and
cell(M,N,b) does not change if some cell different from M,N was marked1. Lines 17
to 19 define the rewards of the players and the condition for terminal states. The rules
for both contain auxiliary predicates line(P) and open which encode the concept of
a line-of-three and the existence of a blank cell, respectively.

We will refer to the arguments of the GDL keywords init, true and next as flu-
ents. Fluents are the building blocks of states in GDL and will be in the center of our
analysis for distance features. In the above example, there are two different types of
fluents, control(X) with X ∈ {xplayer, oplayer} and cell(X, Y, Z) with X,
Y ∈ {1, 2, 3} and Z ∈ {b, x, o}.

In [11], we defined a formal semantics of a game described in GDL as a state transi-
tion system:

Definition 1 (Game). Let Σ be a set of ground terms and 2Σ denote the set of finite
subsets of Σ. A game over this set of ground terms Σ is a state transition system Γ =
(R, s0, T, l, u, g) over sets of states S ⊆ 2Σ and actionsA ⊆ Σ with

1 The special predicate distinct(X,Y) holds if the terms X and Y are syntactically different.
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– R ⊆ Σ, a finite set of roles;
– s0 ∈ S, the initial state of the game;
– T ⊆ S, the set of terminal states;
– l : R×A× S, the legality relation;
– u : (R �→ A)× S → S, the transition or update function; and
– g : R× S �→ N, the reward or goal function.

This formal semantics is based on a set of ground terms Σ. This set is the set of all
ground terms over the signature of the game description. Hence, fluents, actions and
roles of the game are ground terms in Σ. States are finite sets of fluents, i.e., finite
subsets ofΣ. The connection between a game descriptionD and the gameΓ it describes
is established using the standard model of the logic program D. For example, the update
function u is defined as

u(A, s) = {f ∈ Σ : D ∪ strue ∪ Adoes |= next(f)}

where strue and Adoes are suitable encodings of the state s and the joint action A of
all players as a logic program. Thus, the successor state u(A, s) is the set of all ground
terms (fluents) f such that next(f) is entailed by the game description D together
with the state s and the joint move A. For a complete definition for all components of
the game Γ we refer to [11].

3 Fluent Graphs

Our goal is to obtain knowledge on how fluents evolve over time. We start by building
a fluent graph that contains all the fluents of a game as nodes. Then we add directed
edges (fi, f) if at least one of the predecessor fluents fi must hold in the current state
for the fluent f to hold in the successor state. Figure 1(a) shows a partial fluent graph
for Tic-Tac-Toe that relates the fluents cell(3,1,Z) for Z ∈ {b, x, o}.

(a) (b)

Fig. 1. Shown are two possible partial fluent graphs for Tic-Tac-Toe, where (a) captures the de-
pendencies between different markers on a cell while (b) fails to capture these dependencies

For cell (3,1) to be blank it had to be blank before. For a cell to contain an x (or an
o) in the successor state there are two possible preconditions. Either, it contained an x

(or o) before or it was blank.
Using this graph, we can conclude that, e.g., a transition from cell(3,1,b) to

cell(3,1,x) is possible within one step while a transition from cell(3,1,o) to
cell(3,1,x) is impossible.

To build on this information, we formally define a fluent graph as follows:
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Definition 2 (Fluent Graph). Let Γ be a game over ground terms Σ. A graph G =
(V,E) is called a fluent graph for Γ iff

– V = Σ ∪ {∅} and
– for all fluents f ∈ Σ, two valid states s and s′

(s′ is a successor of s) ∧ f ′ ∈ s′ (1)

⇒ (∃f)(f, f ′) ∈ E ∧ (f ∈ s ∪ {∅})

In this definition we add an additional node ∅ to the graph and allow ∅ to occur
as the source of edges. The reason is that there can be fluents in the game that do
not have any preconditions, for example the fluent g with the following next rule:
next(g) :- distinct(a,b). On the other hand, there might be fluents that cannot
occur in any state, because the body of the corresponding next rule is unsatisfiable, for
example: next(h) :- distinct(a,a). We distinguish between fluents that have
no precondition (such as g) and fluents that are unreachable (such as h) by connecting
the former to the node ∅ while unreachable fluents have no edge in the fluent graph.

Note that the definition covers only some of the necessary preconditions for flu-
ents, therefore fluent graphs are not unique as Figure 1(b) shows. We will address this
problem later.

We can now define a distance function Δ(s, f ′) between the current state s and a
state in which fluent f ′ holds as follows:

Definition 3 (Distance Function). Let ΔG(f, f
′) be the length of the shortest path

from node f to node f ′ in the fluent graph G or ∞ if there is no such path. Then we
define

Δ(f, f ′) def
=

{
0 f = f ′

ΔG(f, f
′) else

Δ(s, f ′) def
= min

f∈s∪{∅}
Δ(f, f ′)

That means, the distanceΔ(s, f ′) is 0 if and only if f ′ holds in s, otherwise it is compute
as the shortest path in the fluent graph from any fluent in s to f ′.

Intuitively, each edge (f, f ′) in the fluent graph corresponds to a state transition of
the game from a state in which f holds to a state in which f ′ holds. Thus, the length of
a path from f to f ′ in the fluent graph corresponds to the number of steps in the game
between a state containing f to a state containing f ′. Of course, the fluent graph is an
abstraction of the actual game: many preconditions for the state transitions are ignored.
As a consequence, the distance Δ(s, f ′) that we compute in this way is a lower bound
on the actual number of steps it takes to go from s to a state in which f ′ holds. Therefore
the distance Δ(s, f ′) is an admissible heuristic for reaching f ′ from a state s.

Theorem 1 (Admissible Distance). Let
– Γ = (R, s0, T, l, u, g) be a game with ground terms Σ and states S,
– s1 ∈ S be a state of Γ ,
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– f ∈ Σ be a fluent of Γ , and
– G = (V,E) be a fluent graph for Γ .

Furthermore, let s1 �→ s2 �→ . . . �→ sm+1 denote a legal sequence of states of Γ , that
is, for all i with 0 < i ≤ m there is a joint action Ai, such that:

si+1 = u(Ai, si) ∧ (∀r ∈ R)l(r, Ai(r), s)

If Δ(s1, f) = n, then there is no legal sequence of states s1 �→ . . . �→ sm+1 with
f ∈ sm+1 and m < n.

Proof. We prove the theorem by contradiction. Assume that Δ(s1, f) = n and there is a
legal sequence of states s1 �→ . . . �→ sm+1 with f ∈ sm+1 and m < n. By Definition 2,
for every two consecutive states si, si+1 of the sequence s1 �→ . . . �→ sm+1 and for
every fi+1 ∈ si+1 there is an edge (fi, fi+1) ∈ E such that fi ∈ si or fi = ∅.
Therefore, there is a path fj, . . . , fm, fm+1 in G with 1 ≤ j ≤ m and the following
properties:

– fi ∈ si for all i = j, ...,m+ 1,
– fm+1 = f , and
– either fj ∈ s1 (e.g., if j = 1) or fj = ∅.

Thus, the path fj , . . . , fm, fm+1 has a length of at most m.
Consequently, Δ(s1, f) ≤ m because fj ∈ s1 ∪ {∅} and fm+1 = f . However,

Δ(s1, f) ≤ m together with m < n contradicts Δ(s1, f) = n. ��

4 Constructing Fluent Graphs from Rules

We propose an algorithm to construct a fluent graph based on the rules of the game.
The transitions of a state s to its successor state s′ are encoded fluent-wise via the next
rules. Consequently, for each f ′ ∈ s′ there must be at least one rule with the head
next(f’). All fluents occurring in the body of these rules are possible sources for an
edge to f ′ in the fluent graph.

For each ground fluent f ′ of the game:

1. Construct a ground disjunctive normal form φ of next(f ′), i.e., a formula φ such
that next(f ′) ⊃ φ.

2. For every disjunct ψ in φ:
– Pick one literal true(f) from ψ or set f = ∅ if there is none.
– Add the edge (f, f ′) to the fluent graph.

Note, that we only select one literal from each disjunct in φ. Since, the distance function
Δ(s, f ′) obtained from the fluent graph is admissible, the goal is to construct a fluent
graph that increases the lengths of the shortest paths between the fluents as much as
possible. Therefore, the fluent graph should contain as few edges as possible. In general
the complete fluent graph (i.e., the graph where every fluent is connected to every other
fluent) is the least informative because the maximal distance obtained from this graph
is 1.
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The algorithm outline still leaves some open issues:

1. How do we construct a ground formula φ that is the disjunctive normal form of
next(f ′)?

2. Which literal true(f) do we select if there is more than one? Or, in other words,
which precondition f ′ of f do we select?

We will discuss both issues in the following sections.

4.1 Constructing a DNF of next(f ′)

A formula φ in DNF is a set of formulas {ψ1, . . . , ψn} connected by disjunctions such
that each formula ψi is a set of literals connected by conjunctions. We propose the
algorithm in Figure 1 to construct φ such that next(f ′) ⊃ φ.

Algorithm 1. Constructing a formula φ in DNF with next(f ′) ⊃ φ

Input: game description D, ground fluent f ′

Output: φ, such that next(f ′) ⊃ φ
1: φ := next(f ′)
2: finished := false
3: while ¬finished do
4: Replace every positive occurrence of does(r, a) in φ with legal(r, a).
5: Select a positive literal l from φ such that l 
= true(t), l 
= distinct(t1, t2) and l is

not a recursively defined predicate.
6: if there is no such literal then
7: finished := true
8: else
9: l̂ :=

∨

h:-b∈D,lσ=hσ

bσ

10: φ := φ{l/l̂}
11: end if
12: end while
13: Transform φ into disjunctive normal form, i.e., φ = ψ1 ∨ . . . ∨ ψn and each formula ψi is a

conjunction of literals.
14: for all ψi in φ do
15: Replace ψi in φ by a disjunction of all ground instances of ψi.
16: end for

The algorithm starts with φ = next(f ′). Then, it selects a positive literal l in φ
and unrolls this literal, that is, it replaces l with the bodies of all rules h:-b ∈ D
whose head h is unifiable with l with a most general unifier σ (lines 9, 10). The re-
placement is repeated until all predicates that are left are either of the form true(t),
distinct(t1, t2) or recursively defined. Recursively defined predicates are not un-
rolled to ensure termination of the algorithm. Finally, we transform φ into disjunctive
normal form and replace each disjunct ψi of φ by a disjunction of all of its ground
instances in order to get a ground formula φ.

Note that in line 4, we replace every occurrence of does with legal to also include
the preconditions of the actions that are executed in φ. As a consequence the resulting
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formula φ is not equivalent to next(f ′). However, next(f ′) ⊃ φ, under the assump-
tion that only legal moves can be executed, i.e., does(r, a) ⊃ legal(r, a). This is
sufficient for constructing a fluent graph from φ.

Note, that we do not select negative literals for unrolling because the construction
of our fluent graph only requires positive preconditions for fluents. Still, the algorithm
could be easily adapted to also unroll negative literals at the cost of an increased size of
the created φ.

4.2 Selecting Preconditions for the Fluent Graph

If there are several literals of the form true(f) in a disjunct ψ of the formula φ con-
structed above, we have to select one of them as source of the edge in the fluent graph.
As already mentioned, the distance Δ(s, f) computed with the help of the fluent graph
is a lower bound on the actual number of steps needed. To obtain a good lower bound,
that is, one as large as possible, the paths between nodes in the fluent graph should be
as long as possible. Selecting the best fluent graph, i.e., the one which maximizes the
distances, is impossible since this depends on the states we encounter when playing the
game, and we do not know these states beforehand. In order to generate a fluent graph
that provides good distance estimates, we use several heuristics when we select literals
from disjuncts in the DNF of next(f ′):

First, we only add new edges if necessary. That means, whenever there is a literal
true(f) in a disjunct ψ such that the edge (f, f ′) already exists in the fluent graph,
we select this literal true(f). The rationale of this heuristic is that paths in the fluent
graph are longer on average if there are fewer connections between the nodes.

Second, we prefer a literal true(f) over true(g) if f is more similar to f ′ than g
is to f ′, that is sim(f, f ′) > sim(g, f ′).

We define the similarity sim(t, t′) recursively over ground terms t, t′:

sim(t, t′) def
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 t, t′ have arity 0 and t = t′∑

i sim(ti, t
′
i) t = f(t1, . . . , tn) and

t′ = f(t′1, . . . , t
′
n)

0 else

In human made game descriptions, similar fluents typically have strong connections.
For example, in Tic-Tac-Toe cell(3,1,x) is more related to cell(3,1,b) than to
cell(b,3,x). By using similar fluents when adding new edges to the fluent graph, we
have a better chance of finding the same fluent again in a different disjunct of φ. Thus
we maximize the chance of reusing edges.

5 Applying Distance Features

For using the distance function in our evaluation function, we define the normalized
distance δ(s, f).

δ(s, f)
def
=

Δ(s, f)

Δmax(f)



196 D. Michulke and S. Schiffel

The value Δmax(f) represents the longest finite distance ΔG(g, f) from any fluent g to
f in G.

Thus the normalized distance δ(s, f) will be infinite if and only if Δ(s, f) =∞, i.e.,
there is no path from any fluent in s to f in the fluent graph. In all other cases it holds
that 0 ≤ δ(s, f) ≤ 1.

Note, that the construction of the fluent graph and computing the shortest paths be-
tween all fluents, i.e., the distance function ΔG, need only be done once for a game.
Thus, while construction of the fluent graph is more expensive for complex games, the
cost of computing the distance feature δ(s, f) (or Δ(s, f)) only depends (linearly) on
the size of the state s.

5.1 Using Distance Features in an Evaluation Function

To demonstrate the application of the distance measure presented, we use a simplified
version of the evaluation function of Fluxplayer [9] implemented in Prolog. It takes the
ground DNF of the goal rules as first argument, the current state as second argument
and returns the fuzzy evaluation of the DNF on that state as a result.

1 eval((D1; ...; Dn), S, R) :- !,
2 eval(D1, S, R1), ..., eval(Dn, S, Rn),
3 R is sum(R1, ..., Rn) - product(R1, ..., Rn).
4 eval((C1, ..., Cn), S, R) :- !,
5 eval(C1, S, R1), ..., eval(Cn, S, Rn),
6 R is product(R1, ..., Rn).
7 eval(not(P), S, R) :- !, eval(P, S, Rp), R is 1 - Rp.
8 eval(true(F), S, 0.9) :- occurs(F, S),!.
9 eval(true(F), S, 0.1).

Disjunctions are transformed to probabilistic sums, conjunctions to products, and true
statements are evaluated to values in the interval [0, 1], basically resembling a recursive
fuzzy logic evaluation using the product t-norm and the corresponding probabilistic
sum t-conorm. The state value increases with each conjunct and disjunct fulfilled.

We compare the evaluation to a second function that employs our relative distance
measure, encoded as predicate delta. We obtain the distance-based evaluation function
by substituting line 9 of the previous program by the following:

1 eval(true(F), S, R) :- delta(S, F, Dist), Dist =< 1, !,
2 R is 0.8*(1-Dist) + 0.1.
3 eval(true(F), S, 0).

Here, we evaluate a fluent that does not occur in the current state to a value in [0.1, 0.9]
and, in case the relative distance is infinite, to 0 since this means that the fluent cannot
hold anymore.

5.2 Tic-Tac-Toe

Although on first sight Tic-Tac-Toe contains no relevant distance information, we can
still take advantage of our distance function. Consider the two states as shown in Fig-
ure 2. In state s1 the first row consists of two cells marked with an x and a blank cell.
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Fig. 2. Two states of Tic-Tac-Toe. The first row is still open in state s1 but blocked in state s2.

In state s2 the first row contains two xs and one cell marked with an o. State s1 has a
higher state value than s2 for xplayer since in s1 xplayer has a threat of completing
a line in contrast to s2. The corresponding goal condition for xplayer completing the
first row is:

1 line(x) :- true(cell(1,1,x)),
2 true(cell(2,1,x)), true(cell(3,1,x)).

When evaluating the body of this condition using the above fuzzy evaluation, we see
that it cannot distinguish between s1 and s2 because both have two markers in place
and one missing for completing the line for xplayer, resulting in an evaluation R =
1 ∗ 1 ∗ 0.1 = 0.1

However, the distance-based function evaluates true(cell(3,1,b)) of s1 to 0.1
and true(cell(3,1,o)) of s2 to 0. Therefore, it can distinguish between both states,
returning R = 0.1 for S = s1 and R = 0 for S = s2.

5.3 Breakthrough

The second game is Breakthrough, again a two-player game played on a chessboard.
Like in chess, the first two ranks contain only white pieces and the last two only black
pieces. The pieces of the game are only pawns that move and capture in the same way
as pawns in chess, but without the initial double advance. Whoever reaches the opposite
side of the board first wins. 2 Figure 3 shows the initial position for Breakthrough. The
arrows indicate the possible moves, a pawn can make.

The goal condition for the player black states that black wins if there is a cell with
the coordinates X,1 and the content black, such that X is an index (a number from 1 to
8 according to the rules of index):

1 goal(black, 100) :- index(X),true(cellholds(X, 1, black)).

Grounding this rule yields

1 goal(black, 100) :- true(cellholds(1, 1, black) ;
2 ...; true(cellholds(8, 1, black)).

We omitted the index predicate since it is true for all 8 ground instances.

2 The complete rules for Breakthrough as well as Tic-Tac-Toe can be found under
http://ggpserver.general-game-playing.de/

http:// ggpserver.general-game-playing.de/
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The standard evaluation function cannot distinguish any of the states in which the
goal is not reached because true(cellholds(X, 1, black)) is false in all of these
states for any instance of X.

The distance-based evaluation function is able to construct a fluent graph as depicted
in Figure 4 for distance calculation.

Therefore evaluations of atoms of the form true(cellholds(X, Y, black))

have now 9 possible values (for distances 0 to 7 and ∞) instead of 2 (true and false).
Hence, states where black pawns are nearer to one of the cells (1,8), . . ., (8,8) are
preferred.

Fig. 3. Initial position in Breakthrough and the move options of a pawn

Fig. 4. A partial fluent graph for Breakthrough, role black
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Moreover, the fluent graph, and thus the distance function, reflect what could be
called “strategic positioning”: states with pawns on the side of the board are worth less
than those with pawns in the center. This is due to the fact that a pawn in the center may
reach more of the 8 possible destinations than a pawn on the side.

6 Evaluation

We first measure the generality and time requirements of our approach for 201 games
available at http://ggpserver.general-game-playing.de/.

Figure 5 shows the number of games grouped by the minimum time limit (in seconds)
required for successful fluent graph construction.

Fig. 5. Number of Games grouped by the minimum time limit required for construction of the
fluent graph

We can see that the approach is able to find distance features in all but 5 games.
Construction is typically fast and takes a few seconds for the majority of games. There
are, however, 33 games that require at least 5 seconds for fluent graph construction
and 22 of these even more than 50 seconds. Our interpretation of the results is that the
approach is general, although time constraints may pose a problem in some cases and
should be addressed, e.g., using time-outs.

For evaluation of the playing strength we implemented our distance function and
equipped the agent system Fluxplayer [9] with it. We then set up this version of Flux-
player (“flux distance”) against its version without the new distance function
(“flux basic”). We used the version of Fluxplayer that came in 4th in the 2010 champi-
onship. Since flux basic is already endowed with a distance heuristic, the evaluation is
comparable to a competition setting of two competing heuristics using distance features.

We chose 19 games for comparison in which we conducted 100 matches on average.
Figure 6 shows the results.
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Fig. 6. Advantage in Win Rate of flux distance

The values indicate the difference in win rate, e.g., a value of +10 indicates that
flux distance won 55% of the games against flux basic winning 45%. Obviously the
proposed heuristics produces results comparable to the flux basic heuristics, with both
having advantages in some games. This has several reasons: Most importantly, our pro-
posed heuristic, in the way it is implemented now, is more expensive than the distance
estimation used in flux basic. Therefore the evaluation of a state takes longer and the
search tree can not be explored as deeply as with cheaper heuristics. This accounts
for three of the four underperforming games. For example in nim4, the flux basic dis-
tance estimation provides essentially the same results as our new approach, just much
cheaper. In chinesecheckers2 and knightthrough, the new distance function slows down
the search more than its better accuracy can compensate.

On the other hand, flux distance performs better in complicated games. There the
higher accuracy of the heuristics typically outweighs the disadvantage of the heuristics
being slower.

Interestingly the higher accuracy of the new distance heuristics is the reason for
flux distance losing in breakthrough suicide. The game is exactly the same as break-
through, however, the player to reach the other side of the board first does not win but
loses.

The heuristics of both flux basic and flux distance are not good for this game since
both are based the minimum number of moves necessary to reach the goal while the
optimal heuristic would depend on the maximum number of moves available to avoid
losing. However, since flux distance is more accurate, flux distance selects even worse
moves that flux basic. Specifically, flux distance tries to maximize (a much more ac-
curate) minimal distance to the other side of the board, thereby allowing the opponent
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to capture its advanced pawns. This behavior, however, results in a smaller maximal
number of moves until the game ends and forces to advance the few remaining pawns
quickly. Thus, the problem in this game is not the distance estimate but the fact that the
heuristic is not suitable for the game.

Finally, in some of the games no changes were found since both distance estimates
performed equally well. However, rather specific heuristics and analysis methods of
flux basic could be replaced by our new general approach. For example, the original
Fluxplayer contains a special method to detect when a fluent is unreachable, while this
information is automatically included in our distance estimate.

7 Related Work

Distance features are part of classical agent programming for games like chess and
checkers in order to measure, e.g., the distance of a pawn to the promotion rank. A more
general detection mechanism was first employed in Metagamer [8] where the features
“promote-distance” and “arrival-distance” represented a value indirectly proportional to
the distance of a piece to its arrival or promotion square. However, due to the restriction
on symmetric chess-like games, the features are still too specific for an application in
GGP.

Currently, a number of GGP agent systems apply distance features in different forms.
UTexas [6] identifies order relations syntactically and tries to find 2d-boards with co-
ordinates ordered by these relations. Properties of the content of these cells, such as
minimal/maximal x- and y-coordinates or pair-wise Manhattan distances are then as-
sumed as candidate features and may be used in the evaluation function. Fluxplayer [9]
generalizes the detection mechanism using semantic properties of order relations and
extends board recognition to arbitrarily defined n-dimensional boards.

Another approach is pursued by Cluneplayer [2] who tries to impose a symbol dis-
tance interpretation on expressions found in the game description. Symbol distances,
however, are again calculated using Manhattan distances on ordered arguments of board-
like fluents, eventually resulting in a similar distance estimate as UTexas and Flux-
player.

Although not explained in detail, Ogre [4] also employs two features that measure
the distance from the initial position and the distance to a target position. Again, Ogre
relies on syntactic detection of order relations and seems to employ a board centered
metrics, ignoring the piece type.

All of these approaches rely on the identification of certain fixed structures in the
game (such as game boards) but can not be used for fluents that do not belong to such a
structure. Furthermore, they make assumptions about the distances on these structures
(usually Manhattan distance) that are not necessarily connected to the game dynamics,
e.g., how different pieces move on a board.

In domain independent planning, distance heuristics are used successfully, e.g., in
HSP [1] and FF [3]. The heuristics h(s) used in these systems is an approximation of
the plan length of a solution in a relaxed problem, where negative effects of actions are
ignored. This heuristics is known as delete list relaxation. While on first glance this may
seems very similar to our approach, several differences exist:
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– The underlying languages, GDL for general game playing and PDDL for planning,
are different. A translation of GDL to PDDL is expensive in many games [5]. Thus,
directly applying planning systems is not often not feasible.

– The delete list relaxation considers all (positive) preconditions of a fluent, while we
only use one precondition. This enables us to precompute the distance between the
fluents of a game.

– While goal conditions of most planning problems are simple conjunctions, goals
in the general games can be very complex (e.g., checkmate in chess). Additionally,
the plan length is usually not a good heuristics, given that only the own actions and
not those of the opponents can be controlled. Thus, distance estimates in GGP are
usually not used as the only heuristics but only as a feature in a more complex eval-
uation function. As a consequence, computing distance features must be relatively
cheap.

– Computing the plan length of the relaxed planning problem is NP-hard, and even
the approximations used in HSP or FF that are not NP-hard require to search the
state space of the relaxed problem. On the other hand, computing distance estimates
with our solution is relatively cheap. The distances ΔG(f, g) between all fluents f
and g in the fluent graph can be precomputed once for a game. Then, computing
the distance Δ(s, f ′) (see Definition 3) is linear in the size of the state s, i.e., linear
in the number of fluents in the state.

8 Future Work

One problem of the approach is its computational cost for constructing the fluent graph,
that may prevent an application of our distance features for narrow time constraints.

One way to reduce the time needed for construction is a reduction of the size of φ via
a more selective expansion of predicates (line 5) in Algorithm 1. Developing heuristics
for this step is one of the goals for future research.

In addition, we are working on a way to construct fluent graphs from non-ground
representations of the preconditions of a fluent to skip the grounding step. For example,
the partial fluent graph in Figure 1(a) is identical to the fluent graphs for the other 8
cells of the Tic-Tac-Toe board. The fluent graphs for all 9 cells are obtained from the
same rules for next(cell(X,Y,_), just with different instances of the variables X and
Y. By not instantiating X and Y, the generated DNF is exponentially smaller while still
containing the same information.

The quality of the distance estimates depends mainly on the selection of precondi-
tions. At the moment, the heuristics we use for this selection are intuitive but have no
thorough theoretic or empiric foundation. In future, we want to investigate how these
heuristics can be improved.

Furthermore, we intend to enhance the approach to use fluent graphs for generaliza-
tions of other types of features, such as, piece mobility and strategic positions.

9 Summary

We have presented a general method of deriving distance estimates in General Game
Playing. To obtain such a distance estimate, we introduced fluent graphs, proposed an
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algorithm to construct them from the game rules and demonstrated the transformation
from fluent graph distance to a distance feature.

Unlike previous distance estimations, our approach does not rely on syntactic pat-
terns or internal simulations. Moreover, it preserves piece-dependent move patterns and
produces an admissible distance heuristic.

We showed on an example how these distance features can be used in a state evalu-
ation function. We gave two examples on how distance estimates can improve the state
evaluation and evaluated our distance against Fluxplayer in its most recent version.

Certain shortcomings should be addressed to improve the efficiency of fluent graph
construction and the quality of the obtained distance function. Despite these shortcom-
ings, we found that a state evaluation function using the new distance estimates can
compete with a state-of-the-art system.
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Abstract. In the context of mobile robotics, it is crucial for the robot to have a
consistent representation of the surrounding area. However, common grid maps
used in robotics do not provide any evidence as to connectivity, making it harder
to find appropriate paths to particular points on the site. Therefore, abstracting
the environment where mobile robots carry out some mission can be of a great
benefit.

Topological maps have been increasingly used in robotics, because they are
fairly simple and an extremely intuitive representation for tasks that involve path
planning. In this article, a method for retrieving a topological map from an a
priori generic grid map of the environment is presented. Beyond extracting a 2D
diagram which portrays the topology of the infra-structure, the focus is placed
on obtaining graph-like data related to the connectivity of important points in the
area, that can be passed on to robots or to a centralized planner, in order to assist
the navigation task. The proposed method is further elaborated in detail and its
results prove the simplicity, accuracy and efficiency of the approach.

Keywords: Robot navigation, Graphs, Topological maps, Voronoi diagrams.

1 Introduction

In robotics, it is extremely important for autonomous mobile robots to learn and pre-
serve models of the environment. Without an internal description of the environment
and information of their position and orientation with respect to this map, most mo-
bile robotic tasks, like driving while avoiding collisions and navigating, would become
impractical.

In navigation tasks, it is normally assumed that the environment is known a priori.
On the other hand, exploration is generally related to completely or partially unknown
environments. For both cases, maintaining or building internal representations of the
infra-structure is one of the key issues to the successful completion of the task.

The two major distinct paradigms for mapping indoor environments are grid-based
maps and topological maps [1]. In the present work, we focus on the latter one.

Grid-based methods produce accurate metric maps, are easy to build, represent and
maintain, but often suffer from memory space and time complexity, because of its fine
resolution restrictions which results in memory problems and also harder efficient plan-
ning and navigating in large-scale infrastructures. Topological maps, on the other hand,
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produce graph-like maps that can be used much more efficiently. They are simpler,
permit efficient planning and do not require accurate determination of the robot’s po-
sition. In these maps, vertices correspond to important places or landmarks, which are
connected by edges that represent paths between them. However, its inaccuracy makes
it harder to maintain consistency in large scale environments, which results in diffi-
culties in recognizing similar places that look alike. There are some other constraints
related to navigation using topological maps. Some limitations previously identified [2]
were: handling inaccurate position and orientation information and detecting neighbor
vertices in the topological map by traversing them, as opposed to sensing or recogniz-
ing them. Despite these constraints, the path planning method that was used produced
adequate results.

In addition, map validation and self-localization in topological maps is also an im-
portant issue for correct robot navigation, which has been extensively studied [3]. In the
work, the robot is given an input graph-like map and its current position and orientation
with respect to the map. The robot has no instrument for measuring distances or orien-
tations. By exploring the world systematically and using distinct markers, which can be
detected, dropped and picked up, the robot can recognize places and determine whether
the map is correct. The same authors later proposed [4] a multi-robot topological map-
ping technique. Robots simultaneously explore different regions of the environment and
they meet periodically to merge their individual maps in order to create a shared merged
map of the complete environment.

As seen before, topological maps can be a very important tool for most tasks us-
ing mobile robots. Many works exploit this simple representation to employ correct
robot navigation. In Ferreira et al. [5], a robot drives around the environment and self-
localizes, while using a place recognition technique to build 3D point cloud sets for
monitoring changes that might take place in the environment.

In this work, the focus is mainly on obtaining a global topological abstraction from
a preexisting metric representation of an environment. For example, for surveillance,
monitoring and patrolling tasks with multiple robots, it is common to rely on topological
maps for navigation issues. In a previous work [6], we presented a novel multi-robot
patrolling algorithm based on topological maps.

In this article, we describe in detail how complete topological information is ex-
tracted from an existing 2D grid map representation of the area to be patrolled, which
in turn can be obtained with a state-of-the-art robotic mapping technique, e.g. [7].

The next section presents a survey of previous techniques for extracting topologi-
cal representations like diagrams and graphs from metric representations given a pri-
ori. Typically, these metric representations are occupancy grids, which are probabilistic
maps wherein each cell of the grid contains a probability value that indicates whether
the related location is free space or part of an obstacle [8]. These grids are usually
obtained in a preceding exploration phase. In Section 3, we state the problem to be ad-
dressed and Section 4 presents the algorithm proposed to solve it. Later on, results are
presented and the article ends with conclusions and future work.
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2 Related Work

In the literature, there are a few existing techniques to extract topological representa-
tions using metric maps. In particular, Voronoi Diagrams [9] have been extensively used
to plan a path that stays away from obstacles as far as possible. In addition, the Gener-
alized Voronoi Diagram (GVD) [10] was described as a “retraction of the free space of
the working space onto a network of one-dimensional curves reflecting the connectivity
of free space” and a hierarchically organized Voronoi-based route graph representation
for robot navigation in indoor scenarios was proposed.

Furthermore, the Extended Voronoi Graph (EVG) [11] has been presented more re-
cently. In this new approach, the diagram (or skeleton) computation overcomes
limitations in the sensory horizon of robots by clearly defining a transition from corridor-
following to wall-following in large rooms. Although defined as a graph, beyond
the actual diagram no information about vertices or edges is available after the final
computation.

Additionally, Kolling and Carpin [12] proposed a method to extract graph represen-
tations from occupancy grids for surveillance tasks, based on the GVD. Graph modifi-
cations, called contractors, are promoted to simplify the surveillance problem towards
solving it using fewer robots.

Another commonly used technique when extracting graphs is the Delaunay triangu-
lation (DT) [13]. In fact, the DT of a discrete point set generally corresponds to the dual
graph of the Voronoi diagram for the same point set.

Katsilieris et al. [14] extract the traversability graph from the original metric map in
the context of searching intruders with a team of robots. Firstly, the obstacle-free area
is triangulated and then triangles are merged to form large convex regions where the
vertices are extracted. The set of edges consists of all pairs of regions that share a side.

In addition, a technique called Reduced Constrained Delaunay Triangulation to build
graphs is also becoming popular. This technique is based on a DT computation together
with a mechanism to reduce the graph by minimizing the distance each robot has to
traverse. It was applied by Fazli et al. [15] in the context of a multi-robot area coverage
task in a known and static 2D environment.

Another method presented in the literature to extract the graph of an environment
is the visibility graph [16], which is composed of straight lines joining a sequence of
vertices that are normally placed near the limits of obstacles in the environment (consid-
ering the dimension and pose of the robot). The graph is created connecting all vertices
that can “see” each other, hence the name visibility graph.

Among the most used techniques are also thinning [17] and skeletonization [18]
methods. These are operations used to remove the foreground pixels from binary im-
ages, analogously to peeling an onion. They provide a skeleton of the image, reducing
all lines to a single pixel thickness. The output of such techniques is similar to the GVD.
Szabó [18] also refers in his work some other methods for extracting topological maps
from occupancy grids, namely sparse pixel approaches and matching opposite contours.
Moreover, another technique called C-cells can be found in the literature [19]. It has the
principle to divide the space not occupied by obstacles into convex polygons and the
vertices of the graph are positioned in the center of those polygons, having each vertex
connected in a straight line to the closest visible vertex.
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Most previous works mentioned above present methods to visually extract the topo-
logical representation. However, many of these do not correctly characterize vertices
and edges on the graph (like Voronoi Diagrams, EVG, thinning or skeletonization). As
for those that do, the methods which are based on Delaunay Triangulation need a man-
ual definition of the vertices in the environment to compute the topology and usually
generate non-elegant and unbalanced representations. In the case of visibility graphs,
highly inadequate topologies are produced since the vertices are positioned very close
to obstacles, which is unnatural for robot navigation. The Generalized Voronoi Graph
(GVG), which consists of a vertex for every meet and end point of the GVD and edges
reflecting the connectivity of the GVD, results in very complex graphs with a large
number of vertices and edges that are mostly redundant, especially when considering
navigation tasks for robots. In addition, all of these methods assume that the edges con-
necting pairs of neighboring vertices must be a straight line, which is not necessarily
true for robots with the ability to locally plan paths between two vertices.

In this work, we intend to go further ahead, by firstly extracting an elegant topo-
logical representation and then focusing on identifying vertices, edges and their length
(i.e., their weight) and obtaining relevant data concerning the vertices and the connec-
tivity between areas of the map so as to assist robots navigation in tasks like patrolling,
coverage, monitoring, surveillance, pursuit-evasion and others.

3 Problem Statement

In this work, the environment is assumed to be known a priori and a metric represen-
tation, typically with the form of an occupancy grid, is available. The goal is to ab-
stract the environment through a topological representation, i.e., a graph, and obtain all
information about the graph’s connectivity.

The techniques described in the previous section will lead to different graph rep-
resentations, like placing vertices close to obstacles, inserting them halfway between
obstacles or positioning them in a uniform way along the terrain. Having this in mind,
a careful choice should be made, considering the applications in which the extraction is
applied.

We start with a skeleton representation and then focus on extracting topological in-
formation to characterize the connectivity of the environment. There are several tech-
niques to compute the initial skeleton as seen previously in section 2. In this work, it is
obtained via the EVG computation, mainly because of its results in terms of producing
visually attractive path representations that stay away from obstacles and that consider
the sensing range of the robots as an input of the method. Additionally, it is a relatively
recent technique, which is open source and is easily adaptable to the code that was de-
veloped. Having the representation of the skeleton, the graph is obtained through image
processing techniques by correct identification of vertices and edges. The topological
map is modeled as an undirected graph. Vertices represent places and edges represent
the connectivity (in both directions) between those places.

In the next section, we present the algorithm to extract the complete topological
information and its simplicity and efficiency becomes clear.
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Table 1. EVG-THIN parameters [11]

Command Description
min-unknown [N] The minimum greyscale value (1-254) of unknown cells. Occu-

pied cells are 0-(N-1).
max-unknown [M] The maximum greyscale value (1-254) of unknown cells. Free

cells are (M+1)-255.
pruning [0|1] Turns pruning on or off. Pruning removes all “branches” of the

skeleton except those that meet one of these conditions: 1) The
branch touches the edge of the grid. 2) The branch touches un-
known cells.

min-distance [R] Bleeds obstacles by R cells before calculating skeleton. This re-
moves branches that come too close to obstacles.

max-distance [S] If the skeleton exceeds the S cells from the nearest occupied cells,
it switches to following the occupied cells S away.

robot loc [X Y] This location is used to select which skeleton is valid, given
complex images with multiple, disjoint skeletons. By default, the
“robot” is located at the centre of the image.

robot-close [0|1] The robot location (see above) is used to choose which skeleton
is valid (if multiple exist). This is done by Euclidean distance be-
tween the robot’s location at the skeletal points. This option turns
off the checking mechanism except for points where the robot’s
distance is within the distance of the skeletal point to its closest
obstacle.

4 The Algorithm

In a previous work [6] a patrolling simulator was used to validate a multi-robot pa-
trolling approach based on balanced graph partitioning. Here, we show how the pre-
assumed graph is provided to the patrolling simulator. The algorithm is comprised of 4
steps which are detailed below.

4.1 Acquiring the Skeleton

A tool named EVG-THIN developed by Patrick Beeson [11] was used to acquire skele-
tons from occupancy grids in this project. “EVG” stands for the Extended Voronoi
Graph, which although being called a graph, does not present output related to informa-
tion about vertices and edges on the graph, giving instead an enhanced skeleton on top of
a grid map, when compared to the GVD. “THIN” accounts for the pixel-based thinning
algorithm that finds skeletons of bitmaps, which is a fast approximation of the Voronoi
diagram. Its code was written to be applied in real-time to occupancy grids, where cells
are either occupied, free, or unknown, but it also works on any grayscale bitmap image
in other domains. This command-line application runs in any Linux console upon the
definition of some parameters, such as the pixels’ threshold for considering them free,
unknown or occupied; or the robot’s minimum distance to an obstacle to account for the
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Fig. 1. EVG-THIN incorporated in the simulator

robot’s geometric dimension and sensing range when navigating in the map, as seen in
Table 1. Setting these parameters correctly is important, because the computed skeleton
and final topology depends substantially on those parameters.

The Patrolling Simulator interface displays a window to set all the input parameters
reusing and evolving the EVG-THIN’s code, which is run in background1, obtaining
the 1 pixel-thin skeleton of the environment, as seen on Figure 1 (right).

 

Fig. 2. Cluster detection and correction. The blue dots correspond to vertices subsequently identi-
fied.

1 Note that this program is released under the GNU General Public License (GPL), which is
intended to guarantee the freedom to share and change free software.
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4.2 Cluster Image Removal

Due to aliasing, sometimes the skeleton representation generated in the previous section
presents clusters, i.e., sets of 4 pixel squares, as shown on Figure 2. These clusters are
problematic, in the sense that they interfere with the subsequent detection of vertices
in the graph, due to the 1 pixel-thin skeleton assumption. Therefore, an intermediate
phase to avoid future data corruption when detecting the vertices and edges is necessary:
Cluster Removal.

A protective filter was developed to detect and remove such clusters. Basically, it
sweeps the image and when a cluster is detected, two actions are possible:

• Pixel Removal: Eliminate unnecessary pixels from the cluster;
• Pixel Shifting: Move pixels to the cluster’s neighborhood.

These actions are conducted without affecting the connectivity of the graph. In Figure
3, on the left side, two examples of their application are shown. On top, the 2 pixels
marked by a cross are removed, because they are unnecessary to guarantee the connection
between all branches.

When a cluster is identified, the filter checks the implications of removing pixels;
more specifically it guarantees that no disconnections resulting from erasing pixels will
exist, by inspecting all the neighbor pixels around the cluster.

Erasing pixels is not always possible, as it can be observed in the bottom left of
Figure 3, where removing red pixels would create gaps in the skeleton underneath.
Hence, a pixel shifting strategy was created to remedy such situations.

4.3 Detecting Vertices

Having the cluster-free skeleton, the next step is extracting all vertices of the graph
by image processing, which is done on top of the previously generated skeleton. The
process is fairly simple, due to the 1-pixel thin assumption. Vertices correspond to single
pixels that are placed in two specific locations:

• Dead-ends: Pixels that typically only have one neighbor pixel that also belongs to
the skeleton. They originate vertices with degree2 one.
• Branch intersections: Crucial pixels that correspond to crossings of the branches

of the skeleton. They usually have three or more neighbor pixels that also belong to the
skeleton, within the eight pixels around them. They originate higher degree vertices.

The process shown in pseudo-code by Algorithm 1 is conducted to identify all ver-
tices in the graph. Basically, the intent is to inspect the 9-pixel window centered on the
analyzed pixel of the skeleton and verify if it is a dead-end or a branch intersection.
When the vertex is identified, a single blue pixel is drawn in the correct spot. Note that
this algorithm relies on the fact that no clusters exist in the graph.

After running the algorithm, the visual representation of the graph on top of the
grid is complete, as it will be shown on the results section, where the vertices were
highlighted for better identification.

2 “The degree (or valency) dG(v) = d(v) of a vertex v is the number |E(v)| of edges at v (...),
this is equal to the number of neighbours of v” [20].
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Fig. 3. On the left side: Cluster Analysis - Pixel removal on top and pixel shifting below. On the
right side: Possible neighbor directions.

 

Fig. 4. Extracting the graph and relevant topological information. Example of a simple tree-like
graph with 12 vertices.

4.4 Extracting Relevant Topological Information

The last step of the algorithm is to compute the rest of the topological information to
completely characterize the graph (edges, connectivity, etc.). In this work, each vertex
data structure will have the following fields associated to it:
• ID
• Coordinates (x, y)
• Degree
• Neighbors (Vertex Degree)={ID, direction, edge weight}
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Algorithm 1. Pseudo-Code of the vertex detection process

1 foreach pixel p of the image do

2 if p is red then

3 count ← number of red pixels inside 9-pixel window centered on p;

4 else
5 count = 0;

6 end

7 if count > 3 then // Exclude pixels with 3 or more
neighbors that do not correspond to branch
intersections.

8 foreach two adjacent red pixels around p do
9 count = count −1;

10 end

11 foreach three adjacent red pixels around p do
12 count = count −2;

13 end

14 else if count == 3 then // Dead-end (with more than one
neighbor pixel)

15 if two adjacent red pixels around p then
16 count = count +1;

17 end

18 end

19 if count > 3 || count = 2 then
20 p is a vertex ⇒ blue pixel in p;

21 end

22 end

In this step, the main concern is to convert visual information into graph data that can
be used by robots to abstract the environment.

The ID and coordinates (x, y) of each vertex are easily extracted by looking for
the blue pixels in the picture and assigning them ID’s and saving their (x, y) pixel
coordinates.

The other fields are obtained subsequently, also by image processing, by following
all branches leaving the vertices via the red pixels’ routes. When a blue pixel is found
at the end of a route, a neighbor vertex is recognized, therefore the degree of the initial
pixel is incremented, and a new entry to the neighbors table of the initial vertex is filled:
the ID of the newly-detected neighbor vertex, its direction related to the initial vertex
and the edge weight between the 2 vertices.
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The ID is obtained by relating the coordinates of the newly-detected vertex to the
ID list previously computed. The direction is defined in a similar way to the compass
rose designation, as show on the right side of Figure 3, e.g., if the direction of the route
leading to the neighbor vertex starts in the pixel above the examined vertex, than the
direction is defined as North (N). Also, the edge weight between vertices is defined as
the cost of travelling from one vertex to another in pixel units, more specifically, the
number of red pixels in the edge between both vertices.

Every vertex is identified by a single blue pixel, as shown previously in Figure 2.
After obtaining all the data fields, each vertex will have a table of neighbors with the size
of its degree and all the edges and the connectivity between neighbor vertices will be
well characterized. This is clear in Figure 4. Having all this information, the framework
for agents’ navigation in the Patrolling Simulator is finally created.

5 Results and Discussion

The algorithm presented in this article was tested using a large diversity of maps that
generated elegant and balanced representations that range from simple topologies to
complex ones. An important aspect is that the complexity of the topological maps ex-
tracted has no relation to the dimension of the environment (in terms of Cartesian dis-
tances). The algorithm attained clear and visually attractive graph representations from
metric maps of all sizes and shape, presenting no vertices with self-loops, staying away
from obstacles and considering the sensing range of the robots; showing that it scales
well in terms of environment, as shown in Figures 5-8. Beyond the accurate results ob-
tained, the algorithm has shown to be computationally efficient. The C++ programming
language was used and the Graphical User Interface (GUI) for the Patrolling Simulator
was implemented using QT Open Source Edition 4.4.3, which is also based on C++
Language3. The system ran on Ubuntu 8.10 Intrepid on an AMD Athlon 64 Processor
3500+, 2.21GHz, with 1GB RAM.

Table 2 illustrates the time taken by the algorithm to extract all information from
diverse metric maps, which is dependent not only on the amount of pixels in the free
area of each metric map, as well as the complexity of the generated graph. Around
95% of the time values shown is spent computing the skeleton of the environment (first
step of the Algorithm), which is the responsibility of EVG-THIN. The three other steps
of the approach are computed in a few hundredths of second, which is extremely fast
considering the application for which it was designed for.

The image pixels presented in the table do not relate in the same way, for every
case, to the free pixels detected in each image. It is also clear that the computation time
does not depend exclusively on this. It also depends on the graph’s dimension as, for
example, the fourth and fifth line of the table highlights.

These results attest to the applicability of the method proposed herein. It is a valuable
method for obtaining a topological map of the environment from either an a priori
known metric map or a metric map being built on the fly.

3 The Patrolling simulator code is available at:
http://isr.uc.pt/˜davidbsportugal/packages

http://isr.uc.pt/~davidbsportugal/packages
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Fig. 5. Results for a complex graph (268 vertices) with high connectivity

 

Fig. 6. Results for a medium graph (74 vertices) with defined connectivity
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Fig. 7. Results for a medium graph (41 vertices) with defined connectivity

Fig. 8. Results for a graph with 70 vertices and a few connectivity constraints

Table 2. Computation time for different metric maps

Image Pixels # Vertices Time (s)
90K 12 0.40

341K 74 1.38
379K 20 1.42
343K 66 1.57
509K 206 1.61
544K 268 1.63
815K 135 3.62
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6 Conclusions and Future Work

In this article, a novel way to extract topological maps and connectivity information
from standard grid-like grayscale representations is described. The approach presented
gains advantage from its simplicity, accuracy and performance. One possible disad-
vantage of using the EVG-THIN method to compute the skeleton of the grid map is
the dependency on the correct parameterization, which is not straightforward for most
cases. However, the approach presented in this paper is not limited to the use of EVG-
THIN to extract the skeleton, other techniques like those mentioned in Section 2, can
also be used.

Unlike most previous works in this area, here the intent is not to present solely a rep-
resentation of the graph on top of the grid, but also to give one step ahead by proposing
a way to convert visual information into data structures, by means of image processing
techniques as described.

The proposed approach offers, as output, a complete characterization of the topolog-
ical aspects of the environment, which has the ability to assist robot’s navigation in a
broad spectrum of activities, especially those that include path planning. This technique
has been recently used to provide a topological map for mobile robots in cooperative
patrolling misions [21]

As for future work, it would be interesting to test this approach using different meth-
ods in the literature to obtain the underlying diagram to check whether it is possible to
speed up the first step of the algorithm without losing quality on the topological repre-
sentation. Additionally, some questions are still left open like addressing fast update of
the Voronoi Diagram given dynamic changes in the environment as well as consider-
ing 3D models and deal with topological navigation using mobile robots in real world
scenarios.
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Abstract. Timeline-based representations constitute a quite natural way to rea-
son on time and resource constraints while planning. Additionally timeline-based
planners have been demonstrated as successful in modeling and solving prob-
lems in several real world domains. In spite of these successes, any aspect re-
lated to search control remains a “black art” for few experts of the particular
approach mostly because these architectures are huge application developments
environments. For example, the exploration of alternative search techniques is
quite hard. This paper proposes a general architecture for timeline-based reason-
ing that brings together key aspects of such reasoning leaving freedom to specific
implementations on both constraint reasoning engines and resolution heuristics.
Within such architecture, called J-TRE, three different planners are built and com-
pared with respect to a quite challenging reference problem. The experiments
shed some light on key differences and pave the way for future works.

1 Introduction

Common timeline-based planners like EUROPA [1], ASPEN [2], IxTeT [3] and TRF

[4,5] are defined as complex software environments suitable for generating planning
applications, but quite heavy to foster research work on specific open issues. Some theo-
retical work on timeline-based planning like [6] was mostly dedicated to explain details
of [1] identifying connection with classical planning a-la PDDL [7]. The work on Ix-
TeT and TRF have tried to clarify some key underlying principles but mostly succeeded
in underscoring the role of time and resource reasoning [8,9]. The search control part
has always remained significantly under explored. The current realm is that although
these planners capture elements that are very relevant for applications, their theories are
often quite challenging from a computational point of view and their performance are
rather weak compared with those of state of the art classical planners. Indeed, timeline-
based planners are mostly based on the notion of partial order planning [10] and have
almost neglected advantages in classical planning triggered from the use of GRAPH-
PLAN and/or modern heuristic search [11,12]. Furthermore, these architectures rely on
a clear distinction between temporal reasoning and other forms of constraint reasoning
and there is no sign of attempts to change.

This paper, after a brief introduction on timeline-based planning basics, introduces
the J-TRE architecture, an open refinement search framework that encloses common
elements of timeline-based planners. Furthermore, three different planners are instan-
tiated which rely on different generic technologies. This approach allows us to fairly
compare them as possible alternatives and even propose new ones by opening the way

J. Filipe and A. Fred (Eds.): ICAART 2012, CCIS 358, pp. 218–233, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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to new possible future evolutions with respect to search control. We also present an in-
teresting comparison of the planner with respect to a quite challenging problem domain.

2 Basics on Timelines

This section introduces some basic concepts. For a more detailed dissertation on time-
line based planners the reader should make reference to [13,3,6,4].

2.1 Time, Tokens and Relations: The Plan

To include time into a logic formalism we choose to provide the predicates with extra
arguments belonging to the Time domain T (real or discrete). For example, a predicate
At (l), denoting the fact that an agent is at a certain location l, can be extended with two
temporal arguments s ∈ T and e ∈ T, with s < e, representing its starting and ending
times, respectively; the At (l, s, e) formula would be true only if the agent is at location
l from time s to time e. Similarly to what described in [13], we call token a proposition
that has temporal arguments.

In order to force the proposition arguments to assume the desired values, J-TRE

allows the imposition of any kind of linear constraints among the arguments and/or be-
tween the arguments and other variables. Since common timeline-based planners typ-
ically accept any kind of quantitative temporal interval relations [14] between tokens,
that must often be customized by the user, the J-TRE framework facilitate the synthe-
sis of planning domains by allowing the organization of constraints in macros called
relations.

The task of the solver is to find a legal sequence of tokens that bring the timelines
(that constitute the partial and final plan) into a final configuration that verifies both the
domain theory1 as well as a determined set of desired conditions called goals. Starting
from an initial state, the planner moves in the search space by adding or removing
tokens and/or relations (i.e., changing the current state) until all goals are satisfied.

2.2 Interactions among Tokens: The Timelines

From a planning perspective, the easiest way to describe a timeline is to consider it a
mere collection of tokens. The predicates that can be accommodated on a timeline as
well as the behavior assumed by the planner when a new token is added to a timeline
depend on the nature of the timeline itself and, in some cases, on the modeled domain.
J-TRE allows the utilization of families of timelines which provide different modeling
ability, such as multi-valued state variables [13] as well as renewable and consumable
resources like those commonly used in constraint-based scheduling [9].

The state variable is the most used type of timeline in this approach to planning. State
variable predicates are defined by the user during domain definition. The semantics of a
state variable is that for each time instant t ∈ T the timeline can assume only one value.
This corresponds to a mutual exclusion rule between different tokens. Let us assume,

1 The set of rules that model the domain’s dynamic behavior.
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for example, to have a predicate At (l, s, e) and a predicate GoingTo (l, s, e). We know
for sure that tokens assuming At and GoingTo values cannot overlap. However, two
tokens both assuming the At value can overlap if and only if their respective parameters
(l, s and e) are pairwise constrained to be equal. In this case we talk about merging (or,
in some cases, unification) of tokens.

Now let us suppose that we want a rule stating that every time we are going to a given
location we will reach that location. We can enforce such rule by temporally constrain-
ing the GoingTo (l, s, e) and the At (l, s, e) predicates by means of the Allen’s meet
relation having the same location l (see [14]). In other words, for each token ti with a
GoingTo (l, s, e) value the planner must ensure that ti meets another token tj with an
At (l, s, e) value, either by imposing the meet constraint between ti and tj if they both
exist, or by adding the missing token tj before enforcing the same constraints. This
kind of “rules” are generalized in a concept usually called compatibility (again, here
we use a terminology consistent with [13]). Compatibilities define causal relations that
must be complied to in order for a given token to be valid. Although the syntax can be
quite different among various planners, a compatibility can be recursively defined by
means of a reference predicate and a requirement where a requirement can be a slave
(or target) predicate, a relation among predicates, a conjunction of requirements or, in
rare cases, a disjunction of requirements. It is important to underscore that the com-
patibilities may often involve predicates defined on different timelines, thus allowing
to synchronize concurrent activities on different domain components. Most timeline-
based planners admit only conjunctions of requirements and reproduce disjunctions by
assigning multiple compatibilities to the same predicate.

To simplify matters, we describe compatibilities through logic implications
reference → requirement. In some cases, we will give tokens a specific name and
will address their arguments using a Java style dot notation (i.e., given a token t having
proposition P (s, e) its starting point will be expressed as t.s).

Other commonly used types of timelines are the resources characterized by a re-
source level L : T → R, representing the amount of available resource at any given
time, and by a resource capacity C ∈ R, representing the physical limit of the available
resource.

We can identify several types of resources depending on how the resource level can
be increased or decreased in time. A consumable resource is a resource whose level
is increased or decreased by some activities in the system. An example of consumable
resource is a reservoir which is produced when a plan activity “fills” it (i.e., a tank re-
fueling task) as well as consumed if a plan activity “empties” it (i.e., driving a car uses
gas). We model consumable resources through a timeline that has two allowed predi-
cates: a predicate produce (a, s, e) to represent a resource production of amount a from
time s to time e and a predicate consume (a, s, e) to represent a resource consumption
of amount a from time s to time e. The planner may need to identify an ordering of the
involved activities in order to avoid overproductions (resource level L cannot exceed
capacity C) as well as overconsumption (resource level L cannot cannot be lower than
zero).

The last commonly used timeline type, quite popular in the scheduling literature,
is the reusable resource. Reusable resources can be modeled as consumable resources
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that are produced at their start time and are consumed at their end time. We can model
reusable resources through a predicate use (a, s, e) that is true iff there is a production
of resource of amount a at time s and a consumption of resource of amount a at time e.
Now let’s assume we have two tokens t0 and t1 belonging to a reusable resource timeline
such that t0.s < t1.e∧t1.s < t0.e (this constraint simply forces their overlapping). The
expected behavior of the resource is to have a resource usage of t0.a during t0’s duration
when there isn’t overlapping with t1, a resource usage of t0.a+ t1.a when t0 overlaps
with t1, a resource usage of t1.a during t1’s duration when there is no overlapping with
t0 and a resource usage of 0 elsewhere.

We also want to define constraints on both reusable and consumable resource levels.
We are interested in supporting the following constraints making use of special predi-
cates:

– gt (a, s, e) to force the profile of the resource to be strictly greater than a
– ge (a, s, e) to force the profile of the resource to be greater than a
– le (a, s, e) to force the profile of the resource to be lower than a
– lt (a, s, e) to force the profile of the resource to be strictly lower than a

3 Reasoning on Timelines

Having defined the basic terminology to describe a partial plan and the timelines, we ad-
dress the problem of reasoning with such building blocks introducing first our planning
architecture. A Domain Definition Language called DDL.4 is the entry point to the
J-TRE environment, allowing the final user to specify the domain objects of interest,
the relevant physical constraints that influence their possible temporal evolutions (e.g.,
compatibility/coordination constraints among different objects, maximum capacity of
resources, etc.), as well as the planning goals.

Common timeline-based planners reach a solution state by applying an iterative re-
finement procedure. If we call flaw every possible inconsistency of the current plan, the
role of the planner can be reduced to the identification and the resolution of each flaw in
the plan. The planning process proceeds until a consistent plan is found, i.e., the propaga-
tion of the solving constraints succeeds and all flaws are eliminated. The general solving
strategy broadly entails: (i) identifying a set of flaws, (ii) selecting a flaw according to
a selection strategy, and (iii) solving it by using a resolution strategy (see Figure 1 as
a reference). During the solving process, a consistency check routine is called on each
domain object, possibly generating new flaws to be solved. The solving procedure ends
when a consistent node (i.e., containing no flaws) is found. While flaws can be of dif-
ferent types and can arise for different reasons, what they all have in common is that a
search choice is necessary to solve each of them. Depending on the reason why a flaw
arises, there can basically be four kinds of flaws: (i) goal flaws, arising when a new token
is added to a state variable to satisfy a compatibility requirement, (ii) disjunction flaws,
arising when a disjunction statement is found while enforcing some domain rule (ex-
pressed in DDL code), (iii) preference flaws, arising when a preferred statement is found
again while enforcing some domain rule, and (iv) timeline inconsistency flaws, arising
when an inconsistency is detected on some domain object like, for example, different
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Fig. 1. J-TRE architecture. The planner collects flaws, selects one of them and solves it by exe-
cuting some DDL code. The planning process will stop in a search space node without flaws.

values overlapping on a state variable, reusable resource oversubscriptions, consumable
resources overproductions or overconsumption, etc. Each time a new node of the search
space is created or new constraints are added to the current search space node, a check
consistency routine is called on each object of the domain and, depending on the ob-
ject itself, further flaws can be added to the current search space node. This procedure
is required in order to remove any further inconsistencies from the timelines scheduling
tokens in time. This technique has been introduced in [4], in which state variables are ob-
served as resources over time and contentions peaks over their continuous representation
are removed by adding precedence constraints among tokens.

While, in our system, there is almost no difference in which flaw is solved first (as far
as we ignore efficiency aspects) because they all have to be solved sooner or later, there
could be serious troubles in how they are solved, especially in case of cyclic problems.

Consider, for example, a simple state variable having At(l, s, e) and GoingTo(l,s,e)
as allowed values. Moreover there is a compatibility for predicate At that requires for
each token to start at 0 or to be met by a GoingTo token with same location. Fi-
nally, a compatibility for predicate GoingTo that requires for each token to be met by
a predicate At. We have an initial state with a token At (l0, 0, [1,+ inf]) and a goal
At (l3, [0,+ inf] , [1,+ inf]). The planner has to apply related compatibility for the goal
token producing a sub-goal GoingTo (l3, [0,+ inf] , [1,+ inf]) than another sub-goal
At (l, [0,+ inf] , [1,+ inf]) that can unify with first token or apply another compatibil-
ity resulting in another GoingTo (l, [0,+ inf] , [1,+ inf]) possibly leading to an infi-
nite loop planning about the agent going walking around. In short, although scheduling
search space, however exponential, is always finite, it can be the case that compatibility
application space is infinite.

Although a crafty strategy does not exist yet (exception made for some work by Bernar-
dini [15]) the idea we have pursued is to proceed in depth on the search space maintaining
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a bound on the number of conflicts. If failing to solve a node within that bound, the over-
all solving procedure will backtrack to the lowest possible level restarting the search.
However, additional solutions to this problem still need to be investigated.

Among the advancements offered by the J-TRE software infrastructure w.r.t. to pre-
vious timeline representation frameworks, such as the TRF [5], we underscore the fol-
lowing: (i) the “unification” of the concept of flaw (i.e., a plan inconsistency) into a
single entity that is uniformly treated (and reasoned upon) throughout the whole J-TRE

infrastructure. In J-TRE, flaw analysis and management is no longer spread across spe-
cialized reasoners depending on the flaw type, thus allowing to introduce more effective
search heuristics that exploit the cross-comparisons among flaws of different types; (ii)
the possibility to express constraint of increasing complexity among different domain
parameters (e.g., modeling the dependency between resource quantity to be produced
and the production activity duration, etc.); (iii) the introduction of the consumable re-
sources among the timeline types.

4 A Timeline-Based Planner Portfolio

Depending on the underlying available technology, the flaw solving procedure can de-
cide if creating a branch on the search tree or adding disjunctions to the underlying
constraint reasoner. Information from constraint reasoning can be exploited in flaw se-
lection and flaw resolution strategies.

Several scenarios can arise from having a single search space node with all possible
disjunctions to having a huge search space in which each node has its own constraint
reasoner.

4.1 Arc Consistency and Timeline-Based Planning: J-TRE (ac)

Our first attempt at solving timeline-based planning problem has required the develop-
ment of a simple arc consistency algorithm (namely AC-3 [16]) for solving Constraint
Satisfaction Problems (CSP) and manage numeric variables (i.e., time-points, production
amounts, etc...). The CSP problem is defined as:

– A set of variables X = {x1, . . . , xn}.
– For each variable xi, a finite set Di of possible values (its domain). For our pur-

poses we consider only numeric variables so we can represent the domain through
a simply couple [lb, ub] representing all possible values between lb and ub (bound
consistency).

– A set of constraints restricting the values that the variables can simultaneously take.

A solution to a CSP is an assignment of a value from its domain to every variable, in
such a way that all constraints are satisfied at once.

For each variable xi, the algorithm maintains a watch list of constraints “watching”
xi. A queue data structure maintains all variables whose domain has been updated.
While the queue is not empty, a variable is selected from the queue and propagation
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is performed on all constraints of the watch list associated to the variable possibly up-
dating other variables and enqueueing them. The algorithm goes on until the queue
becomes empty (the CSP is arc consistent) or a variable domain becomes empty (the
CSP is inconsistent).

If we consider our CSP as a directed graph with nodes representing variables of
the problem and arcs between variables representing constraints, the worst-case time
complexity of AC-3 algorithm is O

(
e · d3

)
where e is the number of arcs and d is the

size of the largest variable domain.
It is worth underscoring that two key complexity factors here are: (i) the need to

tackle huge domains (e.g., [0,+ inf] is a common domain for temporal arguments) and
(ii) possible presence of cyclic networks. A simple update to the algorithm consists in
limiting the number of possible updates of each variable to the number of constraints of
the CSP. Exceeding this limit would obviously determine the existence of a cycle that
incrementally would empty the domain of some variable involved in the cycle itself re-
sulting in an inconsistent CSP. This fact allowed us to move worst-case time complexity

of our AC-3 algorithm to O
(
e ·min (e, d)

3
)

removing, in most cases, the discouraging

domain size from time complexity.
A further required extension to the AC-3 algorithm is to make it backtrackable. A

queue data structure maintains, for each level, the domain of the variables before being
updated as well as the added constraints. When backtracking, we can restore variable
domains and remove added constraints from watch lists. It is worth noting that this
architecture allows us to maintain a single CSP reasoner for the entire timeline problem
solving procedure. Indeed, not constrained variables have an empty watch list and are
not involved in the propagation procedure.

Flaw Management in J-TRE (ac). First thing we do is to generate the initial partial
plan by executing the DDL code representing our problem. Each time a state variable
token is found in the DDL code, a new goal flaw is added to the set of flaws of the
current search space node. In case of a DDL disjunction, a disjunction flaw is added.
Finally, in case a preference is found, a new preference flaw is added.

The flaw which is more easy to describe is the preference flaw. Such flaws can be
managed simply by adding a branch on the search space and executing the preferred
DDL code on one of the nodes. Disjunction flaws can be managed in a similar way
by adding a branch on the search space and executing each DDL code snippet on each
child node.

For what concerns goal flaws, we have two possible resolution strategies: compatibil-
ity application and merging. The flaw solver will generate a branch on the search space
with several nodes representing all possible merges and a node for the compatibility
application. Compatibility application is managed simply executing DDL code repre-
senting the compatibility on the proper node and can add further goal flaws, disjunction
flaws as well as preference flaws to the current search space node.

Unification is only applicable to tokens that have the same proposition. For the sake
of compactness, we have introduced a new CSP constraint, that we call “multi-equals”,
defined as follows: given two sets of CSP variables [x0, . . . , xn] and [y0, . . . , yn], the
multi-equals constraint is satisfied iff [x0 = y0, . . . , xn = yn].
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Fig. 2. Constraint reasoner architecture. The SAT solver controls most of the search aspects noti-
fying the listener of variable assignments.

In order to identify timeline inconsistency flaws (aka contention peaks) inside the
check consistency routine, tokens are sorted according to their earliest start time. In
case of state variables, a set of Minimal Conflict Sets (MCSs) is identified by finding
couples of overlapping tokens. In case of reusable resources, tokens are sequentially
scrolled and collected in the current peak P until they overlap in time. Once a new
token does not overlap with tokens in P , if total requirement of tokens in P exceeds
resource capacity than P is added to the set of current peaks, all tokens that do not
overlap with the last token are removed from P and the last token is added to P . The
collecting process continues until all tokens are scrolled. For each peak, a set of Min-
imal Conflict Sets (MCSs) is identified by sorting tokens in decreasing order of their
resource requirements and collecting MCSs in a lexicographic ordering. For each MCS,
a timeline inconsistency flaw is added to the set of current flaws. Finally, timeline in-
consistency flaws are solved simply creating a branch on the search tree for each of the
possible orderings of the tokens constituting the MCS.

4.2 SAT-CSP Based Mixed Approach: J-TRE (smt)

To represent a partial plan and reason about it, in J-TRE(smt) we have pursued the idea
of using a combination of SAT and CSP solving. As a starting point we have used
an implementation of the well known MiniSAT solver [17] modified to endow it with
capabilities for handling both preferences [18] and dynamic addition of variables and
clauses. We will then let the SAT solving procedure to guide all the search process of
both SAT and CSP problems in a Satisfiability Modulo Theory (SMT) fashion – e.g.,
[19]. Figure 2 shows the underlying structure of the constraint reasoner.

We can associate different CSP constraints to a SAT variable that “activates” them.
Each time an activation variable is assigned true value by the SAT solver, the solver
listener is notified and the correspondent constraints are dynamically added to the CSP
performing propagation. The interplay works also the other way around: if a SAT vari-
able goes from true to non assigned (the SAT solver is either backtracking or back-
jumping) then the corresponding constraints in the CSP are “deactivated” retracting
them from the dynamic CSP that again is propagated to the previous situation. It is
worth observing that the SAT solver manipulates variables according to a Last In First
Out strategy facilitating efficiency of retraction in the correspondent dynamic CSP. A
consequence of this is that we can safely reuse the J-TRE(ac) constraint reasoner to per-
form propagation of numeric variables. Furthermore, not all the SAT variables have a
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correspondent constraint. Those that are free from this connection can be used to model
the causality in the planning problem or to add further constraints like those deriving
from a disjunctive qualitative temporal network.

When the CSP propagation fails we have a theory conflict. In this case, the SAT
solver is consistent but the correspondent theory represented by the CSP (the set of
active constraints on CSP variables) is not. Similarly to the lazy approach in SMT,
we add the information on the theory failure in the SAT representation by adding the
negation of the conjunction of active constraints hence avoiding that the SAT solver
reselect the same state later on. It is worth saying that the negation of a conjunction of
literals can be transformed in a disjunction of negation by using De Morgan laws. In
the SAT reasoner, this new clause is considered as a new “conflict clause” from which a
no-good is generated and added the the representation after performing a backjumping
step.

Giving preference for false values to each SAT variable allows us to minimize the
number of active elements in the partial plan and, consequently, the number of active
CSP constraints. Our extended CSP solver can now handle both disjunctive CSPs and
domain causality through the SAT problem. If the SAT problem would become unsat-
isfiable then our extended CSP problem would have no solutions and the current search
space node will become inconsistent.

Using the Hybrid Engine for Timeline Based Planning. So far, the planner collects
flaws, selects one of them according to a selection strategy and solves it through the
execution of DDL code which, in turns, adds new constraints among tokens and/or new
tokens into the partial plan.

Having our own implementation of the SMT solver we can easily add further con-
straints in order to simplify the search procedure by pruning some search space. For
example, we have modelled a disjunctive qualitative temporal network through SMT
that would avoid qualitative inconsistencies. If we use �x ≤ y� to denote the boolean
variable which encodes the x ≤ y constraint, we can represent a disjunctive qual-
itative temporal network through the following constraints. For each triple of time-
points t0, t1 and t2, we add the following clauses representing the transitive closure:
(¬ �t0 ≤ t1� ∨ ¬ �t1 ≤ t2� ∨ �t0 ≤ t2�), (¬ �t1 ≤ t2� ∨ ¬ �t2 ≤ t0� ∨ �t1 ≤ t0�) and
(¬ �t0 ≤ t2� ∨ ¬ �t2 ≤ t1� ∨ �t0 ≤ t1�).

Flaw Management in J-TRE (smt). Each time a child is added to a node of the search
space, the SMT of the parent node is copied into the child nodes together with all no-
goods that have been learnt in previous search phases.

For what concerns goal flaws, we have two possible resolution strategies: compat-
ibility application and merging. The flaw solver will generate a branch on the search
space with two nodes representing the compatibility application on the first node and
all possible merges on the second. Compatibility application is managed simply execut-
ing DDL code representing the compatibility on the proper node. Further state variable
tokens and disjunctions can be added leading to new flaws on the current search space
node.
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Exploiting our multi-equals constraint we assign a SAT variable u0, . . . , ui, . . . ,
un, for each of the n tokens on the same timeline having the same proposition, to a
multi-equals constraint that will ensure equality between goal token’s arguments and
target token’s arguments. Whenever a variable ui becomes true, the token is forced to
unify with the correspondent token. The flaw solver will then add the resolution clause
(u0 ∨ . . . ∨ un) to the SMT solver. By adding further clauses to the SMT solver we
can link the merging of a token to the qualitative temporal network reasoning forcing
the equality of the temporal points of the tokens. Assuming, for example, that the SAT
variable u0 represents the unification between tokens t0 and t1, we add the following
clauses to the SMT: (¬u0∨�t0.s ≤ t1.s�), (¬u0∨�t1.s ≤ t0.s�), (¬u0∨�t0.e ≤ t1.e�)
and (¬u0 ∨ �t1.e ≤ t0.e�). Because unification does not lead to further compatibilities
application, we always add preference for the unification case.

While the MCS extraction procedure is similar to the J-TRE(ac) case, we do not
enqueue MCSs as common flaws because we can exploit SMT solver to directly solve
them. We simply add a SAT clause asserting that the current state implies the disjunction
of possible orderings of tokens. Let us consider, for example, the case in which we have
an MCS composed by two tokens t0 and t1. The clause that will be added is (¬S ∨
�t0.e ≤ t1.s� ∨ �t1.e ≤ t0.s�) where the symbol S is used to indicate the conjunction
of all activation variables that in current state are active2. The clause (¬ �t0.e ≤ t1.s�∨
¬ �t1.e ≤ t0.s�) can also be added to improve performances.

4.3 Quantitative Time through Arc Consistency: J-TRE (stp)

Although really simple, J-TRE(ac) treats temporal points like standard numerical vari-
ables in a Single Source Shortest Path manner similar to [8]. The resulting temporal
network doesn’t allow almost any exploitation of information taken from constraint
reasoning for search space pruning purposes resulting in an early search space explo-
sion. With the intent to add more information in the constraint reasoning that can be
used to prune search space, we have introduced J-TRE(smt) that maintains a disjunctive
qualitative temporal network through a SAT encoding. We have seen that the J-TRE

architecture is flexible enough to handle these two quite different technologies. A third
attempt can be the use of a Simple Temporal Network [16] from which we can gain
information that could possibly allow us to improve both flaw choosing and flaw reso-
lution procedures.

In order to obtain an efficient All Pair Shortest Path behavior (namely the Simple
Temporal Network we are looking for) without changing much from the J-TRE(ac)
system, in J-TRE(stp) we have chosen to treat temporal points in a different way from
standard numerical variables. For each couple of variables xi and xj we add an addi-
tional variable dij and a further constraint dij = xj − xi. The idea here is to use the
dij to represent the distance between variables xi and xj . We could use this informa-
tion to prune search space when solving scheduling flaws and/or merging in goal flows.
Unfortunately, this addition is not enough for our simple AC-3 algorithm and distance

2 Exploiting De Morgan laws, the symbol ¬S is used to indicate the disjunction of negations of
the literals of S. Being a disjunction of literals, with a little extension of terminology, we can
use ¬S inside clauses
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Fig. 3. An example of Simple Temporal Network with four time points in the J-TRE(stp) planner

information, often, is not propagated correctly. This problem can be easily solved by
adding further constraints: for each couple of variables dij and djk we add the con-
straint dik = dij + djk . Figure 3 shows an example of Simple Temporal Network with
four time points. Notice that since dij = −dji we can economize on the number of
variables and constraints.

It is worth underscoring how the use of numeric variables for maintaining distances
between temporal points opens to interesting opportunities like linking the duration of
an action to the amount of production (or consumption) of a given resource. By simply
adding more variables and more constraints to our simple AC-3 based CSP solver we
have obtained an efficient dynamic All Pair Shortest Path behavior providing constant
time queries (once constraints have been propagated) about distance between temporal
points.

Flaw Management in J-TRE (stp). The flaw management in J-TRE(stp) is much more
fruitful compared to J-TRE(ac) having the possibility to exploit information from the
Simple Temporal Network. For example, it may happen that two overlapping tokens
cannot be ordered in both ways or that some unifications cannot happen for temporal
reasons. Moreover, if we find in a given search space node that a scheduling flaw cannot
be solved in any way we can conclude that the entire node is an inconsistent one without
caring of further flaws neither performing any constraint propagation.

It is worth underscoring that temporal constraints can no longer be defined among
temporal variables but must be defined among distance variables. As an example, let
us suppose we have two overlapping tokens ti and tj that result in a scheduling flaw.
We know from querying distances between variables that dti.e,tj .s ∈ [−inf,−1] and
dtj .e,ti.s ∈ [−inf,+inf ]. From this information we deduce that we can schedule the
two tokens only as tj ≺ ti (tj before ti). A simple constraint like tj .e ≤ ti.s wouldn’t
be enough as it wouldn’t propagate temporal distance information. In order to schedule
these tokens we need to force domain of variable dtj .e,ti.s to be greater or equal than 0.
In a similar way, when unifying two tokens ti and tj , adding the multi-equals constraint
is not enough as we also need to add constraint dti.s,tj .s = 0 as well as constraint
dti.e,tj .e = 0.
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Fig. 4. State variables and resources describing the robotic platform and the communication chan-
nel availability

5 Evaluating the Planners

We now present a comparative evaluation of the three planners with respect to a robotic
domain extracted from the GOAC project [20]. The domain is based on a robotic plat-
form responsible for the movements, a payload represented by stereocameras mounted
on a Pan-Tilt Unit, and a communication facility. We have devised two set of test do-
mains: a simplified one (GOAC-lite) which focuses on the basic causality between plat-
form and payload; a very realistic one (GOAC-plus) which represents a quite detailed
picture of the scenario.

GOAC-lite. The basic domain contains the knowledge shown in Figure 4. The figure
details the values that can be assumed by state variables and the legal value transitions in
accordance with the mission requirements and the robot physics. To obtain a timeline-
based specification of our robotic domain, we use three state variables, namely, Robot-
Base, PTU and Camera. The robot can be in a position (At(x, y)) or moving towards
a destination (GoingTo(x, y)). The PTU can assume a PointingAt(pan, tilt) value if
pointing a certain direction, while, when moving, it assumes a MovingTo(pan, tilt)
value. Finally, the camera can take a picture (TackingP icture(x, y, p, t)) of a given
object in a position 〈x, y〉 with the PTU in 〈pan, tilt〉.

We can see how the causality concern the synchronization over time of (i) the PTU
being in a safe position (pan and tilt at 0) while the robot is moving, (ii) to take a picture
the robot must be still in one of the requested locations and the PTU should be pointing
at the related direction. Compatibilities express the following: (i) GoingTo(x, y) must
occur during PointingAt(0, 0); (ii) TakingPicture(x, y, pan, tilt) must occur during
At(x, y) and PointingAt(pan, tilt);

The three planners were run on problems having an increasing number of temporally
unconstrained “TakingPicture” goals (a bunch of targets to return picture of). Figure
5 shows execution time (in milliseconds) of our benchmark problem (the number of
TakingP icture goals are on the abscissas). We can see that the overhead added by the
SAT encoding of the qualitative temporal network (the J-TRE(smt) planner) exceeds
the benefits of search space pruning that derives from it. The overhead added in the J-
TRE(stp) planner, on the other side, allows good search space pruning and outperforms
other planners even on small problem instances.

GOAC-plus. The second domain is a rather detailed version of the real domain. We
have modeled: the visibility windows to communicate with the relay satellite that sends
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Fig. 5. Comparative results on the GOAC-lite domain

data to Earth, two on board resources, namely, memory and power usage. Notice that
while GOAC-lite was a purely planning problem, because the key aspect was the causal
combination of constraints among platform-camera-PTU, the GOAC-plus is a quite
challenging planning and scheduling problem.

During operation, the rover should follow some rules to maintain safe and effective
configurations. Namely, the following conditions must hold during the overall mission:
(i) while the robot is moving, the PTU must be in the safe position (pan and tilt at 0)
and 40W of power are required; (ii) the robotic platform can take a picture only if the
robot is still in one of the requested locations while the PTU is pointing to the related
direction and if an adequate amount of on board memory is available to store the pic-
ture; (iii) once a picture has been taken, the rover has to communicate the picture to
the base station; (iv) while communicating the rover has to stay still, 60W of power
are requested and the memory is released of the amount of transmitted file; (v) while
communicating, the orbiter needs to be visible.

In Figure 6 we detail the values that can be assumed by these state variables and
the legal value transitions in accordance with the mission requirements and the robot
physics. The robot can be in a position (At(x, y)) or moving towards a destination
(GoingTo(x, y)). The PTU can assume a PointingAt(pan, tilt) value if pointing a
certain direction, while, when moving, it assumes a MovingTo(pan, tilt) value. The
camera either takes a picture of a given object in a position 〈x, y〉 with the PTU in
〈pan, tilt〉 (TakingP icture(file−id, x, y, pan, tilt))or is idle. Similarly, the commu-
nication facility can be either operative and dumping a given file
(Communicating(file − id)) or idle. The reusable resource Power represents con-
sumed power in time while the consumable resource Memory represents memory con-
sumption in time. Additionally, one external resource, the HRDL, represents contingent
events, i.e., the communication channel availability.

As an example, a possible mission action sequence can be the following: navigate to
one of the requested locations, move the PTU pointing at the requested direction, take a
picture, then, communicate the image to the orbiter during the next available visibility
window, put back the PTU in the safe position and, finally, move to the following re-
quested location. Once all the locations have been visited and all the pictures have been
communicated, the mission is considered successfully completed.
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Fig. 6. State variables and resources describing the robotic platform and the communication chan-
nel availability

Fig. 7. Execution time (in milliseconds) for the GOAC-plus domain (for increasing number of
TakingP icture goals)

Given an initial situation in which the robot is at location 〈0, 0〉 and the pan-tilt is ori-
ented to 〈0, 0〉, we scale the problem by adding different TakingP icture goals.
Figure 7 shows execution time (in milliseconds) of our benchmark problem (the number
ofTakingP icture goals on the abscissas) for all the presented planners. We can observe
how the J-TRE(stp) planner scales quite well with respect to all the problem instances.
On the contrary, the intrinsic complexity of the problem overwhelms both the J-TRE(ac)
and the J-TRE(smt) planners that only solve the single smaller instance of the problem.

6 Conclusions

Temporal flexibility required in controlling mechanisms in real-time (i.e., robotics),
interacting with agents requirements as well as uncertainty of real world domains, are
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just some of the arguments that are leading to the progressive exploration of different
planning methodologies and to the extensions of most classic ones.

Timeline based planning constitutes an intuitive alternative to classical planning ap-
proaches by identifying relevant domain components evolving in time. Although attrac-
tive from a temporal flexibility point of view, these kind of planners have to cope with
performance issues due to the complexity that derives from their expressiveness.

In this paper we have proposed an architecture that filters out common elements from
timeline-based planners with the intent to focus the attention to underlying constraint
reasoners that could lead to different possible flaw selection and flaw resolution strate-
gies. In so doing we have discovered the superiority of a particular approach over the
other proposed ones in the context of the given domain. However we are confident that
other approaches can be improved and can possibly outperform the actual results in
different domains.

Some points are still open. The heuristics for flaw selection and flaw resolution
strategies are still relatively poor to compete in performance with state-of-the-art classi-
cal planners. The thrust to classical planning given by GRAPHPLAN and the consequent
development of heuristic based search is something that is still missing in the timeline-
based area.
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Abstract. In many real-world applications of knowledge representation and rea-
soning formalisms, one needs to cope with a number of spatial aspects in an
integrated and efficient way. In this paper, we focus our attention on the so-called
Rectangular Cardinal Direction calculus for qualitative spatial reasoning on car-
dinal relations between rectangles whose sides are parallel to the axes of a fixed
reference system. We show how to extend its convex tractable fragment with
metric constraints preserving tractability. The resulting formalism makes it pos-
sible to efficiently reason about spatial knowledge specified by one qualitative
constraint network and two metric networks (one for each spatial dimension).
In particular, it allows one to represent definite or imprecise knowledge on di-
rectional relations between rectangles and to derive additional information about
them, as well as to deal with metric constraints on the height/width of a rectangle
or on the vertical/horizontal distance between the sides of two rectangles. We be-
lieve that the formalism features a good combination of simplicity, efficiency, and
expressive power, making it adequate for spatial applications like, for instance,
web-document query processing and automatic layout generation.

Keywords: Qualitative spatial reasoning, Quantitative spatial reasoning, Cardi-
nal direction relations, Constraint satisfaction problems.

1 Introduction

Qualitative spatial representation and reasoning play an important role in various ar-
eas of computer science such as, for instance, geographic information systems, spatial
databases, document analysis, layout design, and image retrieval. Different aspects of
space, such as direction, topology, size, and distance, which must be dealt with in a
coherent way in many real-world applications, have been modeled by different formal
systems (see [5] for a survey). For practical reasons, a bidimensional space is com-
monly assumed, and spatial entities are represented by points, boxes, or polygons with
a variety of shapes, depending on the required level of detail.

Information about spatial configurations is usually specified by constraint networks
describing the allowed binary relations between pairs of spatial variables. The main
problem in qualitative spatial reasoning is to decide whether or not a given network
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has a solution, that is, to establish whether or not there exists an assignment of domain
values to variables that satisfies all constraints (consistency checking).

Cardinal relations are directional relations that allow one to specify how spatial ob-
jects are placed relative to each other either by making use of a fixed reference system,
e.g., to say that an object is to the “north” or “southwest” of another one in a geographic
space, or, alternatively, by exploiting directions as “above” or “below and left” in a lo-
cal space. The most expressive formalism with cardinal relations between plane regions
is the Cardinal Direction calculus (CD-calculus for short) [10,14,22]. The consistency
problem for the CD-calculus is NP-complete; moreover, in [12], it has been shown that
there exists no tractable fragment of it containing all basic constraints. Such a restriction
is a serious limitation when we have to deal with incomplete or indefinite information
in spatial applications.

A restricted version of the CD-calculus, called Rectangular Cardinal Direction cal-
culus (RCD-calculus), has been introduced in [19,18], where cardinal relations are de-
fined only between rectangles whose sides are parallel to the axes of the Euclidean
plane. Rectangles of this type (aka boxes) can be seen as minimum bounding rectangles
(MBRs) that enclose plane regions (the actual spatial objects). On the one hand, ap-
proximating regions by rectangles implies a loss of accuracy in the representation of the
relative direction between regions; on the other hand, reasoning tasks become more effi-
cient. The RCD-calculus has a strong connection with the Rectangle Algebra (RA) [2],
which can be viewed as a bidimensional extension of Interval Algebra (IA), the well-
known temporal formalism for dealing with qualitative binary relations between time
intervals [1]. A tractable fragment of the RCD-calculus, called convex RCD-calculus,
has been identified in [18]. It includes all basic relations and a large number of disjunc-
tive relations, making it possible to represent and reason about indefinite information
efficiently.

In this paper, we extend the convex RCD-calculus with metric constraints. Metric
constraints between points over a dense linear order have been dealt with by the Tem-
poral Constraint Satisfaction Problem formalism (TCSP) [7]. In such a formalism, one
can restrict the admissible values for the distance between a pair of points to a finite set
of ranges. If each constraint consists of one range only, we get a tractable fragment of
TCSP, called Simple Temporal Problem formalism (STP). In the following, we propose
a metric extension to the convex RCD-calculus that allows one to represent available
knowledge on directional relations between rectangles and to derive additional infor-
mation about them, as well as to deal with metric constraints on the height/width of a
rectangle or on the vertical/horizontal distance between rectangles. We will show that
the resulting formalism is expressive enough to capture various scenarios of practical
interest and still computationally affordable.

The rest of the paper is organized as follows. In Section 2, we provide background
knowledge on qualitative calculi and we shortly recall Interval Algebra and Rectangle
Algebra. In Section 3, we introduce the RCD-calculus and its convex fragment. In Sec-
tion 4, we extend the convex RCD-calculus with metric features, and we devise a sound
and complete polynomial algorithm for consistency checking. In Section 5, we apply
the proposed formalism to a case study in the domain of web-document layout design.
Conclusions provide an assessment of the work and outline future research directions.
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2 Background

In this section, we briefly review basic notions on constraint networks and the main
calculi regarding qualitative relations on points, intervals and rectangles.

Temporal (resp., spatial) knowledge is commonly represented in a qualitative cal-
culus by means of a qualitative network consisting of a complete constraint-labeled
digraph N = (V,C), where V = {v1, . . . , vn} is a finite set of variables, interpreted
over an infinite domain D, and the labeled edges in C specify the constraints defin-
ing qualitative temporal (resp., spatial) configurations. An edge from vi to vj labeled
with R corresponds to the constraint vi Rvj , where R denotes a binary relation over
D which restricts the possible values for the pair of variables (vi, vj). The full set of
relations of the calculus is usually taken as the powerset 2B, where B is a finite set of
binary basic relations that forms a partition of D × D. Thus, a relation R ∈ 2B is of
the form R = {r1, . . . , rm}, where each ri is a basic relation, and R represents the
union of the basic relations it contains. If m = 1, we call R a basic relation; other-
wise (m > 1), we call it a disjunctive relation. A special case of disjunctive relation
is the universal relation, denoted by ‘?’, which contains all the basic relations. A basic
constraint vi{r}vj expresses definite knowledge about the values that the two vari-
ables vi, vj can take, while a disjunctive constraint vi{r1, . . . , rm}vj expresses indefi-
nite or imprecise knowledge about these values. In particular, the universal constraint
vi ? vj states that the relation between vi an vj is totally unknown. From a logical point
of view, a disjunctive constraint vi{r1, . . . , rm}vj can be viewed as the disjunction
vi {r1} vj ∨ . . . ∨ vi {rm} vj .

An instantiation of the constraints of a qualitative network N is a mapping ι repre-
senting an assignment of domain values to the variables of N . A constraint viRvj is
said to be satisfied by an instantiation ι if the pair (ι(vi), ι(vj)) belongs to the binary
relation represented by R. A consistent instantiation, or solution, of a network is an as-
signment of domain values to variables satisfying all the constraints. If such a solution
exists, then the network is consistent, otherwise it is inconsistent.

The main reasoning task in qualitative reasoning is consistency checking, which
amounts to deciding if a network is consistent. If all relations are considered, consis-
tency checking is usually NP-hard. Hence, finding subsets of 2B for which consistency
checking turns out to be polynomial (tractable subsets) is an important issue to address.
Another common task in qualitative reasoning is computing the unique minimal net-
work equivalent to a given one by determining, for each pair of variables, the strongest
relation (minimal relation) entailed by the constraints of the network. It can be easily
shown that each basic relation in a minimal network is feasible, i.e., it participates in
some solution of the network. To deal with these tasks, constraint propagation tech-
niques are usually exploited [25,23]. The most prominent method for constraint prop-
agation in qualitative temporal reasoning is the so-called path-consistency algorithm,
PC-algorithm for short [15]. Such an algorithm refines relations by successively apply-
ing the operation Rij ← Rij ∩ (Rik ◦ Rkj) for every triple of variables (vi, vk, vj),
until a stable network is reached, where Rij , Rik, Rkj are the relations constraining the
pair of variables (vi, vj), (vi, vk), (vk, vj), respectively (◦ stands for the composition of
relations). If the empty relation is obtained during the process, then the input network
is inconsistent; otherwise, we can conclude that the output network is path consistent,
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Fig. 1. Basic relations of the Interval Algebra

which does not necessarily imply that it is consistent. In some special cases, the PC-
algorithm can be used to decide the consistency of a qualitative network and to get the
minimal one.

2.1 Interval Algebra and Point Algebra

Allen’s Interval Algebra (IA) allows one to constrain the relative position of two time
intervals [1]. An interval I is usually interpreted as a closed interval over the rational
numbers [I−, I+], whose endpoints I− and I+ satisfy the relation I− < I+. Let Bia

be the set of the thirteen basic interval relations capturing all possible ways to order the
four endpoints of two intervals, usually denoted by the symbols b, o, d,m, s, f, e, bi, oi,
di,mi, si, and fi. The semantics of basic IA-relations is defined in terms of ordering
relations between the endpoints of the intervals, as shown in Figure 1. Notice that, given
a basic relation r between two intervals I and J , the inverse relation ri is defined by
simply exchanging the roles of I and J (see Figure 1). IA can be viewed as a constraint
algebra defined by the power set 2Bia and the operations of intersection, inverse (−1),
and composition (◦) of relations.

IA subsumes Point Algebra (PA) [25], a simpler qualitative calculus whose binary
relations specify the relative position of pairs of time points. PA binary relations are
<,>,= (basic) and ≤,≥, �=, ? (disjunctive), plus the empty relation. The endpoint re-
lations defining a basic IA-relation (Figure 1) are basic relations of PA.

2.2 Rectangle Algebra

Rectangle Algebra (RA), proposed by Balbiani et al. (1998), is an extension of IA to
a bidimensional space. We assume here the domain of RA to consist of the set of ra-
tional rectangles whose sides are parallel to the axes of the Euclidean plane. To avoid
a notational overload, with a little abuse of notation, hereafter we will denote by a, b
both rectangles in the domain of RA and constraint (rectangle) variables. A rectangle
a is completely characterized by a pair of intervals (ax, ay), where ax and ay are the
projections of a onto the x- and y-axis, respectively. We call Bra the set of basic rela-
tions of RA, which is obtained by considering all possible pairs of basic IA-relations.
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Fig. 2. (a) An illustration of the RA-relation a{(o, bi)}b. The corresponding RCD-relation is
a {NW :N} b. (b) Cardinal tiles with respect to rectangle b.

Hence, a basic RA-relation r is denoted by a pair r = (t, t′) of basic IA-relations, rep-
resenting the set of pairs of rectangles (a, b) such that a (t, t′) b holds if and only if, by
definition, ax t bx and ay t

′ by hold. Given a basic RA-relation r = (t, t′), let t = πx(r)
and t′ = πy(r) be the x- and y-projection of r, respectively.

Example 1. Figure 2-(a) shows a spatial realization of a {(o, bi)} b. Note that πx(o, bi)=
o, πy(o, bi) = bi, ax overlaps bx, and ay is after by. The left endpoints of the intervals
assigned to ax and ay (1 and 5.9, respectively) and their right endpoints (4.6 and 8,
respectively) are the coordinates of the lower-left and upper-right vertices of the given
instantiation of a, respectively. The same for b. Thus, the values assigned to the end-
points of the projections of a and b represent an assignment for a and b that satisfies the
constraint a {(o, bi)} b.

In the case of an arbitrary RA-relation R ∈ 2Bra , the projections of R are defined as
follows:

πx(R) = {πx(r) | r ∈ R} πy(R) = {πy(r) | r ∈ R}.
Notice that, in general, πx(R) × πy(R) may be different from R or, equivalently, we
may have πx(R1) = πx(R2) and πy(R1) = πy(R2) for some R1 �= R2.

The mappings πx and πy can be generalized to RA-networks. We define the pro-
jections πx and πy of an RA-network N = (V,C) as the two IA-networks πx(N) =
(Vx, Cx) and πy(N) = (Vy , Cy), where Vx, Vy are the sets of interval variables corre-
sponding to the rectangle variables in V and the set of IA-constraints Cx (resp., Cy) is
obtained by replacing each relation Rij in C by πx(Rij) (resp., by πy(Rij)).

2.3 Convex Subalgebras

The consistency problem for both IA and RA is known to be NP-complete. Several
tractable fragments of both calculi have been identified in the literature. In this pa-
per, we focus our attention on convex tractable subsets of IA [24] and RA [2], which
consist of the set of convex IA-relations and convex RA-relations, respectively. Convex
relations are those relations that can be equivalently expressed as a set of convex PA-
constraints (all PA-relations except �= are allowed) between the endpoints of interval
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Table 1. Translation of convex PA-constraints to STP-constraints via the toSTP mapping

Convex PA relation STP constraint
pi < pj pj − pi ∈ ]0,+∞[
pi ≤ pj pj − pi ∈ [0,+∞[
pi = pj pj − pi ∈ [0, 0]
pi > pj pj − pi ∈ ]−∞, 0[
pi ≥ pj pj − pi ∈ ]−∞, 0]
pi ? pj pj − pi ∈ ]−∞,+∞[

variables (convex IA-relations) or between the endpoints of the projections of rectan-
gle variables (convex RA-relations). It is worth to mention that a convex RA-relation
is equivalently characterized as an RA-relation which can be obtained as the Cartesian
product of two convex IA-relations. Both the consistency and the minimality problems
in the convex fragments of PA, IA, and RA can be solved in O(n3), where n is the
number of variables of the input network.

2.4 Simple Temporal Problem

The Simple Temporal Problem (STP) formalism was introduced in [7] to process metric
information about time points. Formally, an STP is specified by a constraint network
S = (P,M), where P is a set of n point variables, whose values range over a dense
domain (which we assume to be Q), and M is a set of binary metric constraints over P .
A metric constraint Mij = [q, q′] (open and semi-open intervals can be used as well),
with q, q′ ∈ Q, on the distance between (the values of) pi, pj ∈ P states that pj − pi ∈
[q, q′], or, equivalently, that q ≤ pj − pi ≤ q′. Hence, the constraint Mij defines the set
of possible values for the distance pj−pi. In the constraint graph associated to S, Mij =
[q, q′] is represented by an edge from pi to pj labeled by the rational interval [q, q′].
Unary metric constraints restricting the domain of a point variable pi can be encoded
as binary constraints between pi and a special starting-point variable with a fixed value,
e.g., 0. The universal constraint is ]−∞,+∞[. The operations of composition (◦) and
inverse (−1) of metric constraints are computed by means of interval arithmetic, that
is, [q1, q2] ◦ [q3, q4] = [q1 + q3, q2 + q4] and [q1, q2]

−1
= [−q2,−q1]. Intersection of

constraints (intervals) is defined as usual.
Assuming such an interpretation of the operations of composition, inverse, and inter-

section, in [7] Dechter et al. show that any path-consistency algorithm can be exploited
to compute the minimal STP equivalent to a given one, if any (if an inconsistency is
detected, the algorithm returns an empty network). In the following, we will denote
such an algorithm by PCstp. Making use of such a result, in [16], Meiri proposes a
formalism to combine qualitative constraints between points and intervals with (possi-
bly disjunctive) metric constraints between points (as in TCSP). An easy special case
arises when only convex PA-constraints and STP-constraints are considered. Convex
PA-constraints can be encoded as STP-constraints by means of the toSTP translation
function described in Table 1. The following result can be found in [16].
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Theorem 1. Let N be a network with convex PA-constraints and STP-constraints. If N
is path-consistent, then N is also consistent and its metric constraints are minimal.

PCstp can thus be used to decide the consistency of a network N satisfying the
conditions of the above theorem. To this end, it suffices to encode PA-constraints into
equivalent STP-constraints.

3 Rectangular Cardinal Direction Calculus

The Rectangular Cardinal Direction calculus (RCD-calculus) [19,18] deals with cardi-
nal direction relations between rectangles. It can be viewed as a restricted version of
the CD-calculus over the domain of regular regions [10,14,22], which includes all rect-
angles aligned to the axes. The domain of the CD-calculus is the same as that of RA.
Let b be a reference rectangle. We denote by b−x and b+x (resp., b−y and b+y ) the left and
the right endpoint of the projection of b onto the x-axis (resp., y-axis), respectively. The
straight lines x = b−x , x = b+x , y = b−y , y = b+y divide the plane into nine tiles
τi(b), with 1 ≤ i ≤ 9, as shown in Figure 2-(b), where τi is a tile symbol from the
set TS = {B,S, SW,W,NW,N,NE,E, SE}, denoting the cardinal directions in the
Bounds of, to the South of, to the SouthWest of, to the West of, to the NorthWest of, to
the North of, to the NorthEast of, to the East of, and to the SouthEast of, respectively.

Definition 1. A basic rectangular cardinal relation (basic RCD-relation) is denoted by a
tile string τ1:τ2: . . . :τk, where τi ∈ TS, for 1 ≤ i ≤ k, such that a τ1:τ2: . . . :τk b holds
iff for all τi ∈ {τ1, τ2, . . . , τk}, a◦ ∩ τi(b) �= ∅, and for all τi ∈ TS \ {τ1, τ2, . . . , τk},
a◦ ∩ τi(b) = ∅, where a◦ is the interior of a. A rectangular cardinal relation (RCD-
relation) is represented by a set R = {r1, . . . , rm}, where each ri is a basic RCD-
relation.

The set Brcd of basic RCD-relations consists of 36 elements (see Figure 3). Qualitative
networks with labels in 2Brcd , as well as the consistency problem for such networks,
are defined in the standard way.

3.1 RCD-Calculus and Rectangle Algebra

The relationships between the RCD-calculus and the Rectangle Algebra have been sys-
tematically investigated by Navarrete et al. in [18]. Consider, for instance, the RCD-
constraint a {NW :N} b. A possible instantiation of such a constraint is depicted in
Figure 2-(a). The same pair of rectangles can be viewed as an instance of the RA-
constraint a {(o, bi)} b as well. However, there exists another possible instantiation of
the constraint a {NW :N} b that satisfies the RA-constraint a {(o,mi)} b. In general,
for a given RCD-relation there exist more than one corresponding RA-relations, while
for a given RA-relation there exists exactly one corresponding RCD-relation. This is
due to the fact that RCD-relations are coarser than RA-relations. As an example, the
RCD-calculus does not allow one to precisely state that two given rectangles are exter-
nally connected or strictly disconnected, or to constrain their sides to be (or to be not)
vertically (resp., horizontally) aligned. As a general rule, given an RCD-relation, we
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Fig. 3. Translation from basic RCD-relations to RA-relations via the toRA mapping

can always determine the strongest RA-relation it implies. As an example, the strongest
RA-relation implied by NW :N is {fi, o}× {mi, bi}. Notice that such an RA-relation,
which is entailed by a basic RCD-relation, is not a basic RA-relation.

The weaker expressive power of the RCD-calculus with respect to RA is not nec-
essarily a problem. As an example, if we are interested in pure cardinal information
only, the expressiveness of RCD-relations suffices. Moreover, the constraint language
of the RCD-calculus is closer to the natural language than the one of the RA. For
example, stating that “rectangle a lies partly to the northwest and partly to the north
of b” (a {NW :N} b) is much more natural than stating that “the x-projection of a
is overlapping or finished by the x-projection of b, and the y-projection of b is . . . ”
(a{fi, o} × {mi, bi}b).

Figure 3 describes a translation function, called toRA, to map a basic RCD-relation
into the strongest entailed RA-relation. This mapping can be extended to translate ar-
bitrary relations, constraints, and networks of the RCD-calculus to their RA counter-
parts, preserving consistency. More precisely, given a disjunctive relation R, toRA(R)
is obtained as the union of the translation of the basic relations in R, while, given an
RCD-network N = (V,C), the corresponding RA-network toRA(N) is obtained by
replacing each relation Rij in C by toRA(Rij). As the following theorem states, to
decide the consistency of an RCD-network N , one can compute toRA(N) and then
apply to it any algorithm for deciding the consistency of RA-networks [18].

Theorem 2. An RCD-network N is consistent if and only if toRA(N) is consistent.

3.2 The Convex Fragment of the RCD-Calculus

In [18], the authors show that the consistency problem for the RCD-calculus is NP-
complete and they identify a large tractable subset of RCD-relations. Such a fragment,
called convex RCD-calculus, consists of all and only the RCD-relations R whose trans-
lation toRA(R) is a convex RA-relation. It is possible to show that there exist 400
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convex RCD-relations. As we already pointed out, the convex subclasses of IA, PA, and
RA are tractable. By exploiting the connection between these subclasses and the convex
RCD-calculus, an O(n2) algorithm for consistency checking of convex RCD-networks
has been proposed in [18]. In particular, it benefits from the following result about RA,
stated in [2].

Theorem 3. Let N be a convex RA-network. N is consistent if and only if its projec-
tions πx(N) and πy(N) are consistent.

4 Convex-Metric RCD-Calculus

In this section, we propose a tractable metric extension of the convex RCD-calculus,
called convex-metric RCD-calculus (cmRCD-calculus) to represent and to reason about
both qualitative cardinal constraints between rectangles and metric constraints on the
distance between the endpoints of their projections. The main tool we use to deal with
metric information in the cmRCD-calculus is STP. More precisely, we use STP to elab-
orate information on the endpoints of MBR projections onto the Cartesian axes.

Integrating the convex RCD-calculus with STP makes it possible to express both
directional constraints and metric constraints in a uniform framework. As an exam-
ple, the resulting formalism allows one to constrain the position of a rectangle in the
plane and to impose minimum and/or maximum values to the width/height of a given
rectangle, or on the vertical/horizontal distances between the sides of two rectangles.
Obviously, RCD-constraints and STP-constraints are not totally independent, that is,
RCD-constraints entail some metric constraints and vice versa.

Example 2. Let a and b be two rectangles. We can use the metric constraint 0 ≤
a+x − a−x ≤ 7 to state that the maximum width of a is 7 and, similarly, we can ex-
ploit the metric constraint 2 ≤ a+y − a−y to state that the minimum height of a is 2
(leaving the maximum height unbounded). We can also express distance constraints
between the boundaries of a and b. We can constrain the horizontal distance between
the right side of a and the left side of b to be at least 3 by means of the constraint
3 ≤ b−x − a+x , and the vertical distance between the upper side of a and the bottom
side of b to be greater than or equal to 0 by means of the constraint 0 ≤ b−y − a+y .
The two constraints together entail the basic RCD constraint a {SW}b. Finally, some
metric constraints can be entailed by RCD ones. For instance, the convex relation
a {NW,N,NE,NW :N,NW :N :NE,N :NE} b implies that 0 ≤ a−y − b+y .

If we allow one to combine arbitrary RCD-constraints with metric constraints, then
checking the consistency of the resulting set of constraints turns out to be an NP-
complete problem (the consistency problem for RCD-networks is already NP-complete).
To preserve tractability, the cmRCD-calculus combines convex RCD-constraints with
STP-constraints. Constraint networks in the cmRCD-calculus (cmRCD-networks) are
defined as follows. Given a convex RCD-network Nc = (V,C), we denote the sets of
interval variables belonging to the projections πx(toRA(Nc)) and πy(toRA(Nc)) by
Vx and Vy , respectively. Moreover, we denote by P (Vx) and P (Vy) the sets of point
variables representing the endpoints of the interval variables in Vx and Vy , respectively.
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Definition 2. A cmRCD-network is an integrated qualitative and metric constraint net-
work N consisting of three sub-networks (Nc,Sx,Sy), where Nc = (V,C) is a convex
RCD-network, and Sx =

(
P (Vx),Mx

)
and Sy =

(
P (Vy),My

)
are two STPs.

Algorithm 4.1. The algorithm con-cmRCD

Require: a cmRCD-network N = (Nc,Sx,Sy)
1: Nr ← toRA(Nc);
2: Nx ← πx(Nr), Ny ← πy(Nr);
3: NP

x ← toPA(Nx), NP
y ← toPA(Ny);

4: xSTP ← intersect(toSTP (NP
x ), Sx);

5: ySTP ← intersect(toSTP (NP
y ),Sy);

6: if xSTP or ySTP is empty, then return ‘inconsistent’;
7: xSTPmin ← PCstp(xSTP );
8: ySTPmin ← PCstp(ySTP );
9: If xSTPmin or ySTPmin is empty, then return ‘inconsistent’; otherwise, return ‘consis-

tent’.

The cmRCD-calculus subsumes both the convex RCD-calculus and the STP formalism.
Moreover, it generalizes the convex fragment of the RA, since convex RA-relations are
expressible as convex PA-relations, which can be encoded into an STP.

In the following, we describe an algorithm, called con-cmRCD, to solve the con-
sistency problem for cmRCD-networks, that runs in O(n3). As a matter of fact, a sim-
ilar combination of qualitative and quantitative networks is provided by preconvex-
augmented rectangle networks. An O(n5) algorithm for checking the consistency of
these networks, that subsume cmRCD-networks, is given in [6]. We exploit the trade-off
between expressiveness and complexity to obtain a more efficient consistency checking
algorithm for cmRCD-networks.

As a preliminary step, we extend the translation mapping toSTP of Table 1 to en-
code a convex PA-network NP into an STP S by replacing each relation R in the
network NP by toSTP (R). First, con-cmRCD applies the mapping toRA to the in-
put convex RCD-network Nc to get the corresponding convex RA-network Nr. Then,
it computes the projections Nx and Ny of Nr. Next, it applies the mapping toPA to
translate the convex IA-networks Nx and Ny into two equivalent PA-networks NP

x

and NP
y with convex relations between points variables representing the projections

of the intervals in Nx and Ny. Thereafter, making use of such an encoding of con-
vex RCD-relations as PA-relations, it looks for possible inconsistencies between these
constraints and the STP-constraints on the same variables given in Sx and Sy that can
be detected at this stage. To this end, it translates the PA-network NP

x (resp., NP
y )

into an STP-network by applying the extended function toSTP , and then it uses the
function intersect to compute the “intersection” between toSTP (NP

x ) and Sx (resp.,
toSTP (NP

y ) and Sy). This function simply intersects the constraints associated with
the same pairs of variables in the two STPs. If an interval intersection produces an empty
interval, then intersect returns an empty network, and we can conclude that N is incon-
sistent. Otherwise, we apply the path-consistency algorithm to the two STPs computed
at lines 4 and 5 independently. The following theorem proves that con-cmRCD is
sound and complete.
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Theorem 4. Given a cmRCD-networkN = (Nc,Sx, Sy), the algorithm con-cmRCD
returns ‘consistent’ if and only if N is consistent.

Proof. We basically follow the steps of the algorithm. By Theorem 2, Nc is consistent
if and only if Nr is consistent, and, by Theorem 3, Nr is consistent if and only if Nx and
Ny are consistent (they can be checked independently). Next, Nx and Ny are consistent
if and only if NP

x and NP
y are consistent, since there is no loss in information in the

translations [24]. The consistency of NP
x and NP

y can be checked by computing the
corresponding STPs and by applying PCstp. However, we cannot apply PCstp directly
to the STPs toSTP (NP

x ) and toSTP (NP
x ) since the metric constraints of Sx and Sy

must be taken into account. Hence, we computexSTP = intersect(toSTP (NP
x ), Sx)

and ySTP = intersect(toSTP (NP
x ), Sy). If one of them returns an empty network,

then N is inconsistent. Otherwise, we independently apply PCstp to xSTP and ySTP .
By Theorem 1, if one of the two applications of PCstp returns an empty network, then
N is inconsistent; otherwise, the path-consistent STPs xSTPmin and ySTPmin are
consistent (and minimal), and thus N is consistent. ��

Theorem 5. The complexity of the algorithm con-cmRCD is O(n3), where n is the
number of variables of the input network.

Proof. The translation via toRA, the generation of a projection of a network, the trans-
formation of an IA-network into an RA-network via toPA, and the last two encodings
via toSTP require O(n2) steps, since there are O(n2) constraints and each constraint
can be translated in constant time. The function toPA introduces two variables for each
interval variable, so xSTP and ySTP have O(n) variables each. Finally, PCstp runs
in O(n3) time, so the overall complexity is O(n3) time (for further details about the
complexity of achieving path-consistency for combined networks see [16]). ��

Once we have computed the path-consistent STPs xSTPmin and ySTPmin with algo-
rithm con-cmRCD, we can build a solution to the cmRCD-network N by computing
a solution for the points in xSTPmin and ySTPmin, since the assignment for point
variables defines a consistent assignment for rectangle variables (see Example 1). To
this end, the O(n3) algorithm STP-SOLUTION, by Gerevini and Cristani [9], can be
used.

5 A Case Study for the cmRCD-Calculus

Given its distinctive features, the cmRCD-calculus is well-suited for all application
areas where minimal bounding rectangles can be successfully exploited. This is the
case, for instance, with spatial databases [10,21], information extraction from formatted
documents [8,20], and 2D-layout design [3,4,17]. We would also like to mention the
application of convex RCD-calculus (the qualitative fragment of cmRCD-calculus) to
the problem querying and extracting data from web documents reported in [20]. We
believe that, in view of its well-balanced combination of efficiency and expressiveness,
cmRCD-calculus can be naturally and successfully applied to this class of problems as
well.
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Fig. 4. Graph representation of part of the xSTP and ySTP of Example 3. For the sake of
readability, constraints involving h in the ySTP and the universal constraint are omitted.

In this section, we focus our attention on an application of the cmRCD-calculus to
the automatic web page layout generation, inspired by a work by Borning et al. [4].
On the one hand, current web authoring tools do not allow home page designers to
specify how the document should change in response to viewer’s needs; on the other
hand, web browsers do not really allow their users to express their requirements about
the layout, except for those about the dimension of the font and few other features. The
work by Borning et al. aims at allowing both the designer and the viewer to specify the
positioning of the document elements by means of linear equalities and inequalities over
their minimum bounding boxes, in such a way that the layout of the web page becomes
the result of a negotiation between them (designer and viewer). In the following, we
show how to apply cmRCD-calculus to allow the user (author or viewer) to specify
both cardinal and metric constraints on the layout elements. Notice that, in doing that,
we reduce the expressive power of Borning et al.’s proposal; nevertheless, the problem
they consider is in fact an optimization problem, which is solved by means of a linear-
programming algorithm that has an exponential worst-case time complexity.

Example 3. Let us consider a Facebook-like social network, that allows the user to
personalize the contents of his/her home page by making use of directional constraints.
We can assume each element the user can add to be represented by a MBR, or box,
whose sides are parallel to the axes of the reference system centered at the lower left
vertex of the home page. As an example, we may have a box containing information
about his/her (gender, birthday, etc.), a box containing his/her profile picture, and so
on. In addition, it makes sense to assume that the system requires all user pages to
share some common presentation features like, for instance, the system logo and some
general presentation directives.

In this scenario, we can imagine that a user enters the following requirements to
some design tool that interacts with the layout designer (user’s specifications are given
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in terms of directions such as “right” or “inside”, which are far more natural for a local
space than their equivalent cardinal directions “to the East of” or “in the bounds of”):

1. my cover picture c has to lie on the top of the home page h, that is, the vertical
distance between the top sides of c and h must be 0, and the dimension of c is
1024× 400 px;

2. the box n containing my full name has to lie inside c;
3. the box i containing my personal information has to be somewhere below c, no

matter what its horizontal position is (in terms of cardinal relations, this require-
ment should be understood as “somewhere between the south west and the south
east zone of c”);

4. the box a containing the cover pictures of my photo albums has to lie to the right of
i, no matter what its vertical position is; in addition, the vertical distance between
the top sides of a and i must be 0;

5. the box p containing my profile picture has to lie inside c, and the horizontal dis-
tance between the left sides of of p and c must be 0; in addition, n has to be to the
right of p, with the restriction that the vertical distance between the top sides of p
and n must be 0;

6. I want to see the 5 most recent stories from my friends in a box s, which has to
lie below the previous elements, no matter what its horizontal position is, and the
horizontal distance between the left sides of s and c must be 0.

Besides these user constraints, we can imagine that the system imposes the following
additional constraints:

7. somewhere at the bottom of the home page, there must be a logo l, whose dimension
is 200× 100 px;

8. the width of the home page cannot exceed 1024 px.

When the contents of all boxes are retrieved from the database server, the system pro-
vides lower and upper bounds to the size of the boxes, so that the layout manager has
more chances to fit the contents on the basis of user preferences. In particular, we can
assume that the following conditions hold:

9. n’s width can vary from 600 to 700 px, while n’s height can vary from 150 to 200
px;

10. i’s width can vary from 400 to 450 px, while i’s height can vary from 450 to 550
px;

11. s’s width can vary from 700 to 850 px, while s’s height can vary from 1024 to 1200
px;

12. a is 600× 400 px;
13. p is 400× 400 px.

A particular choice for the size of a box is automatically compensated by increas-
ing/decreasing the font size.
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Fig. 5. A solution to the cmRCD-network for Example 3.

When the system has to deliver the web page, it must find a solution to a
cmRCD-network consisting of the following qualitative constraints (that encode the
above qualitative requirements):

1. Implicit: “boxes must be inside the homepage”:
cB h, nB h, i B h, aB h, l B h, pB h, sB h

2. nB c;
3. i {SW,S, SW :S, SW :S:SE, S:SE, SE} c;
4. a {NE,E,NE:E,NE:E:SE,E:SE, SE} i;
5. pB c, nE p;
6. for each box b ∈ {c, n, i, a, p}, s {SW,S, SW :S, SW :S:SE, S:SE, SE} b;
7. for each box b, l {SW,S, SW :S, SW :S:SE, S:SE, SE} b;

and of the following metric constraints (that encode the above metric requirements):

1. h+
y − c+y = 0, c+y − c−y = 400, c+x − c−x = 1024;

2. a+y − i+y = 0;
3. p+y − n+

y = 0, p−x − c−x = 0;
4. s−x − c−x = 0;
5. l+x − l−x = 200, l+y − l−y = 100;
6. 0 < h+

x − h−
x ≤ 1024;

7. 600 ≤ n+
x − n−

x ≤ 700, 150 ≤ n+
y − n−

y ≤ 200;
8. 400 ≤ i+x − i−x ≤ 450, 450 ≤ i+y − i−y ≤ 550;
9. 700 ≤ s+x − s−x ≤ 850, 1024 ≤ s+y − s−y ≤ 1200;

10. a+x − a−x = 600, a+y − a−y = 400;
11. p+x − p−x = 400, p+y − p−y = 400.

Meaningful portions of the constraint networks xSTP and ySTP , generated by steps 4
and 5 of the algorithm con-cmRCD, respectively, are depicted in Figure 4. A possible
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solution to the network, that is, a possible layout of the user home page, is given in
Figure 5. It is worth pointing out that the picture shows the minimum feasible values
for point variables, and thus it immediately follows that the minimum dimension of h
is 1024× 1974 px.

6 Conclusions

In this paper, we have proposed a quite expressive, but tractable, metric extension of
RCD-calculus, that integrates convex RCD-constraints and STP-constraints. The result-
ing cmRCD-calculus allows one to constrain the position of a rectangle in the plane, its
width/height, and the vertical/horizontal distance between the sides of two rectangles,
as well as to represent cardinal relations between rectangles. We have developed an
O(n3) consistency-checking algorithm for such a calculus, and we have shown how a
spatial realization of a cmRCD-network can be built.

As for future work, we plan to extend the cmRCD-calculus with topological relations
to improve its expressiveness (similar results can be found in [11,13]). Moreover, since
the problem of identifying maximal tractable subsets of RCD is still open, it makes
sense to search for tractable classes strictly including the convex fragment. Finally, we
are interested in developing heuristics and algorithms to check consistency and to find
a solution in the cases of non-convex RCD-relations or disjunctive metric constraints.
Since in these cases both problems turn out to be intractable, an empirical evaluation of
the solutions is necessary to check scalability.
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Abstract. In many scientific disciplines structures in high-dimensional data have
to be detected, e.g., in stellar spectra, genome data, or in face recognition tasks. In
this work we present an approach to non-linear dimensionality reduction based on
fitting nearest neighbor regression to the unsupervised regression framework for
learning low-dimensional manifolds. The problem of optimizing latent neighbor-
hoods is difficult to solve, but the unsupervised nearest neighbor (UNN) formula-
tion allows an efficient strategy of iteratively embedding latent points to discrete
neighborhood topologies. The choice of an appropriate loss function is relevant,
in particular for noisy, and high-dimensional data spaces. We extend UNN by the
ε-insensitive loss, which allows to ignore small residuals under a defined thresh-
old. Furthermore, we introduce techniques to handle incomplete data. Experi-
mental analyses on various artificial and real-world test problems demonstrates
the performance of the approaches.

Keywords: Dimensionality reduction, Unsupervised regression, Nearest neigh-
bors, Robust loss functions, Missing data.

1 Introduction

Dimensionality reduction and manifold learning have an important part to play in the
understanding of data. Many disciplines in science and economy are based on collecting
high-dimensional patterns: from astronomy to psychology, from civil engineering to so-
cial web services. Algorithms are required that are able to process data efficiently. The
collection and understanding of data allows us to improve the efficiency of processes
in a variety of domains. There are numerous examples that reflect the importance of
the understanding of large data sets. The quality of sensors is steadily being improved.
The trend towards digitizing the world leads to large amounts of high-dimensional pat-
terns. For an efficient data analysis process fast dimensionality reduction methods are
required. UNN is a fast iterative approach based on unsupervised regression. The idea
of unsupervised regression is to reverse functional regression models such that low-
dimensional data samples in latent space optimally reconstruct high-dimensional out-
put data. We take this framework as basis for an iterative approach that fits K-nearest
neighbors (KNN) regression into this unsupervised setting.

The manifold problem we consider is a point-wise mappingF : y→ x from patterns
y ∈ IRd to latent embeddings x ∈ IRq with d > q. The problem is a hard optimization
problem as the latent variables X = (x1, . . . ,xN ) are unknown.

J. Filipe and A. Fred (Eds.): ICAART 2012, CCIS 358, pp. 250–267, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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In Section 2 we will review related work in dimensionality reduction, unsupervised
regression, and KNN regression. Section 3 presents the concept of UNN regression,
and two iterative strategies that are based on fixed latent space topologies. In Section 4
we extend UNN to robust loss functions, i.e., the ε-insensitive loss. In Section 5 we
will show how the constructive variants can be extended to handle incomplete data.
Conclusions are drawn in Section 6.

2 Related Work

Dimensionality reduction is the problem of learning a mapping from high-dimensional
data space to a space with lower dimensions, while losing as little information as pos-
sible. Many dimensionality reduction methods have been proposed in the past, a very
famous one is principal component analysis (PCA), which assumes linearity of the man-
ifold [14,22]. An extension for learning non-linear manifolds is kernel PCA [25] that
projects the data into a Hilbert space. Further famous approaches for dimensionality
reduction are ISOMAP by Tenenbaum et al. [28], locally linear embedding (LLE) by
Roweis and Saul [23], and principal curves by Hastie and Stuetzle [12]. An introduction
to other dimensionality reduction methods can be found in machine learning textbooks
like [4], and [11].

2.1 Unsupervised Regression

The work on unsupervised regression for dimensionality reduction started with Meinicke
[20], who introduced the corresponding algorithmic framework for the first time. In this
line of research early work concentrated on non-parametric kernel density regression,
i.e., the counterpart of the Nadaraya-Watson estimator denoted as unsupervised kernel
regression (UKR) [21].

Unsupervised regression works as follows. Let Y = (y1, . . .yN ) with yi ∈ IRd be
the matrix of high-dimensional patterns in data space. We seek for a low-dimensional
representation, i.e., a matrix of latent points X = (x1, . . .xN ), so that a regression
function f applied to X point-wise optimally reconstructs the patterns, i.e., we search
for an X that minimizes the reconstruction in data space. The optimization problem can
be formalized as follows:

minimize E(X) =
1

N
‖Y − f(x;X)‖2. (1)

E(X) is called data space reconstruction error (DSRE). Latent points X define the low-
dimensional representation. The regression function f applied to the latent points should
optimally reconstruct the high-dimensional patterns. The regression model f induces its
characteristics to the mapping.

Most unsupervised regression approaches are based on the iterative improvement of
a spectral embedding solution, and work as follows:
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– Initialize latent variables X = (x1, . . .xN ) (often employing spectral methods like
LLE), and

– minimize E(X) w.r.t. DSRE employing an optimization scheme.

A typical example is unsupervised kernel regression, analyzed by Klanke and Rit-
ter [16], but further methods can also be employed. Klanke and Ritter [16] introduced
an optimization scheme based on LLE, PCA, and leave-one-out cross-validation (LOO-
CV) for UKR. Various extension of UKR have been proposed, e.g., a feature space vari-
ant (employing Mercer kernels), and the use of landmark points to reduce the
non-parametric training set. Carreira-Perpiñán and Lu [5] argue that training of non-
parametric unsupervised regression approaches is quite expensive, i.e., O(N3) in
time, and O(N2) in memory. Parametric methods can accelerate learning, e.g., un-
supervised regression based on radial basis function networks (RBFs) [26], Gaussian
processes [19], and neural networks [27].

2.2 Nearest Neighbor Regression

In the following, we give a short introduction to K-nearest neighbor regression that
is basis of the UNN approach. KNN is a technique with a long tradition. It was first
mentioned by Fix and Hodges [8] in the fifties in an unpublished US Air Force School of
Aviation Medicine report as non-parametric classification technique. Cover and Hart [3]
investigated the approach experimentally in the sixties. Interesting properties have been
found, e.g., that for K = 1, and N →∞, KNN is bound by the Bayes error rate.

The problem in regression is to predict output values y ∈ IRd of given input values
x ∈ IRq based on sets of N input-output examples ((x1,y1), . . . , (xN ,yN )). The goal
is to learn a function f : x → y known as regression function. For a novel pattern x′

KNN regression computes the mean of the function values of its K-nearest neighbors:

fKNN (x′) :=
1

K

∑
i∈NK(x′)

yi (2)

with set NK(x′) containing the indices of the K-nearest neighbors of x′. The idea
of KNN is based on the assumption of locality in data space: In local neighborhoods
of a pattern x near patterns are expected to have similar labels y. Consequently, for
an unknown x′ the label must be similar to the labels of the closest patterns, which
is modeled by the average of the output value of the K nearest samples. KNN has
been proven well in various applications, e.g., in the detection of quasars based on
spectroscopic data [10].

3 Unsupervised Nearest Neighbor Regression

In this section we introduce an iterative strategy for UNN regression [17,18] that is
based on minimization of the data space reconstruction error (DSRE).
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3.1 UNN Regression Problem

An UNN regression manifold is defined by variables x from X ∈ IRq×N with
unsupervised formulation of an UNN regression manifold

fUNN (x;X) :=
1

K

∑
i∈NK(x,X)

yi. (3)

Matrix X contains the latent points x that define the manifold, i.e., the low-dimensional
representation of patternsY. Parameterx is the location where the function is evaluated.
An optimal UNN regression manifold minimizes the DSRE:

minimize E(X) =
1

N
‖Y − fUNN (x;X)‖2F , (4)

with Frobenius norm ‖A‖F :=
√∑d

i=1

∑N
j=1 |aij |2. In other words: an optimal UNN

manifold consists of low-dimensional points X∗ that minimize the reconstruction of the
data points Y w.r.t. KNN regression in data space. Regularization for UNN regression
is not as important as regularization for other methods that fit into the unsupervised
regression framework. For example, in UKR regularization means penalizing extension
in latent space with Ep(X) = E(X) + λ‖X‖, and weight λ [16]. In KNN regression
moving the low-dimensional data samples infinitely apart from each other does not have
the same effect as long as we can still determine the K-nearest neighbors. For the fixed
discrete latent positions regularization is not necessary as the latent points cannot move
arbitrarily in latent space.

3.2 Iterative Strategy

For KNN not the absolute positions of data samples in latent space are relevant, but the
relative positions that define the neighborhood relations. This perspective reduces the
problem to a combinatorial search for neighborhoods NK(xi,X) with i = 1, . . . , N
that can be solved by testing all combinations of K-element subsets of N elements.
The problem is still difficult to solve, in particular for high dimensions.

The idea of the basic iterative UNN strategy is to iteratively assign the data samples
to a position in an existing latent space topology that leads to the lowest DSRE. We
assume fixed neighborhood topologies with equidistant positions in latent space, and
therefore restrict the optimization problem of Equation (3) to a search on a discrete
latent topology.

As a simple variant we consider the linear case q = 1 with latent variables arranged
equidistantly on a line, i.e. x ∈ IR. In this simplified case only the order of the elements
is important. The first iterative strategy works as follows:

1. Choose a pattern y from matrix Y,
2. test all N̂ + 1 intermediate positions of the N̂ = |Ŷ| embedded elements Ŷ in

latent space,
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Fig. 1. UNN: illustration of embedding of a low-dimensional point to a discrete latent space
topology w.r.t. the DSRE testing all N̂ + 1 intermediate positions

3. choose the latent position that minimizes E(X), and embed y,
4. remove y from Y, add y to Ŷ, and repeat from Step 1 until all patterns have been

embedded (N̂ = 0).

Figure 1 illustrates the N̂ + 1 possible embeddings of a pattern into an existing order
of points in latent space (yellow/bright circles). The position of element x3 results in
a lower DSRE with K = 2 than the position of x5, as the mean of the two nearest
neighbors of x3 is closer to y than the mean of the two nearest neighbors of x5.

3.3 Greedy Strategy

The iterative approach introduced in the last section tests all intermediate positions of
previously embedded latent points. We proposed a second iterative variant (UNNg) that
only tests the neighbored intermediate positions in latent space of the nearest embedded
point y∗ from Ŷ in data space [17]. The second iterative strategy works as follows:

1. Choose a pattern y from Y,
2. look for the nearest y∗ from Ŷ that has already been embedded (w.r.t. distance

measure like Euclidean distance),
3. choose the latent position next to x∗ that minimizes E(X) and embed y,
4. remove y from Y, add y to Ŷ, and repeat from Step 1 until all patterns have been

embedded.

Figure 2 illustrates the embedding of a 2-dimensional point y (yellow) left or right of
the nearest point y∗ in data space. The position with the lowest DSRE is chosen. In
comparison to UNN, N̂ distance comparisons in data space have to be computed, but
only two positions have to be tested w.r.t. the data space reconstruction error.
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Fig. 2. UNNg: testing only the neighbored positions of the nearest point y∗ in data space

(a) unsorted S (b) UNN embedding of S

Fig. 3. Results of UNN on 3D-S: (a) the unsorted S at the beginning, (b) the embedded S with
UNN and K = 10. Similar colors represent neighborhood relations in latent space.

3.4 Experiments

In the following, we present an experimental evaluation of UNN regression on artificial
test data (2-, and 3-dimensional S data set, USPS digits data set [13]), and real-world
data from astronomy.

S and USPS. The 3D-S variant without a hole (3D-Sh) consists of 500 data points.
Figure 3 (a) shows the order of elements of the 3D-S data set at the beginning. The
corresponding embedding with UNN and K = 10 is shown in Figure 3 (b). Similar
colors correspond to neighbored points in latent space. Figure 4 shows the embedding
of 100 data samples of 256-dimensional (16 x 16 pixels) images of handwritten digits
(2’s). We embed a one-dimensional manifold, and show the high-dimensional data that
is assigned to every 14th latent point. We can observe that neighbored digits are similar
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Fig. 4. UNNg embeddings of 100 digits (2’s) from the USPS data set. The images are shown that
are assigned to every 14th embedded latent point. Similar digits are neighbored in latent space.

Fig. 5. Sorting of Galaxies with UNNg . Galaxies from similar classes in the Hubble sequence are
neighbored in latent space.

Table 1. Comparison of DSRE for initial data set, and after embedding with strategy UNN, and
UNNg

2D-S 3D-S
K 2 5 10 2 5 10
init 201.6 290.0 309.2 691.3 904.5 945.80
UNN 19.6 27.1 66.3 101.9 126.7 263.39
UNNg 29.2 70.1 64.7 140.4 244.4 296.5
LLE 25.5 37.7 40.6 135.0 514.3 583.6

3D-Sh digits (7)
K 2 5 10 2 5 10
init 577.0 727.6 810.7 196.6 248.2 265.2
UNN 80.7 108.1 216.4 139.0 179.3 216.6
UNNg 101.8 204.4 346.8 145.3 195.4 222.1
LLE 94.9 198.9 387.4 147.8 198.1 217.8

to each other, while digits that are dissimilar are further away from each other in latent
space.

DSRE Comparison. Besides the visual interpretation we compare the DSRE achieved
by both strategies with the initial DSRE, and the DSRE achieved by LLE on all test
problems. For the USPS digits data set we choose the number 7. Table 1 shows the ex-
perimental results of three settings for the neighborhood size K . The lowest DSRE
on each problem is highlighted with bold figures. After application of the iterative
strategies the DSRE is significantly lower than initially. Increasing K results in higher
DSREs. With exception of LLE with K = 10 on 2D-S, the UNN strategy always
achieves the best results. UNN achieves lower DSREs than UNNg , with exception of
2D-S, and K = 10. The win in accuracy has to be paid with a constant runtime factor
that may play an important role in case of large sets of high-dimensional data.

Sorting of Galaxies. In the following, we test UNN on real-world data from astron-
omy, i.e., images of galaxies. Galaxies are a massive, gravitationally bound systems of
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stars, gas, and dust. The number of stars typically varies in the range of 107 to 1014.
Edwin Hubble introduced a morphological classification scheme based, which became
famous as Hubble sequence. Neighbored classes in this diagram represent galaxies with
similar shape. Hubble’s classification scheme differentiates between three main classes:
(1) elliptical galaxies, (2) spiral galaxies, and (3) lenticular galaxies, see [15]. For our
experiment we employ images of galaxies from the Sloan Digital Sky Survey (SDSS),
a collection of millions of astronomical objects [1]. Figure 5 shows the UNNg embed-
ding of 100 images of galaxies from the SDSS data basis. Each image is a vector of
40×40-RGB values, i.e., the data space dimensionality is d = 4, 800. The figure shows
every 12th galaxy. We can observe that galaxies, which belong to one class according
to Hubble’s classification scheme are neighbored on the low-dimensional manifold. El-
liptical galaxies start from the left, while lenticular shapes are places on the right hand
side, a sorting that is similar to the Hubble taxonomy.

4 Robust Loss Functions

Loss functions have an important part to play in machine learning, as they define the
error, and thus the design objective while training a functional model. In particular, in
the presence of noise the choice of an appropriate loss function parameterization has an
important part to play. In this section we extend UNN regression by the ε-insensitive
loss.

4.1 The ε-Insensitive Loss

In case of noisy data sets over-fitting effects may occur. The employment of the ε-
insensitive loss allows to ignore errors beyond a level of ε, and avoids over-fitting to
curvatures of the data that may only be caused by noise effects. With the design of a loss
function, the emphasis of outliers can be controlled. First, the residuals are computed.
In case of unsupervised regression, the error is computed in two steps:

1. The distance function δ : IRq×IRd → IR maps the difference between the prediction
f(x) and the desired output value y to a value according to the distance w.r.t. a
certain measure. We employ the Minkowski metric:

δ(x,y) =

(
N∑
i=1

|f(xi)− yi)|
)1/p

, (5)

which corresponds to the Manhattan distance for p = 1, and to the Euclidean dis-
tance for p = 2.

2. The loss function L : IR → IR maps the residuals to the learning error. With the
design of the loss function the influence of residuals can be controlled. In the best
case the loss function is chosen according to the requirements of the underlying data
mining model. Often, low residuals are penalized less than high residuals (e.g. with
a quadratic function). We will concentrate on the ε-insensitive loss in the following.
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Let r be the residual, i.e., the distance δ in data space. L1(r) = ‖r‖, and L2 = r2

are often employed as loss functions. We will use the L2 loss for measuring the final
DSRE, but concentrate on the ε-insensitive loss Lε during training of the UNN model.
The Lε is defined as:

Lε(r) =

{
0 if |r| < ε
|r| − ε if |r| ≥ ε

(6)

Lε is not differentiable at |r| = ε. In contrast to the L1 and the L2 loss Lε ignores
residuals below ε, and thus avoids over-adaptation to noise.

4.2 Experiments

In the following, we concentrate on the influence of loss functions on the UNN learning
results. For this sake, we employ two kinds of ways to evaluate the final embedding:
We measure the final L2-based DSRE, visualize the results by colored embeddings, and
show the latent order of the embedded objects. Again, we concentrate on two data sets,
i.e., a 3D-S data set with noise, and the USPS handwritten digits.

3D-S with Noise. In the first experiment we concentrate on the 3D-S data set. Noise is
modeled by multiplying each data point of the 3D-S with a random value drawn from
the Gaussian distribution: y′ = N (0, σ) · y. Table 2 shows the experimental results
of UNN and UNNg concentrating on the ε-insensitive loss for K = 5, and Minkowski
metric with p = 2 on the 3D-S data set with hole (3D-Sh). The left part shows the results
for 3D-S without noise, the right part shows the results with noise (σ = 5.0). At first,
we concentrate on the experiments without noise. We can observe that (1) the DSRE
achieved by UNN is minimal for the lowest ε, and (2), for UNNg low DSRE values are
achieved with increasing ε (to a limit as of ε = 3.0), but the best DSRE of UNNg is
worse than the best of UNN. Observation (1) can be explained as follows. Without noise
for UNN ignoring residuals is disadvantageous: all intermediate positions are tested,
and a good local optimum can be reached. For observation (2) we can conclude that a
good strategy against local optima of UNNg is to ignore residuals beyond threshold ε.

For the experiments with noise of the magnitude σ = 5.0 we can observe a local
DSRE minimum: for ε = 0.8 in case of UNN, and ε = 3.0 in case of UNNg . For UNN
local optima caused by noise can be avoided by ignoring residuals, for UNNg this is
already the case without noise. Furthermore, for UNNg we observe the optimum at the
same level of ε.

Figures 6 (a) and (b) show embeddings of UNN and UNNg without noise, and the
settings ε = 0.2, and ε = 3.0, corresponding to the settings of Table 2 that are shown
in bold. Similar colors correspond to neighbored embeddings in latent space. The visu-
alization shows that for both embeddings neighbored points in data space have similar
colors, i.e., they correspond to neighbored latent points. The UNN embedding results
in a lower DSRE. This can hardly be recognized from the visualization. Only the blue
points of UNNg seem to be misplaced on the upper and lower part of the 3D-S.

Figures 7 (a) and (b) show the visualization of the UNN embeddings on the noisy
3D-S. The structure of the 3-dimensionalS is obviously disturbed. Nevertheless, neigh-
bored parts in data space are assigned to similar colors. Again, the UNN embedding
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Table 2. Influence of the ε-insensitive loss on final DSRE (L2) of UNN for problem 3D-Sh with,
and without noise

σ = 0.0 σ = 5.0
ε UNN UNNg UNN UNNg

0.2 47.432 77.440 79.137 85.609
0.4 48.192 77.440 79.302 85.609
0.6 51.807 76.338 78.719 85.609
0.8 50.958 76.338 77.238 84.422
1.0 64.074 76.427 79.486 84.258
2.0 96.026 68.371 119.642 82.054
3.0 138.491 50.642 163.752 80.511
4.0 139.168 50.642 168.898 82.144
5.0 139.168 50.642 169.024 83.209
10.0 139.168 50.642 169.024 83.209

(a) UNN, ε = 0.2 (b) UNNg , ε = 3.0

Fig. 6. Visualization of the best UNN and UNNg embeddings (lowest DSRE, bold values in
Table 2) of 3D-Sh without noise

seems to be slightly better than the UNNg embedding, blue points can again be ob-
served at different parts of the structure, representing local optima.

USPS Digits. To demonstrate the effect of the ε-insensitive loss for data spaces with
higher dimensions, we employ the USPS handwritten digits data set with d = 256 again
by showing the DSRE, and presenting a visualization of the embeddings. Table 3 shows
the final DSRE (w.r.t. the L2-loss) after training with the ε-insensitive loss with various
parameterizations for ε. We used the setting K = 10, and p = 10.0 for the Minkowski
metric. The results for digit 5 show that a minimal DSRE has been achieved for ε = 3.0
in case of UNN, and ε = 5.0 for UNNg (a minimum of R = 429.75561 was found for
ε = 4.7). Obviously, both methods can profit from the use of the ε-insensitive loss. For
digit 7, and UNN ignoring small residuals does not seem to improve the learning result,
while for UNNg ε = 4.0 achieves the best embedding.
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Figure 8 shows two UNNg embeddings of the handwritten digits data set for ε = 2.0
(a), and ε = 20.0 (b). For both settings similar digits are neighbored in latent space. But
we can observe that for ε = 20.0 a broader variety in the data set is covered. The loss
function does not concentrate on fitting to noisy parts of the data, but has the capacity
to concentrate on the important structures of the data.

Table 3. Influence of ε-insensitive loss on final DSRE of UNN on the digits data set

digits 5’s digits 7’s
ε UNN UNNg UNN UNNg

0.0 423.8 440.2 225.4 222.8
1.0 423.8 440.2 225.4 222.8
2.0 423.8 440.2 225.6 222.8
3.0 423.5 440.2 238.1 221.0
4.0 441.3 440.2 262.1 218.2
5.0 488.7 432.3 264.8 221.4
6.0 496.9 434.2 265.6 220.8
10.0 494.6 434.3 268.4 220.8

(a) UNN, ε = 0.8 (b) UNNg , ε = 3.0

Fig. 7. Visualization of the best UNN and UNNg embeddings (lowest DSRE, bold values in
Table 2) of 3D-Sh with noise σ = 5.0

(a) ε = 2.0

(b) ε = 20.0

Fig. 8. Comparison of UNNg embeddings of 5’s from the handwritten digits data set. The figures
show every 14th embedding of the sorting w.r.t. 100 digits for ε = 2.0, and ε = 20.0.
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5 Missing Data

Failures of sensors, matching of databases with disjunct feature sets, or conditions
where data can get lost (e.g., in outer space due to X-ray) are typical examples for
practical scenarios, in which data sets are incomplete. Sensors may be out of order,
or data may get lost. However, it might be desirable to compute a latent embedding
of high-dimensional data. In this section we will introduce strategies that allow unsu-
pervised nearest neighbor regression to cope with missing data. The question arises,
if the embedding approach can exploit useful structural information to reconstruct the
missing entries. Experimental analyses will answer these questions.

5.1 Imputation Methods

For the case that the distribution of missingness is conditionally independent of the
missing values given the observed data, the data is denoted as missing at random1.
Schafer and Graham [24] have reviewed methods to handle them. In case of scarce data
sets joint densities can be computed in a probabilistic framework [9].

If possible, the method can directly deal with missing data (our embed-and-repair
method that will be introduced in Section 5.3 belongs to this class). For SVM clas-
sification such an approach has been introduced by Chechik et al. [6] that alters the
SVM margin interpretation to directly deal with incomplete patterns. But the method
is best suited for features that are absent than those that are MNAR. An extension has
been proposed by Dick et al. [7] who marginalize kernels over the assumed imputation
distribution. The approach by Williams et al. [29] employs logistic regression for clas-
sification of incomplete data, and performs an analytic integration with an estimated
conditional density function instead of imputation. The approach is interesting, as it
does not only take into account the complete patterns, but also the incomplete patterns
in a semi-supervised kind of way.

5.2 Repair-and-Embed

Let Y be the matrix of high-dimensional patterns. In the missing data scenario we
assume that some patterns are incomplete, i.e., for one entry of yj it holds yij = n.a.

We can treat the problem of missing entries as regression approach. First, we define Ỹ
as the matrix of complete patterns, i.e., it holds �yij = n.a. In contrast, Y \ Ỹ is the
matrix of incomplete pattern. To complete Y \ Ỹ repair-and-embed trains a regression
model f̃ based on Ỹ. We propose to first fill the vectorsyj fromY with minimal number
of missing values, and add the completed patterns to Ỹ for repairing the next vectors
with minimal number of missing entries in an iterative kind of way.

Let yij be the entry to complete. We can employ matrix Ỹ−i as training pattern2,
while ỹi = yi1, . . . , yiÑ comprises the corresponding labels. Entry yij is estimated

1 Missing at random (MAR) means that entries are missing randomly with uniform distribution,
in contrast to missing not at random (MNAR), where dependencies exist, e.g., the missingness
depends on certain distributions.

2 Ỹ−i = ((y1)−i, . . . , (yÑ)−i) with (yk)−i = (y)k with k = 1, . . . , d and k 
= i.
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with f̃ leading to the complete vector yj that can be embedded as usual, depending on
the employed approach (UNN, UNNg, etc.). To summarize, repair-and-embed works as
follows:

1. Choose yj from Y \ Ỹ with minimal number of missing entries,
2. employ Ỹ−i as training pattern for prediction of yij , and predict with KNN regres-

sion (→ ỳj),
3. add ỳj to Ỹ, and start from 1. until all patterns are complete,
4. embed all Ỹ with UNN approach.

As KNN regression is a non-parametric method, no training is necessary, only K has to
be chosen carefully.

5.3 Embed-and-Repair

The second variant for embedding incomplete data is to embed a vectoryj with missing
entries at dimension i ignoring the i-th dimension during the embedding (the computa-
tion of the DSRE), i.e., minimizing:

E−i(X) =
1

N
‖Y−i − fUNN (x;X)−i‖2F , (7)

The approach starts iteratively with complete vectors y from Ỹ, and then incomplete
patterns with increasing number of missing values. Starting the dimensionality reduc-
tion with complete patterns is reasonable to get as close as possible to the structure of
the complete embedding. Embed-and-repair is a greedy approach that only considers
the locally best embedding w.r.t. the available information. As the embedded pattern
has to be completed to allow embeddings of further patterns, the gaps are closed with
entries that ensure that the embedding is minimal w.r.t. to the overall DSRE. This is
obviously the average of the K nearest points for dimension i, i.e., the nearest neighbor
estimation fKNN(xi), see Equation 2.

Figure 9 illustrates the embed-and-repair strategy for neighborhood size K = 2.
Pattern y∗ = (y∗1 , ·) is incomplete. It is embedded at the position where it leads to
the lowest DSRE w.r.t. the first dimension: between x′, and x′′. Then, the gap is filled
with the mean of the second dimension of y′, and y′′ yielding (y∗1 , 0.5(y

′ + y′′)). To
summarize, embed-and-repair works as follows:

1. Choose yj from Y with minimal number of missing entries,
2. embed yj with UNN/ UNNg minimizing E−i(X),
3. add xj to X̃,
4. complete yj w.r.t. KNN based on X̃ (→ ỳj),
5. add ỳj to Ỹ,
6. start from 1 until Y \ Ỹ empty.

The difference of KNN imputation, and embed-and-repair imputation is that the embed-
and-repair KNN prediction is based on neighborhoods in latent space. Hence, it is a di-
mensionality reduction-oriented imputation method based on characteristics introduced
by UNN regression.
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Fig. 9. Embed-and-repair: The incomplete pattern y∗ is embedded at the position where it leads
to the lowest DSRE w.r.t. the first dimension: between x′, and x′′, then the gap y∗

2 is filled with
KNN and K = 2

Table 4. Comparison of imputation Error E, and DSRE with UNN embedding with repair-and-
embed (R-a-E) and embed-and-repair (E-a-R) on 3D-S, and 3D-Sh w.r.t. increasing data missing
rate p

R-a-E E-a-R complete
data p E DSRE E DSRE UNN
3D-S 0.01 0.0507 147.2 0.0269 165.39 142.8

0.1 0.3129 143.8 0.2884 265.2 142.8
0.2 0.6454 149.0 0.6146 369.2 142.8
0.3 0.9557 152.7 0.9265 452.3 142.8

3D-Sh 0.01 0.0235 104.2 0.0309 119.7 105.5
0.1 0.2671 101.9 0.2595 217.6 105.5
0.2 0.5509 122.2 0.5007 296.8 105.5
0.3 0.8226 129.5 0.5285 301.8 105.5

5.4 Experimental Analysis

In the following, we describe the experimental setup for the comparison between both
approaches. We generate the missing data scenario by removing entries yij from Y with
probability p, and experimentally analyze the final DSRE in comparison to the DSRE
for the complete reference matrix (without missing entries), and the imputation error
E =

∑N
i ‖y

+
i − ỳi‖, which is the deviation from the original complete patterns y+

i ,
and the repaired pendants ỳ of the incomplete versions.

Table 4 shows the experimental results for various degrees of missing data modeled
by increasing p on the data set 3D-S. For embedding we employ UNN. The experi-
mental results show that repair-and-embed achieves the lowest DSRE on both data sets.
The results are even very close to the DSRE achieved on the data set without missing
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(a) p = 0.1 (b) p = 0.2 (c) p = 0.4

(d) p = 0.1 (e) p = 0.2 (f) p = 0.4

Fig. 10. UNN embedding of 3D-S with missing data for missing rates p = 0.1, 0.2, and p = 0.4
for repair-and-embed (upper row), and for embed-and-repair (lower row)

values (complete). Embed-and-repair achieves the lowest imputation error E in seven
of the eight cases, but much worse results for the DSRE. While the DSRE results are
still satisfactory with 1% of incomplete data, the approach fails for higher missing rates.
Obviously, it is difficult for MAR data to first determine the structure from incomplete
patterns.

Figure 10 shows the embeddings of UNN on the 3D-S data set for increasing missing
rates p, and repair-and-embed in the upper row. The patterns are colorized w.r.t. their
latent colors (similar colors are neighbored). Hence, similar colors in data space show
that the embedding has been successful. Figure 10 (a) shows the embedding with a low
missing rate of p = 0.1. The figure shows that the 3D-S is almost completely recon-
structed, while the colors of the embedding show that a reasonable learning process
took place: neighbored solutions in latent space have similar colors. The higher the rate
of incomplete data the worse is the embedding (different colors are neighbored). But
higher missing rates can also be recognized by deviations from the S-structure.

The lower row shows the corresponding experimental results for UNN with embed-
and-repair, also with increasing missing rates p. The colors show that the embeddings
are worse for high missing rates. For example, Figure 10 (f) shows that the embedding
for missing rate p = 0.4 with repair-and-embed is comparably bad, a result that is
consistent with the DSRE of Table 4.

6 Conclusions

Fast dimensionality reduction methods are required that are able to process huge data
sets, and large dimensions. With UNN regression we have fitted a well-known regres-
sion technique into the unsupervised setting for dimensionality reduction. The two
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iterative UNN strategies are efficient methods to embed high-dimensional data into
fixed one-dimensional latent space taking linear time. UNN achieves lower DSREs,
but UNNg is slightly faster because of the multiplicative constants of UNN. We con-
centrated on the employment of the ε-insensitive loss, and its influence on the DSRE. It
could be observed that both iterative UNN regression strategies could benefit from the
ε-insensitive loss, in particular the iterative variant UNNg could be improved employ-
ing a loss with ε > 0. Obviously, local optima can be avoided.

We have introduced two algorithmic variants that allow the efficient embedding of
incomplete data. The results have shown that the embeddings are better in case of repair-
and-embed, as it is obviously difficult to determine the embedding of the data with in-
complete patterns. From the perspective of imputation, first repairing incomplete data is
a straightforward approach. In contrast, first embedding data at the location with lowest
DSRE, and then repairing the entries employing the neighbors is an approach that makes
use of the intrinsic structure UNN regression assumes for imputation leading to compar-
atively good pattern reconstructions, but worse embeddings than repair-and-embed.
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Appendix

Test Problems

In this work we employ various test problems to evaluate UNN regression. The data
sets are summarized in the following.

S-Structure

The three-dimensional S data sets consists of 500 points in the version 3D-S without
hole. The counterpart with hole 3D-Sh consists of approximately 350 points.
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Digits

The Digits data set [13] comprises handwritten digits, and is often employed as refer-
ence problem related to the recognition of handwritten characters and digits. Figure 11
shows a collection of images from the Digits data set. The collection shows all ten
digits, while the experimental analysis concentrates on a subset.

Fig. 11. Visualization of a collection of images from the Digits data set

Astronomy

Our experimental study is based on data from the Sloan Digital Sky Survey (SDSS) [1].
In [2] the EFIGI catalog of 4,458 nearby galaxies is presented. We concentrate on an
EFIGI subset of 100 galaxies of types -6 to -4, and 7 to 11. The images are 40 × 40
RGB images. The data has been preprocessed: all entries below a threshold ε = 0.1
have been set to 0.
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Abstract. The access to instruments that allow higher autonomy to people is in-
creasing and the scientific community is giving special attention on designing and 
developing such systems. Intelligent Wheelchairs (IW) are an example of how the 
knowledge on robotics and artificial intelligence may be applied to this field. IWs 
can have different interfaces and multimodal interfaces enabling several inputs 
such as head movements, joystick, facial expressions and voice commands. This 
paper describes the foundations for creating a simple procedure for extracting user 
profiles, which can be used to adequately select the best IW command mode for 
each user. The methodology consists on an interactive wizard composed by a flexi-
ble set of simple tasks presented to the user, and a method for extracting and ana-
lyzing the user’s execution of those tasks. The results showed that it is possible to 
extract simple user profiles, using the proposed method.  

Keywords: Classification, Patient, Intelligent Wheelchair, Knowledge Disco-
very. 

1 Introduction 

The population with physical disabilities has earned more relevance and has attracted 
the attention of international health care organizations, universities and companies 
interested in developing and adapting new products. The current tendency reflects the 
demand for an increase on health and rehabilitation services, in a way that senior and 
handicapped individuals might become more and more independent when performing 
quotidian tasks.  

Regardless the age, mobility is a fundamental characteristic for every human being. 
Children with disabilities are very often deprived of important opportunities and face 
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serious disadvantages compared to other children. Adults who lose their independent 
means of locomotion become less self-sufficient, raising a negative attitude towards 
themselves. The loss of mobility originates obstacles that reduce the personal and 
vocational objectives [1]. Therefore it is necessary to develop technologies that can 
aid this population group, in a way to assure the comfort and independence of the 
elderly and handicapped people. Wheelchairs are important locomotion devices for 
those individuals. There is a growing demand for safer and more comfortable wheel-
chairs, and therefore, a new Intelligent Wheelchair (IW) concept was introduced. 
However, most of the Intelligent Wheelchairs developed by distinct research laborato-
ries [1] have hardware and software architectures very specific for the used wheel-
chair model/developed project and are typically very difficult to configure in order for 
the user to start using them.  

The paper is organized as follows: Section 2 presents the state of art on intelligent 
wheelchairs and the IntellWheels project. Section 3 contains a description of the me-
thodology for automatically extracting the users’ profiles in order to give the best 
interface. The implementation of the system is presented in section 4 and the experi-
ments and results achieved are presented in section 5. Finally some conclusions and 
future work are described in the last section. 

2 Intelligent Wheelchairs 

In the last years several prototypes of Intelligent Wheelchairs have been developed 
and many scientific work has been published [2] [3] in this area. Simpson [1] provides 
a comprehensive review of IW projects with several descriptions of intelligent wheel-
chairs. The main characteristics of an IW are [2] [4]: autonomous navigation with 
safety, flexibility and obstacle avoidance capabilities; communication with others 
devices such automatic doors and other wheelchairs and interaction with the user 
using distinct types of devices such as joysticks, voice interaction, vision and other 
sensor based controls like pressure sensors. 

2.1 Intelligent Wheelchairs’ Projects 

The first project of an autonomous wheelchair for physical handicapped was proposed 
by Madarasz in 1986 [5]. It was planned as a wheelchair with a micro-computer, a 
digital camera and an ultra-sound scanner with the objective of developing a vehicle 
that could move around in populated environments without human intervention. Hoy-
er and Holper [6] presented a modular control architecture for an omni-directional 
wheelchair. The characteristics of NavChair [7], such as the capacity of following 
walls and avoid obstacles by deviation are described in [7-9]. Miller and Slak [10] 
[11] proposed the system Tin Man I with three operation modes: one individual  
driving a wheelchair with automatic obstacles deviation; moving through-out a  
track and moving to a point (x,y). This kind of chair evolved to Tin Man II which 
included advanced characteristics such as storing travel information, return to the 
starting point, follow walls, pass through doors and recharge battery. Wellman [12] 
proposed a hybrid wheelchair equipped with two extra legs in addition to its four 
wheels, to allow stair climbing and movement on rough terrain. FRIEND is a robot 
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The project research team considered the difficulty that some patients have while  
controlling a wheelchair using traditional input devices such as the traditional joys-
tick. Therefore, new ways of interaction between the wheelchair and the user have 
been integrated, creating a system of multiple entries based on a multimodal interface. 
The system allows users to choose which type of command best fits their needs,  
increasing the level of comfort and safety. 

A simulated environment was developed that models the intelligent wheelchair and 
its environment. In this environment it is possible to test in a safe manner the different 
ways of driving the intelligent wheelchair, since the behavior of the simulated intelli-
gent wheelchair is very identical to the behavior of the real intelligent wheelchair.  

3 Methodology for Automatic Extraction of User 
Interfaces/Profiles 

The potential users of the Intelligent Wheelchair have particular characteristics and 
constraints. Therefore it is very important to adjust and adapt the way of driving the 
intelligent wheelchair to the specific patient. The data acquired when the users are 
performing a test drive using a multimodal interface and an intelligent wheelchair will 
allow improving the adaptability.  

This section presents the features and the global architecture developed of the In-
tellWheels Multimodal Interface. 

3.1 IntellWheels Multimodal Interface 

There are several publications in the literature of projects related to the issue of adapt-
ing and designing specific interfaces for individuals with severe physical disabilities 
[25-27]. Nevertheless, most of these projects present restricted solutions concerning 
the accessibility to the user to drive a particular wheelchair. It is common to find just 
one solution such as voice recognition, while other focus merely on facial expressions 
recognition [27]. Since the physical disability is very wide and specific to each indi-
vidual, it becomes important to provide the greatest possible number of recognition 
methods to try to cover the largest possible number of individuals with different  
characteristics. 

The IntellWheels Multimodal Interface offers five basic input devices: joystick, 
speech recognition, recognition of head movements and gestures, the use of a generic 
gamepad and facial expressions. In addition, IntellWheels project proposes an archi-
tecture that makes the interface extensible enabling the addition of new devices and 
recognition methods in an easy way. It also presents a flexible paradigm that allows 
the user to define the sequences of inputs to assign to each action, allowing for an 
easy and optimized configuration for each user. For example an action of following 
the right wall can be triggered by blinking the left eye followed by the expression 
“go”. 

Fig. 2 shows the IntellWheels Multimodal Interface where all the input devices are 
connected.  
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Fig. 2. IntellWheels Multimodal Interface 

3.2 Multimodal Data Gathering System 

Based on the IntellWheels prototype and using the real and simulated environments, 
this work is focused on devising appropriate data gathering and data analysis systems 
that enable the construction of patient and environment models using knowledge dis-
covery methodologies. The constructed models will be used together with a simple 
interface library in the context of an interface selector application that will also  
use knowledge discovery methodologies in order to select and configure the most 
appropriate multimodal interface for each patient in each specific situation. 

The multimodal data gathering system enables the collection of real-time input in-
formation from patients with distinct disabilities. The system also enables the collec-
tion of environmental information and more high-level information concerning the 
wheelchair localization and orientation, task in execution, among other information. 

Considering the concept of flexibility and multimodality of the IntellWheels 
project, the required data to collect from the platform may come from many sources: 
input devices, sensors (both real and virtual) and the Simulator. The Fig. 3 presents 
the software architecture.  

 

Fig. 3. IntellWheels’ software architecture 
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The control application can connect to both the real IW or the Simulator, gathering 
and processing data from their sensors. The control works as the server side regarding 
data communication with the Multimodal Interface. The Multimodal Interface, in turn, 
acts as the server side concerning the input devices connections, since the Multimodal 
Interface manages all the input devices.  

The data acquisition system is distributed among the Control application, the Mul-
timodal Interface and the input devices bridge applications. As such, one file with 
captured data is created by each application. 

Data Synchronization. In order to synchronize the files, a timestamp is attached to 
all information acquired. The information required for the synchronization concerns 
the IntellWheels platform uptime. For this reason and since the applications are not 
executed at the same time, a flow to set the same uptime for all applications was 
created: the Control application, the first one to be executed, sends its uptime to the 
Multimodal Interface, which in turn sends this value to all input devices’ bridge ap-
plications. Each application has a time delta variable which stores the difference be-
tween its own uptime and the Control’s uptime. The time delta variable is updated 
several times throughout the acquisition process. After a certain amount of inputs is 
received from the Multimodal Interface by the Control application, it again sends a 
message with its current uptime, which once more is distributed to all applications by 
the flow previously explained. 

Data File Format. To save the data, an extensible markup language (XML) type file 
format was chosen to be used because of its flexibility. 

The header of the file contains the description of each type of data the application 
gathers. An example of an input data collected file can be seen next: 

<MMI_LOG> 
 <INPUTS> 
  <item> 
   <id> wiimote </id> 
   <label> VelX; VelY; VelZ; Button N;Battery Level %;Error 
</label> 
  </item> 
 </INPUTS> 
 <DATA> 
  <item> 
   <timestamp> 579.6243 </timestamp> 
   <input> wiimote </input> 
   <values> -10; -15; 0; ; 78; </values> 
  </item> 
 </DATA> 
</MMI_LOG> 

3.3 Data Gathering Process 

The sample of individuals includes patients with distinct disabilities (Thrombosis,  
Stroke, Cerebral Palsy, Parkinson, Alzheimer and Multiple Sclerosis, among others).  
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The data collecting process was divided into two parts. In each of the parts, the pa-
tients are asked to perform distinct inputs: 

• Perform obligatory inputs, including a complete set of a previously specified pro-
tocol: voice commands; facial expressions; head, arm and hand movements. The ob-
jective of this protocol is to make a profile of the users. 
• Perform free inputs, which enable the patient to perform some given tasks but 
using its own and completely free preferred process. 

The inputs are performed in distinct environmental conditions: noise and lighting 
variations; distinct pavement and wheelchair movements; tasks performed in parallel 
(such as maintaining a conversation). Tracing a user diagnostic can be very useful to 
adjust certain settings allowing for an optimized configuration and improved interac-
tion between the user and the multimodal interface. 

Accordingly, the Intellwheels Multimodal Interface contains a module capable of 
performing series of training sessions, composed of small tests for each input modali-
ty. These tests may consist, for example, of asking the user to press a certain sequence 
of buttons on the gamepad, or to move one of the gamepads' joysticks to a certain 
position. Another test may consist in asking the user to pronounce a set of voice 
commands, or to perform a specific head movement.  

The tests should be performed sequentially and should have an increasing difficul-
ty. Additionally, the tests should be reconfigurable and extensible. Finally, the tests 
sets and theirs results should be saved on a database, accessible by the Intellwheels 
Multimodal Interface. Therefore, the following user characteristics should be ex-
tracted and these characteristics can be separated in two different types: quantitative 
and qualitative. The quantitative measures consist of: the time taken to perform a full 
button sequence; the average time between pressing two buttons; the average time to 
place a gamepad analogical switch on a certain position; the average time to position 
the head on a certain position; the trust level of speech recognition; maximum ampli-
tude achieved with the gamepad analogical switches in different directions; maximum 
amplitude achieved with the head in different directions and number of errors made 
using the gamepad. Using the quantitative measures, the following qualitative meas-
ures should be estimated: user ability to use the gamepad buttons; user ability to per-
form head movements and user ability to pronounce voice commands. 

At the end of the training session, the tracked user information should be saved to 
an external database, containing the users' profile. The user profile can be used to 
improve security, by defining, for each user, a global trust level for each input modali-
ty. The trust level can be used to advice the user of which modality to use, at the crea-
tion of a new association. Also, it could be useful to activate confirmation events 
whenever a user requests a certain output action using an input level with a low trust 
level. 

Another functionality of the user´s profile is capturing the EEG signals using a 
brain computer interface [27] for using as input facial expressions and thoughts. 

The users will be asked to fill a complete questionnaire about the experiment and 
their preferences regarding each control method for each task in each environmental 
condition. 
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Also, a simple library of wheelchair interfaces is being developed together with an  
application that enables fast generation and configuration of these interfaces. The 
interface selection application will be based on the use of machine learning algo-
rithms that will use the available patient and environment models to select the most 
appropriate interfaces from the interface library. 

4 Implementation 

This section presents the implementation for the proposed User Profile feature. 
Firstly, it explains the approach followed to specify which test sets are going to be 
loaded by the module responsible for tracking the users’ profile. Secondly, we show 
the simple profiling methods that were implemented to create the future user classifi-
cation. Next, we will present how the extracted information was used to adjust certain 
settings of the interface. Finally, a demonstration of how the profile is stored to enable 
future use is also made. 

4.1 Definition of the Sets 

To perform the measures previously described, a simple XML grammar was defined. 
It implements four configurable distinct test types: sequences of gamepad buttons; 
voice commands; positions for both joysticks and positions for head.  

Example of XML containing user profile test set: 

<INTELLWHEELS_PROFILER> 
 <BINARY_JOYSTICK> 
  <item> 
   <sequence> joystick.1  
      joystick.2 </sequence> 
   <difficulty> easy </difficulty> 
  </item> 
 </BINARY_JOYSTICK> 
 <ANALOG_JOYSTICK> 
 (…) 
 <ANALOG_WIIMOTE> 
  <item> <x>100</x> <y>0</y></item> 
 </ANALOG_WIIMOTE> 
 <SPEECH> 
  <item> go forward </item> 
  <item> turn right </item> 
  <item> create new sequen </item> 
  <item> stop </item> 
 </SPEECH> 
</INTELLWHEELS_PROFILER> 

The proposed XML grammar makes it possible for an external operator to configure 
the test set that they find most appropriate for a specific context or user. When a user 
starts the training session, the four different types of tests are iterated. In order to  
 



276 B.M. Faria et al. 

 

attain a consistent classification of the user, the defined grammar should be sufficient-
ly extensive. The test set specified on the XML file is iteratively presented to the user. 
It starts by asking the user to perform the gamepad button sequence as can be ob-
served in Fig. 4. 

 

Fig. 4. User profiler gamepad and voice tests 

When the user ends the first component of the user profiler module, the navigation 
assistant asks the user to pronounce the voice commands stored in the XML. Also, the 
quantitative results for the gamepad buttons test are presented.  

The last part of the user profiler test is shown in Fig. 5. The user is invited to place 
the gamepad’s joystick into certain positions. A similar approach is used for the head 
movements test. 

 

 

Fig. 5. User profiler joystick test 
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To define the user proficiency in using the gamepad buttons, a simple method was 
implemented. Each sequence defined on the grammar should have an associated diffi-
culty level (easy, medium or hard). The difficulty type of a sequence may be related 
to its size, and to the physical distance between the buttons on the gamepad. Since the 
layout of a generic gamepad may change depending on the model, defining whether 
or not a sequence is of easy, medium or difficulty level is left to the operator. 

When the user completes the gamepad sequences training part, an error rate is cal-
culated for each of the difficulty levels. If these rates are higher than a minimum  
acceptable configurable value, the user classification in this item is immediately  
defined. This classification is then used to turn on the security feature, which is cha-
racterized by a confirmation event performed by the navigation assistant. For a 
grammar with 5 sequences of difficulty type easy, the maximum number of accepted 
errors would be 1. If the user fails more than one sequence, the confirmation event is 
triggered for any input sequence, of any difficulty type, and the gamepad training 
session is terminated. If the error rate for the easy type is less than 20% (=1/5) the 
training with the sub-set composed by the sequences of medium difficulty is initiated. 
At the end, a similar method is applied. If the error rate for the medium level is higher 
than 30%, the confirmation is triggered for the medium and hard levels of difficulty, 
and the training session is terminated. Finally, if the user makes it to the last level of 
difficulty, the training for the hard sequences sub-set is started. If the error rate is 
higher than 50%, the confirmation event is triggered only for sequences with a hard 
difficulty level. The best scenario takes place when the user is able to surpass the 
maximum accepted error rates for all the difficulty levels. In this situation, the con-
firmation event is turned off, and an output request is immediately triggered for any 
kind of input sequence composed only by gamepad buttons. 

Defining the ideal maximum acceptable error rates is not easy. With this in mind, 
we made it possible to also configure these values in the XML grammar.  

The joystick phase of the training session can be used to calculate the maximum 
amplitude achieved by the user. This value can then be used to parameterize the max-
imum speed value. Imagining a user who can only push the joystick to 50% of its 
maximum amplitude, the speed can be calculated by multiplying the axis value by 
two. This feature was not implemented. However, all the background preparation to 
implement it was set for future work. 

The speech component of the training session was used to define the recognition 
trust level for each of the voice commands. The trust level is a percentage value re-
trieved by the speech recognition engine. This value is used to set the minimum rec-
ognition level for the recognition module.  

Finally, the head movement phase of the training session has a similar purpose to 
the joystick's phase. Additionally, the maximum amplitude for each direction can be 
used to determine the range that will trigger each one of the leaning inputs of the head 
gestures recognition.  

An extension of this profiling is related to the facial expressions and thoughts. A 
brain computer interface (BCI) was incorporated which can recognize the facial  
expressions and thoughts. However several patients suffering of cerebral palsy for 
example, are not able to produce all the facial expressions. For that reason it is also 
implemented a component in the profiling for testing the facial expressions (and even 
the thoughts) and where all the brain activity is recorded using the 14 sensors in the 
BCI for posterior analysis.  
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In general, the achieved results show the good performance of the individuals us-
ing gamepad and voice commands. The behaviour with head movements reflects 
more asymmetry and heterogeneous results, since several moderate and severe out-
liers exist in the time results. The time consumed to perform the sequences confirmed 
the complexity of the tasks as can be seen in Fig. 7. In terms of average time between 
buttons (Fig. 7) it is interesting to notice the results for the last sequence. Although it 
is more complex and longer it has a positive asymmetry distribution. This probably 
reveals that training may improve the user’s performance. 

In terms of errors, the third sequence presents a higher result with at least one fail. 
The last sequence presented a case where 12 errors were committed. 

Table 1. Contingency table with the errors of sequences using gamepad 

 Number of Errors 
Seq 0 1 2 3 4 5 6 12 

1 30 1 2 0 0 0 0 0 
2 31 2 0 0 0 0 0 0 
3 20 7 3 1 1 0 1 0 
4 27 1 1 1 0 2 0 1 

Table 2 presents several descriptive statistics, such as central tendency (mean, me-
dian) and dispersion (standard deviation, minimum and maximum), for the trust level 
of speech recognition. 

Table 2. Descriptive Statistics for the trust level of speech recognition 

Sentence Mean Median S. Dev Min Max 

“Go Forward” 95.36 95.50 0.51 93.9 95.9 
“Go Back” 94.37 95.00 2.44 82.2 95.9 

“Turn Right” 95.31 95.40 0.42 94.4 95.9 
“Turn Left” 94.76 95.20 1.42 88.4 95.8 
“Left Spin” 93.69 94.90 2.88 83.1 95.8 

“Right Spin” 94.82 95.00 1.25 89.7 97.2 
“Stop” 92.67 94.30 3.85 82.2 95.8 

Total Sentences 94.43 94.99 1.08 92.24 95.93 

The speech recognition has very good results. In fact, the minimum of minimums 
was 82.2 for the sentences “Go Back” and “Stop”. The expression “Go Forward” has 
the highest mean and median. The sentence “Stop” is more heterogeneous since it has 
the higher standard deviation (3.85). 

The paired samples t test was applied with a significance level of 0.05 to compare 
the means of time using joystick and head movements. The null hypothesis was estab-
lished: the means of time to perform the target tasks with joystick and head move-
ments were equal. The alternative hypothesis is: the means of time to perform  
the target tasks with joystick and head movements were different. The achieved pow-
er was of 0.80 with an effect size of 0.5. Table 3 contains the p values of the paired 
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sample t tests and the 95% confidence interval of the difference. Observing the results 
for the positions Down and Northwest, it is valid to claim there are statistical evi-
dences to affirm that the mean of time with joystick and head movements is different. 
This reveals the different performance by using in the same experience the joystick 
and the head movements. 

Table 3. Confidence intervals of the difference and p values 

 
95% Confidence Interval of 

the difference 
 

Move the red dot to: Lower Upper P value 
Right -2.29 0.67 0.273 
Up -1.38 0.08 0.080 

Down -9.67 -1.87 0.005* 
Northeast -2.89 0.66 0.211 
Northwest -2.74 -0.17 0.028* 
Southeast -6.26 1.00 0.150 

Northeast - Northwest - 
Southeast 

-5.32 0.37 0.085 

Clustering analysis is a technique that can be used to obtain the information about 
similar groups. In the future, this can be used to extract characteristics for classifica-
tion and users’ profiling. 

The results obtained by hierarchical clustering, using the nearest neighbour method 
and squared Euclidean distance, show the similar performance of subjects except one 
individual. In this case, using the R-square criteria, the number of necessary clusters 
to achieve 80% of the total variability retain by the clusters is 12. Since the sample of 
volunteers was from the same population, this kind of conclusions are very natural. So 
the next step will consist in obtain information about handicapped people. In fact, if 
the clusters of subjects could be defined then it should be interesting to work with 
supervised classification in which the best command mode would be the class. 

6 Conclusions and Future Work 

Although many Intelligent Wheelchair prototypes are being developed in several re-
search projects around the world, the adaptation of user interfaces to each specific patient 
is an often neglected research topic. Typically, the interfaces are very rigid and adapted to 
a single user or user group. The Intellwheels project is aiming at developing a new con-
cept of Intelligent Wheelchair controlled using high-level commands processed by a 
multimodal interface. However, in order to fully control the wheelchair, users must have 
a wheelchair interface adapted to their characteristics. In order to collect the characteris-
tics of individuals it is important to have variables that can produce a user profile. The 
first stage must be a statistical analysis to extract knowledge of user and the surrounding.  
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The second stage must be a supervised classification to use Machine Learning algorithms 
in order to construct a model for automatic classification of new cases. 

This paper mainly refers to the proposal of a set of tasks for extracting the required 
information for generating user profiles. A preliminary study has been done with sev-
eral voluntaries, enabling to test the proposed methodology before going to the field 
and acquiring information with disabled individuals. In fact, this will be the next step 
of future work. The test set presented in this paper will be tested by a group of dis-
abled individuals, and the results of both experiments will be compared to check if the 
performances of both populations are similar. Also, in order to collect feedback re-
garding the system usability, disabled users will be invited to drive the wheelchair in a 
number of real and simulated scenarios. 
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Abstract. In this paper, we propose a novel approach on merging the trust dis-
tributions of an explorer agent in its advisors with the trust distributions of the
advisor agents in a target agent. These two sets of merged distributions represent
the trust of different, yet connected, agents in a multi-agent system. The deduced
distribution measures an approximation of the explorer agent’s trust in the tar-
get agent. The proposed approach can serve as a building block for estimating
the trust distribution of an agent of interest in the multi-agent systems, who is
accessible indirectly through a set of sequentially connected agents.

A common issue of modelling trust is the presence of uncertainty, which arises
in scenarios where there is either lack of adequate information or variability in
an agent’s level of trustworthiness. In order to represent uncertainty, possibility
distributions are used to model trust of the agents.

Keywords: Possibility theory, Uncertainty, Trust, Multi-agent systems.

1 Introduction

Social networking sites have become the preferred venue for social interactions. Despite
the fact that social networks are ubiquitous on the Internet, only few websites exploit
the potential of combining user communities and online marketplaces. The reason is
that users do not know which other users to trust, which makes them suspicious of
engaging in online business, in particular if many unknown other parties are involved.
This situation, however, can be alleviated by developing trust metrics such that a user
can assess and identify trustworthy users. In the present study, we focus on developing
a trust metric for estimating the trust of a target agent, who is unknown, through the
information acquired from a group of advisor agents who had direct experience with
the target agent, subject to possible trust uncertainty.

Each entity in a social network can be represented as an agent who is interacting
with its network of trustees, which we refer to as advisors, where each advisor agent
in turn is in interaction with an agent of interest, which we refer to as a target agent.
Each interaction can be considered as a trust evaluation between the trustor agent, i.e.,
the agent who trusts another entity, and the trustee agent, i.e., the agent whom is being
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trusted. In the context of interactions between a service provider (trustee) and customers
(trustors), some companies (e.g., e-bay and amazon) provide means for their customers
to provide their feedback on the quality of the services they receive, under the form of a
rating chosen out of a finite set of discrete values. This leads to a multi-valued domain
of trust, where each trust rating represents the level of trustworthiness of the trustor
agent as viewed by the trustee agent. While most of the web applications ask users to
provide their feedbacks within such a multi-valued rating domain, most studies [1], [2],
[3] and [4] are restricted to binary domains. Hence, our motivation for developing a
multi-valued trust domain where each agent can be evaluated within a multi-valued set
of ratings.

An agent may ask its advisors to provide information on a target agent who is un-
known to him. The advisors are not necessarily truthful (e.g., competition among market
shares, medical records when buying a life insurance) and therefore may manipulate
their information before reporting it. In addition, the advisor agents’ trustworthy be-
haviour may differ from one interaction to another, leading to some uncertainty about
the advisors’ trustworthiness and the accuracy of information revealed by them.

Possibility distribution is a flexible tool for modelling an agent’s trust considering
uncertainties which arises form either lack of sufficient information about an agent’s
trust or the variability in the agent’s degree of trustworthiness. Possibility theory was
first introduced by [5] and further developed by Dubois and Prade [6]. It was utilized,
e.g., to model reliability [7]. We use possibility distributions to represent the trust of
an agent with respect to its uncertainties. Further, we propose an approach on merging
the possibility distributions of an explorer agent’s trust in it’s advisors with the reported
possibility distributions by the advisors on a target agent’s trust. The resulted possibility
distribution represents an estimation of the explorer’s trust in the target agent. The rest
of the paper is structured as follows: Section 2 describes the related works. Section 3
provides a detailed description of the problem domain. Section 4 reviews some fusion
rules for merging possibility distributions. In Section 6, we propose our approach on
merging two different sets of the possibility distributions in order to estimate the target
agent’s trust. Finally, in Section 7, extensive experimental evaluations are presented to
validate the proposed merging approach.

2 Related Work

Considerable research has been accomplished in multi-agent systems providing models
of trust and reputation, a detailed overview of which is provided in [8]. In reputation
models, an aggregation of opinions of members towards an individual member which
is usually shared among those members is maintained. Starting with [9], the reputation
of an agent can be evaluated and updated by agents over time. However, it is implicitly
assumed that the agent’s trust is a fixed unknown value at each specific time which does
not capture the uncertainties in an agent’s trust. Regret [10] is another reputation model
which describes different dimensions of reputation (e.g. “individual dimension”, “social
dimension”). However, in this model the manipulation of information and how it can be
handled is not addressed. Some trust models try to capture different dimensions of trust.
In [11] a multi-dimensional trust containing elements like success, cost, timelines and
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quality is presented. The focus in this work is on the possible criteria that is required to
build a trust model. However, the uncertainty in an agent’s behavior and how it can be
captured is not considered.

The work of [12] estimates the trust of an agent considering “direct experience”,
“witness information”, “role-based rules” and “third-party references provided by the
target agents”. Although the latter 2 aspects are not included in our model, it is based on
the assumption that the agents are honest in exchanging information with one another.
In addition, despite the fact that the underlying trust of an agent is assumed to have
a normal distribution, the estimated trust is a single value instead of a distribution. In
other words, it does not try to measure the uncertainty associated with the occurrence
of each outcome of the domain considering the results of the empirical experiments.

In all of the above works the uncertainty in the trust of an agent is not considered.
We now review the works that address uncertainty. Reece et al. [3] present a multi-
dimensional trust in which each dimension is binary (successful or unsuccessful) and
corresponds to a service provided in a contract (video, audio, data service, etc.). This
paper is mainly concentrated on fusing information received from agents who had direct
observations over a subset of services (incomplete information) to derive the complete
information on the target entity while our work focuses on having an accurate estimation
when there is manipulation in the acquired information.

Yu and Singh [13] measure the probability of trust, distrust and uncertainty of an
agent based on the outcomes of inter-agent interactions. The uncertainty measured in
this work is equal to the frequency of the interaction results in which the agent’s perfor-
mance is neither highly trustworthy nor highly untrustworthy which can be inferred as
lack of both trust and distrust in the agent. However, the uncertainty that we capture is
due to lack of adequate information on an agent’s trust or the variability in the agent’s
degree of trustworthiness regardless of how trustworthy the agent is. In other words,
when an agent acts with high uncertainty it’s degree of trustworthiness is hard to pre-
dict for future interactions. We do not consider uncertainty as lack of trust or distrust,
but the variability in the degree of trustworthiness. In both works of [13] and [3] the
possibility of having malicious agents providing falsified reports is ignored. The works
of [1] and [2] provide probabilistic computational models measuring belief, disbelief
and uncertainty from binary interactions (positive or negative). Although the manipu-
lation of information by the reporter agents is not considered in these works, they split
the interval of [0, 1] between these 3 elements measuring a single value for each one of
them. We do not capture uncertainty in the same sense by measuring a single value, in-
stead we consider uncertainty by measuring the likelihood of occurrence of every trust
element in the domain and therefore capturing the possible deviation in the degree of
trustworthiness of the agents.

One of the closest works to our model which includes both uncertainty and the ma-
nipulation of information is Travos [4]. Although this work has a strong probabilistic
approach and covers many issues, it is yet restricted to binary domain of events where
each interaction, which is driven from the underlying probability that an agent fulfills
it’s obligations, is either successful or unsuccessful. Our work is a generalization of this
work in the sense that it is extended to a multi-valued domain where we associate a
probability to the occurrence of each trust value in the domain. Extension of the Travos
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model from binary to multi-valued event in the probabilistic domain is quite challeng-
ing due to its technical complexity. We use possibility theory which is a flexible and
strong tool to address uncertainty and at the same time it is applicable to multi-valued
domains. BLADE [14] is another recent trust model which considers subjectivity, de-
ception and change. While we address the latter two features, the first one is missing in
our model. The subjectivity reflects the personal point of view of each agent regarding
the quality of a service, which can differ from an agent to another. BLADE considers
the uncertainty arising from variability, however, it does not model the uncertainty due
to ignorance. This is a shortcoming of the probabilistic models which are too normative
to consider all sorts of uncertainty [6] and cannot demonstrate the uncertainty arising
from ignorance .

3 Multi-agent Platform

In this section, we present the components that build the multi-agent environment and
the motivation behind each choice. We first discuss the set of trust values (Section 3.1),
the agent’s internal trust distribution (Section 3.2) and the interactions among the agents
(Section 3.3). Later, we describe the formation of the possibility distribution on an
agent’s trust (Section 3.4) and the possible agent information manipulations (Section
3.5). Finally, the game scenario in this paper is discussed (Section 3.6).

3.1 Trust Values

Service providers ask customers to provide their feedbacks on the received services
commonly in form of a rating selected from a multi-valued set. The selected rating in-
dicates a customer’s degree of satisfaction or, in other words, its degree of trust in the
provider’s service. This motivates us to consider a multi-valued trust domain. We de-
fine a discrete multi-valued set of trust ratings denoted by T , with τ being the lowest,
τ being the highest and |T | representing the number of trust ratings. All trust ratings
are within [0, 1] and they can take any value in this range. However, if the trust rat-
ings are distributed in equal intervals, the ith trust rating equals to: (i − 1)/(|T | −
1) for i = 1, 2, . . . , |T |. For example, if |T | = 5, then the set of trust ratings is
{0, 0.25, 0.5, 0.75, 1}.

3.2 Internal Probability Distribution of an Agent’s Trust

In our multi-agent platform, each agent is associated with an internal probability dis-
tribution of trust, which is only known to the agent. This allows modelling a specific
degree of trustworthiness in that agent where each trust rating τ is given a probability
of occurrence. In order to model a distribution, given its minimum, maximum, peak,
degree of skewness and peakness, we use a form of beta distribution called modified
pert distribution [15]. It can be replaced by any distribution that provides the above
mentioned parameters. Well known distributions, e.g., normal distribution, are not em-
ployed as they do not allow positive or negative skewness of the distribution. In modified
pert distribution, the peak of the distribution, which is denoted by τ PEAK

a , has the highest
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probability of occurrence. This means that while the predominant behavior of the agent
is driven by τ PEAK

a and the trust ratings next to it, there is a small probability that the
agent does not follow its dominant behavior. Figure 1(a) demonstrates an example of
the internal trust distribution of an agent. The closer τ PEAK

a is to τ , the more trustworthy
the agent is and vice-versa.

3.3 Interaction between Agents

When a customer rates a provider’s service, its rating depends not only on the provider’s
quality of service but also on the customer’s personal point of view. In this paper, we
just model the provider’s quality of service. In each interaction a trustor agent, say α,
requests a service from a trustee agent, say β. Agent β should provide a service in
correspondence with its degree of trustworthiness which is implied in its internal trust
distribution. On this purpose, it generates a random value from the domain of T by using
its internal probability distribution of trust. The peak of the internal trust distribution,
τ PEAK
a , has the highest probability of selection while other trust ratings in T have a

relatively smaller probability to be chosen. This will produce a mostly specific and yet
not deterministic value. Agent β reports the generated value to α which represents the
quality of service of β in that interaction.

3.4 Building Possibility Distribution of Trust

Possibility theory is one of the current theories for addressing uncertainty arising from
variability and ignorance. Variability is due to the fluxing behaviour the system under
study while ignorance is due to lack of sufficient information about the system under
study. Probability distributions are too normative to address all sorts of uncertainty [6].
It can address variability [16], [17], but not ignorance. Ignorance can be represented by
interval analysis or possibility theory [6]. We use possibility theory as it is capable of
addressing both types of uncertainty. Moreover, as mentioned in [16], it is the simplest
theory for addressing incomplete information (ignorance). These are the main factors
guiding us to use the possibility theory for addressing uncertainty in this research.

Once a number of interactions between a trustor agent, α, and a trustee agent, β,
agent α is completed, we can model the trust distribution of β, by usage of the val-
ues received from β during their interactions. If the number of interactions between
the agents is high enough, the frequencies of each trust rating can almost represent the
internal trust distribution of β. Otherwise, if few interactions are made, the randomly
generated values may not represent the underlying distribution of β’s trust [18]. In order
to model an agent α’s trust with respect to the uncertainty associated with the occur-
rence of each trust rating in the domain, we use possibility distributions which can
present the degree of possibility of each trust rating in T . A possibility distribution is
defined as: Π : T → [0, 1] with max

τ∈T
Π(τ) = 1.

We apply the approach of [18] to build a possibility distribution from empirical data
given the desired confidence level. In this approach, first simultaneous confidence in-
tervals for all trust ratings in the domain are measured by usage of the empirical data
(which in our model are derived from interaction among agents). The measured con-
fidence intervals are based on the research presented in [19]. Then, an algorithm is
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proposed to simplify the process of finding the maximum value of the enumerators
number of optimizations that are required to take in order to measure the possibility of
each trust rating τ . Due to lack of space we cannot elaborate more on this process. The
detailed procedure is presented in [18].

3.5 Manipulation of the Possibility Distributions

An agent, say aS, needs to acquire information about the degree of trustworthiness of
agent aD unknown to him. On this purpose, it acquires information from its advisors like
a who are known to aS and have already interacted with aD. Each agent a is not nec-
essarily truthful for reasons of self-interest, therefore it may manipulate the possibility
distribution it has built on aD’s trust before reporting it to aS. The degree of manipu-
lation of the information by agent a is based on its internal probability distribution of
trust. More specifically, if the internal trust distribution of agents a and a′ indicate that
a’s degree of trustworthiness is lower than a′, then the reported possibility distribution
of a is more prone to error than a′. The following two algorithm introduced in this
section are examples of manipulation algorithms:

Algorithm I
for each τ ∈ T do
τ ′ ← random trust rating from T, according

to agent a’s internal trust distribution
errorτ = 1− τ ′

Πa→aD(τ) = Π̂a→aD (τ) + errorτ
end for

where Π̂a→aD (τ), ∀τ ∈ T is the possibility distribution built by a through its interac-
tions with aD and Πa→aD(τ), ∀τ ∈ T is the manipulated possibility distribution which
is reported to aS. In this algorithm, for each trust rating τ ∈ T a random trust value,
τ ′, is generated following the internal trust distribution of agent a. For highly trustwor-
thy agents, the randomly generated value of τ ′ is closer to τ and the subsequent error
(errorτ ) is closer to 0. Therefore the manipulation of the possibility value of Π̂a→aD (τ),
is insignificant. On the other hand, for highly untrustworthy agents, the value of τ ′ is
closer to τ and therefore the derived error, errorτ , is closer to 1. In such a case, the
possibility value of Π̂a→aD (τ) is considerably modified causing noticeable change in
the original values.

After measuring the distribution of Πa→aD(τ), ∀τ ∈ T , it is normalized and then
reported to aS. The normalization satisfies: (1) the possibility value of every trust rating
τ in T is in [0, 1], and (2) the possibility value of at least one trust rating in T equals to 1.
let Π̃(τ) be a non-normalized possibility distribution. Either of the following formulas
[7] generates a normalized possibility distribution of Π(τ):

(1) Π(τ) = Π̃(τ)/h, (1)

(2) Π(τ) = Π̃(τ) + 1− h, (2)

where h = max
τ∈T

Π̃(τ).
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(a) Internal Prob. Dist. of a (b) Network of Agents

Fig. 1. Multi-Agent Platform

The second manipulation algorithm is the following:

Algorithm II
for each τ ∈ T do
τ ′ ← random trust rating from T , according

to agent a’s internal trust distribution
max errorτ = 1− τ ′

errorτ = random value in [0,max errorτ ]
Πa→aD(τ) = Π̂a→aD (τ) + errorτ

end for

As for algorithm I, the distribution of Πa→aD(τ), ∀τ ∈ T is normalized before being
reported to aS. In algorithm II, an additional random selection value is added where the
random value is selected uniformly in [0,max errorτ ]. In algorithm I, the trust rating
of τ PEAK

a and the trust values next to it have a high probability of being selected. The
error added to Π̂a→aD (τ) may be neglected when the distribution is normalized. How-
ever, in algorithm II, if an agent is highly untrustworthy the random trust value of τ ′ is
close to τ and thereupon the error value of max errorτ is close to 1. This causes the
uniformly generated value in [0,max errorτ ] considerably random and unpredictable
which makes the derived possibility distribution highly erroneous after normalization.
On the other hand, if an agent is highly trustworthy, the error value of max errorτ is
close to zero and the random value generated in [0,max errorτ ] would be even smaller,
making the error of the final possibility distribution insignificant. While incorporating
some random process, both algorithms manipulate the possibility distribution based on
the agent’s degree of trustworthiness causing the scale of manipulation by more trust-
worthy agents smaller and vice-versa. However, the second algorithm acts more ran-
domly. We provide these algorithms to observe the extent of dependency of the derived
results with respect to a specific manipulation algorithm employed.

3.6 Game Scenario

In this paper, we study a model arising in social networks where agent aS makes a num-
ber of interactions with each agent a in a set A = {a1, a2, . . . , an} of n agents (agent
aS’s advisors), assuming each agent a ∈ A has carried out some interactions with agent
aD. Agent aS builds a possibility distribution of trust for each agent in A by usage of the
empirical data derived throughout their interactions, as described in Section 3.4. Each
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agent in A, in turn, builds an independent possibility distribution of trust through its
own interactions with agent aD. When aS wants to evaluate the level of trustworthiness
of aD, who is unknown to him, it acquires information from its advisors, A, to report
their measured possibility distributions on aD’s trust. Agents in A are not necessarily
truthful. Therefore, through usage of the manipulation algorithms, they manipulate their
own possibility distributions of Π̂a→aD(τ), ∀τ ∈ T in correspondence with their degree
of trustworthiness and report the manipulated distributions to aS. Agent aS uses the re-
ported distributions of Πa→aD(τ), ∀τ ∈ T by each agent a ∈ A and its trust distribution
in agent a, represented by ΠaS→a(τ), ∀τ ∈ T , in order to estimates the possibility dis-
tribution of aD’s trust. Figure 1(b) illustrates the connections between the agents in this
paper. The head of each arrow, connecting two agents, indicates the trustor while the
tail of the arrow indicates the trustee in a trust relation.

4 Fusion Rules Considering the Trust of the Agents

Let τaS→a ∈ [0, 1] be a single trust value of agent aS in agent a and Πa→aD(τ), ∀τ ∈ T
represent the possibility distribution of agent a’s trust in agent aD as reported by a to
aS. We now look at different fusion rules for merging the possibility distributions of
Πa→aD(τ), ∀τ ∈ T, ∀a ∈ A, with respect to the trust values of τaS→a, ∀a ∈ A, in order
to get a possibility distribution of ΠaS→aD (τ), ∀τ ∈ T , representing aS’s trust in aD. We
explore three most commonly used fusion rules. The first one is the Trade-off (To) rule
[20], which builds a weighted mean of the possibility distributions:

ΠTo
aS→aD(τ) =

∑
a∈A

ωa ×Πa→aD(τ), (3)

where ωa = τaS→a/
∑
a∈A

τaS→a for τ ∈ T , and ΠTo
aS→aD (τ), ∀τ ∈ T indicates the

trust distribution of aS in aD, measured by Trade-off rule. Note that the trade-off rule
considers all of the possibility distributions reported by the agents in A. However, the
degree of influence of the possibility distribution of Πa→aD(τ), ∀τ ∈ T is weighted by
the normalized trust of agent aS in agent a (which is ωa).

The next two fusion rules belong to a family of rules which modify the possibility
distribution of Πa→aD (τ), ∀τ ∈ T based on the trust value associated with it, τaS→a,
and then take an intersection [21] of the modified distributions. We refer to this group of
fusion rules as Trust Modified (TM) rules. Therein, if τaS→a = 1, Πa→aD (τ), ∀τ ∈ T
remains unchanged, meaning that agent aS’s full trust in a results in total acceptance
of possibility distribution of Πa→aD (τ), ∀τ ∈ T reported by a. The less agent a is
trustworthy, the less its reported distribution is reliable and consequently its reported
distribution of Πa→aD(τ), ∀τ ∈ T is moved closer towards a uniform distribution by
TM rules. In the context of possibility distributions, the uniform distribution provides
no information as all trust values in domain T are equally possible which is referred to
as complete ignorance [22]. The more a distribution of Πa→aD(τ), ∀τ ∈ T gets closer
to a uniform distribution, the less likely it is selected in the intersection phase [21] of
the TM rules. We selected the following two TM fusion rules:
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Yager [23]:

ΠY
aS→aD (τ) = min

a∈A
[τaS→a ×Πa→aD(τ) + 1− τaS→a] . (4)

Dubois and Prade [24]:

ΠDP
aS→aD (τ) = min

a∈A
[max(Πa→aD (τ), 1 − τaS→a)] . (5)

In Yager’s fusion rule, the possibility of each trust value τ moves towards a uniform dis-
tribution as much as (1−τaS→a), which is the extent to which the agent a is not trusted.
In Dubois and Prade’s fusion rule, when an agent’s trust declines, the max operator
would more likely select 1 − τaS→a and, hence, the information in Πa→aD (τ), ∀τ ∈ T
reported by a gets closer to a uniform distribution. Consequently, it has a less chance of
being selected by the min operator.

Once a fusion rule in this Section is applied, the resulted possibility distribution of
ΠaS→aD(τ), ∀τ ∈ T is normalized to represent the possibility distribution of agent aS’s
trust in aD.

5 Merging Successive Possibility Distributions

In this section, we present the main contribution, i.e., a methodology for merging the
possibility distribution of ΠaS→a(τ), ∀τ ∈ T, ∀a ∈ A (representing the trust of agent
aS in its advisors) with the possibility distribution of Πa→aD(τ), ∀τ ∈ T, ∀a ∈ A
(representing the trust of the agent set A in agent aD). These two possibility distributions
are associated to the trust of entities at successive levels in a multi-agents systems and
hence giving it such a name.

In order to perform such a merging, we need to know how the distribution of
Πa→aD(τ), ∀τ ∈ T changes, depending on the characteristics of the possibility distri-
bution of ΠaS→a(τ), ∀τ ∈ T . We distinguish the following cases for a proper merging
of the successive possibility distributions.

5.1 Specific Case

Consider a scenario where

∃!τ ′ , τ ≤ τ ′ ≤ τ and ΠaS→a(τ) =

{
1, τ = τ ′

0, otherwise
i.e., only one trust value is possible in the domain of T and the possibility of all other
trust values is equal to 0. Then, trust of agent aS in agent a can be associated with a
single value of τaS→a = τ ′ and the fusion rules described in section 4 can be applied to
get the possibility distribution of ΠaS→aD(τ), ∀τ ∈ T .

Considering the TM fusion rules, for each agent a, first the possibility distribution
of Πa→aD (τ), ∀τ ∈ T is transformed based on the trust value of τaS→a = τ ′ as dis-
cussed in Section 4. Then, an intersection of the transformed possibility distribution is
taken and the resulted distribution is normalized to get the possibility distribution of
ΠaS→aD(τ), ∀τ ∈ T .
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5.2 General Case

For each agent a, we have a subset of trust ratings, which we refer to as T POS
a , such that:

1) T POS
a ⊂ T,

2) If ΠaS→a(τ) > 0, then τ ∈ T POS
a ,

3) If ΠaS→a(τ) = 0, then τ ∈ {T − T POS
a }.

Each trust rating value in T POS
a is possible. This means that the trust of agent aS in a

can possibly take any value in T POS
a and consequently any trust rating τ ∈ T POS

a can be
possibly associated with τaS→a. However, the higher the value of ΠaS→a(τ), the higher
the likelihood of occurrence of trust rating τ ∈ T POS

a . We use the possibility distribution
of ΠaS→a(τ), ∀τ ∈ T to get the relative chance of happening of each trust rating in
T POS
a . In this approach, we give each trust rating τ , a Possibility Weight (PW) equal to:

PW (τ) = ΠaS→a(τ)/
∑

τ ′∈T POS
a

ΠaS→a(τ ′). (6)

Higher value of PW (τ) implies more occurrences chance of the trust rating τ . Hence,
any trust rating τ ∈ T POS

a is possible to be observed with a weight of PW (τ) and
merged with Πa→aD (τ), ∀τ ∈ T using one of the fusion rules.

Considering the General Case, there are a total of |A| = n agents and each agent a
has a total of |T POS

a | possible trust values. For a possible estimation of ΠaS→aD(τ), ∀τ ∈
T , we need to choose one trust rating of τ ∈ T POS

a for each agent a ∈ A. Having
|A| = n agents and a total of |T POS

a | possible trust ratings for each agent a ∈ A, we can
generate a total of

∏
a∈A

|T POS
a | = K possible ways of getting the final possibility of

ΠaS→aD(τ), ∀τ ∈ T . This means that any distribution out of K distributions is possible.
However, they are not equally likely to happen. If agent aS chooses trust rating τ1 ∈
T POS
a1

for agent a1, τ2 ∈ T POS
a2

for agent a2, and finally τn for agent an ∈ T POS
an

, then the
possibility distribution of ΠaS→aD(τ), ∀τ ∈ T derived from these trust ratings has an

Occurrence Probability(OP) of
n∏

i=1

PW (τi).

For every agent a, we have:
∑

τ∈T POS
a

PW (τ) = 1, then considering all agents we have:

∑
τ1∈T POS

a1

∑
τ2∈T POS

a2

. . .
∑

τn∈T POS
an

PW (τ1) × PW (τ2) × . . . × PW (τn) = 1. (7)

As can be observed above, the PW is normalized in such a way that, for every set
of trust ratings {τ1, τ2, . . . , τn} (where τi ∈ T POS

ai
), the corresponding OP of this set

can be measured through multiplication of PW of the trust ratings in the set, namely
PW (τ1)× PW (τ2)× . . .× PW (τn).

5.3 Trust Event Coefficient

The PW (τ) value shows the relative possibility of τ compared to other values in T of
an agent a. However, we still need to compare the possibility of a given trust rating τ ,



Merging Agents’ Trust Distributions in a Possibilitic Domain 293

for an agent a, compared to other agents in A. If the possibility weights of two agents
are equal, say 0.2 and 0.8 for trust ratings τ and τ , and the number of interactions with
the first agent is much higher than the second agent, we should give more credit to the
first agent’s reported distribution of Πa→aD(τ), ∀τ ∈ T . However, the current model
is unable of doing so. Therefore, we propose to use a Trust Event Coefficient for each
trust value τ , denoted by TEC(τ), in order to consider the number of interactions, which
satisfies:

1) If mτ = 0, TEC(τ) = 0

2) If ΠaS→a(τ) = 0, TEC(τ) = 0

3) If mτ ≥ mτ ′ , TEC(τ) ≥ TEC(τ ′)
4) If mτ = mτ ′ and ΠaS→a(τ) ≥ ΠaS→a(τ

′),
TEC(τ) ≥ TEC(τ ′),

where τ ∈ T POS
a , mτ is the frequency of the trust rating τ in the interactions between

agents aS and a. Considering conditions 1) and 2), if the number of occurrences of trust
rating τ or its corresponding possibility is 0, then TEC(τ) is also zero. Condition 3)
increases the value of TEC by increasing the number of occurrences of trust rating τ . As
observed in Condition 4), if the number of observances of two trust ratings, τ and τ ′ are
equal, then the trust rating with higher possibility is given the priority. When comparing
the number of interactions and the possibility value of ΠaS→a(τ), the priority is given
first to number of the interactions, and then, to the the possibility value of ΠaS→a(τ)
in order to avoid giving preference to the possibility values driven out of few interac-
tions. The following formula is an example of a TEC function which satisfies the above
conditions.

TEC(τ) =

{
0, mτ = 0 or ΠaS→a(τ) = 0

[1/(γ ×mτ )]
(1/mτ ) + ΠaS→a(τ)

χ , otherwise
(8)

where γ > 1 is the discount factor and χ # 1. Higher values of γ impede the
convergence of TEC(τ) to one and vice-versa. χ which is a very large value insures that
the influence of ΠaS→a(τ) on TEC(τ) remains trivial and is noticeable only when the
number of interactions are equal. In this formula, as mτ grows, TEC(τ) converges to
one. TEC(τ) can be utilized as a coefficient for trust rating τ when comparing different
agents. Note that the General Case mentioned above gives the guidelines for merging
successive possibility distributions and TEC feature is only used as an attribute when
the number of interactions should be considered and can be ignored otherwise.

6 Possibility Distribution of Agent aS’s Trust in Agent aD

We propose two approaches for estimating the final possibility distribution of
ΠaS→aD(τ), ∀τ ∈ T considering different available possible choices. The first ap-
proach is to consider all K possibility distributions of ΠaS→aD(τ), ∀τ ∈ T and take the
weighted mean of them by giving each distribution ΠaS→aD (τ), ∀τ ∈ T a weight equal
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to its Occurrence Probability (OP ), measured by multiplying the possibility weight of
the trust values, PW (τi), that are used to build ΠaS→aD(τ), ∀τ ∈ T .

In the second approach, we only consider the trust ratings, τ ∈ T such that
ΠaS→a(τ) = 1. In other words, we only consider the trust ratings that have the highest
weight of PW in the T POS

a set. Consequently, the ΠaS→aD(τ), ∀τ ∈ T distributions
derived from these trust values have the highest OP value which makes them the most
expected distributions. We denote by μa the number of trust ratings, τ ∈ T POS

a that sat-
isfy ΠaS→a(τ) = 1 for agent a. In this approach, we only select the trust ratings in μa

for each agent a ∈ A and build the possibility distributions of ΠaS→aD (τ), ∀τ ∈ T out
of those trust ratings. After building M =

∏
a∈A

μa different possibility distributions of

ΠaS→aD(τ), we compute their average, since all of them have equal OP weight.

Proposition 1. In both approaches, the conditions of the general case described in the
previous section are satisfied.

Proof. Proof can be easily done by enumerating different cases.

Due to the computational burden of the first approach (which requires building K dis-
tributions of ΠaS→aD (τ), ∀τ ∈ T ), we used the second approach in our experiments as
it only requires building M distributions.

To conclude this section, we would like to comment on the motivation behind us-
ing possibility distribution rather than probability distributions. Indeed, if probability
distributions were used instead of possibility distributions, in order to consider uncer-
tainty a confidence interval should be measured in place of each possibility value. Con-
sequently, in order to represent the trust of agent aS in an agent a, each possibility
value ΠaS→a(τ) should be replaced with a confidence interval. The same representa-
tion should be applied for each agent a ∈ A’s trust in aD. Now, in order to estimate the
probability distribution of agent aD’s trust with respect to its uncertainty, we need to find
some tools for merging the confidence intervals of aS’s trust in A with the confidence
intervals of A’s trust in aD. To the best of our knowledge, no work addresses this issue,
except for the following related works. In [25], the number of the occurrences of each
element in the domain, which in our model is equivalent to the number of observance
of each τ value in the interactions between agent a and aD, is reported by agents in A
to aS and then, the confidence intervals on the trust of agent aD is built by aS. The work
of [26] measures the confidence intervals of aD’s trust out of several confidence inter-
vals provided by agents in A. In both works, the manipulation of information by the
agents in A is not considered and for building the confidence intervals of aD, the trust
of agent aS in A is neglected. Despite lack of proper tool in the probability domain,
we employed possibility distributions as they can address the same problem in a much
simpler approach.

7 Experiments

We first introduce two metrics for evaluating the outcomes of our experiments and then
present the experimental results.
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7.1 Evaluation Metrics

Metric I - How Informative is a Possibility Distribution? In the context of the possibility
theory, the uniform distribution contributes no information, as all of the trust ratings are
equally possible and cannot be differentiated. This state is referred to as “complete
ignorance” [22]. Consequently, the more a possibility distribution deviates from the
uniform distribution, the more it contributes information. The following distribution
provides the state of “complete knowledge” [22]:

∃! τ ∈ T : Π(τ) = 1 and Π(τ ′) = 0, ∀τ ′ �= τ, (9)

where only one trust value in T has a possibility greater than 0. We assign an informa-
tion level of 1 and 0 to the distribution of Eq.(9) and the uniform distribution, respec-
tively. In the general case, the information level (denoted by I) of a distribution having
a total of |T | trust ratings, is equal to:

I(Π(τ)) =
1

|T | − 1

∑
τ∈T

(1−Π(τ)). (10)

Here the distance of each possibility value of Π(τ) from the uniform distribution is
measured first for all trust ratings of T . Then, it is normalized by |T | − 1, since at least
one trust rating must be equal to 1 (property of a possibility distribution).

Metric II - Estimated Error of a Possibility Distribution. In this section, we want to
measure the difference between the estimated possibility distribution of agent aD’s trust,
as measured in Section 6, and the true possibility distribution of aD’s trust. In order to
measure the true possibility distribution of agent aD’s trust, the true probability distri-
bution of agent aD’s trust (which is its internal probability distribution of trust) should
be transformed to a possibility distribution. Dubois et al. [27] provide a probability to
possibility transformation tool. Through usage of their tool, the true possibility distri-
bution of aD’s trust can be measured and then compared with the estimated distribution
of ΠaS→aD (τ), ∀τ ∈ T . Let ΠaS→aD (τ), ∀τ ∈ T denote an estimated distribution, as
measured in Section 6, obtained from a fusion rule and let ΠF (τ), ∀τ ∈ T represent
the true possibility distribution of aD’s trust, transformed from its internal probability
distribution. The Estimated Error (EE) of ΠaS→aD (τ), ∀τ ∈ T is measured by taking
the average of the absolute differences between the true and estimated possibility values
over all trust ratings, τ ∈ T . The EE metric is measured as:

EE(ΠF (τ)) =
1

|T |
∑
τ∈T

|ΠaS→aD(τ) −ΠF (τ)| . (11)

7.2 Experimental Results

We set up extensive experiments to evaluate our merging approaches. We divide the set
A of agents into three subsets. Each subset simulates a specific level of trustworthiness
in the agents. The subsets are: AFT subset of Fully Trustworthy agents where the peak of
the probability trust distribution is 1, AHT subset of Half Trustworthy agents where the
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Table 1. Agent distribution corresponding to x values in Figure 2

Agent Distribution in (c) to (f) Agent Distribution in (a) and (b)
x 1 2 3 4 5 6 7 8 9 10 11 12 13 1 2 3 4 5 6 7 8 9 10 11

|AFT | 0 0 0 0 0 0 0 5 10 15 20 25 30 0 0 0 0 0 0 2 4 6 8 10

|AHT| 0 5 10 15 20 25 30 25 20 15 10 5 0 0 2 4 6 8 10 8 6 4 2 0
|ANT| 30 25 20 15 10 5 0 0 0 0 0 0 0 10 8 6 4 2 0 0 0 0 0 0

peak is 0.5 and ANT subset of Not Trustworthy agents where the peak is 0. We start with
A = ANT and gradually move the agents from A = ANT to A = AHT such that we reach
the state of A = AHT where all the agents belong to AHT. Later, we move agents from
A = AHT to A = AFT and we finally end up with A = AFT. Over this transformation, the
robustness of the estimated distribution of ΠaS→aD(τ), ∀τ ∈ T is evaluated with respect
to the nature of trustworthiness of the agents. We carry out separate experiments by
changing: (1) The number of agents in the set A, (2) The number of interactions between
each pair of connected agents, as demonstrated in Figure 1(b), and (3) The manipulation
Algorithm. We intend to observe the influence of each one of these components on the
final estimated distribution of ΠaS→aD(τ), ∀τ ∈ T . In all experiments, the number of
trust ratings, |T |, is equal to 5 (a commonly used value in most surveys).

Experiments with Manipulation Algorithm I. In the first set of experiments, the
manipulation algorithm I is used by agents in A. Diagrams on the left side of Figure 2
represent three different experiments where the number of agents in A and the number
of interactions among every pair of connected agents, as illustrated in Figure 1(b), have
changed. Table 1 gives the distribution of agents A into AFT ∪ ANT ∪ AHT over x axis
values in Figure 2. The three left side diagrams of Figure 2 demonstrate that through
migration of the agents from ANT to AHT and later to AFT, the I increases and EE
decreases. This is a consequence of the increase in the accuracy of information provided
by the agents in A as they become more trustworthy.

Comparing the three experiments on the left side of Figure 2, increase in the number
of agents in Figures 2(c) compared to 2(a), does not improve the results over high values
of x, where the number of the agents in the AFT subset is non-zero. This indicates that
as long as the quality of the information reported by the agents in A does not improve,
increase in the number of the agents will not improve the estimated distribution of
ΠaS→aD(τ), ∀τ ∈ T . However, from x = 2 to the case where all agents are in AHT, EE
reduces and I increases. This indicates that if agents are not completely trustworthy, an
increase in the number of agents increments the quality of the estimated distributions.
Comparing Figures 2(c) and 2(e), increase in the number of interactions in-between
the agents has increased I and decreased EE in Figure 2(e) which is a consequence
of higher information exchanges between the agents. Thus, the possibility distributions
built by the agents are derived from more information which enhances the estimation
accuracy.

Experiments with Manipulation Algorithm II. We repeat the same experiments with
manipulation algorithm II to observe the extent of influence of the chosen manipulation
algorithm by the set A on the final distribution of ΠaS→aD(τ), ∀τ ∈ T . The Diagrams
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(a) Alg. I, Agent# 10, Interaction# 20 (b) Alg. II, Agent# 10, Interaction# 20

(c) Alg. I, Agent# 30, Interaction# 20 (d) Alg. II, Agent# 30, Interaction# 20

(e) Alg. I, Agent# 30, Interaction# 50 (f) Alg. II, Agent# 30, Interaction# 50

Fig. 2. Experiments with Algorithms I and II in Different Multi-Agent Settings

on the right side of Figure 2 represent the results of these experiments. These graphs
demonstrate the same trends as algorithm I. However, more volatility is observed in the
graphs of Algorithm II compared to Algorithm I as the graphs are not monotonically
changing over the x axis. Indeed, this is a consequence of the increased randomization
of manipulation algorithm II compared to algorithm I.

Comparing the fusion rules, DP outperforms other fusion rules in all experiments of
Algorithm I and II. This is due to the fact that the DP rule is more categoric in its igno-
rance of the agents who are not trustworthy compared to the other two fusion rules. We
performed additional experiments and the results show that through higher number of
interactions among the agents, increase in the agents degree of trustworthiness, increase
in the number of agents in A, and finally decrease in the number of trust ratings (|T |),
the quality of estimation results enhances.

8 Conclusions

In this paper we analysed the properties of merging successive possibility distributions,
representing the trust of the agents in successive levels of a multi-agent system. This
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is the first work that merges successive possibility distributions generated at different
levels of a multi-agent system. We used this approach in order to estimate the trust of an
unknown agent, through the information provided by a set of self-interested agents who
are partially known to the explorer agent. The approach presented in this paper can be
extended to estimate the trust of an agent of interest in the multi-agent systems, who can
be reached through a set of sequentially connected agents. In addition, we addressed un-
certainty in our trust model, arising from variability and ignorance in the empirical data
that are generated from an unknown distribution, through usage of the possibility dis-
tributions. Finally, we applied the proposed merging approach in extensive experiments
to validate our estimation results.

References

1. Jøsang, A.: A logic for uncertain probabilities. Int. J. Uncertain. Fuzziness Knowl.-Based
Syst. 9, 279–311 (2001)

2. Wang, Y., Singh, M.: Evidence-based trust: A mathematical model geared for multiagent
systems. ACM Trans. Auton. Adapt. Syst. 5, 14:1–14:28 (2010)

3. Reece, S., Roberts, S., Rogers, A., Jennings, N.R.: A multi-dimensional trust model for het-
erogeneous contract observations. In: Proc. of AAAI, pp. 128–135 (2007)

4. Teacy, W.T.L., Patel, J., Jennings, N.R., Luck, M.: Travos: Trust and reputation in the context
of inaccurate information sources. Auton. Agent Multi-Agent Sys. 12, 183–198 (2006)

5. Zadeh, L.: Fuzzy sets as a basis for a theory of possibility. Fuzzy Sets and Systems 1, 3–28
(1978)

6. Dubois, D., Prade, H.: Possibility Theory: An Approach to the Computerized Processing of
Uncertainty. Plenum Press (1988)

7. Delmotte, F., Borne, P.: Modeling of reliability with possibility theory. IEEE Transactions on
Systems, Man, and Cybernetics 28, 78–88 (1998)

8. Ramchurn, S.D., Huynh, D., Jennings, N.R.: Trust in multi-agent systems. The Knowledge
Engineering Review 19, 1–25 (2004)

9. Zacharia, G., Moukas, A., Maes, P.: Collaborative reputation mechanisms for electronic mar-
ketplaces. Decision Support Systems 29, 371–388 (2000)

10. Sabater, J., Sierra, C.: Regret: A reputation model for gregarious societies. In: 4th Workshop
on Deception, Fraud and Trust in Agent Societies, pp. 61–69. ACM (2001)

11. Griffiths, N.: Task delegation using experience-based multi-dimensional trust. In: Proc. of
AAMAS, pp. 489–496 (2005)

12. Huynh, T.D., Jennings, N.R., Shadbolt, N.R.: An integrated trust and reputation model for
open multi-agent systems. In: Proc. of AAMAS, vol. 13, pp. 119–154 (2006)

13. Yu, B., Singh, M.P.: An evidential model of distributed reputation management. In: Proc. of
AAMAS, pp. 294–301. ACM (2002)

14. Regan, K., Poupart, P., Cohen, R.: Bayesian reputation modeling in e-marketplaces sensitive
to subjecthity, deception and change. In: Proceedings of the 21st National Conference on
Artificial Intelligence, vol. 2, pp. 1206–1212. AAAI Press (2006)

15. Vose, D. (ed.): Risk Analysis: A Quantitative Guide, 3rd edn. Wiley (2008)
16. Dubois, D.: Possibility theory and statistical reasoning. Computational Statistics and Data

Analysis 51, 47–69 (2006)
17. Ferson, S., Ginzburg, L.R.: Diferent methods are needed to propagate ignorance and vari-

ability. Reliability Engineering and System Safety 54, 133–144 (1996)
18. Masson, M.H., Denœux, T.: Inferring a possibility distribution from empirical data. Fuzzy

Sets Syst. 157, 319–340 (2006)



Merging Agents’ Trust Distributions in a Possibilitic Domain 299

19. Goodman, L.A.: On simultaneous confidence intervals for multinomial proportions. Techno-
metrics 7, 247–254 (1965)

20. Yager, R.: On mean type aggregation. IEEE Transactions on Systems, Man, and Cybernet-
ics 26, 209–221 (1996)

21. Zadeh, L.: Fuzzy sets. Information and Control 8, 338–353 (1965)
22. Dubois, D., Prade, H.: Fuzzy sets in approximate reasoning, part 1: inference with possibility

distributions. Fuzzy Sets Syst. 40, 143–202 (1991)
23. Yager, R.R.: On the dempster-shafer framework and new combination rules. Inf. Sci. 41,

93–137 (1987)
24. Dubois, D., Prade, H.: When upper probabilities are possibility measures. Fuzzy Sets

Syst. 49, 65–74 (1992)
25. Destercke, S.: Evaluating Trust from Past Assessments with Imprecise Probabilities: Com-

paring Two Approaches. In: Deshpande, A., Hunter, A. (eds.) SUM 2010. LNCS, vol. 6379,
pp. 151–162. Springer, Heidelberg (2010)

26. Campos, L., Huete, J., Moral, S.: Probability intervals: a tool for uncertain reasoning. Inter-
national Journal of Uncertainty, Fuzziness and Knowledge-based Systems 2, 167–196 (1994)

27. Dubois, D., Foulloy, L., Mauris, G., Prade, H.: Probability-possibility transformations, trian-
gular fuzzy sets, and probabilistic inequalities. Reliable Computing 10, 273–297 (2004)



Building Self-adaptive Software Systems with
Component, Services & Agents Technologies: Self -OSGi

Mauro Dragone

University College Dublin (UCD), Ireland
CLARITY Centre for Sensor Web Technologies, Belfield, Dublin, Ireland

mauro.dragone@ucd.ie
http://www.csi.ucd.ie/users/mauro-dragone

Abstract. This paper examines component & service, and agent technologies,
and shows how to build a component & service-based framework with agent-like
features for the construction of software systems with self-configuring,
self-healing, self-optimizing, and self protecting (self-*) properties. This paper
illustrates the design of one such framework, Self -OSGi, built over Java tech-
nology from the Open Service Gateway Initiative (OSGi) and loosely based on
the Belief, Desire, Intention (BDI) agent model. The use of the new framework
is illustrated and benchmarked with a simulated robotic application and with a
dynamic service-selection test.

Keywords: Autonomic software, Self-* software systems, Agent oriented soft-
ware engineering, Component based software engineering.

1 Introduction

Today, autonomic and adaptive software architectures are pursued in a number of re-
search and application strands, including Robotics, cyber-physical systems, wireless
sensor networks, and pervasive and ubiquitous computing.

In order to operate in these highly dynamic, unpredictable, distributed and open
environments, these software systems must exhibit self-configuring, self-healing, self-
optimizing, and self protecting (self-*) properties.

These problems are being addressed by both the Component-Based Software En-
gineering (CBSE) and the Agent-Oriented Software Engineering (AOSE) paradigms,
each offering a modular design by which to encapsulate, integrate and organize the
different systems functionalities

CBSE operates by posing clear boundaries between architectural modules (the com-
ponents) and guiding the developers in re-using and assembling these components into
applications. This typically involves an unambiguous description of the component’s
behavioral properties, and the set of their legitimate mutual relationships, in terms of
provided and required interfaces (the services).

More recently, in order to adapt to varying resource availability and to increase sys-
tem fault-tolerance, component frameworks are also provided with limited run-time
flexibility through late-binding and dynamic wiring of component’s interfaces.
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Noticeably, this makes component & service based systems already resemble AOSE
solutions, by favouring a component-centric rather than a global system perspective.
However, they fail to provide an adequate support for these adaptive implementations,
in terms of a common adaptation model and/or adaptation steps. Thus, the developer
has to write custom, application-specific adaptation code. This makes difficult to en-
sure that a consistent and interoperable adaptation strategy is applied throughout all the
components in one application, and also to maintain, and re-use these strategies across
multiple applications.

In contrast, AOSE provides a method of abstraction and system decomposition
based on agentification. This transforms a software application into a goal-oriented,
autonomous agent by building a wrapper around it so it can interoperate with the rest
of the system through standard, Agent Communication Language (ACL) interfaces and
associated coordination protocols.

However, the emphasis of AOSE and associated multiagent programming platforms
and toolkits is the coordination of large scale, deliberative multiagent systems (MASs)
while issues arising from low-level, application specific functionalities are often over-
looked. Consequently, as noted in [8], using an agent platform limit the acceptance of
mobile agents as simple programming constructs, as the programmer is forced to cen-
ter its development, its programming units, and its whole applications on the concept
of agent. Rather than a middleware-type complement to traditional (object/component-
oriented) software development, agents then become the frontware and require the def-
inition of complex interfaces toward the application and operating system resources.

These are the main motivations for seeking tightly integrated architectures that lever-
age the different characteristics and advantages of AOSE and CBSE. In particular, the
focus of this work is the unification between agent, component and service concepts in
a single methodology for the construction of autonomic software systems with Self-*
properties. On one hand, this work aims to define a set of re-usable, modular end ex-
tensible adaptation mechanisms for component & service-based systems. On the other
hand, the same approach will produce modular and lightweight agent systems that are
tightly integrated with mainstream component & service technology.

The remainder of the paper is organized in the following manner: In order to draw
a parallel between the CBSE and AOSE paradigms and guide the design of hybrid
CBSE/AOSE systems, Section 2 summarises the popular Belief-Desire-Intention (BDI)
agent model while Section 3 examines the most important characteristics of component
& service frameworks. Section 4 draw upon the similarities between these technologies
to translate the BDI agent model into component & service-based concepts. Section 5
introduces Self -OSGi, a novel agent toolkit, which is developed using the Open Service
Gateway initiative (OSGi) component & service technology [12]. Section 6 illustrates
the use of Self -OSGi and tests its performance with a robotic application and a dy-
namic service-selection example. Section 7 provides an overview of the most significant
agent/component integration approaches attempted in past research. Finally, Section 8
summarizes the contributions of this paper and points to some of the directions to be
explored in future research.
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2 Agent Systems

The kernel of a particular agent-based architecture is usually based upon some abstract
model of agency. This is executed on an agent platform and captured by an agent-
programming language. A brief discussion of these key elements is essential to provide
an overview of agent-based adaptive software solutions.

2.1 Agent Platforms

Although there is usually a degree of abstraction between language and architectural
issues, a language will inevitably pose some constraints upon the underlying execu-
tion layer implementing the semantic of the language. The most commonly adopted
approach in this regard is to structure the execution layer by distinguishing between
agents and agent platforms, which then provide the functional bases upon which agents
in a MAS can operate in their environment and interact with each other. In this way,
an agent can be seen as an active software entity using the agent platform as a mid-
dleware to gain access to standardized services and infrastructure, such as life-cycle
management, inter-agent communication, directory facilitators, coordination, security
management, and mobility (migration).

Agent platforms do not only free the developer from low-level details but they also
promote a basic level of modularity in the construction of the MAS as the platform
services are re-used in each agent. By adhering to FIPA reference specifications, agent
platforms such as JADE [1] and Agent Factory (AF) [2] also guarantee an important
level of cross-platform interoperability. In addition, some platforms, such as Jade and
AF, increase interoperability by not being tightly coupled to specific programming lan-
guages.

In systems such as Jade and Jack, the agent language is defined directly in terms
of Java classes. These classes are extensions of a basic agent class and have direct
access to the platform API. In AF, this pure-java option coexists with a number of
interpreted languages, including AF-APL and AgentSpeak. These are defined by using
a core library, which provides support for generic agent interpreters and for resolution
based logic.

2.2 The BDI Agent Model

The Belief, Desire, Intention (BDI) is undoubtedly the most popular agent model, with
many implementations directly related to Rao & Georgeff’s abstract BDI architecture
[13] and its Procedural Reasoning System (PRS) implementation [5].

Kinny et al. [4], describes the design of a BDI agent in terms of three components:

– A Belief Model, describing the information about the environment and internal
state that an agent may hold, together with the actions it may perform.

– A Goal Model, describing the desires that an agent may possibly intend, and the
events to which it can respond

– A Plan Model, describing the set of plans available to the agent for the achievement
of its goals
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While these traits were introduced to allow the computational tractability of the model,
they are now recognized as being the most distinctive characteristics of BDI systems in
general for their ability to support rational, resource-bounded reasoning in dynamic and
uncertain domains.

Beliefs, for example, are essential since an agent has limited sensory ability and
needs to build up its knowledge of the world over time. In this sense, beliefs - usually
represented with first order logic predicates - serve as a cache with which the agent can
remember past events or other important information that could be costly to re-compute
from raw perceptual data or inferred logically.

The distinctions between goals and plans constitute an important source of modular-
ity that contributes to the agent’s ability to cope with contingencies. The fundamental
observation is that goals, as compared to plans, are more stable in any application do-
main and multiple plans can be used/attempted to achieve the same goals. This also
allows examining the application domain in terms of what needs to be achieved, rather
than the types of behaviour that will lead to achieving it.

PRS implements a computationally tractable BDI model with the following simpli-
fying assumptions:

– The system explicitly represents beliefs about the current state of the world as a
ground set of literals with no disjunctions or implications (as in STRIPS).

– The system represents the information about the means of achieving certain future
world states and the options available to the agent as pre-compiled plans.

Each plan in the plan library can be described in the form of Event Condition Action
(ECA) rules e : Ψ ← P where P is the body of the plan, e is an event that triggers the
plan (the plan’s post-conditions), Ψ is the context for which the plan can be applied
(which corresponds to the preconditions of the plan).

The body of each plan is a procedural description containing a particular sequence
of actions and tests that may be performed to achieve the plan’s post-condition. Plans
are activated in response to the posting of new goals or upon reception of events. This
process consists of finding the plans whose invocation unifies with the active goals
or events and whose context unifies with the state contained in the agent’s belief set.
Plans may also post new goal events, leading to the characteristic AND/OR, goal/plan
execution graphs. For a plan to succeed all the subgoals and actions of the plan must be
successful (AND); for a subgoal to succeed one of the plans to achieve it must succeed
(OR). When a plan step (an action or sub-goal) fails for some reason, this causes the
plan to fail, and an alternative applicable plan for its parent goal is tried. If there is no
alternative applicable plan, the parent goal fails, cascading the failure and search for
alternative plans one level up the goal-plan tree.

In PRS-like BDI systems, desires and goals are represented only in the transient form
of goal events (posted by the application), while the intentions to purse them is stored
implicitly in the stack of plans they triggered. This poses an obstacle to the effective
decoupling between plans and goals, forcing, for instance, the agent to drop goals for
which no feasible plan can be attempted at the time the goal is posted. Such an issue
is addressed in modern agent systems, such as Jadex, by incorporating explicit and
declarative goal representations into the agent interpreter in order to ease the definition
of goal deliberation strategies [3].
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The ability to search for alternative applicable plans when a goal is first posted or
when a previously attempted plan has failed is essential to enable these systems to han-
dle dynamic environments. In some situations there can be multiple plan options to
achieve a given goal, but for a given state, only certain combinations of choices will
lead to its successful achievement. In PRS, as in modern BDI systems, the final deliber-
ation of which plan to activate is usually performed using meta-level plans that operate
upon meta-level descriptions of the other plans and the goals in the system. Meta-level
plans are important hooks used by the designer to implement application-specific plan
selection strategies, for example, by considering plan properties, e.g. reflecting qual-
ity of service, or to insure mutual exclusion on critical resources, and optimize their
utilization.

3 Component and Services

The Open Service Gateway Initiative (OSGi), CORBA Component Model, Microsoft
Object Model, Enterprise JavaBeans, and Fractal are some of the mainstream component-
enabling technologies used for the creation of many industrial-strength software sys-
tems. Conceptually, the same technologies also provide a composite model for service
oriented architectures, by helping to design systems in terms of application components
that can expose their public functionality as services as well as invoke services from other
components.

3.1 Component Containers

One of the most important common concepts among component-enabling technologies
is the relationship between a component and its environment, wherein a newly instan-
tiated component is provided with a reference to its container or component context.
The component container can be thought of as a wrapper that deals with technical con-
cerns such as synchronisation, persistence, transactions, security and load balancing.
The component must provide a technical interface so that all components will have a
uniform interface to access the infrastructure services. For instance, a common solution
to implement activity-type components, i.e. components that need to attend to their pro-
cess rather than merely react to events, is to segment these activities in steps, which are
then executed by a scheduler - usually shared among multiple components.

Most relevant for this paper, OSGi defines a standardised component model and
a lightweight container framework, built above the JVM. OSGi is used as a shared
platform for network-provisioned components and services specified through Java in-
terfaces. Each OSGi platform facilitates the dynamic installation and management of
units of deployment, called bundles, by acting as a host environment whereby various
applications can be executed and managed in a secured and modularised environment.
An OSGi bundle organises the frameworks internal state and manages its core function-
alities. These include both container and life cycle operations to install, start, stop and
remove components as well as checking dependencies.
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3.2 Component & Service Adaptation

Many of the infrastructural services associated with component contexts act as late-
binding mechanisms that can be used to defer inter-component associations by locating
suitable collaboration partners. Through these brokering mechanisms, components do
not need to be statically bound at design/compilation time but can be bound either at
composition-time or at run-time in order to favour the construction of adaptable soft-
ware architectures.

For instance, the Activator class in OSGi, the BeanContext, and the components
membrane in Fractal enable components to look up services in the frameworks service
registry, register services, access other components, and install additional components
within the local platform.

The separation between component’s services and their actual implementation is the
key to the creation of self-managing and adaptable architecture. In striving toward these
solutions, a formal base is usually required to describe the provided and required fea-
tures of individual components and also important semantic aspects, such as the cor-
rect way those features are to be used. With OSGi, developers can associate lists of
name/value attributes to each service, and use the LDAP filter syntax for searching the
services that match given search criteria. Furthermore, Declarative Services (DS) [6] for
OSGi offers a declarative model for managing multiple components within each bun-
dle and also for automatically publishing, finding and binding their required/provided
services. This minimizes the amount of code a programmer has to write; it also al-
lows service components to be loaded only when they are needed (Delayed Activation).
Declarative Services indicates if a required service is mandatory or optional. The bind-
ing makes the life cycle of the component dependent on the presence of that linkage,
respectively having its state as active or passive depending on the presence or absence
of the component’s dependencies.

These mechanisms are not limited to components and services running on a single
platform. Remote service bindings are usually achieved through port and proxy mech-
anisms. For example, in both R-OSGi and D-OSGi, remote bindings can be viewed
as connection points on the surface of the component where the framework can attach
(connect) references to provides-ports provided by other components. The framework
is then responsible for returning the correct Java object when a port is requested by a
component. It either calls the appropriate methods of the locally available service im-
plementation object or translates the Java method calls to messages, sends them to a
remote container (e.g., availing of Java RMI, SOAP, or JXTA), waits for remote execu-
tion and then returns the value contained in the received message.

In the OSGi implementation OSCAR, the same mechanism is also used to support
intelligent hot swapping of services to implement fault-tolerant systems. Specifically,
as every service in OSGi may be given a certain rank which can be used to describe its
quality and importance, when queried about a particular service, OSCAR automatically
tries to locate the highest-ranked implementation.

A-OSGi [7] goes a step further by providing a number of mechanisms that can be
used to create self-adaptive architectures. Firstly, a monitor component measures the
CPU and memory used by each bundle by: (i) altering the OSGi life cycle layer so that
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all the threads in a bundle belong to the same thread group, and by (ii) providing each
service client with a proxy that executes the service methods within the same thread
group. Secondly, a planning component interprets ECA rules specifying adaptation ac-
tions (used to start, stop and configure bundles) to be executed in response to specific
events and given conditions. Finally, an execution component applies these actions to
their target components.

4 Component & Service Agent Model

The characteristic new approach advocated in this work is to address the lack of com-
mon adaptation mechanisms in component & service frameworks by leveraging their
previously unexploited similarities with the BDI agent model.

The previous two sections allows us to draw many similarities between agent and
component & service-based frameworks: while the first favours the construction of ap-
plications in terms of loosely coupled, autonomous entities (the agents), each agent
is still a managed entity within an agent platform - just as components are managed
within their container. Furthermore, similarly to the separation between goals and plans
in agent systems, the decoupling between component’s services and their actual imple-
mentation is the key to the creation of adaptive software systems.

In order to inform the design of a new generation of frameworks for adaptive soft-
ware systems, and before dwelling on the details of its OSGi-based implementation
(Self -OSGi), this section translates the BDI model into general component & service
concepts.

4.1 Modular Belief Model

Rather than storing all the agent’s beliefs into a single, centralized belief set, a compo-
nent & service-based organization can be used to access and distribute the processing of
information across the system. Specifically, an agent may use a number of sensor com-
ponents to interface with its environment. Each of these components produces data that
can be exported with any of the collaboration styles afforded by mainstream component
& service-enabling technologies (procedural calls, messaging, events). This informa-
tion can be fed to other perception components, for instance, to infer situations or test
conditions involving multiple beliefs, thus enabling a variety of perception architectures
to fit with the sensors available to the agent and also with the run-time requirements
posed by its specific perceptual processes.

4.2 Service Goal Model

A Service Goal is informally defined as the interface of a service that may be used to
achieve one of the agent’s goals.

Service goals may represent either: (i) sub-goals defining the desired conditions to
bring about in the world and/or in the system’s state (for instance, the service (void)
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atLocation(X, Y) may be used by a robotic agent to represent the goal of being at a given
location), and (ii) sub-goals subtending the exchange of information. Service goals that
are used to access data and to subscribe to data updates and event notifications fall into
the latter category. For instance, the service goal Image getImageCamera() may be used
by a robotic agent to express the goal of retrieving the last frame captured by one of its
cameras.

In addition, service goals’ attributes may be used to further characterise each service
goal, e.g. the characteristic of the information requested/granted, as well as important
non-functional parameters. For instance the atLocation service goal may have the at-
tribute Min/MaxVelocity to specify the minum/maximum velocity the robot should/may
travel. The attribute MinimumFrameRate may be used to specify the mimum frame rate
for the image captured with the getImageCamera() service, while the Side attribute,
with values in {left, right}, may be used to specify which one of the robotic cameras
must be used.

4.3 Component Plan Model

A Component Plan is informally defined as a component implementing (providing) a
service goal (its post-condition). A component plan may require a number of service
goals in order to post sub-goals, to perform actions, and also to acquire the informa-
tion it needs to achieve its post-condition. Component plans may attend their activ-
ities with their own thread of control. In addition, they may react to incoming mes-
sages/events, and also export functions to a scheduler used for control injection. For
instance, a MoveTo component plan may process the images from a robot’s cameras
and control the velocity and the direction of the robot to drive it safely toward a given
location. The same component plan may subscribe to impact alert notifications gener-
ated by the onboard bumper sensor, and stop the robot upon the reception of one such
alert.

4.4 Goal Manager

Section 2 has discussed how an agent must rely on explicit representations of its own
goals in order to keep track of goals achieved and yet to achieve.

To this end, it is useful to introduce the concept of Goal Manager, that is, a com-
ponent used to decouples the plan requesting a service goal from the component plan
ultimately providing it. Invoking a service goal should first trigger the activation of the
corresponding Goal Manager, which then will take care to invoke one of the component
plans able to achieve it.

Thanks to its mediation, a Goal Manager can be used to re-invoke the same service
goal upon failure of the component plan first used to achieve it. Crucially, further invo-
cations may use different implementations of the service, i.e. different component plan
options. In addition, the Goal Manager can be used to maintain execution statistics for
each component plan option, in order to drive the future selection of the best suitable
one, e.g. the one less likely to fail, and/or with better performance.
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Fig. 1. Self -OSGi System Diagram

5 Self -OSGi Implementation

Figure 1 shows a diagram of the main classes involved in the operation of Self -OSGi,
including pre-existing OSGi classes, and few application components (MoveTo, Laser-
SLAM and CameraSLAM), extracted from a robotic example application.

With its declarative execution model, components are activated and deactivated un-
der the full control of the OSGi Declarative Service (DS) bundle. DS bases its decisions
on the information in the components definition stored in XML files, which describe the
services that are implemented by the component, and its dependencies on other services.
DS will automatically register every service provided by the component into the central
service registry of the platform, and bind every service required by the components with
those available in the registry.

If a components description specifies the factory attribute of the component element
in its XML definition, DS will register a OSGi Component Factory service. This service
allows client bundles to create and activate multiple components’ instances, on demand,
and dispose of them after they have been used.

Self -OSGi provides an explicit resolution service, which can be used explicitly by
application component plans to get the reference to the implementation of the service
goals they need. In the example, the service can be used to get a reference to an im-
plementation of the service goal S - representing any robot’s localization system in the
example - to be called by the component plan MoveTo. Alternatively, the developer can
register the OSGi Framework Find Hook Service in order to be called during frame-
work service find (getServiceReferences()) operations. Noticeably, the latter approach
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does not require any intervention to the application code, (which can be developed in
terms of plain old java objects (POJOs), thus making very easy to apply Self -OSGi to
pre-existing applications.

On its own, the OSGi DS is only able to satisfy a service request by looking at
components already active or pending activation. However, the agent execution model
requires the on-demand activation of component plans. For this reason,Self -OSGi col-
laborates with the OSGI Factory Service (not depicted in the diagram) and with the DS
to create and bind component plans on demand.

Once called by the framework or called explicitly by component plans in need for
services, Self -OSGi creates a Goal Manager, which will install a GoalProxy object
(implemented using the Java dynamic proxy class) by registering it to the OSGi service
registry in place of the original requested service.

After that, the DS will automatically bind the GoalProxy to the component plan that
has requested the service goal. However, only when the service goal is finally invoked,
the GoalManager will trigger the selection of a suitable service goal’s implementation.
To do this, Self -OSGi will (i) find all the components suitable to be executed in the
current context (options), and (ii) select and instantiate the one that is deemed to be the
best to satisfy the request at hand.

In order to carry out the first step, Self -OSGi enriches the OSGi container and the
DS’ OSGi XML component descriptions to drive its agent-like, dynamic management
of component plans’ dependencies and instantiation. First of all, each component plan
can commit part of its internal variables into a Self -OSGi Belief Set component. Such
components export a simple get/query/set/delete API that can be used to query the belief
set for specific data or for beliefs matching a LDAP filter; and to store and remove the
resulting data from the belief set. Secondly, Self -OSGi introduces variable-type proper-
ties that can be used to refer to the beliefs stored in these belief sets, and also to specify
dependencies between the properties of the post-condition of component plans (their
provided service goal) and the ones of their sub-goals (their required service goals).
Self -OSGi is able to use LDAP queries, including logic and mathematical relations, that
are defined over the properties currently held in the agent’s belief set. In this manner,
Self -OSGi can quickly skip all the unsuitable options before asking the Self -OSGi’s
ServiceSelector to rank them, and finally instantiate the first option in the ranking order
(LaserSLAM in the example).

The GoalProxy installed with the GoalManager measures execution statistics (CPU
system and user time) for both synchronous and asynchronous invocation to its cor-
responding service goal. A number of dedicated attributes in the original service goal
request can be used to alter the call semantic, including MaxAttempts (used to spec-
ify the number of invocation to be attempted upon failure), and DelayBetweenAttempts
(used to specify a delay between each attempts). Crucially, after each failed attempt,
the goal proxy will contact the Goal Manager, in order to trigger the resolution of a
(possibly) different implementation (plan option).

The Self -OSGI architecture includes other components that are not displayed in
the diagram of Fig. 1. The Self -OSGI GoalHandler class may be used to support
asynchronous operations. If the requester registers a GoalHandler, the goal proxy will
schedule each invocation with a platform’s scheduler (implemented over the Java
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ExecutorService class). Group-type specializations of the goal handler class exist, such
as ANDGoalHandler and ORGoalHandler, which are used, respectively, to define con-
junctions and disjunctions of groups of service goals. Noticeably, using group goal
handlers breaks the POJO programming model, as the developer needs to incorporate
these Self -OSGi specific classes into its code.

Finally, the Self -OSGI PerformanceMonitor class collects the performance statis-
tics for all the component plan options. This class associates a priority to each compo-
nent option. By default, the priority is computed by considering both the success rate
(the rate between the number of successful invocation and the total number of invoca-
tion) and the speed to which the component had satisfied past requests, but the devel-
oper can easily fit other, application or domain-specific ranking mechanisms. As other
features of Self -OSGi, this is done by leveraging the OSGi service registry to regis-
ter ranking components, execution schedulers, and other application or domain-specific
service, which will be then retrieved and used by Self -OSGi.

6 Tests

Self -OSGi is being used to refactor a number of pre-existing applications, including
robot control and distributed information retrieval systems. Developers can add Self-
* capabilities to their OSGi applications by using the Self-OSGi Core bundle (which
consumes 31K on the file system).

6.1 Robotic Example

As a way of example, the following is part of the XML documents describing a MoveTo,
a CameraLocalization and a LaserLocalization component plans used by a mobile robot
agent.

In order to clarify its correspondence with the BDI model it represents, each XML is
preceded with a comment in the ECA form e : Ψ ← P where P is the body of the plan,
e is the event that triggers the plan (the plan’s post-conditions), and Ψ is the context for
which the plan can be applied (which corresponds to the preconditions of the plan).

GoalMoveTo(?Agent) : true←{achieve(GoalLocalization(?Agent)); ...}

<scr:component ... factory="Navigation" name="MoveTo">
<implementation class= "MoveTo"/>
<property name="?Agent" type="String" value="The name of the robot

supposed to move">
<service>

<provide interface="GoalNavigation"/>
</service>
<reference cardinality="0..1" interface= "GoalLocalization"

policy="dynamic" target="(Agent=?Agent)>
</scr:component>

GoalLocalization(?Agent) : (light > 30)←{achieve(GoalVideo(?Agent)); ...}

<scr:component ... factory="CameraLocalization"
name="CameraLocalization">
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<implementation class= "CameraLocalization"/>
<property name="?Agent" type="String" value="The name of the robot to

be localized">
<service>

<provide interface="GoalLocalization"/>
</service>
<reference cardinality="0..1" interface= "GoalVideo" name="Video"

target="(Agent=?Agent)/>
<property name="self.osgi.precondition.LDAP" value="(light>30)"/>
</scr:component>

GoalLocalization(?Agent) : true← {achieve(GoalLaser(?Agent)); ...}

<scr:component ... factory="LaserLocalization"
name="CameraLocalization">

<implementation class= "LaserLocalization"/>
<property name="?Agent" type="String" value="The name of the robot to

be localized">
<service>

<provide interface="GoalLocalization"/>
</service>
<reference cardinality="0..1" interface= "GoalLaser" name="Laser"

target="(Agent=?Agent)/>
</scr:component>

Post-conditions. The post-conditions of both component plans are specified with the
OSGi XML service element. The MoveTo component plan implements a move-to nav-
igation behaviour in order to provide the service goal GoalNavigation, while both the
CameraLocalization and the LaserLocalization component plans implement localiza-
tion methods in order to provide localization updates through the service goal GoalLo-
calization.

Service Goal Requirements. Service goal requirements are declared using OSGi XML
reference elements. The definition of MoveTo declares its requirement of localization
information as dynamic, in order to allow OSGi to activate it even when the reference
to the Localization service goal is not resolved, thus avoiding to having to commit to a
specific localization mechanism before the behaviour is started.

Noticeably, the definition of CameraLocalization includes Self -OSGi-specific prop-
erty fields, self.osgi.precondition.LDAP, whose value may be used to characterise the
context when the component plan is applicable. In the example, the LDAP pre-condition
describes how CameraLocalization can only be used when the intensity of the ambient
light, e.g. sensed by a light sensor component, is believed to be above a given threshold.

Variables. In order to link post-conditions with pre-conditions and service goal require-
ments, Self -OSGi allows the use of variable attributes whose name starts with the spe-
cial character ”?”. Variables may be used as names of the property associated to a com-
ponent plan in order to specify that the component plan can be instantiated with any
value for that property. In such a case, the value of the variable is used as default value
of the property. For instance, both the MoveTo and the CameraLocalization component
plans declare the property Agent to specify that they can be used by any agent to achieve,
respectively, the GoalNavigation and the GoalLocalization service goals. Once the
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respective component plans have been instantiated for a specific robot agent, i.e. Robot1,
the services they provide will have an Agent attribute with value Robot1. However, in
order for the same services to work, they must receive updates, respectively, of location
and video data related to the same robot agent. Both XML descriptions specify this de-
pendency by repeating the attribute ?Agent in the reference elements describing their
required service goals. Self -OSGi will take care to propagate the value of these vari-
able properties from the post-condition/service side to the requirement/reference side,
for instance, to wire a MoveTo component activated for a Robot1 robot agent, with a
LaserLocalization activated for the same robot agent, rather than using the pure syntac-
tic match (which could be satisfied by any localization data, e.g. related to other robots
or used to represent the location of a human user).

Finally, the following code is used to send a robot to a given location by initializing
a standard OSGi ServiceTracker object to request the GoalNavigation service goal, be-
fore invoking it by passing the location coordinates. The special attribute selfosgi=true
is used to demand the Self -OSGi management of the call. Noticeably, no other modifi-
cations are required to standard OSGi programming.

ServiceTracker tracker = new ServiceTracker(...,
context.createFilter("(\&(objectClass

="+GoalNavigation.class.getName()+") (selfosgi=true)").open();
(GoalNavigation)(tracker.waitForService(0)).beAt (100, 200);

In the localization example, these features have been used to make the robot reach its
destination while opportunistically exploiting any suitable localization mechanism, for
instance, starting with the CameraLocalization and then switching to the LaserLocal-
ization if the first fails, e.g. when the ambient light drops below the given threshold.

In order to measure the time needed by Self -OSGi to perform the reconfiguration,
tests were performed using a non-physically realistic simulated robot system, whose
hardware components had no initialization latency, and no inertia. Over 10 runs using a
Pentium dual core at 2.40 GHz with 8GB of SDRAM, with the Sun J2SE 6.0 platform
compliant JVM and running the Linux 2.6.24 kernel, the system was able to recover
from failure with an average of 72ms with standard deviation of 3.78. For compari-
son, a similar dynamic service replacement performed over the Java Beans component
framework and co-ordinated by a standard BDI agent toolkit took an average of 312ms
[11].

The Self -OSGi’s management of real and more complex robotic systems has been
recently enabled by integrating Self -OSGi with the PEIS (Ecologies of Physically Em-
bedded Intelligent Systems) middleware [16], and by making it operate across dis-
tributed platforms, thanks to the R-OSGi distributed extension of OSGi [15].

6.2 Service-Selection

Self -OSGi includes a Benchmark bundle to enable developers to assess Self -OSGi per-
formance and estimate the overhead it imposes to specific applications. To this end, the
Benchmark bundle implements a simple simulated test domain, which models a typical
Self -OSGi application where both the set of available component plans, and the set of
service goals are organized in L levels of abstraction.



Self -OSGi 313

Fig. 2. Structure of the test program

Fig. 3. Service selection performance

Figure 3 shows the execution times obtained with L = 2 by using component plans
requiring different CPU times for the execution of the service goals they provide, with
and without installing the Self -OSGi’s GoalManager - rispectively, the managed and
not-managed cases depicted in Figure 3. In the former case, a service ranking compo-
nent assigning greater priorities to previously unexplored plan options was used. The
figure demonstrates how, when Self -OSGi was repeatedly asked to achieve the root
goal, it automatically tried new component plan implementations at each iteration, ulti-
mately converging on the best policy to achieve the root goal in the shortest time.

With the same setup used in the robotic example, the overhead imposed by the Self -
OSGi service management (performance measurement and proxy mechanisms) was
measured by comparing the time needed to achieve the root service goal with and
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without the installation of a GoalProxy. The average time added by the proxy service
management to each service goal was 0.15 milliseconds.

7 Related Work

A number of works have looked at leveraging both component and agent approaches
for the development of adaptive software systems.

A component-based approach in the construction of multi agent systems has been
supported by numerous researchers in the past. This typically considers the components
to be simply the building blocks from which agents are constructed [10]. An advantage
of this approach is the ability to take domain-specific issues into account at the compo-
nent level. The decisions made on these issues can therefore be separated from the task
of constructing the multi agent system as a whole, thus simplifying the process. The
resulting agent applications inherit some of the (functional/non-functional) properties
from the underlying component framework. However, this form of technical integration
does not contribute much to a conceptual combination of both paradigms as, once they
are built, agents remain the only primary entity form.

A different integration approach is advocated in SoSAA [11], in which an high-level
agent framework supervises a low-level component-based framework. The latter pro-
vides a computational environment to the first, which then augments its capabilities
with its multi-agent organisation, ACL communication, and goal-oriented, BDI-style
reasoning. A SoSAA Adapter interface provides meta-level sensors and meta-level ac-
tuators to operate on the component layer, to load, unload, configure components, ob-
serve their internal status, and bind their provided/required interfaces. Components are
left to automatically carry out lower-level behaviours and can interact through a vari-
ety of non-ACL collaboration styles, including method calls, messages and events. The
deliberative layer makes decisions about when such behaviours and communication
mechanisms are necessary or desirable in order to satisfy overall system and applica-
tion requirements. However, keeping neatly separated components and agents fails to
contribute much in consolidating both paradigms. Furthermore, the use of two separate
frameworks means that the resulting systems are subjected to both development and
run-time overheads.

Removing the need for a separate infrastructure shared by a large number of dis-
tributed applications is what motivates the approach followed in the M&M framework
[8]. In contrast to application development centred upon agent platforms, M&M appli-
cations become agent-enabled by incorporating well-defined binary software compo-
nents into their code. These components give the applications the capability of sending,
receiving and interacting with mobile agents. The applications themselves are devel-
oped using the current industry best practice software methods (JavaBeans) and become
agent-enabled by integrating the mobility components. Such an approach succeeds in
moving some agent mechanisms into the middleware layer. However, M&M only ad-
dresses agent mobility while components are not equipped with goal-oriented reasoning
capabilities.

More recently, the Active Component (AC) concept [9] has been proposed as a way to
integrate successful concepts from agents and components as well as active objects and
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make those available under a common umbrella. Active components are autonomous
acting entities (like agents) that can use message passing as well as method calls (like
active objects) for interaction. They may be hierarchically structured and are managed
by an infrastructure that ensures important non-functional properties (like components).

The AC framework has been realized in the Jadex AC platform. In particular, Jadex
AC runs on an extended Jade platform and supports component types (kernels) for BDI
agents, as well as simpler, task-specific agent models. Noticeably, such an approach
defines a proprietary component or agent frameworks and does not leverage mainstream
component-based initiatives and standards, such as OSGi.

8 Conclusions and Future Work

This paper has examined component, service and agent concepts, and has illustrated
the design and the implementation of the Self -OSGi framework for the construction of
systems with Self-* properties. Self -OSGi is built over OSGi technology by leveraging
previously unexploited similarities between component & service and the BDI agent
model.

Compared to similar CBSE initatives, such as the A-OSGi framework reviewed in
Section 3.2, Self -OSGi provides re-usable, lightweight, modular end extensible adap-
tation mechanisms at component-level granularity that are also tightly integrated with
the OSGi Declarative Service framework. Self -OSGi can be used to drive the selection
of services, control the on-demand instantiation of the components implementing them,
and monitor their performance to drive their future selection and to recover from fail-
ure. In contrast, A-OSGi can be used to control and monitor entire bundles, but does
not offer any mechanism to discern the performance among the single components and
services inside the bundle or to instantiate them on-demand.

In addition, the association with the BDI model allows Self -OSGi to leverage well-
defined adaptation policies and results from BDI-related research.

Compared to existing AOSE/CBSE integration approaches, such as the SoSAA and
the AC framework reviewed in Section 7, Self -OSGi provides a highly modular re-
alization of the BDI agent model, which is grounded in the mechanisms offered by
a mainstream component & service technology. This results in low performance and
footprint overheads and fast system’s adaptation, as shown in Section 6. Noticeably,
existing agent platforms, such as JADE, have already been made compatible with the
OSGi framework. However, this is usually done by encapsulating the entire agent plat-
form into a single, monolithic OSGi bundle. Such an approach does not benefit of the
increased modularity enabled by the OSGi framework.

In contrast, one of the goal of the Self -OSGi framework is to evolve into a modular
and interoperable agent platform. In addition, future research work with Self -OSGi will
seek to adapt agent/planning integration and agent learning techniques to tackle some of
the main limitations of adaptive component & service frameworks (which are common
to basic procedural agent systems), such as their lack of look-ahead capabilities and
their reliance on hard-coded pre-conditions of component plans.
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Abstract. In 1997, a minority game (MG) was proposed as a non-cooperative
iterated game with an odd population of agents who make bids whether to buy
or sell. Since then, many variants of the MG have been proposed. However, the
common disadvantage in their characteristics is to ignore the past actions beyond
a constant memory. So it is difficult to simulate actual payoffs of agents if the past
price behavior has a significant influence on the current decision. In this paper we
present a new variant of the MG, called an asset value game (AG), and its exten-
sion, called an extended asset value game (ExAG). In the AG, since every agent
aims to decrease the mean acquisition cost of his asset, he automatically takes the
past actions into consideration. The AG, however, is too simple to reproduce the
complete market dynamics, that is, there may be some time lag between the price
and his action. So we further consider the ExAG by using probabilistic actions,
and compare them by simulation.

Keywords: Multiagent, Minority game, Mean asset value, Asset value game,
Contrarian, Trend-follower.

1 Introduction

Background. A minority game (MG) has been extensively studied since it was origi-
nally proposed [7]. It is considered as a model for financial markets or other applications
in physics. It is a non-cooperative iterated game with an odd population size N of agents
who make bids whether to buy or sell. Since each agent aims to choose the group of mi-
nority population, he is called a contrarian. Every agent makes a decision at each step
based on the prediction of a strategy according to the sequence of the m most recent
outcomes of winners, where m is said to be the memory size of the agents. Though MG
is a very simple model, it captures some of the complex macroscopic behavior of the
markets.

It is also known that the MG cannot capture large price drifts such as bubble/crash
phenomena, but just can do the stationary state of the markets. This can be intuitively
explained as follows. Suppose that a group of buyers can keep a majority for a long time.
Then a group of sellers must continuously win in the bubble phenomenon. However,
since every agent wants to win and thus joins the group of sellers one after another,

J. Filipe and A. Fred (Eds.): ICAART 2012, CCIS 358, pp. 319–331, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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it will gain a majority soon. That is, the group of buyers cannot keep a majority, a
contradiction. Thus, it is difficult to simulate the bubble phenomenon by MG.

Related Work. Much work has been done for the purpose of adapting MG to a real fi-
nancial market. For example, first, several authors investigated the majority game (MJ),
consisting of trend-followers. Marsili [14] and Martino et al. [15] investigated a mixed
majority-minority game by varying the fraction of trend-followers. Tedeschi et al. [17]
considered agents who change themselves from contrarians to trend-followers, and vice
versa, according to the price movements. Second, another way is to incorporate more
realistic mechanism. A grand canonical minority game (GCMG) [5,10,11] is consid-
ered as one of the most successful models of a financial market. In the GCMG, a set of
agents consist of two groups, called producers and speculators, and the speculators are
allowed not to trade in addition to buy and sell. Third, it is also useful to improve the
payoff function. Andersen and Sornette[1] proposed a different market payoff, called
$-game, in which the timing of strategy evaluation is taken into consideration. Ferreira
and Marsili[9] compared the behavior of the $-game with that of the MG/MJ. The diffi-
culty of the $-game is to evaluate its payoff function because we have to know one step
future result. Kiniwa et al. [12] proposed an improved $-game, in which the timing of
evaluation is delayed until the future result is turned out. Fourth, there are some other
kinds of improvement. Liu et al. [13] proposed a modified MG, where agents accumu-
late scores for their strategies from the recent several steps. Recent work by Challet [4]
proposed a more sophisticated model using asynchronous holding positions which are
driven by some patterns. Finally, two books [6,8] comprehensively described the history
of minority games, mathematical analysis, and their variations. Beyond the framework
of MG, efforts to reproduce the real market dynamics are continued [16,18].

Motivation. The purpose of this paper is also to improve MG by the thirdly mentioned
above. Though the framework of MG and its variants seem to be reasonable, we have a
basic question — “Do people always make decisions by using their strategies depending
on the recent history ?” Some people may just take actions by considering losses and
gains. For example, if one has a company’s stock which has rapidly risen (resp. fallen),
he will sell (resp. not sell) it soon without using his strategy as illustrated in Figure 1.
Such a situation gives us the idea of an acquisition cost, or a mean asset value. In the
conventional games, like the original MG, an agent forgets the past events and makes a
decision by observing only the price up/down within the memory size 1. In our game,
however, each agent evaluates the strategies by whether or not the current price exceeds
his mean asset value. Since the mean asset value contains all the past events in a sense,
he can increase his net profit by reducing the mean asset value. We call the game an
asset value game, denoted by AG.

However, there is still an unsolved problem in AG that stems from the framework
of MG: the payoff function does not give an action, but just adds points to desirable
strategies. Thus, if the adopted strategy is not desirable, the agent has to wait until the

1 Recently, several studies [2,3] in this direction have been made from the viewpoint of evolu-
tionary learning.
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Fig. 1. Illustration of our idea

desirable one gains the highest score. So, there is a time lag between the rapid change
of a price and the adjustment of an agent’s behavior.

To improve the time lag, we allow each agent another action that satisfies the payoff
function with some probability. If the price rises/falls rapidly and the difference between
the price and agent i’s mean asset value exceeds some threshold, the agent i may take
the action according to the payoff function (regardless of the strategy). By tuning up the
threshold, etc., we can reproduce the real market dynamics. We call the variant of AG
an extended asset value game, denoted by ExAG.

Contributions. Our contributions in this paper are summarized as follows:

– We present a new variant of the MG, called an asset value game.
– To improve the problem of AG, we further consider an extended AG.
– We investigate the behavior of AG and ExAG in detail.

The rest of this paper is organized as follows. Section 2 states our model, which contains
MG, MJ, AG and ExAG. Section 3 presents an analysis of AG. Section 4 describes a
simulation model and shows some experimental results. Finally, Section 5 concludes
the paper.

2 Models

In this section, we first describe MG and MJ in Section 2.1, then the difference between
MG and AG in Section 2.2. Finally, we describe the difference between AG and ExAG
in Section 2.3.

2.1 Previous Model — MG and MJ

At the beginning of the game, each agent i ∈ {1, . . . , N} is randomly given s strategies
Ri,a for a ∈ {1, . . . , s}. The number of agents, N , is assumed to be odd in order to
break a tie. Any strategy Ri,a(μ) ∈ Ri,a maps an m-length binary string μ into a
decision−1 or 1, that is,

Ri,a : {−1, 1}m −→ {−1, 1}, (1)
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where m is the memory of agents. A history H , e.g., [−1, 1, 1, . . .], is a sequence of
−1 and 1 representing a winning decision h(t) for each time step t ∈ T = (0, 1, 2, . . .).
The winning decision of MG (resp. MJ) is determined by the minority (resp. majority)
group of −1 or 1. Each strategy Ri,a(μ) ∈ Ri,a is given a score Ui,a(t) so that the
best strategy can make a winning decision. For the last m winning decisions, denoted
by μ = hm(t − 1) ⊆ H , agent i’s strategy Ri,a(μ) ∈ Ri,a determines −1 or 1 by (1).
Among them, each agent i selects his highest scored strategy R∗

i (μ) ∈ Ri,a and makes
a decision ai(t) = R∗

i (μ) at time t ∈ T . The highest scored strategy is represented by

R∗
i (μ) = arg max

a∈{1,...,s}
Ui,a(t), (2)

which is randomly selected if there are many ones. An aggregate value
A(t) =

∑N
i=1 ai(t) is called an excess demand. If A(t) > 0, agents with ai(t) = −1

win, and otherwise, agents with ai(t) = 1 win in MG, and vice versa in MJ. Hence the
payoffs gMG

i and gMJ
i of agent i are represented by

gMG
i (t+ 1) = −ai(t)A(t) and (3)

gMJ
i (t+ 1) = ai(t)A(t), respectively. (4)

The winning decision h(t) = −1 or 1 is added to the end of the history H , i.e.,
hm+1(t) = [hm(t − 1), h(t)], and then it will be reflected in the next step. After the
winning decision has been turned out, every score is updated by

Ui,a(t+ 1) = Ui,a(t)⊕Ri,a(μ) · sgn(A(t)), (5)

where ⊕ means subtraction for MG (addition for MJ) and sgn(x) = 1 (x ≥ 0), =
−1 (x < 0). In other words, the scores of winning strategies are increased by 1, while
those of losing strategies are decreased by 1. We simply say that an agent increases
selling (resp. buying) strategies if the scores of selling (resp. buying) strategies are in-
creased by 1. Likewise the decrement of scores. Notice that the score is an accumulated
value from an initial state in the original MG. In contrast, we define it as a value from
the last Hp steps according to [13]. That is, we use

Ui,a(t+ 1) = Ui,a(t)⊕Ri,a(μ) · sgn(A(t))− Ui,a(t−Hp). (6)

The constant Hp is not relevant to m, but is only used for selecting the highest score.
Analogous to a financial market, the decision ai(t) = 1 (respectively, −1) represents
buying (respectively, selling) an asset. Usually, the price of an asset is defined as

p(t+ 1) = p(t) · exp A(t)

N
. (7)

2.2 Asset Value Game

The difference between MG and our asset value game is the payoff function. Let vi(t)
be agent i’s mean asset value at time t, and ui(t) the number of units of his asset. The
payoff function in AG is defined as

gAG
i (t+ 1) = −ai(t)Fi(t), (8)
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where Fi(t) = p(t) − vi(t). The mean asset value vi(t) and the number of asset units
ui(t) are updated by

vi(t+ 1) =
vi(t)ui(t) + p(t)ai(t)

ui(t) + ai(t)
(9)

and
ui(t+ 1) = ui(t) + ai(t), (10)

respectively. That is, the payoff function (3) in MG is replaced by (8) in AG. Without
loss of generality, we assume that vi(t), ui(t) > 0 for any t ∈ T .

The basic idea behind the payoff function is that each agent wants to decrease his
acquisition cost in order to make his appraisal gain. Figure 2(a) shows the relationship
between the price and the mean asset values of N = 3 agents, where the price is
represented by the solid, heavy line. Notice that if the population size N is small, the
price change becomes drastic.

The most important feature of the AG is to appreciate the past gains and losses.
Even though an agent has bought a high-priced asset during the asset-inflated term (see
Figure 1), the mean asset value of the agent reflects the fact and an appropriate action
compared with the current price is recommended.

2.3 Extended Asset Value Game

Here we consider the drawbacks of AG, and present an extended AG, denoted by ExAG,
to improve them. Though the AG captures a good feature of an agent’s behavior, the
payoff function indirectly appreciates desirable strategies. If the adopted strategy is not
desirable, the agent has to wait until the desirable one gains the highest score. So, there
is a time lag between the rapid change of a price and the adjustment of an agent’s
behavior.

More precisely, the movement of price is followed by the asset values (see arrows
in Figure 2(a)). This behavior can be explained by the following reasons. If the price
rapidly rises, it exceeds almost all the mean asset values. Then, Fi(t) = p(t) − vi(t)
becomes plus and the ai(t) = −1 (i.e., sell) action is recommended. So, some agents
change from trend-followers to contrarians in a few steps. During the steps, such agents
remain trend-followers, that is, buy assets at the high price. Thus, their mean asset
values follow the movement of price.

trim = 10mm 80mm 20mm 5mm, clip, width=3cm
Our solution is to provide another option of the agent. That is, the agent who has

much higher/lower asset value than the current price can directly act as the payoff func-
tion, called a direct action. However, if so, every agent may take the same action when
the price go beyond every asset value. To avoid such an extreme situation, we give the
direct action with some probability.

Let K = K+ (Fi ≥ 0), K− (Fi < 0) be the Fi’s threshold over which the agent
may take the direct action, and let λ be some constant. Each agent takes the same action
as the payoff function (without using his strategy) with probability

p =

{
1− exp{−λ(|Fi| −K)} (K ≤ |Fi|)
0 (|Fi| < K),

(11)
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Fig. 2. Price influence on mean asset values

where

K =

{
K+ 0 ≤ Fi

K− Fi < 0 such that K− < K+

and takes the action according to his strategy with probability 1− p. In short, in ExAG

– agent i takes an action ai(t) satisfying gAG
i (t+ 1) > 0 with probability p, and

– an action ai(t) = R∗
i (μ) with probability 1− p.

Figure 2(b) shows the behavior of the price and the mean asset values for N = 3 agents
in our extended AG, where K+ = 300, K− = 50 and λ = 0.001. Notice that the
change of price in Figure 2(b) is not so drastic as that in Figure 2(a). In addition, all the
values do not follow the price movement.

3 Analysis of AG

In this section we briefly investigate the features of AG. Though we mainly discuss
the bubble in the following, similar arguments hold for the crash. For convenience, we
define a contrarian as follows. If ai(t) = −1 (resp. ai(t) = 1) for a history hm(t−1) =
{1}m (resp. hm(t − 1) = {−1}m), agent i is a contrarian. Let tr be the first time at
which the winning decision is reversed after t−m. Let CMJ (t), CAG(t) and CMG(t)
denote the set of contrarians in MJ, AG and MG, respectively. The next theorem means
that the bubble phenomenon is likely to occur in the order of MJ, AG and MG.

Theorem 1. Suppose that the same set of agents experience hm(t−1) = {1}m starting
from the same scores since t−m. Then, for any t′ ∈ T = (t, . . . , tr − 1) we have

CMJ (t′) ⊆ CAG(t′) ⊆ CMG(t′).

Proof. First, we show that CAG(t) = CMG(t) at time t. Consider an arbitrary agent i.
Notice that agent i has the same score both in AG and in MG. Since hm(t−1) = {1}m,
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agent i takes the same action based on the same strategy both in AG and in MG. Thus,
we have CAG(t) = CMG(t) at time t.

Next, we show that CAG(t′) ⊆ CMG(t′) at time t′ ∈ T . Notice that all the agents in
MG increase the selling strategies for hm(t−1) = {1}m. On the other hand, notice that
the agents in AG that have smaller mean asset values v(t) than the price p(t) increase
the selling strategies for hm(t − 1) = {1}m. Since every contrarian refers to the same
part (i.e., {1}m) of the strategy, he does not change his decision during the interval T .
If an agent increases the selling strategies in AG, it also increases the selling strategies
in MG. Thus we have CAG(t′) ⊆ CMG(t′) at time t′ ∈ T .

The similar argument holds for CMJ (t′) ⊆ CAG(t′). ��

We call an agent a bi-strategist if he can take both buy and sell actions, that is, has
strategies Ri,a containing both actions, for hm(t−1) = {1}m or hm(t−1) = {−1}m.
The following lemma states that there is a time lag between the price rising and the
action of agent’s payoff function.

Lemma 1. In AG, suppose that a history H contains hm(t − 1) = {1}m. Even if a
bi-strategist keeps the opposite action of the payoff function for Hp steps, he takes the
same action as the payoff function after the Hp + 1-st step.

Proof. Suppose that a bi-strategist i has a strategy Ri,a1 (resp. and a strategy Ri,a2 )
which takes the opposite action of (resp. the same action as) the payoff function. If
i adopts the strategy Ri,a1 now, the score difference between Ri,a1 and Ri,a2 is at
most 2Hp. Since the difference decreases by 2 for a step, the scores of Ri,a1 and Ri,a2

becomes the same point at the Hp-th step. Then, after the Hp + 1-st step, he takes the
strategy Ri,a2 . ��

For simplicity, we assume that the size of Hp is greater than m enough.

Lemma 2. In AG, suppose that a history H contains hm(t− 1) = {1}m. For any time
steps t1, t2 ∈ T = (t, . . . , tr − 1), where t1 < t2, we have

CAG(t1) ⊆ CAG(t2).

Proof. Suppose that agent i belongs to CAG(t1). We show that once the rising price
p(t1) overtakes the mean asset value vi(t1) of agent i, vi(t1) will not overtake p(t1) as
long as p(t1) is rising. Since

vi(t+ 1)− vi(t) =
a(p− v)

u+ a
> 0 and 0 <

a

u+ a
< 1,

p > v holds as long as p(t1) is rising. Thus, agent i is contrarian at time t1 + 1. We
have CAG(t1) ⊆ CAG(t1 + 1), and can inductively show CAG(t1) ⊆ CAG(t2). ��

We say that the bubble is monotone if hm(t − 1) = {1}m holds for any t ∈ T =
(t, . . . , tr − 1).

Lemma 3. In AG, as long as more than half population are bi-strategists, the price in
a monotone bubble will reach the upper bound.
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Proof. First, the mean asset values that has been overtaken by the price will not exceed
the price again from the proof of Lemma 2.

Second, any bi-strategist i with vi(t) > p(t) will take a buying action in the Hp + 1
steps from Lemma 1. Since vi(t+ 1)− vi(t) = a(p− 1)/(u+ a) < 0, the mean asset
value decreases. Thus, the rising price will eventually reach the greatest mean asset
value in the set of contrarians.

Third, since all the bi-strategists increase the selling strategies, they will take selling
actions in Hp + 1 steps. After that, A/N < 0 holds and the price falls down. ��

From Lemma 3, the following theorem is straightforward.

Theorem 2. In AG, as long as more than half population are bi-strategists, the mono-
tone bubble will terminate. ��

4 Simulation

Here we present simulation results by using the basic constants in Table 1 2.

Table 1. Basic constants

Symbol Meaning Value

N Number of agents 501
S Number of strategies 4
m Memory size 4
Hp Score memory 4
T Number of steps 5000
— Initial agent’s money 10000
— Initial agent’s assets 100
r Investment rate 0.01

Our first question with respect to ExAG is :

1. What values are suitable for the constant λ and the threshold K in ExAG ?

Our next question with respect to AG is :

2. How does the inequality of wealth distribution vary in AG ?

Then, our further questions with respect to several games are as follows.

3. How widely do the Pareto indices of games differ from practical data ?
4. How widely do the skewness / kurtosis of games differ from practical data ?
5. How widely do the volatilities differ in several games ?
6. How widely do the volatility autocorrelations differ from practical data ?

For the first issue, Figure 3 shows the patterns of price behavior for three kinds of λ
values. From the definition of the direct action probability (see (11)), the smaller the λ

2 We repeated the experiments up to 30 times and obtained averaged results.
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Fig. 3. Price behavior for varying λ in ExAG

becomes, the fewer the number of direct actions occur. Thus, the ratio of trend-followers
is high for λ = 0.0001 and that of contrarians is high for λ = 0.01.

In addition, Figure 4 shows the skewness and the kurtosis for varying the constant λ,
where the skewness (α3) and the kurtosis (α4) are defined as

α3 =

N∑
i=1

(xi − x)3

Nσ3
and α4 =

N∑
i=1

(xi − x)4

Nσ4
,

respectively, for time series variable xi and its average x. If the skewness is negative
(respectively, positive), the left (respectively, right) tail of a distribution is longer. A
high kurtosis distribution has a sharper peak and longer, fatter tails, while a low kurtosis
distribution has a more rounded peak and shorter, thinner tails. In other words, the more
the patterns of price fluctuation occur, the smaller the kurtosis becomes. Thus, if λ is
small and the reversal movements of contrarians are rare, the kurtosis becomes large.
On the other hand, if we vary K− with keeping K+ = 500, the kurtosis is distributed
as shown in Figure 5, where a regression curve is depicted.

From the observation above, we set λ = 0.001, K− = 50 and K+ = 500 in what
follows.

Fig. 4. Skewness / kurtosis vs λ in ExAG Fig. 5. Kurtosis vs K− in ExAG
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Fig. 6. Influence on Gini coefficient in AG

For the second issue, we present our results in Figure 6. The Gini coefficient is
used as a measure of inequality of wealth distribution. Given a set of N agents’ wealth
(X1, X2, . . . , XN), the Gini coefficient G is defined as

G =
1

2N2X

N∑
i=1

N∑
j=1

|Xi −Xj |,

where X =
∑N

i=1 Xi/N . If G = 0, the wealth is completely even. If G is close to 1,
an agent has a monopoly on the wealth.

Figure 6(a) shows that the influence of memory size on the Gini coefficient. It means
that the smaller the memory size is, the wider the inequality of wealth becomes. If the
memory size is small, some successful agents earn much money and the others not. So
their mean asset values are widely distributed in the long run. Thus, the Gini coefficient
tends to be large.

Figure 6(b) shows that the influence of investment rate on the Gini coefficient. It
means that the larger the investment rate is, the wider the inequality of wealth becomes.
If the investment rate is large, the successful agents earn much money and the others
not. So their mean asset values are widely distributed in the long run. Thus, the Gini
coefficient tends to be large.

For the third issue, Figure 7 shows the price decreasing change distribution for sev-
eral games and NYSE, where NYSE is the Dow-Jones industrial average 20,545 data
(1928 /10/1 — 2010/7/26) in New York Stock Exchange. That is, the normalized de-
creasing change of price |R| = |ΔPrice/σ| and its distribution is compared. The straight
lines represent the Pareto indices. At a glance, the curves of ExAG and AG resemble
that of NYSE, which means their distributions are likewise. The Pareto index of ExAG
is also not far from that of NYSE.

For the fourth issue, we obtained the following results. Both ExAG and AG have
better values of skewness and kurtosis than MG does as shown in Tables 2 and 3,
where “stdev.” and “95% int.” mean standard deviation and 95% confidence interval,
respectively.
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Fig. 7. Pareto indices for several games and NYSE

Table 2. Skewness

method ExAG AG MG NYSE

average 0.098 0.39 -0.32 3.725
stdev. 1.82 1.03 1.86 —

95% int. [-0.58,0.77] [0.007,0.77] [-1.02,0.37] —

Table 3. Kurtosis

method ExAG AG MG NYSE

average 42.3 72.9 148 18.92
stdev. 61.6 96.3 231 —

95% int. [21.3,67.3] [36.9,109] [62.2,235] —

For the fifth issue, we present our results in Figure 8. The volatility is defined as the
standard deviation of the number of excess demand. The figure shows that the volatility
of AG is lower than other games for every memory size. This means the memory size
does not have a great impact on the price formation in AG.

For the sixth issue, the autocorrelation function C(τ) is defined as

C(τ) =
〈A(t)A(t + τ)〉

〈A(t)2〉 ,

where τ is a time lag. The value of C(τ) becomes 1 (respectively, -1) if there is a
positive (respectively, negative) correlation between A(t) and A(t + τ). As shown in
Figure 9, only MG has the alternating, strong positive/negative correlation for every
time lag. Other games, AG and ExAG, have weak correlations which reduce as the time
lag grows. The practical data, NYSE, has a negative correlation only when the time lag
is τ = 1. Since the excess demand in NYSE is unknown, we assume the number of
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Fig. 8. Volatility (N = 51 ∼ 5119, S = 4, m = 9)

Fig. 9. Autocorrelation of volatility

agents is equal to N = 501 and estimate A(t) from the equation (7). Notice that ExAG
has the same (negative) correlation as NYSE when τ = 1, while AG has the positive
correlation.

5 Conclusions

In this paper, we proposed an asset value game and an extended asset value game. The
AG is a simple variant of MG such that the only difference is their payoff functions.
Though the AG captures a good feature of an agent’s behavior, there is a time lag be-
tween the rapid change of a price and the adjustment of an agent’s behavior. So we
consider the ExAG, an improvement of AG, by using parameters which contain some
probabilistic behavior. The ExAG has two parameters by which the balance of trend-
followers and contrarians can be controlled. We examined several values for the param-
eters and then fixed to specified values. We obtained several experimental results which
reveals some characteristics of ExAG. The advantages of ExAG are twofold. First, we
can restrict a drastic movement of price in AG by tuning the parameters. Second, we
can reduce the time lag generated by recovering score losses in AG.

Our future work includes investigating the influence of market intervention, an in-
depth analysis of the AG, and other applications of the games.
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Abstract. Several dialogue types, including inquiry, persuasion and delibera-
tion, transfer information between agents so that their beliefs and opinions may
be revised. The speech acts in different dialogue types have different pragmatic
implications. For a representative sub-type of persuasion dialogues we consider
how they can be conducted efficiently, in terms of minimising the expected trans-
fer of information, and develop a strategy for efficient persuasion by exploiting
the pragmatic implications. We demonstrate that our strategy is optimal for this
sub-type.

1 Introduction

Several authors have developed dialogue protocols for use in agent systems based on
the typology of Walton and Krabbe [9], including [2] for inquiry dialogues; [6] for per-
suasion; and [5] for deliberation. It is argued in [9] that, unlesss agents recognise (and
agree on) the type of dialogue they are engaged in, misunderstandings arise, fallacies
become possible and the conversation may break down. Even so, the distinctions have
rarely been made precise, and confusion is increased because inquiry, persuasion and
deliberation all make use of a similar set of speech acts. In this paper we will give a
precise characterisation of the distinctive features of a sub-type of persuasion dialogues
and distinguish them from deliberation and inquiry dialogues. Our analysis will draw
attention to the pragmatic meaning of utterances which vary across dialogue types and
give them their distinctive character. We offer a clear specification of these persuasion
dialogues, and an optimal strategy for conducting a dialogue of this representative sub-
type. Our contribution is thus the analysis yielding the distinguishing features of per-
suasion dialogues, and an optimal strategy for a common class of persuasion dialogues.

One common situation that gives rise to both persuasion and deliberation is when
an agent must choose between several options, each of which has several features that
can serve as reasons for and against the choice, and to which agents will ascribe dif-
ferent degrees of importance depending on their personal preferences. When buying a
car one person will be most interested in safety, another in speed, another in comfort.
For cameras, some will require the best quality, whereas others will value more highly
compactness or a low price. In such situations an agent will often need to deal with a
series of salespeople, each trying to overturn the agent’s currently preferred option, or
to consider recommendations from other agents. A very common example in AI con-
ference papers is choosing a restaurant for lunch or an evening dinner. Typically the
individual agents will have only incomplete and often ill-founded or outdated beliefs

J. Filipe and A. Fred (Eds.): ICAART 2012, CCIS 358, pp. 332–347, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



A Strategy for Efficient Persuasion Dialogues 333

about the local eateries, and so they will pool their knowledge to get a more complete
picture of the situation before deciding. Thus one agent may solicit recommendations,
and another agent may attempt to persuade that agent of its own favourite venue. We
will use this illustration throughout this paper.

In [9], dialogue types are characterised by an initial situation, a collective goal, and
individual goals, all stated informally. For inquiry dialogues the initial situation is that
both agents are not certain of some proposition p. Both individual goals and the collec-
tive goal are the same: to determine whether or not p. In persuasion one agent will argue
that p, or that some action φ should be done hoping that the other agent will come to
agreement. The collective goal is to resolve whether p is true or φ should be done. With
regard to individual goals, persuasion is asymmetric: the persuader wishes to convince
the persuadee, whereas the persuadee wishes to explore the possibility that its current
opinion should be revised in the light of information known to the persuader: the per-
suadee is interested in what is true, whether it be p or ¬p. A different case of persuasion
is what Walton terms a dispute [8]. In this case the persuadee also wishes to convince
the other agent that its own original position is correct, so that its individual goal is
now that the other should believe ¬p or that φ should not be done: we will not consider
disputes further in this paper. Deliberation is generally held to concern actions: initially
both agents are unsure whether or not to φ, and individually and collectively they wish
to come to agreement as to whether or not to φ. In the next section we will explore
the distinctions further, with a view to precisely characterising persuasion dialogues in
particular.

2 Distinguishing the Dialogue Types

Although some have suggested that persuasion cannot be applied to actions, this is con-
trary to common usage and we believe that the correct distinction is related to directions
of fit, a distinction made by e.g. Searle [7]. Searle distinguishes theoretical reasoning,
reasoning about what is the case, from practical reasoning, reasoning about what it is
desired to be the case, and what should be done to realise those desires. In the first
case it is necessary to fit one’s beliefs to the world, whereas in the second the idea is
to make the world fit one’s desires, in so far as one has the capacity to do so. In these
terms, inquiry represents an attempt to better fit the beliefs of the agents to the world,
and deliberation how best to make the world fit the collective desires of the agents.
Persuasion can be about either. Note, however, that when we have two (or more) par-
ticipating agents, we have two (or more), probably different, sets of desires to consider.
In deliberation no set of desires should be given pre-eminence, but rather the group as a
whole needs to come to an agreement on what desires they will adopt collectively (e.g.
[5]). In contrast, as discussed in [1], in persuasion it is the desires of the persuadee that
matter: a persuadee is fully entitled to use its own preferences to assess any proposition
or proposal, without any need to consider what the persuader desires. The construction
of a set of collective desires introduces an additional order of complication, and puts
deliberation beyond the scope of this paper. Therefore in what follows we will focus
exclusively on persuasion.
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Essentially an agent starts with incomplete information. In a dialogue agents can
pool information that can extend their knowledge and perhaps revise their beliefs. At
any time an agent has a belief about the utility of various options, but this is tentative
because of the incompleteness and potential incorrectness of its beliefs. The purpose
of persuasion is thus to acquire information and verify the current beliefs to confirm
the current preference or establish a new one. In a deliberation not only is information
about facts exchanged, but also information about the importance of particular attributes
for particular agents in determining the utility of an option. Thus an inquiry concerns
a particular item of information. A persuasion concerns information relating to the set
of attributes relevant to determining a particular preference. A deliberation concerns
this information, and information as to what attributes might be used to determine this
preference. Persuasion and deliberation can thus be seen as composed of a series of
inquiry dialogues, with the context determining the subjects of inquiry.

2.1 Definitions

An example, which illustrates our notation, is given in Section 3. The reader might
find it helpful to refer to this in conjunction with the following definitions for concrete
examples of their use.

The knowledge bases of agents can be partitioned into factual elements, on which
agents should agree, used when the direction of fit is from world to beliefs, and prefer-
ence elements, which represent their own individual desires, tastes and aspirations, and
are used when the direction of fit is from desires to the world. Thus, the preference ele-
ments represent the way the agent evaluates possible options to determine which wishes
to bring about, and how it evaluates objects and situations for value judgements such as
best car and acceptable restaurant.

Definition 1. Let AG denote a set of agents, each of which, Ag ∈ AG, has a knowledge
base KBAg. KBAg is partitioned into factual elements denoted by KBAg

F and prefer-
ence information denoted by KBAg

P . KBAg
F comprises facts, strict rules and defeasible

rules. KBAg
P comprises rules to determine the utility for Ag of certain items based on

their attributes, and the weights used by these rules. These preference elements are
defined below.

Agents expand their KBF by taking information from one another, but KBP remains
fixed throughout the dialogue. Whereas, because it is intended to fit the world, KBF

is objective, KBP represents the personal preferences of an individual agent, and so is
entirely local to the agent concerned. We will use f for factual propositions, and pAg

(to be read as “p is the case for Ag”) for propositions based on preferences. We will not
represent actions separately, so that pAg may represent either propositions such as Roux
Brothers is an acceptable restaurant for Ag or propositions such as it is desirable for
AgA that AgB φ.

Definition 2. Let PROP be a set of atomic propositions and let f ∈ PROP be a
factual proposition and pAg ∈ PROP be a proposition based on preferences. Let
KBAg

F � f denote that a factual proposition can be defeasibly shown from KBAg
F , us-

ing an appropriate reasoning engine (e.g. [2] uses Defeasible Logic [3]), without using
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preference information. KBAg
P records the preferences of Ag using clauses with pref-

erence based propositions as heads and bodies comprising factual propositions. Now
KBAg

F ∪KBAg
P � pAg denotes that the preferences of Ag are required for pAg to be

shown.

This reflects that a value judgement such as Rolls Royce make the best cars, cannot be
considered true simpliciter, but is true (or false) relative to an agent, and determined
using that agent’s individual preferences. Next we may need to distinguish between the
knowledge base of an agent at the start of the dialogue, and the knowledge base of
that agent at the end of the dialogue. In our simple case, only KBAg

F changes during a
dialogue. While an agent may be persuaded to change its preferences, this is a higher
order persuasion in this paper and not a straightforward matter of simply adding to the
existing KBP , as is the case with facts.

Definition 3. Let the knowledge base of an agentAg at the start of a dialogue be denoted
by KBAg0 , and its knowledge base after n steps of dialogue be denoted by KBAgn .

We now introduce some further definitions needed for the protocol and strategy. Firstly,
agents need to be able to discuss the options under consideration within the dialogue
and the attributes of these options. For example, in a dialogue about where to go on hol-
iday, the options might cover different countries such as France and Spain with relevant
attributes including things such as the food and the weather. In the restaurant example
the various local restaurants will be the options and various features such as distance,
quality, type of cuisine, ambiance and the like are attributes of restaurants that agents
may use as reasons to choose between them. Furthermore, agents can give individual
weightings to these attributes to reflect their different tastes and aspirations.

Definition 4. Let O be a set of options that agents can propose during the course of a
dialogue. O has an associated set of attributes AO . An agent associates each aj ∈ AO

with a weight wj ≥ 0 to form a set of weights W . Each set W is individual to an agent.

Next we need to be able to determine the truth value of attributes of options, e.g. stating
that the option Spain does indeed have the attribute of good weather, or that the Mogul
Palace serves Indian food. We also need to be able to determine the weight that an agent
assigns to an attribute of an option. The following two functions enable the above.

Definition 5. Let τ : O × AO → {0, 1} be a truth function that returns the truth value
given by τ(Oi, aj) = τij for option Oi ∈ O and attribute aj ∈ AO.

Definition 6. Let w : AG×AO → N∪{0} be a weight function that returns the weight
w(Ag, aj) = wAg(aj) of an attribute aj for agent Ag ∈ AO . Where the agent Ag is
clear from the context, we use wj .

Next we introduce notation to enable us to refer to sets of attributes of options as deter-
mined by their truth status (as will be required in section 4). Thus, attributes of options
will fall within one the following disjoint sets: verified true, verified false, unverified
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true and unverified false, where verified options have been the subject of an inquiry di-
alogue (and so have been agreed by the agents) and unverified options have not (and so
could change in the light of information that could be elicited by an inquiry dialogue).

Definition 7. τij = 1 if option Oi has attribute aj . If this attribute for this option has
been the subject of an inquiry dialogue, τij has been verified. Attributes of options for
which τij = 1 has been verified form a set V Tag; those for which τij = 0 has been
verified form a set V Fag , for both agents. For a particular agent, if for an unverified
attribute KBAg

F � τij = 1, the attribute is unverified true and so an element of UTag:
otherwise the attribute is unverified false and so is an element of UFag . V Tag∪UTag∪
V Fag ∪ UFag = AO .

Finally, we are able to define the utility of an option for an agent, based on attributes of
the option that are true.

Definition 8. Let A ⊆ AO be a set of attributes true of Oi. Then the utility of Oi for
an Agent Ag with respect to these attributes, Ui(A), is

∑
aj∈A

wAg(aj). Now the current

utility is Ui(V Ti ∪ UTi). This we will sometimes abbreviate to Ui when there is no
ambiguity. The maximum utility is Ui(V Ti ∪ UTi ∪ UFi) and the minimum utility is
Ui(V Ti).

2.2 Inquiry and Persuasion Dialogues

We can now characterise the distinction between inquiry and persuasion. Suppose we
have two agents, Wilma and Bert, so that AG = {W,B}: following the conventions of
chess, W will initiate the dialogues. We may say that for an inquiry dialogue between
Wilma and Bert concerning a proposition f (inquiry dialogues concern only factual
propositions), the following two conditions should hold:

I1 Initially either Wilma does not believe that f : KBW0

F �� f or Bert does not believe
that f : KBB0

F �� f or both.
I2 At the end of the dialogue both believe that f if and only if f is a consequence of the

joint knowledge bases: (KBW1

F � f) ∧ (KBB1

F � f)↔ KBW0

F ∪KBB0

F � f .

An inquiry dialogue will always result in agreement, since, if explicit agreement does
not terminate the dialogue it will continue until Bert and Wilma have exchanged all
their knowledge. Thus, if the dialogue has taken n steps, KBWn

F = KBBn

F = KBW0

F ∪
KBB0

F . Some have argued that neither should believe that f at the outset, but we wish
to allow Wilma to start an inquiry dialogue to confirm her beliefs, since, given the
defeasible reasoning mechanism we are using, it is always possible that Bert may supply
information resulting in Wilma revising her beliefs.

The second condition is plausible (since we are assuming that factual propositions
are objectively assessed by the agents) and is the condition used to show soundness and
completeness of the inquiry dialogues in Black and Hunter [2]. Since that paper shows
soundness and completeness for their inquiry dialogues, we shall suppose that where
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Wilma and Bert wish to establish the truth of some factual proposition, they will use a
dialogue as described there.

In contrast, persuasion can concern matters with both directions of fit, although prob-
ably evaluative propositions are more usually the topic than factual ones. This is because
if the persuader is correct (and honest), for factual topics an inquiry dialogue will serve
to achieve the goals of a persuasion dialogue. It may be, however, that the persuader has
some interest in establishing the proposition, and this interest will persist even if it be-
comes aware of information suggesting that the proposition is in fact false. If one of the
agents represents a salesperson, for example, it may act in this way. Since persuasion
may have this adversarial element we distinguish open persuasion, where the persuader
is expected to tell the truth, the whole truth and nothing but the truth, and partial (i.e
not impartial) persuasion where the persuader must tell only the truth and nothing but
the truth, but need not tell the whole truth if that would damage its cause. Open persua-
sion about a fact is simply an inquiry dialogue where the persuader initially believes the
proposition under consideration, so that these dialogues can also be characterised by
I1 and I2 above. We will henceforward confine ourselves to persuasion dialogues that
concern matters of preference, so that there will be subjective elements dependent on
tastes and preferences as well as facts.

Open Persuasion
OP1: Wilma believes that Bert does not believe that pB: KBB0 �� pB
OP2: Both wish that at the end of the dialogue Bert believes that pB if and only if pB
is a consequence of their joint knowledge bases and Bert’s preferences: KBBt �
pB ↔ KBW0

F ∪KBB0 � pB , where the dialogue terminates in t steps.

Note that at the end of an open dispute, Bert and Wilma may differ as to whether p
or ¬p, since their beliefs reflect their own individual preferences applied to the shared
information. Again the dialogue will always terminate because either the agent is per-
suaded, or all factual knowledge has been exchanged.

For partial persuasion we include the desire to, as it were, win the dialogue, irrespec-
tive of the truth of the matter. Although partial persuasion can be conducted regarding
a matter of fact, we will consider here only persuasion relating to matters involving el-
ements of preference. The initial goal remains OP1, and Bert’s final goal remains OP2,
but Wilma has a different goal, PP3. PP4 represents the condition under which Wilma
can legitimately satisfy her goal. Again the dialogue terminates in t steps.

Partial Persuasion using Preferences
PP3: Wilma’s goal is that Bert should believe that p: KBBt � pB
PP4: Wilma can succeed if she has information to enable Bert to believe p: KBBt �
pB ↔ (∃S) ⊆ KBW0

F such that S ∪KBB0 � pB .

Note that open persuasion begins with a conflict, but has the same goals for both partic-
ipants, whereas in partial persuasion they have different views as to what constitutes a
successful termination. Both agents can realise their individual goals if pB does follow
from their collective knowledge and Bert’s preferences. If not, strategic considerations
may affect the outcome: it may be that there is a subset of Wilma’s KB which could be
used to persuade Bert, but that she reveals too much, so that Bert is unpersuaded. Here
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Wilma could have succeeded according to PP4, but in fact Bert is rightly unpersuaded,
satisfying OP2.

Having made these distinctions we will now focus on a particular sub-type of per-
suasion dialogue, open persuasion involving preferences. This is the simplest kind of
dialogue after inquiry dialogues, in that only one side is doing the persuasion, and the
participants have common goals. Our particular scenario is the common situation where
an agent is seeking a recommendation, or comparing options, concerning things such
as restaurants, cars, digital cameras, insurance, or any other product where competing
options have some out of a large number of features that vary in importance for different
agents. The persuading agent will want what is best for the other agent, and will have
no particular interest in having its recommendation accepted. The particular topic we
will consider is what is an acceptable restaurant for Bert?

3 Example

For our example we will spell out choice of restaurant in detail. Let us suppose that
Wilma and Bert are standing outside Burger World. Bert can see that Burger World is
close by and appears cheap, but as a stranger to the town knows nothing about any other
restaurant. Wilma, on the other hand, as a native to the city, has complete information.
So, initially, Bert finds Burger World acceptable but Wilma will attempt to persuade
him of the merits of the Thai Palace. Moreover suppose Bert wants a good quality
restaurant that is cheap, close by and licenced. Bert weights these attributes 6,2,1 and 2
respectively. All other features of restaurants, such as whether they have music, and the
type of cuisine, are matters on which Bert is indifferent, and so have weights of 0, and
need not be considered. We can summarise the situation:

Set of AgentsAG = {Wilma, Bert}. Wilma is the persuader and Bert is the persuadee.

Set of Options O = {BurgerWorld, ThaiPalace} = {O1 , O2}
Set of Attributes AO = {goodQuality, cheap, close, licenced} = {a1, a2, a3, a4}
Sets of weights. WWilma(ai) = {6,4,0,2}; WBert(ai) = {6,2,1,2};
for i = 1,2,3,4.

Truth values τij . Burger world (j = 1) {0,1,1,0} (cheap and close). Thai Palace
(j = 2) {1,1,0,1}: (good quality, cheap and licenced).

Each agent, for each option, partitions AO into four subsets, depending on its own
knowledge base. Attributes that are not known and have not yet been the subject of an
inquiry are unverified, while those that have been the subject of an inquiry are verified,
and the agents are in agreement as to them. If an attribute cannot be shown true, it is
considered to be false since the defeasible reasoner uses negation as failure. So at the
start of the dialogue,

Bert has UT1 = {cheap, close}, UF1 = {good, licenced}, V F1 = V T1 = ∅ for
Burger World and UF2 = {good, cheap, close, licenced}, UT2 = V F2 = V T2 = ∅
for the Thai Palace. As the dialogue progresses, inquiries regarding attributes are made,
and these attributes will move from unverified to verified. Bert’s utility calculations for
Burger World at the start of the dialogue are shown in Figure 1.
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W1 I would go to the Thai palace. Wilma starts the persuasion dialogue by making a
recommendation.

B1 Burger World is right here and it looks cheap. Bert indicates two criteria that he
values and that he believes are satisfied by Burger World

W2 The Thai Palace is also cheap, but it is a walk away. Wilma supplies information
about the criterion satisfied by the Thai Palace. Bert increases the current and
minimum utilities of the Thai Palace to 3.

B2 Is Burger World good? Bert seeks information about another valued criterion.
W3 No. But the Thai Palace is. Wilma indicates a point in favour of the Thai Palace.

Bert must now adjust his utilities: while the current utility of Burger World remains
3, the maximum falls to 5. But the minimum utility of the Thai Palace is now 6, and
so cannot be bettered by Burger World.

B3 OK. Bert now has sufficient information about both restaurants for the criteria he
values: he does not ask about licensing because that can no longer change the
order for him.

At the end of the dialogue: Bert has UT1 = ∅, UF1 = {licenced}, V F1 =
{goodQuality}, V T1 = {cheap, close} for Burger World and UT2 = ∅, UF2 =
{licenced}, V F2 = {close}, V T2 = {cheap, goodQuality} for the Thai Palace. The
utility calculations for Bert and Burger World at the end of the dialogue are shown in
Figure 1.

Calculation of Utilities for Bert for Burger World at the start of the dialogue:

Current Utility = U1(UT1 ∪ V T1)) = U1({cheap, close}) = wB(a2) + wB(a3) =
2 + 1 = 3.

Minimum Utility = U1(V T1)) = 0
Maximum Utility = U1(UT1 ∪ V T1 ∪ UF1)) = U1({goodQuality, cheap, close,

licenced}) = 6 + 2 + 1 + 2 = 11.

Calculation of Utilities for Bert for Burger World at the end of the dialogue:

Current Utility = U1(UT1 ∪ V T1)) = U1({cheap, close}) = wB(a2) + wB(a3) =
2 + 1 = 3.

Minimum Utility = U1(V T1)) = 3
Maximum Utility = U1(UT1 ∪ V T1 ∪UF1)) = U1({cheap, close, licenced}) = 2+

1 + 2 = 5.

Fig. 1. Utility Calculations for Bert

This is a fairly efficient dialogue: restaurants have many attributes and so Wilma
could have told Bert many things he did not know, whereas the dialogue is able to con-
clude after Bert has received just six items of information. How is this possible? It is
because Wilma is able to infer things about Bert’s criteria and current knowledge be-
yond what Bert explicitly states and asks, and so can recognise what will be relevant to
Bert’s opinion. This is Grice’s notion of conversational implicature. In [4], Grice ad-
vanced four maxims (Quality, Quantity, Relevance and Manner) intended to capture the



340 K. Atkinson, P. Bench-Capon, and T. Bench-Capon

pragmatics of utterances in cooperative dialogues. The maxims express the cooperation
principle:

Make your conversational contribution such as is required, at the stage at which
it occurs, by the accepted purpose or direction of the talk exchange in which
you are engaged,

which arguably must be observed if misunderstandings and conversational breakdown
are to be avoided. Relevance (which may be dependent on the dialogue type and its
state) is our main concern here.

Thus Bert begins in B1 by stating that Burger World satisfies two criteria. Burger
World is not chosen at random but is Bert’s currently preferred option, the one which
the Thai Palace must overcome. The criteria are those which Bert believes Burger World
does, and the Thai Palace does not, satisfy. Thus in Wilma’s reply she can improve her
case by stating that one of the criteria is satisfied by the Thai Palace. Once a criterion
is put into play, it is considered for both options, thus verifying any existing beliefs
Bert may have about the options. In B2 Bert asks a question. This again is not chosen
at random but concerns a criterion which, if satisfied, would put Burger World beyond
reach. Wilma can, however, truthfully say that it does not satisfy this criterion, but that
the Thai Palace does. Bert now draws the dialogue to a close since he has sufficient
knowledge of the criteria relating to the two options relevant to him, according to his
preferences. He does not ask about licencing because that cannot restore Burger World’s
lead. In this dialogue features of the Thai Palace that make it attractive to Wilma are
not even mentioned, while she supplies information about a feature to which she is
indifferent: Bert is the sole arbiter of what makes the restaurant good (in complete
contrast to deliberation). Bert could not ask about another criterion without misleading
Wilma by conversationally implying that he valued a fourth criterion enough to overturn
his current view, which would prolong the dialogue to no useful purpose. Note also the
asymmetry: Wilma’s criteria may determine her recommendation, but play no part in
the dialogue unless they are shown to be valued by Bert.

The dialogue is not, however, as efficient as it might be. Given his weights, if Bert
discovered that either restaurant was, and the other was not, of good quality, he could
stop immediately, since this criterion carries more weight than the other three combined.
Thus Bert’s best initial question would have been B2, with Wilma’s reply in W3 enough
to resolve the discussion. We could extend our notion of conversational implicature to
suggest that mentioning a criterion means not only that it matters to the persuadee but
additionally that there are no more important criteria not yet mentioned. This is what
we will do in the algorithm developed in the next section. As we will see in section 5,
this algorithm, based on conversational implicature, is optimal in terms of minimising
the expected exchange of information.

Note also that Bert’s strategy is good only with regard to open persuasion. Had this
been a partial persuasion situation, Bert’s question in B2 could only have received the
response that the Thai Palace was good. Since Wilma is not obliged to tell the whole
truth, even if she had believed that Burger World was good, she would have remained
silent on that point, and indeed on all positive features of Burger World. Wilma answers
the question only if the answer does not improve Bert’s assessment of that restaurant.
In a partial persuasion, therefore, Bert will ask only whether the Thai Palace is good.
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If Bert does not know some relevant facts about Burger World, he should attribute some
kind of expected utility to them, in which case discovery that the Thai Palace was of
good quality might not immediately displace Burger World, and the question as to price
would still be important.

Beneath the surface of the dialogue, the pragmatic meaning of the utterances in the
context of persuasion is that Bert is asking a sequence of questions about whether at-
tributes that he values enough to be able to change his current preference are satisfied by
the proposed option and (in open persuasion) by his currently preferred option. Wilma’s
role is to answer these questions. We suggest also that Bert should ask about criteria in
order of their importance to him. We now develop an algorithm based on this principle
and show in section 5 that this represents an optimal strategy. Thus following Grice’s
maxims, and taking the pragmatics of the dialogue type seriously, has computational
benefits.

4 Protocol and Strategy

The persuasion dialogue, (W1-B3 in the example), once it has been initiated by the
persuader, is a series of statements and requests for information on the part of the per-
suadee. Either these will be a statement of the form τ1j = 1, or a question of the form
whether τ1j = 1. In either case, in the terms of [2], the persuadee wishes to open in-
quiry dialogues with τ1j and τ2j as topics (in open persuasion) or with τ2j as the only
topic (in partial persuasion).

This can be accomplished using a series of inquiry dialogues. Since that of [2] has
been shown to be sound and compete, it can be used to give Bert the best information
available, the knowledge derivable from the union of the KBs. We will therefore assume
the use of the protocol of [2] to exchange information. When should the persuasion di-
alogue terminate? If O1 is Bert’s currently best option, and Wilma is trying to persuade
him of O2, Bert should continue to seek information until the minimum utility of O1

is greater than the maximum utility of O2, in which case Wilma’s proposal can be re-
jected, or until minimum utility of O2 exceeds the maximum utility of O1, in which
case her proposal can be accepted. This state will be approached by initiating inquiry
dialogues to verify as yet unverified features of the options. When UTi = UFi = ∅,
the dialogue must terminate, since the option with the highest current utility cannot be
displaced. Often, however, it will terminate with only a subset of the attributes verified:
in the example above it may terminate if good quality is true of one but not the other;
if true of both or neither it could terminate for Wilma if cheap is true of one but not the
other, and she will consider whether they are licenced only if the options are the same
in terms of quality and price.

Definition 9. Termination condition. Let T1(X) be the condition that the algorithm has
terminated with O1 preferred when the status of all the attributes associated with the
weights in X ⊆W is known to the persuadee.
T1(X) holds if and only if∑
wj∈X

τ1jwj −
∑

wj∈X

τ2jwj >
∑

wj∈W\X
wj . Similarly for T2(X).
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For efficiency, the agent should choose the topics so as to minimise the expected number
of steps. From our observations about what is conversationally implied in persuasion
dialogues, we conjecture that an optimal strategy, S for an agent would be to inquire
about attributes in descending order of their weights, and so employing a kind of greedy
algorithm. We now present the protocol and embedded strategy S for our persuasion
dialogue. Agents can open and close the relevant dialogues, propose options and inquire
about the status of attributes, as in [2]. A persuasion dialogue follows the following
protocol:

[P0]: Wilma opens by proposing an option, O2. If Bert’s currently preferred option
is O1 �= O2 a persuasion dialogue will commence; otherwise he agrees immedi-
ately. Initially A = X = ∅; W = the set of weights of all attributes about which
Bert may inquire.
[P1]: Bert opens inquiry dialogues with topics τ1j , τ2j for some attribute aj with
which Bert associates a positive weight wj ; A becomes A ∪ {aj}; X becomes
X ∪{wj}; increment the utilities Ui : i ∈ {1, 2} by τijwj . This may change which
option is currently preferred.
[P2]: If T1(X) holds terminate with O1 preferred, else if T2(X) hold terminate with
O2 preferred else if X = W , return the currently preferred option; else go to [P1].

The inquiry about a single attribute in [P1] and [P2] is termed a step. Moves are sub-
scripted with W or B depending on whether the move is made by the agent acting as
the persuader (W ) or persuadee (B). There are two options O1 and O2. Thus the dia-
logue begins with W proposing O2. Now B either agrees, or states its preferred option
and inquires about some attribute. Since only B’s weights matter, wj will refer to the
weight given to aj by B.

open dialogueW
proposeW (O2)
if agreeB(O2))
T2(∅), end dialogueB

else
X = ∅; A = ∅
proposeB(O1), such that O2 �= O1

open persuasion dialogueB
for all aj ∈ AO do

sort AO into ordered descending list such that wj ≥ wj+1

end for
j=1
while ¬T1(X) and ¬T2(X) do

inquireB(τ1j , τ2j)
A becomes A ∪ {aj}; X becomes X ∪ {wj};
increment the utilities Ui : i ∈ {1, 2} by τijwj .
if τ1j = 1 then aj ∈ V T1 else aj ∈ V F1

end if
if τ2j = 1 then aj ∈ V T2 else aj ∈ V F2

end if
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j++
end while
if T1(X) then disagreeB(O2) else agreeB(O2)
end if

end if
end dialogueW

The algorithm given above is for open persuasion; for partial persuasion the inquiries
will concern τ2j only. As noted above, each pass through the while loop is referred to
as a step in the remainder of the paper. Each step establishes or verifies the truth values
for one attribute.

5 Results

In this section we describe a series of results that show our strategy S to be an opti-
mal strategy for a number of representative situations. The first of these is where the
persuadee has no initial opinions as to the facts: the attributes of the options will be dis-
covered from the dialogue, and are all considered equally likely at the outset. Theorem
1 shows that S is optimal for this scenario1.

Theorem 1: Suppose we have two optionsO1 andO2 of equal prior utility,m attributes,
which are equally likely to be true or false for each option, and m positive weights
assigned to the attributes. Then an optimal strategy, in the sense that the algorithm
terminates in the expected fewest number of steps, is to inquire about the attributes in
descending order of weight (strategy S). First we prove two preliminary lemmas.

Lemma 1: Given a set A of n attributes, the probability that the algorithm will terminate
in not more than n steps is independent of the order in which we inquire about these
attributes. We term this probability P (X) where X = {wAg(aj) : aj ∈ A}.

Since we are concerned with the opinions of only one agent (the persuadee), we shall
use the simplified notation wj for wAg(aj).

Proof of Lemma 1: Let X = {w1, ...wn} ⊆ W be the set of weights associated with
the attributes examined. If T1(X) holds, the algorithm terminates in at most n steps, by
Definition 9.

Conversely if O1 is determined in n1 ≤ n steps after considering X1 ⊆ X then
T1(X1) holds.

Subtracting
∑

wj∈X\X1

wj from both sides of T1(X1) gives

[Inequality 1]:
∑

wj∈X1

τ1jwj −
∑

wj∈X1

τ2jwj−
∑

wj∈X\X1

wj >
∑

wj∈W\X
wj ,

since (W \X1) \ (X \X1) = W \X .

1 We would like to thank Michael Bench-Capon for his insights regarding the proof strategy
used in this section.
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We aim to deduce that T1(X) holds.

LHS of T1(X) =
∑

wj∈X

τ1jwj −
∑

wj∈X

τ2jwj

≥
∑

wj∈X1

τ1jwj − (
∑

wj∈X1

τ2jwj +
∑

wj∈X\X1

τ2jwj)

≥
∑

wj∈X1

τ1jwj −
∑

wj∈X1

τ2jwj −
∑

wj∈X\X1

wj since τ2j ≤ 1

>
∑

wj∈W\X
wj (by Inequality 1). This is the RHS of T1(X), so T1(X) holds.

Hence the algorithm returns O1 in no more than n steps (by discovering the status
of some or all elements of A) if and only if T1(X) holds. Similarly for O2. Hence
the probability P (X) is independent of the order in which the elements of X are
considered. �

Lemma 2: Let X,Y be n-element subsets of W which differ only in one element: X =
(X ∩Y )∪{wx} and Y = (X ∩Y )∪{wy} with wx > wy . Then P (X) ≥ P (Y ) where
P (X), P (Y ) are as defined in Lemma 1.

Proof of Lemma 2: Let X = {w1, ...wn−1, wx}, Y = {w1, ...wn−1, wy} where wx >
wy . By Lemma 1, P (X) and P (Y ) are well defined. We write TT, TF, FT, FF for
the 4 possible values of 〈τ1j , τ2j〉. For each set X,Y , there are 4n possible such as-
signments of truth values, all equally likely by our hypothesis. For example, when n =
3, one assignment is 〈TT, FT, TT 〉, indicating the first and third attributes are true for
both O1 and O2, but the second is true only for O2. If the algorithm terminates for r out
of the 4n assignments, the probability of termination in at most n steps is r/4n.

Suppose T1(Y ) holds for a particular assignment: we will show that it follows that
T1(X) holds for that assignment.∑

wj∈X

τ1jwj −
∑

wj∈X

τ2jwj =
∑
wj∈Y

(τ1j − τ2j)wj + (τ1j − τ2j)(wx − wy)

≥
∑
wj∈Y

(τ1j − τ2j)wj − (wx − wy) since τ1j − τ2j ∈ {−1, 0, 1} and wx > wy .

>

⎛⎝ ∑
wj∈W\Y

wj

⎞⎠− (wx + wy) by T1(Y ) =
∑

wj∈W\X
wj so that T1(X) holds.

Hence the number rX of assignments for which the algorithm terminates in not more
than n steps is at least rY .

P (X) = rX/4n and P (Y ) = rY /4
n so that P (X) ≥ P (Y ) as required. �.

Proof of Theorem 1: Suppose there exists a strategyR better than S. Then there exists
n ∈ N such thatR is more likely to terminate in at most n steps than S.

Let XS = {w1, w2, ..., wn}, be the set of the largest n weights and let XR be the set
of n weights used byR.
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We construct a chain of n-element sets XS , X1, X2, ...Xk, XR so that each set X
and its successor Y satisfy the conditions of Lemma 2. We retain elements of X∩Y and
replace others in turn, substituting the largest in Y for the largest in X and continuing
in descending order. For example, if X = {9,8,6,5} and Y = {8,4,3,1}, the intermediate
sets are {4,8,6,5}, {4,8,3,5}.

Since XS contains the largest weights, wx > wy is satisfied for each pair in the
chain. By Lemma 2, for each pair 〈X,Y 〉, P (X) ≥ P (Y ). Hence P (XS) ≥ P (XR), a
contradiction. So no such better strategy exists, and we conclude that S is optimal. �.

Suppose we relax the assumption that the persuadee knows nothing about the options
in the initial situation, and instead starts with a set of initial (perhaps unverified) beliefs
that lead to a preference for one of the options, but where there still remain attributes
whose value for the options is unknown. This was the case for Bert in the Burger World
example above. Corollary 1 demonstrates that S is an optimal strategy in this case also.

Corollary 1: If the utilities of O1 and O2 are initially unequal, S remains an optimal
strategy.

Proof of Corollary 1: Let the current utilities be U1, U2 with U1 > U2 and W =
{w1.., wm} be the set of weights.

Suppose, for contradiction, that a better strategyR than S exists, expected to termi-
nate in n(R) steps with n(R) < n(S). Let L be a number greater than any weight in
W .

Suppose there were additional attributes b1, b2 with weights L + U1, L + U2. Now
initiate a dialogue with weights W ∪ {L+U1, L+ U2} and the initial utilities zero for
both options.

Apply the following strategy: Step 1: Inquire about b1. Step 2: Inquire about b2. After
Step 2: if Step 1 assigns TF and Step 2 assigns FT, (difference between utilities is
U1 − U2), continue as for R, otherwise continue in descending order. For this strategy
the expected number of steps is 2 + 1/4n(R) + 3/4n(S). The expected number of steps
for the descending order strategy is 2 + n(S) which is greater, contradicting Theorem
1. So no such strategyR exists. �
Next consider partial persuasion, where nothing improving the current estimated utility
of the preferred option can be learned, since the persuader will choose to remain silent.
Now all inquiry will take place concerning the option advocated by the persuader, values
for the persuadee’s preferred option being supplied by current beliefs and expectations.
That S remains an optimal strategy in the case is established by Theorem 2.

Theorem 2: If τ1j is known in advance for all attributes aj , S is an optimal strategy for
inquiring about the τ2j .

Sketch of Proof of Theorem 2: In this case U1 is constant throughout. After examining
attributes with weights in X ⊆W , U2 =

∑
wj∈X

τ2jwj .

The algorithm terminates when either U2 > U1

or U1 − U2 >
∑

wj∈W\X
wj =

∑
wj∈W

wj −
∑

wj∈X

wj .
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U2 increases monotonically.
The expected value of U2 is 1

2

∑
wj∈X

wj so the algorithm is expected to terminate

when

either 1
2

∑
wj∈X

wj > U1 or 1
2

∑
wj∈X

wj >
∑

wj∈W

wj − U1.

The RHS of each inequality is constant, so the best strategy is to maximise the LHS at
each step, that is, to choose the largest remaining weight. But this is strategy S as in
Theorem 1. �
Finally we consider the case where the persuadee, agent B, has initial beliefs about
attributes relating to both options, but has varying degrees of confidence in these beliefs,
and wishes to confirm them during the dialogue. Theorem 3 shows S to be an optimal
strategy on the assumption that the currently preferred option is at least as likely as the
alternative proposed by the persuader to satisfy the criteria valued by the persuadee.
This will be the case where the persuadee is quite sure that its preferred option satisfies
some desirable attributes, but has only tenuous beliefs about the other option.

Theorem 3: S remains an optimal strategy if the probabilities pij are not equal, pro-
vided that p1j ≥ p2j for each attribute j, where pij = P (τij = 1).

Sketch of Proof of Theorem 3: After examining attributes with weights in X ⊆ W ,
(expected value of Ui) =

∑
wj∈X

pijwj . So the algorithm is expected to terminate when

∑
wj∈X

(p1j − p2j)wj >
∑

wj∈W

wj −
∑

wj∈X

wj .

Arguing as before, an optimal strategy is, at each step, to choose from the remaining
weights so as to maximise wj(p1j − p2j + 1). �

6 Concluding Remarks

We have identified the distinctive features of a sub-type of persuasion dialogue where
one agent is trying to convince another that its currently preferred option is not as
good as some other possibility known to the persuading agent. We have also drawn
attention to the pragmatic meanings of utterances in these persuasion dialogues, as re-
vealed by considering what the utterances conversationally imply, and have used these
pragmatic meanings to develop a protocol and strategy for agent persuasion dialogues,
which we have shown to be an optimal strategy in a range of representative scenar-
ios for these persuasion dialogues. In future work we intend to consider dialogues with
three or more participants, and dialogues which attempt to change the preferences of the
participants.
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Abstract. The paper presents the Genoa Artificial Power Exchange, an agent-
based framework for modeling and simulating power exchanges implemented in
MATLAB. GAPEX allows creation of artificial power exchanges reproducing ex-
act market clearing procedures of the most important European power-exchanges.
In this paper we present results from a simulation performed on the Italian PEX
where we have reproduced the Locational Marginal Price Algorithm based on
the Italian high-voltage transmission network with its zonal subdivisions and we
considered the Gencos in direct correspondence with the real ones. An enhanced
version of the Roth-Erev algorithm is presented so to be able to consider the pres-
ence of affine total cost functions for the Gencos which results in payoff either
positive, negative and null. A close agreement with historical real market data
during both peak- and off-peak load hours of prices reproduced by GAPEX con-
firm its direct applicability to model and to simulate power exchanges.

Keywords: Agent-based computational economics, Electricity markets, Rein-
forcement learning, Multi-agent systems.

1 Introduction

In the last decade, large efforts have been dedicated in developing theoretical and com-
putational approaches for modeling deregulated electricity markets. Several papers have
appeared in the agent-based computational economics (hereafter ACE) literature on
wholesale electricity markets and ACE has become a reference paradigm for researchers
working on electricity market topics (see as reference examples [17], [3], [4], [1], [7],
and [22]). Generally speaking, these papers adopt a computer-based modeling approach
for studying the electricity markets as result of the interactions between heterogenous
market participants. In particular, the AMES model (Agent-based Modeling of Electric-
ity Systems, [22]) comprised a two-settlement system consisting of a day-ahead market
and a real-time one which are both cleared by means of Locational Marginal Pricing.
[21] presented a model that consists of three sequential oligopolistic energy markets
representing a wholesale gas market, a wholesale electricity market and a retail electric-
ity market. [25] simulated two markets that are cleared sequentially: a day-ahead elec-
tricity market and a market for balancing power. [6] developed a wholesale electricity
market model similar to the Australian National Electricity Market. Detailed reviews
on agent-based models applied to wholesale electricity markets can be found in [26]
and [12]. In this paper, we present the Genoa Artificial Power Exchange (GAPEX), an
agent-based framework for modeling and simulating electricity markets. In particular,
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the general GAPEX framework is presented that allows us to generalize the models and
to overcome some limitations and simplifications that characterized preliminary ver-
sion of the framework ([7], [13] and [19]). In this paper, attention is devoted to model
design and developing within GAPEX. This has direct implication on the features of
the intelligent agents (i.e. Gencos) as well as on the mechanism of the power exchange.
In particular, in order to properly model the decision process of the economic agents,
an enhanced version of the classical Roth-Erev reinforcement learning algorithm [20]
is described so to apply reinforcement learning in case of negative payoffs. Further-
more, due to its complex high-voltage transmission network, the Italian power exchange
(IPEX) is taken as case of study. Results point out that GAPEX is an adequate frame-
work to model and to simulate power exchanges. In particular, the agent-based model
of the Italian Electricity Market is able to replicate market historical results during both
peak- and off-peak load hours as well as to give insights on Genco behaviors. More-
over the proposed enhanced version of the classical Roth-Erev reinforcement learning
algorithm points out effective learning properties with respect to existent variants in the
literature.

The structure of the paper is as follows. In the next Section, the computational design
and architecture of the GAPEX framework is presented. In Section 3 the Italian Elec-
tricity Day-Ahead Market agent-based model is described. In Section 4 the Enhanced
Roth-Erev reinforcement learning algorithm is presented and studied. In Section 5 we
present main results of the agent-based model of the Italian Power exchange, while
Section 6 summarizes main results and remarks.

2 GAPEX Framework Overview

GAPEX is an agent-based framework developed in MATLAB that is suitable for study-
ing the dynamic performances of many electricity markets. The simulator is imple-
mented using OOP programming capabilities of MATLAB, which allows one to de-
fine classes using a Java/C++ like syntax, thus creating a flexible and extensible ABM
framework which can run local simulation and also exploits the Parallel Computing
Toolbox provided with MATLAB. Detailed computational models of the power techno-
socio economic systems can be realistically simulated by means of the agent-based
modeling (hereafter ABM) approach. Agents can range from entities with no cognitive
function (e.g., transmission grids) to sophisticated decision makers capable of commu-
nication and learning (e.g., electricity traders). According to this research paradigm,
we designed and implemented a versatile software framework for studying electricity
markets. Indeed, the philosophy of the project and the modularity of its implementa-
tion provide a valuable computational framework for easily implementing other critical
infrastructure systems relevant to energy markets, e.g., a natural gas market. In order
to properly address the agent behaviors in different economic environments, we have
used a multi-agent learning (MAL) approach so to define appropriate algorithms able
to implement sophisticated decision-making rules. This represents one of the standards
in the ACE literature and some common features characterize the learning models. The
framework is composed by three main classes:
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Learning Algorithms 
Interface

Offline Analysis 
Module

Electricity Market
Class

Agent Class

Session 
Management Class

Heap Memory
Class

Fig. 1. GAPEX Class Architecture

– a heap class;
– a statistical off-line analysis module;
– several algorithms and market mechanisms libraries.

Figure 1 shows the GAPEX class architecture. The Agent class is an abstract class
which is extended by all agents present in GAPEX Framework. It is worth noting that
the Agent class is directly extended in order to define any new types of Electricity Mar-
ket Agents (e.g., Wholesalers, Energy Management Divisions, etc). As concerning the
learning algorithms, they are modeled as interfaces implemented by Gencos. Current
version of GAPEX is characterized by a library of the main solutions for learning al-
gorithms proposed in the literature (e.g., Roth-Erev algorithm, Q-Learning algorithm,
Marimon-McGrattan algorithm, EWA learning and GiGa WoLF algorithm). In particu-
lar, these algorithms have been extended so to consider reward both positive, negative
and null, and the features of the enhanced Roth-Erev algorithm are discussed in Sec-
tion 4. The Electricity Market class allows one to define the market clearing algorithms
and it is based on the Agent class. Currently, the GAPEX allows one to simulate the
Italian Day Ahead Market, the EEX spot market linking DCOPFJ Package [22] and the
Spanish Day Ahead Market. It is worth nothing that all these algorithms are interfaces
as well. The Session class has a two-fold purposes. On the one hand, it acts as a clear-
ing house and allows one to run several iterations of a particular simulation and to call
the statistical off-line module at the end of the simulation. On the other hand, it stores
all market and agent information, thus acting as a repository for all data related to en-
ergy prices and quantities both at market and at agent level (e.g. choices, propensities,
etc). This feature is of crucial importance for economics application as it allows the
GAPEX framework to be used as an artificial world where computational experiments
can be performed. Indeed, such computational experiments are mandatory so to evalu-
ate reproducibility of stylized facts as well as statistical properties of the self-adaptive
complex system under investigation (see [2]). Moveover, in order to model the clear-
ing house feature and characteristics, the mechanism of Heap memory access has been
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simulated and recreated into a MATLAB class. Thus, at the end of every simulation ,
the Clearing House recall the Offline Statistical Module which carry out statistical anal-
ysis as well as visualization of the computational experiment results. Finally, it is worth
remarking that GAPEX allows direct generalization, as it is possible to create different
types of agents, thus allowing the design of extremely realistic agent-based models.

3 Agent-Based Modeling of the Italian Electricity Day-Ahead
Market

As discussed in previous Section, GAPEX is designed as a powerful and extensible
agent-based framework for electricity market modeling and simulation. Current ver-
sion of GAPEX allows one to simulate different power exchange protocols, but due to
its complex structure, in this paper attention is dedicated to the Italian power exchange.
It is worth remarking that a power exchange strongly differs from a stock market from
both structural and behavioral point of view. From the former, the power exchange
mechanism is a uniform double auction whereas the stock market one is continuous
time limit order book. Furthermore, energy is not a storable good (i.e., buy&hold strat-
egy are not even possible) whose consumption is contemporary to the production and
is characterized by strong seasonality (i.e., daily, weekly and yearly). Moreover, from
the latter, the electricity sector is characterized by strong oligopoly (i.e., a limited and
basically time-invariant number of market traders) that repeat the same game on a daily
base. Theoretically speaking, such economic system seems perfect for an analytical
solution based on game theory, but the dimension of the game is so high that it practi-
cally impossible to study equilibria by means of traditional game theory. Despite a first
glance on analytical solutions, all these elements lead to an economic system that can
be effectively studied by means of a computational approach based on learning agents,
thus motivating the development of GAPEX framework for the implementation of the
model of the wholesale Italian Electricity Market. Making use of preliminary versions
of GAPEX, [7] described and implemented an agent-based model of power exchange
with a uniform price auction mechanism and a learning mechanism for the Gencos.
Moreover, [13] provided the first version of the Genoa Artificial Power Exchange and
compared the discriminatory and the uniform price auction mechanism with heteroge-
nous agents. Finally, [19] firstly attempted to create an agent-based model of the Italian
Electricity Market, with a reduced transmission network grid and a simplified descrip-
tion of GenCos. It is worth remarking that version presented and discussed in this pa-
per of both the GAPEX and the agent-based model of the Italian electricity day-ahead
market are characterized by significant extensions. Firstly, agent-based model incor-
porates now the exact procedure employed by the Gestore Mercati Energetici S.p.A.
(hereafter GME) [9] thus overcoming the limitation of previously adopted formulation
that resulted a constrained ill posed optimization procedure. Furthermore, the cogni-
tive agents in the GAPEX make use of the Enhanced Roth-Erev reinforcement learning
algorithm (presented and discussed in Section 4), developed so to take into account pay-
offs of any sign. There are crucial features that allowed us to calculate the energy prices
based on scenarios that correctly emulate real power plants, real transmission limits
and real bids. In this Section we present the agent-based model of the Italian Electricity
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Day-Ahead Market (hereafter ABM IPEX Model). The Italian power exchange (IPEX)
started on 1st April 2004 and is currently administrated by the Gestore Mercati En-
ergetici S.p.A., the Italian market operator. IPEX market structure is characterized by
several subsequent market sessions for both trading energy and managing critical ser-
vices (e.g., reserves and real-time balancing). These are the Day-Ahead Market session
- DAM, (Mercato del Giorno Prima - MGP), the Adjustment Market sessions and the
Ancillary Services Market. The most important (i.e., liquid) session is the Day-Ahead
Market which is organized as a non-discriminatory double-auction market where ap-
proximately 60 percent of national production is traded. The main feature of the Italian
Day-Ahead Market is related to the complex high-voltage transmission network and
results in a zonal splitting with both locational and national energy prices. The ABM
IPEX simulation flow-diagram (i.e., static representation of the objects and their inter-
actions) is shown in Figure 2. It is worth remarking that the ABM IPEX Model consists
of three main building blocks, i.e.:

– the agent-based representation of the Italian Electricity Market and the clearing
mechanism regarding the Day-Ahead Market;

– the representation of the Italian Electricity Network;
– the agent-based representation of traders in the Italian Electricity Market, i.e. Gen-

cos.

These building blocks are discussed in the following sub-sections.

3.1 Day-Ahead Market Model

GAPEX simulates Gencos bidding strategies through a daily market session in the Ital-
ian Electricity DAM. The exact market clearing procedure performed by Italian Market
Operator has been implemented (see [8] for a detailed discussion). Furthermore, the
following agents are currently represented in the model:

– Gencos: They are the economic actors at the supply side of the electricity mar-
ket. They submit supply bids to the GME Market Operator and (after the market
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clearing procedure) they access the GME clearing house in order to retrieve market
results and to update their strategic decisions. They extend GAPEX Agent class;

– Loads: They are aggregations of zonal loads and represent the demand side of the
electricity market as inelastic;

– GME Market Operator: It clears the market and sends information on awarded
prices and quantities to the GME clearing house. It extends GAPEX Electricity
Market class;

– GME Clearing House: It computes all payoffs for the Gencos, updates their market
accounts and stores all market information. It extends GAPEX Session class.

It is worth remarking that the aim of the proposed model is to represent and to study the
strategic behavior of Gencos in the power exchange. Accordingly, the Gencos are char-
acterized by sophisticated decision process (i.e., the Enhanced Roth-Erev reinforcement
learning algorithm presented and discussed in Section 4)) that accounts for the effect
of a repeated game. Furthermore, according to the hypothesis of a competitive electric-
ity market, the Gencos communicate directly only with the GME Market Operator and
GME Clearing House so to account that every Genco is only aware of its own strategies
and payoffs. Finally, all the other agents in the model are passive entities and they are
not endowed with any cognitive capability. Figure 3 shows the UML class diagram for
the agents modeled in the ABM IPEX:

At each iteration step, each ith generator (i = 1, 2, ..., N ) submits to the DAM a bid-
ding curve shown in Figure 4. The curve is described by the triple of Pi ([e/MWh]), Q−

i

([MWh]),Q+
i ([MWh]), i.e., the bidding price, the minimum and the maximum produc-

tion power for ith generator, respectively. After receiving all generators’ bids, the DAM
clears the market by performing a social welfare maximization subject to the constraints
on the zonal energy balance (Kirchhoff’s laws) and on inter-zonal transmission limits
(see [8] for details). The objective function takes into account only the supply side of
the market as the demand is assumed to be price-inelastic. The zonal splitting clearing
mechanism (i.e., DC optimal power flow procedure) allows one to determine both the
unit commitment for each generator and the Locational Marginal Price (LMP) for each
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zone. To this aim, a graph representation of the transmission grid (that defines the area
with relevant transmission constraints) is provided as input to the GAPEX (see Section
3.2). However, with respect to classical literature on power systems, the Italian market
introduces two modifications. Firstly, sellers are paid at the zonal prices, i.e., Loca-
tion Marginal Price (LMP), whereas buyers pay a unique national price (Prezzo Unico
Nazionale - PUN) common for the whole market and computed as a weighted average
of the zonal prices with respect to the zonal loads. Secondly, transmission power-flow
constraints differ according to the flow direction which results in doubling the number
of constraints related to the inter-zonal transmission limits. According to the specific
features of the Italian market, the results of the power exchange auction consist of a set
of the active powers Q∗

i and of a set of Locational Accepted Marginal Prices LMPk for
each zone k ∈ {1, 2, ...,K}.

3.2 Transmission Grid Model

The market clearing procedure described in Section 3.1 requires the definition of a
transmission network. The grid structure adopted in this paper is shown in Figure ??
and reproduces the exact zonal market structure and the relative maximum transmis-
sion capacities between neighboring zones of the Italian grid model as indicated by
Terna S.p.A. the Italian transmission system operator. The relevant areas of the network
correspond to physical geographic areas (e.g. Northern Italy, Sicily, Sardinia, etc.) in
which loads and generators, virtual production areas (i.e. foreign neighboring coun-
tries) or limited production areas (e.g. Priolo Gargallo) are present. It is worth remark-
ing that each zone is represented as a bus to whom generators and loads are connected.
Furthermore, the arches linking the zone represent the transmission connections and
account for the constraints in transmissions for the power flow. Finally, transmission
power-flow constraints differ according to the flow direction, e.g., power flowing from
Central-South to Central-North is subject to a transmission limit that is different from
the one relates to the power flowing from Central-North to Central-South. A detailed
discussion of the Italian transmission grid can be found in [23].

3.3 Genco Model

The supply side of the market is composed by Gencos submitting bids for each of
their power plants. In this paper attention is focussed on thermal power plants strategic
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behavior, as the remaining national production (i.e., hydro, geothermal, solar, wind)
and imported production can be generally modeled as bids at zero price [16]. A set
of thermal power plants consisting of N = 175 generating units is considered. These
comprise five different technologies (i.e., Coal-Fired (CF), Oil-Fired (OF), Combined
Cycle (CC), Turbogas (TG) and Repower (RP)) and in the model a learning agent is
associated to each generating unit. The constant marginal costs of the ith generator is
assumed to be given by:

MCi = πi [e/MWh] (1)

The coefficients πi has been selected using an econometric analysis on real historical
bids. The total cost function of ith generator is assumed to be given by:

TCi(Qi) = ai ·Qi + bi [e/h] (2)

The coefficients ai ([e/MWh]) and bi ([e/h]) are assumed constants. ai depends mainly
on the class of efficiency and on the technology of the power plant, whereas bi (which is
specific for each power plant) accounts for investment and other quasi-fixed costs that
must be recovered and that are not negligible for capital intensive industry such as the
electricity one. As a consequence, the coefficients ai have been evaluated on the basis of
MCi(Qi) with fuel costs, technology and efficiency as exogenous variables, whereas
the coefficients bi have been determined by the literature on technological business
cases [15]. Stated the cost functions of the Gencos, it is necessary to define the decision
process that drives the bidding strategy. In this respect, we assume that the bidding price
Pi of the ith generator (see Section 3.1) is a mark-up μi applied to the marginal cost
MCi in equation 1, i.e.,

Pi = (1 + μi) ·MCi (3)

As a consequence, the decision variable of the ith generator is the mark-up μi and
the learning process should individuate a profitable value for μi as results of the inter-
action (through the energy market) with the other Gencos. In particular, the profit Ri(h)
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depends on the market clearing at hour h. Assuming that the ith Genco belongs to zone
k, Ri(h) is given by

Ri(h) = LMPk(h) ·Q∗
i (h)− TCi(Q

∗
i (h)) [e/h] (4)

where TCi is ith Genco total-cost, LMPk(h) is the Location Marginal Price of zone
k at hour h and Q∗

i (h) is the awarded quantity to the ith Genco at hour h. Finally, it
is worth remarking that the marginal cost is the reference parameter for the bids (see
equation 3), whereas the total costs are crucial in order to evaluate the real profitability
of the bids (see equation 4).

4 Enhanced Roth-Erev Reinforcement Learning Algorithm

Electricity markets are characterized by inherent complexity and repeated games that
requires adequate modeling of strategic behavior of traders. This is usually achieved by
endowing the Gencos with learning capability. The literature on agent-based electric-
ity market models points out three major kind of learning algorithms: zero-intelligence
algorithms [10],[11], reinforcement and belief-based models [5] and evolutionary ap-
proach [18]. In this paper, the strategic agent behavior is modeled by means of a rein-
forcement learning approach. It is worth remarking that the solutions proposed in the
literature generally account for positive and null payoffs (e.g., [18] represented a first
modification of the original work proposed by Roth and Erev [20] so to account for null
payoffs). Unfortunately, this is a severe limitation in order to determine profitable strat-
egy for economic agents in real a economic context. Indeed, the presence of fixed-costs
in the cost function (see equation 2) together with market awarded quantity Q∗

i (h) ≥ 0
for the ith Genco at hour h leads to payoffs that are either positive, negative or null. This
opens a question for a reinforcement learning approach that is able to cope with payoffs
of any sign and to this aim we have developed an enhanced version of the Roth and
Erev algorithm that is able to cope with both positive, negative and null payoffs. The
original Roth and Erev learning model (hereafter referred to as RE algorithm) considers
three psychological aspects of human learning:

– the power law of practice, i.e., learning curves are initially steep and tend to pro-
gressively flatten out;

– the recency (or forgetting) effect, i.e., players recent experience plays a larger role
than past experience in determining his behavior;

– the experimentation effect, i.e., not only experimented strategy but also similar
strategies are reinforced.

For each strategy aj ∈ Aj (i = 1, ..,M ), at every round t, propensities Sj,t−1(aj) are
updated according to:

Sj,t(aj) = (1− r) · Sj,t−1(aj) + Ej,t(aj) (5)

where r ∈ [0, 1] is the recency parameters which contributes to decrease exponentially
the effect of past results. The second term of equation 5 is called the experimentation
function and is given by:
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Ej,t(aj) =

{
Πj,t(âj) · (1− e) aj = âj

Πj,t(âj) · e

M−1
aj �= âj

(6)

where e ∈ [0, 1] is the experimentation parameter which assigns different weights
between the played strategy and the non-played strategies and Πj,t(âj) is the reward
obtained by playing strategy (âj) at round t. Propensities are then normalized so to de-
termine the probability for the strategy selection policy πj,t+1(aj) for the next auction
round as:

πj,t+1(aj) =
Sj,t(aj)∑
aj

Sj,t(aj)
(7)

The modified Roth and Erev learning model (hereafter referred to as MRE algorithm) by
[18] proposed a solution for the case of zero payoffs by modifying the experimentation
function in equation 6 according to:

Ej,t(aj) =

{
Πj,t(âj) · (1− e) aj = âj

Sj,t−1(aj) · e
M−1

aj �= âj
(8)

It is worth remarking that MRE and RE are identical for a positive reward Πj,t(âj),
whereas for null payoff MRE introduces an implicit premium for non-played strate-
gies with respect to the ineffective (i.e. with negative Πj,t(âj)) played strategy. MRE
represents a first but not final extension of the Roth and Erev algorithm as neither MRE
algorithm nor the later VRE algorithm proposed by [22] are able to cope with negative
payoffs. In order to overcome such limitation of the Roth-Erev algortihm, we propose
to extend the MRE algorithm by enhancing the experimentation mechanism for non-
played strategies according to:

Ej,t(aj) =

{
G[Πj,t(âj)] · (1 − e) aj = âj

F [Πj,t(âj)] · Sj,t−1(aj) · e

M−1
aj �= âj

(9)

where

G[x] =

{
−γ · tanh(x) x ≥ 0

0 x ≤ 0
(10)

and

F [x] =

{
α · tanh(x) + 1 x ≤ 0

1 x ≥ 0
(11)

Figure 6 shows functions G[...] and F [...]. It is worth noting that the proposed enhanced
version represents an extension of the MRE. In particular, in the case of negative payoff,
the experimentation function for the played strategies is calculated as in MRE proposed
by [17] for the case of null payoffs, whereas the experimentation function of the non-
played strategies is enhanced by a larger amplification the more negative is the payoff
Πj,t(âj). This leads to an Enhanced Roth and Erev algorithm (hereafter referred to as
ERE algorithm). In the simulations discussed hereafter, we have adopted the values of
0.12 and 0.20 for the parameters e and r, respectively. Moreover, the value of 3.0 and
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10.0 have been chosen for the parameters α and γ, respectively. It is worth noting that
the values for e, r, α, ad γ have been chosen so to guarantee stability of the differ-
ence equations involved in the learning process (i.e., equations 5 and 9). In order to
understand effectiveness of the proposed Enhanced Roth and Erev algorithm and the
interrelation between learning convergence and economic results, we firstly studied the
behavior and the convergence of the learning in the power exchange model. We have as-
sumed the initial (i.e., at t = 0) propensities Sj,t(aj) in equation 5 to be uniformly dis-
tributed among the possible strategies in the strategy space. Furthermore, as discussed
in Section 3.3, the strategy space is related to the mark-up variables. In all computa-
tional experiments discussed hereafter we have considered a uniformly spaced grid for
μi in the range [0.8, 2.3] with step 0.05. This results in a set of 31 possible strategies
for each of the N = 175 generators. Stated this simulation context, the evolution of the
strategy probabilities pointed out three groups of agents:

– those whose bids are lower than clearing prices and are always accepted by the mar-
ket. We denote them as price-takers agents and are characterized by a convergence
of the strategy probabilities;

– those whose bids are higher than clearing prices and are always rejected by the mar-
ket. We denote them as out-of-the-market agents and are generally characterized by
randomly chosen strategies, as they do not participate to the market price formation
and accordingly receive always negative payoffs;

– those whose bids are able to set the Locational Marginal Price. We denote them
as price-maker agents and are characterized by the faster convergence time in the
learning process.

Figure 7 shows an example of reference convergence time-path. For the sake of repre-
sentativeness, the strategy characterized by the largest final probability (i.e., the action
most willing to be played ) of three reference Gencos is considered and their probabili-
ties plotted as function of the simulation iterations. Figure 7 points out that both price-
taker and price-maker are characterized by a learning process that select the preferred
action strategy (i.e., the one whose probability converge to 1). Conversely, it is worth
noting that only some of the out-of-the-market agents are characterized by a conver-
gence of the strategy probabilities. Indeed, those agents whose bids are slightly higher
than the LMP tend to converge even if their bids are always rejected by the market. This
can be interpreted as a result of an almost complete exploration process of their strategy
spaces that allows them to conclude that the strategies played by the near competitors
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(i.e., the price maker agents) were characterized by a bidding price lower enough to
keep them out of the market. In this exploration process, they are characterized by the
slower convergence time, thus corroborating such conclusion.
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Fig. 7. Convergence time-path for the different groups of interacting agents in ABM IPEX

5 Computational Experiments

Learning algorithms and agent-based models should stick to empirical criteria in order
to demonstrate that they are able to reproduce reality. In particular, at the micro-level,
learning algorithms should converge toward a price during the experiments, whereas,
at the macro-level, practitioners should be able to observe stylized facts and economic
emergent behaviors. Completed the learning convergence (see Section 4), we focussed
our attention to a set of computational experiments in order to understand the ability
of the framework to reproduce the emergent properties shown by the IPEX DAM at
macro-level. Firstly, we have chosen a reference power exchange setting (i.e., Gencos
and loads). In this respect, the scenario has been based on a real off-peak hour (i.e.,
hour 5 AM of Wednesday 16th December 2009) as during off-peak hour competition
among producers is generally limited and thus limiting the impact on the level of prices.
For the reference power exchange setting, we have performed 100 computational ex-
periments with different random seeds in order to analyze the ensemble results of the
same repeated game. Both agent convergence and system convergence have been ob-
served. While the former has been discussed in Section 4 and used as a validation proof
of the enhanced Roth-Erev learning algorithm, we now concentrate on the system con-
vergence. This type of convergence (or its lack) can be defined with respect to the
convergence of the PUN time path (i.e. the clearing price converge to a value after a
specific time which depends only from the participating agents). Indeed, the PUN is a
weighted-average of the Locational Marginal Prices by means of the inelastic loads and
an adequate representative of the market clearing and its convergence a good proxy that
the system has reached an equilibrium. In this context, we searched for the ”best per-
forming” economic-learning algorithm, i.e. the selection of the algorithm should have
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lead both to learning convergence and to economic meanings. Due to the proportional
update mechanism of the strategy selection probability (see Section 4), this is a real
system convergence and not a fictitious one induced by a cooling parameter. We also
observe that at the aggregate the learning process achieves an equilibrium that corre-
sponds to a local optimum rather than to a global one, as the PUN and LMP dependent
both on profits (i.e. payoffs) and on strategy spaces. Similar fictitious results have been
already discussed for the Roth-Erev algorithm in a simplified agent-based electricity
model (see [14]) as well as for Q-Learning (see [24]). Furthermore, in the case of VRE
learning algorithm the shape of the curve suggests that although the probabilities of
strategy spaces of the agents have been updated during the simulation, prices at the
beginning of the simulation are the same as at the end. This directly points out that
agents have not learnt any preferred strategy (i.e. there is no convergence) and leads to
a ”random noise shape” of the prices, as discussed in [14]. It is worth remarking that
these results further point out effectiveness of the proposed Enhanced Roth and Erev
algorithm (with the respect to the other state-of-the-art version proposed by the liter-
ature) and its direct applicability to economic and financial context characterized by
positive, null and negative rewards. Finally, the complete 24 hours PUNs of Wednesday
16th December 2009 have been simulated. Again, we have performed 100 computa-
tional experiments (each with a length of 5,000 steps) with different random seeds in
order to analyze the ensemble results of the same repeated game. It is worth remark-
ing, that the energy market is characterized by a strong seasonality (i.e., daily, weekly,
and yearly), therefore the strategic behavior of Gencos can be properly studied on a
daily base. Figure 9 compares the GAPEX simulated PUNs to the GME real PUNs.
Figure 9 points out that the simulated results are in good agreement throughout the
whole 24 hours. Indeed, most of the GME real PUNs fall within the 95 percent (i.e.,
2*σ) confidence band evaluated over the 100 computational experiment whereas the
outliers are however quite close to the limit of the 95 percent confidence band. This
further states the quality and importance of the proposed methodology which is mostly
able to replicate the aggregate results by means of the strategic interactions of the Gen-
cos rather than of a black-box forecast. Understanding the origin of the market results
is a crucial element from an economic point of view as it allows us to determine the
drivers and model of the power exchange. Every policy measure, antitrust action and
market design requires a clear understanding of these elements in order to be effec-
tive. Furthermore, it is worth noting that in the case of the computational experiments,
the generation universe is kept fixed with cost functions unchanged for the whole 24
hours. This has been assumed in order to evaluate the ability of the learning algorithm
for selecting the most profitable strategy in different condition of demands. However,
such condition is not present in the real GME market sessions as the generation plants
are characterized by outages. The absence of outages in the computational experiments
can explain the small difference between GAPEX simulated PUNs to the GME real
PUNs and it is worth noting that including outages in the GAPEX is easy and direct.
However, such an interesting scenario for computer science results of limited interest
from an economics perspective. Indeed, it is characterized by such a large ex − ante
information (the exact information of the hourly participation of the Gencos to the
power auction) that it results practically irrelevant and for this reason it has not been
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considered. Finally, the good agreement between the GAPEX simulated PUNs and the
GME real PUNs achieved by the strategic computational experiments remarks the im-
portance of including fixed-costs in the decision-making process of Gencos. Indeed,
results point out a strong relationship between fixed-costs and profits that the Enhanced
Roth-Erev algorithm was able to incorporate thus improving realism of the model.
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6 Conclusions

In this paper, an agent-based electricity market framework has been presented. The
framework has been implemented in MATLAB using the OOP paradigm and it allows
creation of artificial power exchanges characterized by real market mechanisms and by
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economic agents with learning capabilities. In order to overcome limitations in the sign
of payoff typical of reinforcement learning algorithms proposed in the literature, an en-
hanced version of the Roth-Erev algorithm (i.e., which takes into account positive, null
and negative payoffs) has been presented and discussed. Furthermore, due to its com-
plex high-voltage transmission network, the Italian power exchange (IPEX) has been
taken as case of study. This resulted in replicating the exact market clearing procedure
and considering generation plants in direct correspondence with the real ones. Results
on the convergence of the enhanced Roth-Erev learning algorithm pointed out effective-
ness of the proposed algorithm. In particular, the evolution of the strategy probabilities
pointed out different groups of agents characterized by different convergence rates that
strongly depend on the role of the agent in the market. This fact confirms the direct ap-
plicability of the proposed Enhanced Roth-Erev learining algorithm for economic and
financial applications. Moreover, computational experiments of the ABM IPEX model
performed within the GAPEX pointed out a close agreement with historical data during
both peak- and off-peak load hours, confirming the direct applicability of the GAPEX
to model and to simulate power exchanges in particular for what-if analysis and market
design.
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Abstract. We conduct an experimental study of the effects of manipulations
(i.e., dishonest behaviors) including those of manipulation by annexation and
merging in weighted voting games. These manipulations involve an agent or
agents misrepresenting their identities in anticipation of gaining more power at
the expense of other agents in a game. Using the well-known Shapley-Shubik
and Banzhaf power indices, we first show that manipulators need to do only
a polynomial amount of work to find a much improved power gain, and then
present two enumeration-based pseudopolynomial algorithms that manipulators
can use. Furthermore, we provide a careful investigation of heuristics for annex-
ation which provide huge savings in computational efforts over the enumeration-
based method. The benefits achievable by manipulating agents using these
heuristics also compare with those of the enumeration-based method which serves
as upper bound.

Keywords: Agents, Weighted voting games, Annexation, Merging, Power in-
dices.

1 Introduction

False-name manipulation in weighted voting games (WVGs), which involves an agent
or some agents misrepresenting their identities in anticipation of power increase, has
been identified as a problem. The menace can take different forms. With manipulation
by annexation, an agent, termed, an annexer, takes over the voting weights of some
agents in a game. Power is not shared with the annexed agents. Forming an alliance or
manipulation by merging involves voluntary merging of weights by two or more agents
to form a single bloc [2,13,18]. Merged agents expect to be compensated with their
share of the power gained by the bloc. The agents whose voting weights are taken over
or merged into a bloc are referred to as assimilated agents. The only difference between
merging and annexation is that, in merging, the assimilated agents must be compensated
for their participation by sharing of the power, while in annexation, only the annexer is
compensated for the participation of the group. Annexed agents are assumed to either
voluntary forfeit their weight or be compensated on a one-time basis that is not related
to power. Thus, power increase is much easier to achieve with annexation.

WVGs are classic cooperative games which provide compact representation for coali-
tion formation models in human societies and multiagent systems. Each agent in a WVG
has an associated weight. A subset of agents whose total weight is at least the value of
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a specified quota is called a winning coalition. The weights of agents in a game cor-
respond to resources or skills available to the agents, while the quota is the amount of
resources or skills required for a task to be accomplished. For example, in search and
rescue, robotic agents put their resources (i.e., weights) together in large natural disaster
environments to reach the necessary levels (i.e., quota) to save life and property.

The relative power of each agent reflects its significance in the elicitation of a win-
ning coalition. A widely accepted method for measuring such relative power in WVGs
uses power indices. Two prominent power indices for measuring power are the Shapley-
Shubik [23] and the Banzhaf [6] power indices. WVGs can be viewed as a form of com-
petition among agents to share the available fixed power whose total value is always
assumed to be 1. Agents may thus resort to manipulation by annexation or merging to
improve their influence in anticipation of gaining more power. With the possibility of
manipulation, it becomes difficult to establish or maintain trust, and more importantly,
it becomes difficult to assure fairness in such games.

This paper continues the work of [2,13,18,19] on annexation and merging in WVGs.
We first extend the framework of [18] on susceptibility of power indices to manipula-
tion by annexation and merging in WVGs to consider a much improved power gain for
manipulators. Then, we propose and evaluate heuristics that manipulating agents may
employ to engage in such manipulations using the two power indices. Consider a WVG
of n agents. The simulation of [18] is based on a random approach where some agents,
say k < n, in the game are randomly selected to be assimilated in annexation or to form
a voluntary bloc of manipulators in merging. This simple random approach shows that,
on average, annexation can be effective for manipulators using the two power indices to
compute agents’ power. These results also show that merging only has a minor effect on
the power gained for manipulators using the Shapley-Shubik index, while it is typically
non-beneficial (i.e., no power is gained) for manipulators using the Banzhaf index.

Restricting the number of agents in the blocs of assimilation or merging as employed
in the simple random simulation of [18], we show that manipulators need to do only a
polynomial amount of work to find a much improved power gain over the random ap-
proach during manipulation. Given that the problem of computing the Shapley-Shubik
and Banzhaf indices of agents is already NP-hard [21,22], pseudopolynomial or approx-
imation algorithms [7,9,21] are available to compute agents’ power. We then present
two pseudopolynomial-time enumeration algorithms that manipulators may use to find
a much improved power gain. We empirically evaluate our enumeration approach for
manipulation by annexation and merging in WVGs. Our method is shown to achieve
significant improvement in benefits over previous work for manipulating agents in sev-
eral numerical experiments. Thus, unlike the simple random simulation of [18] where
merging has little or no benefits for manipulators using the two power indices, results
from our experiments suggest that manipulation via merging can be highly effective.

The remainder of the paper is organized as follows. Section 2 provides some pre-
liminaries. In Section 3, we provide visual illustrations of manipulation in WVGs to
give some insights into why it is difficult to predict how to merge. We present our
pseudopolynomial-time manipulation algorithms for annexation and merging in Section
4. Section 5 presents results of evaluation of the manipulation algorithms. In Sections



366 R.O. Lasisi and V.H. Allan

6, we present heuristics for annexation in WVGs. Section 7 discusses related work and
we conclude in Section 8.

2 Preliminaries

2.1 Weighted Voting Games

Let I = {1, · · · , n} be a set of n agents and the corresponding positive weights of the
agents be w = {w1, · · · , wn}. Let a coalition S ⊆ I be a non-empty subset of agents. A
WVG G with quota q involving agents I is represented as G = [w1, · · · , wn; q]. We
assume that w1 ≤ w2 ≤ . . . ≤ wn. Denote by w(S), the weight of a coalition, S,
derived as the summation of the weights of agents in S, i.e., w(S) =

∑
j∈S wj . A

coalition, S, wins in game G if w(S) ≥ q, otherwise it loses. WVGs belong to the class
of simple voting games. In simple voting games, each coalition, S, has an associated
function v : S → {0, 1}. The value 1 implies a win for S and 0 implies a loss. So,
v(S) = 1 if w(S) ≥ q and 0 otherwise.

2.2 Power Indices

We provide brief descriptions of the two power indices we use in computing agents’
power in WVGs. For further discussion, we refer the reader to [12,17].

Shapley-Shubik Power Index

The Shapley-Shubik index quantifies the marginal contribution of an agent to the grand
coalition (i.e., a coalition of all the agents). Each permutation (or ordering) of the agents
is considered. We term an agent pivotal in a permutation if the agents preceding it
do not form a winning coalition, but by including this agent, a winning coalition is
formed. Shapley-Shubik index assigns power to each agent based on the proportion of
times it is pivotal in all permutations. We specify the computation of the index using no-
tation of [2]. Denote by π, a permutation of the agents, so π : {1, . . . , n} → {1, . . . , n},
and byΠ the set of all possible permutations. Denote by Sπ(i) the predecessors of agent
i in π, i.e., Sπ(i) = {j : π(j) < π(i)}. The Shapley-Shubik index, ϕi(G), for each
agent i in a WVG G is

ϕi(G) =
1

n!

∑
π∈Π

[v(Sπ(i) ∪ {i})− v(Sπ(i))]. (1)

Banzhaf Power Index

An agent i ∈ S is referred to as being critical in a winning coalition, S, if w(S) ≥ q and
w(S\{i}) < q. The Banzhaf power index computation for an agent i is the proportion
of times i is critical compared to the total number of times any agent in the game is
critical. The Banzhaf index, βi(G), for each agent i in a WVG G is given by

βi(G) =
ηi(G)∑
j∈I ηj(G)

(2)

where ηi(G) is the number of coalitions for which agent i is critical in G.
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2.3 Annexation and Merging in Weighted Voting Games

Felsenthal and Machover [13] consider a real life example of annexation where a share-
holder buys the voting shares of some other shareholders in a firm in order to use them
for her own interest. Clearly, this action allows the manipulator to possess more shares
and makes it easier for her to affect the outcomes of decisions in the firm. Yokoo et al.,
[25] have also considered false-name manipulation in open anonymous environments
which they refer to as collusion. Like in merging, collusion involves many agents acting
as a single agent. They have shown that the manipulation can be difficult to detect in
such environments. Thus, the increase use of online systems (such as trading systems
and peer-to-peer networks, where WVGs are also applicable) means that annexation
or merging remains an important challenge that calls for attention. We now provide a
formal definition of manipulation by annexation and merging in WVGs.

Let G be a WVG. Let Φ be either of Shapley-Shubik or Banzhaf power index. We
denote the power of an agent i in G by Φi(G). Also, consider a coalition C ⊆ I , we
denote by &C a bloc of assimilated voters formed by agents in C. We say that a power
index Φ is susceptible to manipulation whenever a WVG G is altered by an agent i
(in the case of annexation or by some agents in the case of merging) and such that
there exists a new game G′ where Φi(G

′) > Φi(G). In other words, Φ is susceptible to
manipulation when the power of the agent in the altered game is more than its power in
the original game.

Definition 1. Manipulation by Annexation.

Let agent i alter game G by annexing a coalition C (i /∈ C assimilates the agents in C
to form a bloc &(C∪{i})). We say that Φ is susceptible to manipulation via annexation
if there exists a new game G′ such that Φ&(C∪{i})(G′) > Φi(G); the annexation is
termed advantageous. The factor of increment by which the annexer gains is given by
Φ&(C∪{i})(G′)

Φi(G) . If Φ&(C∪{i})(G′) < Φi(G), then the annexation is disadvantageous.
We provide an example to illustrate annexation in WVG. The annexer and assimi-

lated agents are all shown in bold.

Example 1. Annexation in Weighted Voting Game.

Let G = [12, 16, 18, 19, 23, 26, 43, 46, 50; 195] be a WVG. The Banzhaf power index
of agent 1 with weight 12 is β1(G) = 0.026. Suppose the agent annexes agents 3 and 4
with weights 18 and 19 respectively. An assimilated bloc of weight 49 is formed in the
new game G′ = [16, 23, 26, 43, 46, 49, 50; 195]. The new Banzhaf power index of the
annexer β6(G

′) = 0.177 > β1(G). The agent gains from the annexation and increases
its power index by a factor of 0.177

0.026 = 6.81.

Definition 2. Manipulation by Merging.

Let a manipulators’ coalition, S, alter G by merging into a bloc &S. We say that Φ
is susceptible to manipulation via merging if there exists a new game G′ such that
Φ&S(G

′) >
∑

j∈S Φj(G); the merging is termed advantageous. The factor of increment

by which the manipulators gain is given by Φ&S(G
′)∑

j∈S Φj(G)
. If Φ&S(G

′) <
∑

j∈S Φj(G),
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then the merging is disadvantageous. The agents in a bloc formed by merging are as-
sumed to be working cooperatively and have transferable utility. For the sake of sim-
plicity in our analysis, we also refer to the factor of increment as power gain or benefit.

Example 2 illustrates manipulation by merging in a weighted voting game.

Example 2. Merging in Weighted Voting Game.

Let G = [12, 16, 18, 19, 23, 26, 33, 40, 45; 155] be a WVG. The last four agents in the
game are designated as would-be manipulators. The Banzhaf indices of these agents
are: β6(G) = 0.116, β7(G) = 0.142, β8(G) = 0.174, and β9(G) = 0.200. So,∑9

j=6 βj(G) = 0.632. Suppose the agents decide to merge their weights. A bloc of
weight 144 is formed in the new game G′ = [12, 16, 18, 19, 23, 144; 155]. The Banzhaf
power index of the bloc β6(G

′) = 0.861 > 0.632. The manipulators gain from the
merging and increase their power indices by a factor of 0.861

0.632 = 1.36.

3 Visual Description of Manipulation by Annexation and Merging
in Weighted Voting Games

We provide visual description of manipulation by annexation and merging in WVGs to
further explain the intricases of what goes on during manipulation. We use the Shapley-
Shubik power index for this illustration. Consider a WVG of three agents denoted by
the following patterns: Agent 1 ( ), Agent 2 ( ), and Agent 3 ( ). The weight of
each agent in the game is indicated by the associated length of the pattern. A box in
the pattern corresponds to a unit weight. Suppose all permutations (or ordering) of the
three agents are given as shown in Figure 1 where we vary the values of the quota of
the game from q = 1 to q = 6. The Shapley-Shubik indices of the three agents are also
computed from the figure and shown in the associated table of the figure. These power
indices for the agents in the game correspond to using various values of the quota for
the same weights of the agents in the game.

Consider the case of manipulation by merging where Agent 1 and Agent 3 merge
their weights to form a new agent, say Agent X. In this situation, Agent 1 and Agent
3 cease to exist since they have been assimilated by Agent X. Thus, we have only two
agents (Agent X and Agent 2) in the altered WVG. Figure 2 shows the results of the
merging between Agent 1 and Agent 3. Consider the cases when the quota of the game
is 1 or 6, the power of the assimilated agents for Agent X from Figure 1 shows that
Agent 1 and Agent 3 each has a power of 1

3 for a total power of 2
3 . Whereas, the power

of Agent X which assimilates these two agents in the two cases is each 1
2 < 2

3 . On the
other hand, the power of the manipulators stays the same for the cases where the quota
is either 2 or 5. Specifically, the sum of the powers of Agent 1 and Agent 3 is 1

2 for
these cases. This is also true of Agent X for these cases. Finally, for the cases where the
quota of the game is either 3 of 4, the power of Agent X is 1 which is greater than 5

6 ,
the sum of the powers of Agent 1 and Agent 3 in the original game. Note the difficulty
of predicting what will happen when manipulators engage in merging.

Now, suppose Agent 1 annexes Agent 3 instead of the merging between the two
agents as described earlier, then Agent 3 ceases to exist as shown in Figure 3. In this
case, Agent 1’s power does not decrease. Felsenthal and Machover [12] have already
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Fig. 1. Six permutations of three agents and corresponding power indices of the agents for various
values of quota from q = 1 to q = 6

Fig. 2. Manipulation by merging between Agent 1 and Agent 3 (from Figure 1) to form a new
Agent X. The power indices of Agent X and Agent 2 as computed by Shapley-Shubik index after
the merging for various values of the quota is also shown.

shown that annexation is never disadvantageous for an annexer using the Shapley-
Shubik power index. However, that is not the case when the annexer uses the Banzhaf
power index. This they have dubbed the bloc paradox.

4 Manipulation Algorithms for Annexation and Merging

4.1 Overview

We propose an enumeration approach for manipulation by annexation and merging in
WVGs using the two power indices to compute agents’ power. To begin with, we re-
call that the problem of calculating the Shapley-Shubik and Banzhaf indices is NP-
hard and admit pseudopolynomial algorithms using generating functions or dynamic
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Fig. 3. Manipulation by annexation where Agent 1 assimilates Agent 3 (from Figure 1). The new
power indices of Agent 1 as computed by Shapley-Shubik index after the annexation for various
values of the quota is also shown.

programming [7,9,21]. Given that the problem of computing the two indices is already
NP-hard, and only pseudopolynomial or approximation algorithms are available to com-
pute agents’ power, it is reasonable that the manipulation algorithms we propose are also
pseudopolynomial since we necessarily need to use these indices in computing agents’
benefits during manipulation.

4.2 Manipulation Algorithm for Merging

The brute force approach to determine a coalition that yields the most improved benefit
in merging in a WVG is to simply enumerate all the possible coalitions of agents in
the game and then compute the benefit for each of these coalitions. We can then output
the coalition with the highest value. Unfortunately, enumerating all the possible coali-
tions is exponential in the number of agents. Also, computing the power indices naively
from their definitions means that we have two exponential time problems to solve. We
provide an alternative approach.

Let procedure PowerIndex(G, i) be a pseudopolynomial algorithm for computing the
power index of an agent i in a WVG G of n agents for Shapley-Shubik or Banzhaf index
according to any of [7,9,21]. We first use PowerIndex(G, i) as a subroutine in the con-
struction of a procedure, GetMergeBenefit(G,S). Procedure GetMergeBenefit(G,S)
accepts a WVG G and a would-be manipulators’ coalition, S. It first computes the sum
of the individual power index of the assimilated agents in S using PowerIndex(G, i).
Then, it alters G by replacing the sum of the weights of the assimilated agents in G
with a single weight in a new game G′ before computing the power of the bloc &S in
G′. Finally, GetMergeBenefit(G,S) returns the factor of increment of the merged bloc
&S. Let A(G) be the pseudopolynomial running time of PowerIndex(G, i). Now, since
|S| ≤ |I| = n, procedure GetMergeBenefit(G,S) takes at most O(n·A(G)) time which
is pseudopolynomial.

We now use GetMergeBenefit(G,S) to construct an algorithm that manipulators can
use to determine a coalition that yields a good benefit in merging. We first argue that
manipulators tend to prefer coalitions which are small in size because they are easier to
form and less likely to be detected. Also, intra-coalition coordination, communication,
and other overheads increase with coalition size. Thus, we suggest a limit on the size
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of the manipulators’ coalitions since it is unrealistic and impractical that all agents in a
WVG will belong to the manipulators’ coalition. This reasoning is consistent with the
assumptions of the previous work on annexation and merging [2,18] as well as coali-
tion formation [24]. We note, however, that limiting the manipulators coalitions’ size
this way does not change the complexity class of the problem as finding the coalition
that yields the most improved benefit remains NP-hard.

Consider a WVG of n agents. Suppose the manipulators’ coalitions, S, have a limit,
k < n, on the size of the members of the coalitions, i.e., S, are bounded as 2 ≤ |S| ≤
k. In this case, the number of coalitions that the manipulators need to examine is at most
O(nk) which is polynomial in n. Specifically, the total number of these coalitions is:

(
n
2

)
+

(
n
3

)
+ · · ·+

(
n
k

)
=

k∑
j=2

(
n
j

)
. (3)

So, we have

k∑
j=2

(
n
j

)
=

k∑
j=2

n(n− 1) · · · (n− j + 1)

j!

≤
k∑

j=2

nj

j!

≤
k∑

j=2

nj

2j−1

=
n2

21
+

n3

22
+ · · ·+ nk

2k−1
= O(nk).

Running GetMergeBenefit(G,S) while updating the most1 improved benefit found so
far from each of these coalitions requires a total running time of O(nk · A(G)) which
is pseudopolynomial, and thus becomes reasonable to compute.

4.3 Manipulation Algorithm for Annexation

Our pseudopolynomial manipulation algorithm for annexation provides a modification
of the merging algorithm. We first replace GetMergeBenefit(G,S) with another pro-
cedure, GetAnnexationBenefit(G, i, S). GetAnnexationBenefit(G, i, S) accepts a WVG
G, an annexer, i, and a coalition S to be assimilated by i. The procedure then returns
the factor of increment of the assimilated bloc &(S ∪ {i}).

We use GetAnnexationBenefit(G, i, S) to construct an algorithm that the annexer can
use to determine the coalition that yields the most improved benefit in annexation. The

1 We refer to the most improved benefit among the O(nk) polynomial coalitions and not from
the original 2n coalitions since we have restricted each manipulators’ coalition size to a con-
stant k < n.
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method of construction of the algorithm is the same as that of the manipulation algo-
rithm for merging with the exception that we add the weight of an annexer i to the
weight of each coalition S and compare the power index Φ&(S∪{i})(G′) of the assim-
ilated bloc in a new game G′ to the power index Φi(G) of the annexer in the original
game G. The annexer examines a polynomial number of coalitions of the agents assum-
ing a limit k < n on the size of each coalition. Since the annexer belongs to a coalition
it annexes, the total number of coalitions examined by the annexer is:(

n− 1
1

)
+ · · ·+

(
n− 1
k − 1

)
=

k−1∑
j=1

(
n− 1
j

)
. (4)

Bounding this equation using similar approach as in Equation 3 shows that Equation
4 is O(nk). Thus, as before, the manipulation algorithm for annexation also runs in
pseudopolynomial time, with a total running time of O(nk ·A(G)).

5 Evaluation of the Manipulation Algorithms

We first argue that the simple random simulation of [18] for manipulation by annexation
and merging is unintelligent. Thus, it is impractical that strategic agents would employ
such method to engage in manipulation [19]. This is because simply guessing a partic-
ular coalition from among all the exponential possible coalitions provides a rare chance
for strategic agents to benefit in both manipulation by annexation and merging. We note
also that this chance of success by the manipulators decreases as the number of agents
in a game becomes large. Now, since it is impractical to exhaustively consider all the
exponential possible coalitions, we have presented two pseudopolynomial manipulation
algorithms where we have restricted the sizes of coalitions to be considered by the ma-
nipulators to a constant k which is less than the number n of the agents in the game. Our
idea is for the manipulators to sacrifice optimality for good merging or annexation. By
doing so, the manipulation algorithms potentially bypass a lot of search. Although, the
manipulation algorithms are incomplete, nonetheless, they consider more search space
than the simple random approach, and hence, are guaranteed to find a much improved
factor of increment than the simple random simulation of [18].

We perform experiments to confirm the above hypothesis. First, we make a sim-
ple modification to the random simulation of [18] which provides manipulators with
higher average factor of increment. The modification involves the selection of the best
factor of increment from three random choices (which we refer to as the best-of-three
method). We compare results of our enumeration-based method with those of the best-
of-three method. We randomly generate WVGs. The weights of agents in each game
are chosen such that all weights are integers and drawn from a normal distribution,
N(μ, σ2), where μ and σ2 are the mean and variance. We have used μ = 50 and val-
ues of standard deviation σ from the set {5, 10, . . . , 40}. When creating a new game,
the quota, q, of the game is randomly generated such that 1

2w(I) < q ≤ w(I), where
w(I) is the sum of the weights of all agents in the game. The number of agents, n, in
each of the original WVGs is chosen uniformly at random from the set {10, 11, . . . , 20}
while the number of assimilated agents k is uniformly chosen at random from the set
{5, 6, . . . , 10}.
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Fig. 4. The average factor of increment for merging for the enumeration and best-of-three meth-
ods using various values of size of bloc divided by the number of agents in the games

We have used a total of 500 original WVGs for each experiment and compute the
average factor of increments over the entire set of games for the two power indices. The
evaluation is carried out for the proportion of agents in manipulators’ blocs and the
variance of the weights of agents in the WVGs. We have implemented efficient exact
polynomial methods of computing the Shapley-Shubik and Banzhaf indices for integer
weights using generating functions [7,9] which can be exponential-time in complexity
in the worst case.

We first present the results of the case of manipulation by merging and then provide
discussion on the results of manipulation by annexation. Figure 4 shows the benefits
from merging for both the best-of-three and enumeration-based methods using the two
indices. The x-axes indicates the proportion of agents in the manipulators’ bloc (i.e.
|S|
|I| =

k
n ) whose factor of increment were reported while the y-axes are the average fac-

tor of increment achieved by manipulating agents in those coalitions. For the Shapley-
Shubik power index, Figure 4(a) shows that manipulating agents achieved improved
power using the enumeration approach than using the best-of-three method. There are
cases where the manipulators achieved more than 2.4 times as much as the original
power for the enumeration method, and in general the average factor of increment
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Fig. 5. The average factor of increment for merging for the enumeration and best-of-three meth-
ods using different variances of agents’ weights

is between 1.5 and 2.7 times the original power of the manipulators. Whereas, the
best-of-three method has only minor effects for the manipulators as the average fac-
tors of increment in these tests are below 1.3. Similar trends between the enumeration
and best-of-three methods are observed for the case of Banzhaf index too (See Figure
4(b)). However, the average factor of increment is lower for the two methods using the
Banzhaf index. On average, merging does not appear to significantly improve power
using the best-of-three method for either the Shapley-Shubik or Banzhaf index, and in
most cases is harmful for the agents. We conclude that since improvement in power over
the best-of-three method can be achieved with only a polynomial amount of work, then,
manipulators are more likely to seek a much improved power gain in merging using the
enumeration-based approach.

Figure 5 provides further comparison of the enumeration and best-of-three meth-
ods for the two indices using different variances of agents’ weights. It is clear from
both Figures 5(a) and 5(b) that irrespective of the variances in the weights of agents
in the games, the enumeration method is better in all cases. As before, the figures also
show that on average, the best-of-three method does not appear to improve average
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factor of increment. Finally, for the case of manipulation by annexation and for both the
Shapley-Shubik and Banzhaf indices, the impovement in power achieved by manipulat-
ing agents using the enumeration method is by far more than those achieved using the
best-of-three method.

6 Heuristics for Annexation and Merging in WVGs

Unlike the manipulation algorithms for annexation and merging of Section 4 where we
have n and k as the number of agents and the number of assimilated agents in a WVG,
manipulating agents may not be interested in achieving the most improved power gain
among the O(nk) polynomial coalitions described before. This is because the number
of these coalitions may be large even for small values of n and k. Thus, we propose
heuristics that agents may use for annexation in WVGs. Considering the basic require-
ments for a good heuristic as its ease of computation and to be as informative as possible
[14], the heuristics we propose are designed to first avoid the enumeration approach of
the manipulation algorithms in Section 4. Second, we avoid the unintelligent simple
random approach of [18] to ensure that our heuristics provide good information for
manipulating agents to make decisions on how to annex in WVGs.

6.1 Annexation Heuristics

We recall the definition of annexation in Section 2 and from [2,13], the power of the
assimilated bloc in an altered WVG is compared to the power of the annexer in the
original game. By this definition, intuition suggests that annexation should always be
advantageous. This intuition is indeed true using the Shapley-Shubik index to compute
agents’ power. However, there exist situations where annexation is disadvantageous
for the annexer using the Banzhaf index. See [2,3,13] for examples of WVGs where
annexation is disadvantageous for the annexer using the Banzhaf index. This case where
annexation results in power decrease for the annexer is refer to as the bloc paradox [13].

Again, recall from Equation 4 that an annexer needs to examine a polynomial num-
ber of assimilated coalitions of size at most k − 1 to find the most improved power
gain among these coalitions whose sizes we have restricted to k. We note also that the
assimilated coalitions with maximal weights among these coalitions are those of sizes
k − 1. Thus, it is enough for a particular annexer to check only the assimilated coali-
tions of size exactly k − 1 in order for the annexer to find the coalition with the most
improved benefit using the two power indices. This indeed is the case for the Shapley-
Shubik index. For the case of Banzhaf index, we conduct a test to check the highest
factor of increment among all the coalitions of 2, 000 different WVGs. We found that
the coalitions with maximal weights (i.e., those having sizes of k− 1) yield the highest
possible factor of increment in over 82% of the games. The remaining highest factor of
increment are archieved by manipulators’ blocs with lower number of agents in them. In
none of these two situations do we experience the bloc paradox. This suggests that the
bloc paradox for the Banzhaf power index may be a rare phenomenon in practice.

There are only

(
n− 1
k − 1

)
such assimilated coalitions to be considered by this an-

nexer. As seen, the amount of work carried out by the annexer is still polynomial,



376 R.O. Lasisi and V.H. Allan

however, this heuristic requires smaller computational effort compared to that of the
enumeration-based method and thus makes it more useful in practice. We can even do
better using the idea in the following heuristic:

MaximalWeights Heuristic:
Given: A WVG of n agents with a distinguished annexer i.
Procedure: Since agents’ weights are given in ascending order, let agent i annex
the last k − 1 agents from the remaining n− 1 agents in the game.

As before, letA(G)be the pseudopolynomial running time of Shapley-Shubik or Banzhaf
power index of an agent according to [7,9]. The running time of the MaximalWeights
heuristic is O(n + A(G)). Here is a brief analysis. We just need to sum the weights of
the last k − 1 agents from the remaining n− 1 agents to that of the annexer at a cost of
O(k). In the worst case, it takes O(n) to sum the weights when k = n, i.e., the annexer
is able to annex all the remaining n− 1 agents. Computing the power of the annexer in
each of the original and altered games takes O(A(G)). Therefore, the total running time
of the heuristic is O(n + A(G)). Now, apart from the fact that this heuristic appears to
find the most improved gain, its running time is by far less than the O(nk · A(G)) run-
ning times of the manipulation algorithm for annexation of Subsection 4.3 and the above
heuristic especially when k is large. Thus, the MaximalWeights heuristic is more useful
in practice for the annexer.

7 Related Work

Weighted voting games and power indices are widely studied [8,12,17]. Prominent real-
life situations where WVGs have found applications include the United Nations Secu-
rity Council, the International Monetary Fund [1,20], the Council of Ministers, and
the European Community [12]. The need to compensate agents from jointly derived
payoff in WVGs has also necessitated the assignment of power to players. A widely
accepted method for measuring power of agents in WVGs uses power indices. Fair-
ness in the assignment of power to players in a game is also a concern of most of the
power indices. The two most prominent and widely used power indices are Shapley-
Shubik [23] and Banzhaf [6] power indices. Other power indices found in the liter-
ature include Deegan-Packel [10], Johnsoton [16], and Holler-Packel [15] power in-
dices. Computing the Shapley-Shubik and Banzhaf power indices of players in WVGs
is NP-hard [22]. The power indices of voters using any of Shapley-Shubik and Banzhaf
power indices can be computed in pseudo-polynomial time using dynamic program-
ming [21]. Efficient exact algorithms using generating functions [7,9] also exist for
both the Shapley-Shubik and Banzhaf power indices for WVGs where the weights of
all agents are restricted to integers. There are also approximation algorithms [5,11] for
computing the Shapley-Shubik and Banzhaf power indices in WVGs.

Felsenthal and Machover [12,13] originally studied annexation and alliance (or merg-
ing) in WVGs. They consider when the blocs formed by annexation or merging are
advantageous or disadvantageous. They show that using the Shapley-Shubik index, it
is always advantageous for a player to annex some other players in the game. How-
ever, this is not true for Banzhaf power index. Furthermore, they show that merging
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can be advantageous or disadvantageous for the two power indices. In contrast to our
work, they do not consider the extent to which the agents involved in annexation or
merging may gain, which we study in this paper. Aziz et al. [2], have also considered
the computational aspects of the problem of annexation and merging in WVGs. They
show that determining if there exists a beneficial merge in a WVG is NP-hard using
both the Shapley-Shubik and Banzhaf indices. The same is also true for determining
the existence of beneficial annexation using the Banzhaf index.

8 Conclusions

We investigate the effects of manipulations (i.e., dishonest behaviors) by annexation
and merging in weighted voting games. These manipulations involve an agent or agents
misrepresenting their identities in anticipation of gaining more power in a game. We
evaluate the effects of these manipulations using two prominent power indices, Shapley-
Shubik and Banzhaf indices, to compute agents’ power. We first provide visual illus-
trations of manipulation in weighted voting games to give some insights into why it
is difficult to predict how to merge. We then show that manipulators need to do only
a polynomial amount of work to find a much improved power gain, and present two
enumeration-based pseudopolynomial algorithms that manipulators can use. Further-
more, we provide a careful investigation of heuristics for annexation which provide
huge savings in computational efforts over the enumeration-based method. The benefits
achievable by manipulating agents using these heuristics also compare with those of the
enumeration-based method which serves as upper bound.

Acknowledgements. This work is supported by NSF research grant #0812039 entitled
“Coalition Formation with Agent Leadership”.
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Abstract. Applications of biological or biologically inspired multi-agent sys-
tems (MAS) often assume a certain level of reliability and robustness, which
is not always straightforward. Formal modelling and verification of MAS may
present many interesting challenges. For instance, formal verification may be
cumbersome or even impossible to be applied on models with increased complex-
ity. On the other hand, the behaviour of MAS consists of communities evolving
in space and time (such as social insects, tissues, colonies of bacteria, etc.) which
are characterised with a highly dynamic structure. In order to provide a neat and
effective way to modelling and verification of these systems, we focus on their
spatial characteristics. Spatial agents (i.e. agents distributed and moving through
a physical space) can be modelled with X-machines – one of the most promi-
nent formalisms for modelling the behaviour of biological colonies. However, it
will be demonstrated that there are certain problems in the X-machines models,
common to every spatial MAS. To overcome these disadvantages, we introduce
an X-machines variation that besides facilitating formal modelling, will provide
grounds towards visual animation of these systems. This approach resulted into
a novel progression, Spatial X-machines (spXM), without retracting the legacy
characteristics of X-machines such as testing and verification strategies. Finally,
we present a supporting framework to modelling and verification of spatial multi-
agent system, by utilizing the Spatial X-machines approach.

Keywords: Formal modelling, X-machines, Spatial agents.

1 Introduction

Formal modelling is considered as one of the most essential stages in Multi-agent sys-
tem (MAS) development and can be carried out with many different methods and tech-
niques, ex. Z [1], VDM [2], FSM [3], Petri Nets [4], and others. These varieties of
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formal methods in agent-oriented engineering, might not be best for modelling biologi-
cal phenomena due to the lack of expressiveness when it comes to such large-scale com-
municating and emergent systems. Moreover, as the complexity of a MAS increases,
considerable difficulties get introduced in the process of formal modelling.

Biological and biologically-inspired systems (bio-MAS) can be characterised as spa-
tial MAS. Spatial agents can be defined as collections of agents distributed and moving
through a physical space. They have incomplete knowledge of the environment and
can change their direction and position within the environment. When it comes to data
modelling of spatial agents, there are three key features in their development [5]:

– Conceptual data model, which acts as a representation of the reality as it is, defined
by the users;

– Logical data model, which defines how the conceptual model will be implemented;
and

– The physical data model or the computer code of the application.

Targeting the conceptual data model, there are different approaches for modelling spa-
tial phenomena of biological systems: process algebra can be applied to develop a
calculus of processes that could describe the spatial geometric transformations [6].
Membrane computing can also be utilised by introducing geometric information [7]
or population P systems [8]. Another agent-based approach is the intracellular NF-κB
signalling pathway for modelling spatial information in predictive complex biological
systems [9]. However, the combination of biological agents and spatial data modelling
still remains an active research field. With this work we focus on modelling spatial
agents with a formal method, namely X-machines, which are targeted at representing
the behaviour of biological colonies.

Defined as complex systems, spatial MAS should be characterised with reliability,
quality and robustness. Therefore, besides modelling, verification can be considered
the next important step in the developing cycle. However, it is fairly straightforward
(although not easy) to apply the known verification and validation techniques to spatial
systems composed from one agent, but it is extremely hard to transfer such techniques
to spatial MAS with a dynamic behaviour. We discuss that visual animation as an infor-
mal verification technique, helps in discovering the flaws of the formally unverifiable
properties within a spatial MAS (such as their position or direction with respect to the
environment). It is argued that attempts to formally verify such properties would result
into a combinatorial explosion. Moreover, visual animation provides means to facil-
itate the communication gap between the formal methods experts and the biologists
(which in turn have no formal background) by providing an immediate feedback under-
standable to both sides. And finally, visual animation can often lead to detecting some
emergent behaviour within a system. Therefore, this work opens the question about how
to automatically visualise a given state based model.

Starting with a detailed discussion on X-machines, later extended by a case study
(Section 2), we demonstrate its drawbacks when it comes to modelling the spatial char-
acteristic of an agent. This provides grounds to introducing a formal variation called
Spatial X-machines (spXMs, Section 3). This structure will be carefully deliberated,
followed by discussion about their support towards verification and validation (Sec-
tion 4). Given a formal model, it is interesting to consider what properties should be
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model checked, such as whether there is an emergent behaviour in the system when this
MAS is massively populated with similar agents. This idea is captured in Section 5,
which leads to the development of a supporting framework for modelling and verifica-
tion of bio-MAS. Finally, a discussion and ideas for future work conclude the paper.

2 Background on X-Machines: Theory, Definition and Practice

An X-machine (XM) resembles a Final State Machine (FSM) with the power of being
more expressive [10]. This is achieved due to the addition of a memory, and functions
operating on the inputs and memory values. Considering stream XMs (a representative
class of XMs), the memory is a typed tuple of values which supports the modelling of
complex data structures. The control, on the other hand, can be visualised by utilising
a diagrammatic approach. Thus stream XMs have the ability of modelling both the
data (held in the memory) and the control. The processing of the data is modelled by
transitions between states, represented with functions. A function receives the memory
values together with an input, performs changes on these memory values and produces
an output. Based on the current state and application of a function, the stream XM
evaluates the next state.

Formally, a stream XM can be described as an 8-tuple XM = (Σ, Γ , Q, M, Φ, F, q0,
m0), such that [11, 12]:

– Σ and Γ are the sets of input and output symbols, respectively;
– Q is a finite set of states;
– M is an n-tuple called memory;
– Φ is a finite set of partial functions that map an input and a memory state to an

output and a new memory state, φ: Σ ×M→ Γ ×M;
– F is a function that determines the next state, given a state and a function from the

type Φ, F: Q × Φ→ Q, for deterministic XMs; and
– q0 and m0 are the initial state and memory respectively.

With the focus on the practical development of communicating systems, the output of
an X-machine function can become input to a function of another X-machine. This way
a structure known as Communicating X-machine (CXM) is being formed, providing a
way to deal with agents communication [13, 14].

2.1 Case Study: A Foraging Agent

Let us consider the following example of an agent that randomly moves in 2-D space,
picks up an object it encounters and carries it back to the base (Fig. 1). Clearly, although
this is a very simple example, there could be quite a few solutions (from a very abstract
to more detailed one). Likewise, Fig. 2 depicts three alternative XM models that can be
considered as solutions to the foraging agent problem.

Table 1 demonstrates three ways of modelling the foraging agent problem (the num-
bering (a), (b) and (c) corresponds to the numbering in Fig. 2). Solution (a) is a very
abstract representation that does not even take into consideration the position coor-
dinates of the agent. The fact that XMs are generic and do not impose modelling of
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agent

block

base

Fig. 1. The foraging agent example

M=((X,Y), ( Xbase , Ybase), P(Xblock  x Yblock ))

(b)
M = (( X ,Y ), ( Xbase, Ybase), CarryingBlockId )

search_and_see_block

search_for_block

search_for_base

leave_block
_at_base

(c)

leave_block
_at_base

 M = (Is_carrying_block, Is_at_base, Does_see_block)

carrying_nothing has_seen_block

move_and_see_block

pick_block
move_and_see_nothing

at_base
move_and_be_at_base

move_and_not_be_at_base

carrying_block
leave_block

(a)

carrying_nothing

carrying_block

search_and_see_block

search_for_block

search_for_base
carrying_block

carrying_nothing

Fig. 2. Examples of modelling the foraging agent example: a) very abstract representation b) more
detailed, but complex representation c) the best represented solution

a position, in such an example might result into an incomplete model. A more de-
tailed representation can be derived from solution (b) (it can be noted that the rep-
resentation is a design choice, for instance the memory variables that correspond to
positions are integers). Yet again, this representation is way too complex and probably
more difficult to work with. Finally, the last representation (c), is the best solution in
terms of completeness and complexity because it deals with the positioning of the agent
(adds to completeness), but does not deal with the positioning of the blocks (reduced
complexity).
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Table 1. Different ways of modelling the foraging agent example

(a) Q = {carrying nothing, has seen block, carrying block, at base}
M = (Is carrying block, Is at base, Does see block), where Is carrying block,
Is at base, Does see block ∈ {true, false}
mo = (false, false, false)
qo = carrying nothing
Σ = {“move to a place w/o block”, “move to a place with block”, “pick block”,
“search for base”, “move to base”, “leave block”}
Γ = {“agent keeps moving empty”, “agent detected block”, “agent picked
block”, “agent searches for base”, “agent found base”, “agent left block”}

(b) Q = {carrying nothing, carrying block}
M = ((X , Y ), (Xbase, Ybase), P(Xblock × Yblock), Hand) where X , Y , Xblock ,
Yblock, Xbase, Ybase ∈ Z, Hand ∈ {full, empty}
mo = ((2, 3) , (0, 0), {(2, -3), (4, -6), (2, 1), (3, 5), (-1, 5)}, empty)
qo = carrying nothing
Σ = (X , Y ), where X , Y ∈ Z

Γ = {“agent keeps moving empty”, “agent detected and picked block”, “agent
searches for base”, “agent found base and left block”}

(c) Q = {carrying nothing, carrying block}
M = ((X , Y ), (Xbase, Ybase), CarryingBlockId) where X , Y , Xbase, Ybase ∈
Z, CarryingBlockId ∈ {block1, block2, ... blockn} ∪ nil, n ∈ N

mo = ((2, 3), (0, 0), nil)
qo = carrying nothing
Σ = ((X , Y ), BlockId), where X , Y ∈ Z, BlockId ∈ {block1, block2, ...
blockn} ∪ {nil}, n ∈ N

Γ = {“agent keeps moving empty”, “agent detected and picked block”, “agent
searches for base”, “agent found base and left block”}

2.2 Shortcomings of XM for Spatial Agents

The case study in the previous section demonstrated that there might be different ways
to modelling spatial agents with the XM approach, even for the simplest scenario. This
leads towards the identification of the following shortcomings when modelling spatial
agents with XM:

– There might be many different solutions, even for the simplest model, for repre-
senting the commonly found properties, such as the initial position or the direction
of a spatial agent. This makes it more difficult to understand a given model (we
have to understand how the modeller decided to represent these properties), and
to create one (the modeller has to decide how to represent these properties on any
given case).

– There are difficulties in simulating a given model because there is not a standard
way that deals with the manipulation and processing of the spatial properties like
the initial position or the direction of a spatial agent.

– The memory holds all data structures required, including the position and the di-
rection.
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Initiated by these shortcomings, a question that can be imposed is: How can we redefine
XMs to support spatial agent modelling natively? The motivation behind this question
can be further broadened into the following aspects:

– The subset of MAS that deals with movement in space is quite numerous, starting
with bio-MAS, up to MAS used in many industrial applications like robotics, etc.

– Different modellers might represent a spatial agent’s basic characteristics, like po-
sition and direction, in different ways.

– The current XM representation for a spatial agent model does not directly map to
an animation/simulation.

– The current XM representation for a spatial agent model is rather cumbersome/
difficult to code, and in many situations it is also difficult to be understood.

– When it comes to verifying a spatial model with XM, this will result into space
explosion due to the spatial information.

3 Introduction to Spatial X-Machines

spXMs represent an extension of stream XMs, which define three new components
and modify some existing ones in order to facilitate unification with the newly defined
components. The input and the output set, the memory, the set of states and the next
state remain intact, because these structures do not deal with the spatial attributes that
we intend to support. On the other hand, the following three components have been
introduced:

– A tuple containing the current position of the agent, which determines the agent’s
location in its environment.

– An integer that represents the agent’s current direction (such as south, north, etc.)
that represents its heading.

– A set containing elementary operations. These operations allow manipulation of
the current position and the current direction.

An spXM is a 13-tuple spXM = (Σ, Γ , Q, q0, π, π0, θ, θ0, M, m0, E, Φ, F) that can be
formally defined as:

– Σ is the set of input symbols;
– Γ is the set of output symbols;
– Q is a finite set of states;
– q0 is the initial state;
– M is an n-tuple called memory;
– m0 is the initial memory;
– π is a tuple of the current position, i.e. (x, y) when a 2D representation is considered;
– π0 is the initial position;
– θ is an integer in the range 0 to 360, that represents a direction (integer values are

used as a design choice);
– θ0 is the initial direction;
– E is a set which contains elementary positioning operations: ei : Π×Θ −→ Π×Θ,

such as direction change, moving forward and moving to a specific position;
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– Φ is a finite set of partial functions φ that map a memory state, position, direction
and set of inputs to a new memory state, position, direction and set of outputs:
φ: M × π × θ × Σ −→M × π × θ × Γ ; and

– F: Q × Φ → Q is a function that determines the next state, given a state and a
function from the type Φ.

If we take a closer look at the memory M, it may be noted that M is composed of
M ′ˆ< π, θ >, where M ′ is a memory structure from the standard XM. Moreover,
regarding the set of elementary operations, we have currently defined three operations:

– change direction m - changes the spatial agent’s direction to m, where m is of type
θ and m ∈ Θ (ex. change direction 60)

– move n forward n - moves forward for n units, where n is an integer (ex.
move n forward 3)

– move to position x y - moves to specific position (x, y), where x is the x-coordinate,
y is the y-coordinate of the agent and (x, y) ∈ Π (ex. move to position 126 43)

As it can be determined from the definition, an spXM in essence provides a separation
of the behaviour within the system that deals with the movement (and the other spatial
attributes) from the rest of the behaviour. This way we establish a standardised way
to modelling motion that is easily understandable and provides a direct mapping to
an animation/simulation. And finally, this definition maintains an obvious equivalence
with the standard XM.

4 Verification and Validation Strategies

Formal verification of spatial agents is an extremely complex task. On one hand stands
the fact that the verification process leads to combinatorial explosion, because mod-
elling these agents means modelling of their spatial properties. Therefore, the verifi-
cation would require exploration of a state space developed by the combination of all
agent positions evolved through time [15]. On the other hand, there is the fact that the
emergent properties of the system should be known in advance in order to be verified
in silico. The concept of emergence can be explained as a pattern appearing in the con-
figuration of the agents, at some instance during the lifetime of the system. In bio-MAS
the emergence can be observed in-vivo (for example, line formation, flocks, schools,
herds etc.). However, when it comes to artificial agents, it is not always straightforward.
Driven from these two problems, it might be desirable to combine several formal with
informal techniques that would be able to join forces towards the verification of spatial
MAS [15].

4.1 Verification and Validation of spXMs

The models of an X-machine can be described with the X-machine Definition Language
(XMDL [11]) and textual simulation. XMDL is a listing of definitions that match the
tuples of X-machine’s definition. Similar to the diagram of Fig. 3 (which is essence tar-
gets spXMs), XMDL is facilitated with a parser built using Definite Clause Grammars
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Fig. 3. Verification and validation of an spX-machine

(DCG) notation [10], which apart from the syntax errors, output as warnings any kind of
logical errors or omissions. The semantic analysis and the rules for transformation are
being checked by the compiling component, with the aid of defined rules under which
the specification is translated into the equivalent Prolog code. This Prolog code is after
utilised by an animation tool, which simulates the computation of an X-machine. Fur-
thermore, the model checking component defines a new logic, XmCTL [16], and with
the implementation of a model checking algorithms can determine whether a property
is true or false. And finally, XMs are supported with automatic generation of test cases,
which is proved that finds all faults in the implementation [17].

Taking spXMs into consideration, the following discussion will concentrate on in-
vestigating whether they inherit the mentioned verification and validation techniques of
XMs. An informal proof that an spXM is equivalent to any XM could be derived by
investigating:

– The memory M of a normal XM is equivalent to the structure of memory M, posi-
tion Π and direction Θ within an spXM. In other words, the position and direction
can either become members of the memory tuple in a normal XM model, or they
can be excluded from the model without loss of its integrity.

– Any function in an spXM model can be translated into a function of the normal
XM. More particularly, the predefined spatial operations of a function in an spXM
model can be omitted or replaced with the standard XMDL syntax to preserve the
logic flow.

Along these lines, by removing the newly defined components that in essence define
an spXM, what we get is still a completely valid skeleton of a normal XM model.
Therefore, spXMs tend to provide a standardised way of representing some properties
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of the system, which could also be represented with an XM model and this can lead
in easy formalisation, verification (model checking), testing and implementation. The
only condition imposed would be not to test or model check the position (coordinates)
and direction properties, which in turn will result into state explosion.

4.2 Simulation of spXMs

Referring to the initial discussion of this chapter for combining formal with informal
techniques towards the verification of spatial MAS, we suggest that visual animation
can be exploited for detecting the emergent properties of a system. In bio-MAS, an-
imation becomes even more interesting because of the spatial attributes of an agent,
e.g. agents move in an n-dimensional space. An animator as a form of simulation, is
any kind of program which given the code in the intermediate language, implements
an algorithm to facilitate the computation of the model and its output though a tex-
tual description [18, 19]. However, most of the animation techniques share one major
drawback, i.e. the outputs they produce are in a textual form and thus not even close to
the real visual perceptions on the system. Therefore, we focus on a visual simulation
platform, namely NetLogo [18, 20].

NetLogo is a simulation platform for visual animation of multi-agent systems sup-
ported by a functional language that can represent an agent’s behaviour, as well as by an
environment for the creation of a graphical user interface. NetLogo facilitates the veri-
fication of a biological model in a way that simulation scenarios may be executed, and
thus the expected behaviour of the system could be compared to the visual outcome.
This platform was our initial choice due to its simplicity and the legacy of work we
have done so far in experimenting with Netlogo features and emergent biological phe-
nomena. Similar but more advanced development toolkits such as Repast [21] should
also be considered as alternatives to visualisation [22].

Given an XM model, it is not always easy nor uniform to map its representation
into the equivalent NetLogo code. This is due to the already discussed disadvantages
in Sec. 3 that deal with the behaviour of the system that represents the motion (and
the other spatial attributes). This raises the question: Having a model of a system, how
can we visualise it? spXMs overcome the problem found in XMs models, and thus
enhance visual animation, as the agent’s position and direction can be interpreted into
motion within an animation platform. This feature opened the horizon towards ideas
for automation of the simulation scenarios for an spXM model, resulting into a tool
spXM2Visual.

As it can be noticed from Fig. 4, the spXM2Visual system architecture consists of
two main components, the parser (notifies of possible errors, like type and logical ones)
and the compiler (contains all the rules and the logic for the translation).

Given that NetLogo supports only lists (this is a mathematical structure similar to
the array found in a programming language), in order to produce an equivalent Net-
Logo model from an spXM representation, there was a need of creating an external
library. This external library for NetLogo (included in the compiler of Fig. 4) supports
all the mathematical primitives found in spXMDL (sets, bags, sequences, etc.) and their
operations (see [23] for examples). Moreover, the set of operations from spXMs is trans-
lated within this library as functions (an agent’s movement to a certain position, the
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Fig. 4. System architecture of spXM2Visual

perception of the environment, etc.). Functions that deal with the modelling of the envi-
ronment (defining obstacles, defining agents, etc.) are also included. Other interesting
parts of the compiling component are the rules for transformation and the translator.
The rules for transformation are simple if-then rules. An example of such a rule for the
where statement in an spXMDL representation is presented in [23]. On the other hand,
the translator is composed of a reader (parses an spXMDL representation and constructs
the necessary objects), an object model (function, memory, state, transition, etc.) and a
writer (used in writing the NetLogo code).

5 A Proposed Framework towards Verification of Spatial MAS

The concept of emergence can be explained as a pattern appearing in the configuration
of the agents, at some instance during the lifetime of the system. We are interested in
the type of emergence related to the positioning in space (such as line formation, flocks,
schools, herds etc.). However, formal verification techniques can only be applied under
the assumption that we know what is the emergent property. In order to be able to tackle
this kind of problems, we propose a research framework, depicted in Fig. 5. This frame-
work helps in identifying emergent behaviour through the automatic transformation of
a formal model to an executable visual simulation [15].

The frame on the right side of the figure, reflects the current work. At the top of the
framework is the phase of formal modelling of agents. For this step we utilise the spXMs
approach, because the formal models should be able to clearly distinguish modelling of
various types of behaviours (such as spatial or other behaviours, communication, dy-
namic organisation etc.). This makes it possible to apply different transformations that
will facilitate further processing. On one hand, the spatial behaviour can lead towards
visual animation which can help in detecting emergence. On the other hand, abstrac-
tions of the spatial behaviour together with the rest of the behaviours can lead towards
simulation and logging of time series data [15]. Finally, all the patterns of behaviours
together with the visual animation would produce a set of desired properties. The prop-
erties can be verified in the original spatial agent model by model checking.

The spatial behaviour can be detected by utilizing NetLogo with the automatic trans-
lation tool of an spXM model. On the other hand, the logging of time series data might
be accomplished with a tool such as FLAME [24, 25], used to animate XM models. The
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Fig. 5. A framework for validating emergent properties in spatial biology-inspired MAS

next step involves utilizing a tool for identifying patterns, such as DAIKON [26]. Fi-
nally, the spXM can be suitably transformed into an equivalent model in SPIN, PRISM
or SMV [27–29]. In this case, given a temporal formulae, all of the desired properties
could be verified upon the original model. More information about this framework can
be found in [15].

6 Conclusions and Future Work

Given X-machines, one might argue that the bio-MAS models might be very abstract,
i.e. there is a freedom in the representation of a model. On the other hand, certain
knowledge is required for simulating a biological agent, for instance the initial posi-
tion or direction of the agent. This introduces difficulties in simulating a given model,
because an X-machine does not specify how these knowledge will be modelled. Thus
we presented an idea of extending X-machines into more specific formalism for mod-
elling spatial agents that move in space, called spXMs. Unlike other formalisms that go
behind the concept of treating the agent’s behaviour as one uniform component, Spa-
tial X-machines tend to draw a separation between different types of agent’s behaviour.
This approach facilitates the verification of emergent behaviour of spatial MAS fitting
perfectly in the proposed framework towards verification of spatial MAS.
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Further work includes extending spXMs in a way to support other spatial agent prop-
erties and more functions that will bring in more realistic modelling of the spatial con-
cept. Examples could also be created for simulation, testing and model checking of XM
and spXM models. This can lead to a critical comparison of their differences and advan-
tages. Regarding the tool for automatic translation of an spXM model into the NetLogo
platform, some improvements in the compilation process can be considered. Finally,
applying real-world case studies could greatly boost confidence on the proposed frame-
work.
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Abstract. During dialog, humans are able to track ongoing topics, to detect topi-
cal shifts, to refer to topics via labels, and to decide on the appropriateness of po-
tential dialog topics. As a result, they interactionally produce coherent sequences
of spoken utterances assigning a thematic structure to the whole conversation.
Accordingly, an artificial agent that is intended to engage in natural and sophisti-
cated human-agent dialogs should be endowed with similar conversational abili-
ties. This paper presents how to enable topically coherent conversations between
humans and interactive systems by emulating humanlike topic awareness in the
virtual agent Max. Therefore, we firstly realized automatic topic detection and
tracking on the basis of contextual knowledge provided by Wikipedia and sec-
ondly adapted the agent’s conversational behavior by means of the gained topic
information. As a result, we contribute to improve human-agent dialogs by en-
abling topical talk between human and artificial interlocutors. This paper is a
revised and extended version of [1].

Keywords: Automatic topic awareness, Embodied conversational agents, Human-
agent interaction, Topic detection and tracking, Wikipedia.

1 Motivation

Topic awareness plays an important role in human conversations. Besides resolving lin-
guistic references and ambiguities which often arise in natural language talks, it enables
the interlocutors to interactionally produce coherent sequences of spoken utterances.
More precisely, every spoken contribution may raise new potential topics whose actual
realization depends on the co-participant’s acceptance by picking up one of these topics
within his or her reply [2]. Hence, a topic can be described as a joint project [3] as it
is jointly established during ongoing conversations. Furthermore, being aware of top-
ics helps us to touch the right subject according to the social circumstances enclosing
the interactional situation. Assuming an everyday small talk conversation, for example,
so-called unsafe topics such as religion and death, should be avoided [4]. Altogether,
the competence to talk topically constitutes a basic requirement to carry on meaningful,
flexible, and appropriate conversations with other persons.

Embodied conversational agents (ECAs) are virtual characters possessing humanlike
conversational behaviors to establish an intuitive human-machine interface [5]. That is,
they are capable of holding face-to-face conversations with humans by understanding
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and producing speech, gestures, and facial expressions. Nevertheless, they often fail to
converse in great depth and hence to mutually establish a topical talk with their human
opponent. In addition, many ECAs lack in simulating a sense for the adequacy of certain
topics during dialog. To remedy these weaknesses, the artificial interlocutor needs to be
aware of ongoing and potential conversational topics like humans.

To provide conversational agents with artificial, humanlike topic awareness in ev-
eryday interactions two main tasks need to be automatized: First, the detection of
topics raised in ongoing natural language dialogs and second, the adequate integra-
tion of the resulting topic information into the agent’s underlying system architec-
ture. This paper introduces an approach tackling both tasks: We show how to connect
well-established linguistic information retrieval methods with benefits originated from
collaborative work provided by Wikipedia to automatically detect dialog topics. Addi-
tionally, we present how to utilize the obtained information to improve the conversa-
tional abilities of virtual computer characters regarding topic handling.

The rest of the paper is organized as follows. In the next section we introduce our
notion of dialog topics establishing the basis for the present work. Subsequently, the
several processes of our automatic topic detection approach are described in Section 3.
Thereby we especially emphasize the application of collaborative knowledge provided
by Wikipedia. Section 4 highlights the embedding of the resulting topic information into
the existing architecture of the conversational agent Max. As a result, we contribute in
emulating humanlike topic awareness in artificial agents as described by means of our
dialog scenario in Section 5. Moreover, we present how to evaluate our model in the
near future. In Section 6 we give an overview of related work before closing the paper
with a short conclusion and discussion.

2 Introducing Dialog Topics

Assuming dialogs to be face-to-face conversations between two partners, a dialog topic
emerges from a joint activity performed by both interlocutors [6]. That is, considering
single utterances to specify a dialog topic is insufficient as they do not have topics in
isolation. They rather provide topic suggestions [7]. However, the topic formulation of
the particular topic is done at different levels of abstraction and from different subjective
positions [2]. Speaker A, for example, might categorize a dialog about Whiskey and
Brandy using the term “Alcohol”, whereas speaker B might choose the term “Drinks”
or “Spirits” referencing the same topic. According to this, we define a dialog topic to
be an independent, self-selected category superordinate to a co-constructed sequence
of dialog contributions [8].

2.1 Topic Shifts

A dialog topic subordinates a sequence of coherent dialog contributions as wholes [9,2].
Hence, they generalize the concepts mentioned in these contributions to a certain de-
gree. A potential topic shift in dialogs occurs, once previous concepts and concepts
coming up subsequently cannot be generalized to one topic anymore. If attending to the
new concepts opens a completely different dialog topic and comes along with a drop of
the present one, we refer to this kind of shift as topic leap [2].
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On the other hand, a topic shift might happen gradually. Imagine the following dialog
sequence:

A: “In which city do you live?”
B: “Munich.”
A: “Ah, then you are a fan of Bayern Munich?”
B: “Actually no. I like Arsenal.”

By mentioning the concept “city”, speaker A suggests to talk about places. Speaker
B agrees to this topic by replying with an utterance containing the concept “Munich”
specifying a German city. “Munich” in turn is unrelated to the upcoming topic “Sports”,
however, it is conceptually closely connected to Munich’s local soccer club “Bayern
Munich”. Thus, the dialog merges seamlessly from the topic “Places” to the topic
“Sports”. Hobbs calls this phenomenon topic drift [10].

2.2 Selection of Dialog Topics

Raising an issue requires choosing a dialog topic first. Thereby, the amount of possible
topics is constrained due to the given dialog scenario, the personal relation between the
dialog partners, and their cultural background. Accordingly, not every dialog topic is
appropriate for everyday small talk conversations.

Referring to Schneider [11], there are three groups of basic options for topic selec-
tion:

(1) The immediate situation involves all topics addressing the frame of the dialog
situation.

(2) The external situation represents the larger context of the immediate situation and
hence of its topics.

(3) The communication situation refers to the conversation partners and holds private
topics such as hobbies or family.

A typical small talk starts with a topic related to the immediate situation and continues
with topics from the external or communication situation. Due to these social conven-
tions, most small talk structures are very similar and ease striking up a conversation
with other, especially unknown persons.

3 Automatic Detection of Dialog Topics

Constituting a matter of course for humans, the automatic detection of dialog topics
poses a great challenge. Given a dialog situation as defined before, it has to meet sev-
eral requirements. First of all, the underlying processes have to work online. As dialogs
are continuous and demand adaptive moment-by-moment decisions, it is necessary to
incessantly provide the system with information about the current topic situation di-
rectly influencing the agent’s conversational behavior. Additionally, this information
has to be processed within a short time frame to guarantee humanlike reaction time.
Moreover, the wide range of possible topics, for example being discussed in everyday
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conversations, calls for a dynamic handling of previously unknown contributions. This
in turn presumes an access to huge amounts of previously unlearned topics and how they
are correlated. According to the dynamic factor and for further reasons assigned subse-
quently, the online encyclopedia Wikipedia proved to be the ideal knowledge source.

3.1 Topics Provided by Wikipedia

According to our definition, dialog topics are considered to be categories subordinating
a sequence of dialog contributions. The Wikipedia category system is composed of cat-
egories subordinating articles presented by natural language texts. Utilizing the similar-
ity between utterance-topic relations in dialogs and article-category links in Wikipedia
constitutes the basis for our dynamic topic detection approach. Generally speaking, we
identify a dialog topic by mapping the several utterances to Wikipedia articles and spec-
ifying their shared Wikipedia categories as potential topics. Thus, the detection process
is capable of identifying a topic t without having a priori knowledge of the domain
underlying t.

A big advantage of accessing Wikipedia for our purpose is the fact that its en-
cyclopedic knowledge is constructed collaboratively by numerous volunteers. Hence,
Wikipedia provides huge amounts of information whose maintenance is done by oth-
ers. Furthermore, the resulting description and categorization of concepts reflect the
participants’ perception of conceptual structures and delivers insights into the human
understanding of topics and their relations.

3.2 Online Detection

Within our approach, realizing an automatic topic detection mainly involves the imple-
mentation of automatic processes that identify potential topics, track ongoing topics,
detect topical shifts, and label the coherent dialog sequences. To ensure an online work-
ing topic detection the first two tasks need to be performed continuously, that is on every
incoming utterance. Their outcomes simultaneously affect the remaining processes. In
the following, the several tasks are described in more detail. Additionally, Figure 1
gives an overview of the presented topic detection approach and illustrates the relations
between its associated processes.

Identification of Potential Topics. Referring to Schank (1977), an utterance said in
response to an input provides both a conceptual intersection to the present dialog topic
and a new conceptualization introducing potential new topics. Accordingly, to auto-
matically identify potential topic directions, at first every single dialog contribution has
to be conceptualized by identifying its contained concept terms. Therefore, the system
first preprocesses the present utterance by means of the Stanford Part-Of-Speech Tagger
[12]. Afterwards, all identified nouns and proper nouns are specified as concept terms.
Moreover, the system extracts the verbs contained in the present utterance and trans-
forms them to their substantive as providing potential conceptual information as well.
Therefore we make use of the online dictionary Wiktionary. Then, the system searches
for a Wikipedia article giving a concept description for the substantive. If a correspond-
ing article can be found, as for example given for the term “swimming”, the substantive
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Fig. 1. Overview of the processes involved in our automatic topic detection approach

is considered as a concept term furthermore. In case no article is found, the substantive
is not considered as a concept term as probably not providing conceptual information
(like the term “doing”). In addition, auxiliary verbs such as “having” are excluded in
the first place by filtering all concept terms based on a predefined stoppword list.

In order to detect named entities consisting of more than one word, adjectives and/or
nouns, and proper nouns appearing successively are tested for their lexical “together-
ness”. Therefore we make use of the concept information provided by Wikipedia in
terms of single articles [13]. More precisely, each of these potential named entities are
mapped onto the set of all Wikipedia articles Awiki twice: once as a whole and once
noun-wise. This mapping process is accomplished via a mapping function

f : cterm �→ Awiki (1)

where cterm is either the potential named entity or a single noun. To realize f , we
built up an Apache Lucene [14] search index containing documents for every Wikipedia
article including information about their titles, textual descriptions, textual anchors of
their incoming links, and redirects. This allows us to estimate both mappings by means
of the Lucene similarity score

score(q, d) = Σt∈q(tf(t ∈ d) · idf(t) · bf · n(q, d)) (2)

where tf(t ∈ d) specifies the term frequency of each term t ∈ cterm in d, idf(t)
indicates the general importance of t within all documents, bf refers to the field boost
in case of an exact match of cterm in the article title, and n(q, d) combines Lucene-
internal normalization factors. The outcome providing the better result determines the
final composition of the concept term. By this, Wikipedia is acting as a concept iden-
tifier. As a result of the conceptualization step, a set of concept terms providing the
basis for the automatic detection of potential dialog topics is determined. Thus, for the
utterance “Ah, then you are a fan of Bayern Munich?” the concept terms “fan” and
“Bayern Munich” are specified.



Emulating Humanlike Topic Awareness in a Virtual Agent 397

One concept term can be related to more than one topic although in various extents.
Within our approach, the automatic assignment of concepts to topics is implemented
by mapping all concept terms to a set of predefined Wikipedia categories. Therefore, a
number of categories from Wikipedia best presenting a set of topics possibly addressed
in the given dialog scenario has to be specified previously. Basically, every category
contained in the Wikipedia category system can be considered to present a potential
dialog topic. But it is advisable to choose those categories having a high degree of
abstraction as best reflecting more general topic areas such as “Sports” or “Politics”.

Subsequently, for every chosen category all subordinated Wikipedia articles are ex-
tracted, that is, all articles assigned to the considered category or to at least one of its
subcategories. Afterwards, the relevant information parts are stored in a second Lucene
index. More precisely, documents for every predefined Wikipedia category including
field specifications about its title as well as information about the titles and textual con-
tents of their subordinated articles are set up. Thereby, articles that are related to one
predefined category several times are contained accordingly often in the category doc-
ument to boost its importance within the presented topic area.

To retrieve a list of categories representing possible topics sorted in descending or-
der according to their relatedness to the concept term cterm we search the index for
each category document d matching cterm in a query q on the basis of the scoring for-
mula presented in equation 2. As a result, each concept term of the present utterance is
represented as a vector within a space of predefined Wikipedia categories constituting
potential dialog topics. For the rest of the paper, we refer to these vectors capturing the
relative importance of the dialog topics for the considered concept term as concept topic
vectors.

Identification of Dialog Topics. As stated before, a dialog topic is established con-
sensually from both conversation participants. That is, a single utterance does not have
topics in isolation but rather provide topic suggestions [7]. Based on this idea we have to
consider at least two successive utterances to define a topical intersection. Accordingly,
the topic tracking process begins with the second dialog contribution.

To detect topical overlaps between two successive dialog contributions, we compare
each of the concept topic vectors specified for one utterance with each of the concept
topic vectors of the subsequent utterance separately using the cosine similarity. That is,
we quantify the similarity between two concept terms cterm1 and cterm2 of succes-
sive utterances utt1 and utt2 on the basis of their concept topic vector representations−→
V (cterm1) and

−→
V (cterm2) via

sim(cterm1, cterm2) =

−→
V (cterm1)·

−→
V (cterm2)

|−→V (cterm1)||
−→
V (cterm2)|

(3)

where cterm1 ∈ utt1 and cterm2 ∈ utt2.
If the comparing process detects a significant similarity between two concept topic

vectors, that is, their similarity is higher than a given similarity threshold (currently set
to 0.5), a topical overlap between utt1 and utt2 is identified. For every topical over-
lap, the involved concept topic vectors are summed up resulting in a new vector, called
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dialog topic vector. The several components in this vector provide probabilities for each
predefined Wikipedia category possessing a relation to the considered concept terms.
If a probability again exceeds a given probability threshold, its corresponding category
constitutes the current topic of the ongoing dialog. In case the described conditions are
fulfilled several times within one topic tracking process, the system is not able to de-
termine one single Wikipedia category to be the current dialog topic but rather keeps
all topic options open. Otherwise, that is if one dialog topic could be identified, the un-
derlying dialog topic vector is included in the next identification step to keep track of
this dialog topic subsequently. For this purpose, it is treated as a concept topic vector of
the current utterance and is thus compared to all concept topic vectors of the following
utterance to search for topical overlaps. Figure 2 graphically presents possible results
of the topic tracking process for our example dialog introduced in 2.1 by means of a bar
diagram. As reaching a probability ≥ 0.5 after scaling and thus exceeding the thresh-
old represented by the horizontal line in black, the categories “Regions” and “Sports”
constitute the dialog topics within this illustration.

Utterances which do not provide any concept information, like the utterance “I
know.”, have no impact on the probabilities for the several dialog topics.

Topic Shift Detection. As mentioned before, we distinguish between a topic leap as
described by Svennevig (1999) and a topic drift as introduced by Hobbs (1990). Based
on this, systems are capable of detecting radical topic shifts enabling the particular
conversational agents to generate an appropriate conversation behavior. According to
this, the agent might refer to this topic leap via a suitable utterance such as “What made
you think of this topic?”.

To distinguish between the two types of topic shift automatically, the transition from
one dialog topic to the next is evaluated based on the outcomes of the topic tracking
process. That is, if no topical overlap between the utterances utt1 and utt2 can be
determined, the system detects a topic leap. In contrast, a topic drift is characterized
in that topical overlaps to both the old and the new dialog topic exist during the topic
transition as shown in Figure 2.

Topic Labeling. To be able to refer to a dialog topic later on, for example in another
dialog, a descriptive topic label has to be defined. Wikipedia provides topic labels in
terms of category titles. Thus, a topic can be labeled with the title of the Wikipedia
category that constitutes the current dialog topic. Thereby, the labels do not have to be
mentioned during dialog before as they are already existent. However, some category
titles might need to be changed to more intuitive labels. The category title “Leisure”,
for instance, can be replaced by “Hobbies” as the latter provides a more humanlike term
for a topic raised in smalltalk conversations.

4 Making Artificial Agents More Topic Aware

So far, we described how to detect topics in ongoing dialog automatically by means
of collaborative knowledge provided by Wikipedia. However, to emulate humanlike
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(a) Results for utterances 1 and 2.

(b) Results for utterances 2 and 3.

(c) Results for utterances 3 and 4.

Fig. 2. Bar diagrams presenting results of the topic tracking process for our example dialog (see
2.1). For clarity reasons, the display adapts automatically and only shows those bars representing
active topics.

topic awareness in artificial agents our presented topic detection model needs to be
embedded into the agent’s underlying system architecture. More precisely, the agent’s
conversational behavior has to be adapted by means of the gained topic information to
enable coherent dialogs between human and artificial interlocutors. In this section we
propose our approach for improving the conversational abilities of the ECA Max by
integrating topic information into the agent’s existing dialog system.

4.1 The Conversational Agent Max

Max [15] is a virtual character acting as a conversational computer interface that
allows for face-to-face dialogs with humans in German language. By means of keyboard-
based, textual inputs human users are able to communicate with the agent. Max is capa-
ble of responding to these inputs with spoken language realized by a synthesized voice.
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Fig. 3. Max at the Heinz Nixdorf MuseumsForum in Paderborn, Germany

Figure 3 shows Max in his current state acting as a museum guide where he provides
information about the exhibition and involves human visitors in everyday small talks.

4.2 Max’ Existing Dialog System

The agent’s verbal communication is realized by a dialog system consisting of three
modules successively processing the input of the human dialog partner. In a first step
the interpreter of the dialog system determines the meaning of the user’s input text.
The result of this analysis is then delivered to the dialog manager. By accessing the
dialog knowledge, the dialog manager chooses an according answer which is sent to
behavior planning afterwards. The behavior planning component translates the answer
into a multimodal utterance for the virtual character.

Both the interpretation of natural language inputs and the generation of an adequate
response to the user’s utterance are based on a set of rules. Thereby the interpretation is
composed of two steps: First, the identification of modifiers specifying the expression
type such as negation, agreement, or greeting. Second, the identification of the con-
versational function reflecting the pragmatic and semantic meaning of the considered
utterance. These processes currently employ about 1.200 rule plans which are selected
and executed via pattern matching processes. These rules in turn direct the choice of an
adequate response.

Due to the rule-based input interpretation covering a broad spectrum of possible ut-
terances and an additional, Wikipedia-based question answering component [16], the
agent’s system never fails in computing an appropriate reply. Hence, Max never stays
speechless even if an input cannot be decoded in detail. Nevertheless, the system has
not yet been able to establish coherent sequences of dialog contributions as human-
like topic awareness is not accessible for the agent. The integration of our online topic
detection model into the ECA’s system architecture is twofold: First, we contribute to
improve human-agent conversations by enabling topical dialogs between human and ar-
tificial interlocutors. Second, the existing human-machine interface provides an optimal
platform for the evaluation of our approach.
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Fig. 4. Integration of our topic detection model into the existing architecture of the ECA Max

4.3 Integrating Topic Information

The complete system underlying the ECA Max is based on a multi-agent system com-
posed of several interacting agents. The conversational behavior, for example, is real-
ized via a dialog system in terms of an intelligent dialog agent. According to this, we
built up a topic agent implementing the presented processes and integrated this agent
into the existing system as shown in Figure 4.

The topic agent obtains every dialog contribution, that is the user’s inputs as well
as the agent’s outputs, and constantly provides up-to-date information about the cur-
rent topic situation of the ongoing dialog. It is directly connected to the dialog agent
due to interdependencies. More precisely, the interpreter of the dialog agent sends its
interpretation results to the topic agent which decides on the topical relevance of the
considered utterance on the basis of the identified modifier. That is, if an utterance is
specified as a greeting or farewell, the topic agent does not consider it as being topi-
cally relevant. Additionally, if one interlocutor proposes a dialog topic directly and the
interpreter specifies a rejection in response to this suggestion, the topic agent again as-
signs the proposed topic to irrelevant topics. To give an example, if Max says “Let’s
talk about music!” and his human dialog partners answers with “I don’t want to talk
about music!”, the topic agent does not identify “Music” to be the dialog topic even if
it was mentioned in two successive utterances.

The topic agent in turn sends the results of its topic detection process to the dialog
manager which has an impact on the conversational behavior of Max. For this purpose,
new dialog rules were defined allowing the agent to give information about the current
dialog topic, to wonder about sudden topic shifts (i.e. topic leaps) and to restrain the
search domain for the question answer component [16]. Moreover, the rules contained
in the knowledge base triggering or processing topic suggestions are topically arranged
to distinguish between their adequacies according to the given dialog setting. In the fol-
lowing, an example extract of the resulting rule library based on the agent architecture
JAM [17] is given.
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/** TOPIC: REGIONS **/
Plan {

NAME: ’askFor-homeTown’
GOAL: get user’s home town
BODY: <act> Where are you from? </act>
...}

Plan {
NAME: ’tell-favoriteCountry’
GOAL: tell system’s favorite country
BODY: <act> I love Portugal. </act>
...}

/** TOPIC: SPORTS **/
Plan {

NAME: ’reply-likingSports’
GOAL: tell system’s interest in sports
BODY: <act> Yes, I like soccer. </act>
...}

/** TOPIC: POLITICS **/
Plan {

NAME: ’askFor-politicalAttitude’
GOAL: get user’s party affiliation
BODY: <act> What’s your preferred

political party? </act>
...}

The topical classification of the rules allows their execution based on the dialog situ-
ation. Given a first encounter, the dialog participants would not talk about their political
affiliation, for instance. Accordingly, Max avoids making use of the rules dealing with
so-called unsafe topics. That is, he neither uses such a rule pro-actively raising a topic
nor reactively to answer a user question. Regarding the latter, he rather gives an evasive
answer (as shown in Figure 4).

5 The Dialog Scenario

In our scenario, a human participant has a face-to-face small talk encounter with the
virtual agent Max. Thereby, the human dialog partner expresses him or herself via
keyboard-based text inputs whereas the artificial interlocutor answers with spoken lan-
guage based on speech synthesis. Thus, the contributions of either side exist as textual
information redundantizing additional speech recognition processes. Moreover, prepro-
cessing steps to handle incomplete and non-standard sentences are not required as typed
inputs mostly consist of complete sentences containing only little abbreviations and
slang expressions. However, textual inputs preclude the perception of topic ending in-
dicators such as repetitions, pauses, laughter, etc. [18]. Thus, they can not be considered
in the process of topic detection although often used in human conversation.



Emulating Humanlike Topic Awareness in a Virtual Agent 403

Enabling a coherent dialog between Max and a human user necessitates the pre-
setting of a topical structure allowing to introduce the emulated topic awareness into
the dialog and to cause a corresponding conversational behavior on the agent’s part.
Schneider (1988) assigns a structure to a typical small talk sequence as follows:

1. Question
2. Answer
3. Reply
4. Further turns

Furthermore, a typical small talk topically covers the immediated, external, and com-
munication situation [11]. In their study, Endrass et al. (2011) identified a typical dis-
tribution of these topics within a dialog between Germans. Thus, Germans address less
of the immediated and approximately equivalent of the external and communication
situation during small talk. According to these findings, and considering the conditions
arising from the fact that Max is situated in an university environment, the beginning of
topical small talks with the conversational agent Max is structured as follows: In his first
turn, Max asks the interlocutor for his or her subject of study as most potential dialog
partners are students. Subsequently, the agent tries to find out the interlocutor’s origin.
If successful, Max is able to determine the interlocutor’s favorite football club from this
knowledge and to continue with the football topic. In case the human does not want to
talk about football or sports in general, he or she has the opportunity to suggest another
topic. Thus, the first dialog topics are solely initiated by Max. This is important insofar
as this scenario also establishes a basis for the development of a personal memory for
the agent as introduced by Mattar and Wachsmuth [19]. This requires the gathering of
a lot of information concerning social categories about the human interlocutor.

5.1 Planned Evaluation

Upon successfully completing a preliminary evaluation identifying the topics of news-
paper articles, which has shown an average accuracy of 61.0 [8], we plan to accomplish
a more adequate evaluation considering and addressing the introduced dialog scenario.
Accordingly, we searched for a corpus comprising dialog information of German small
talks occurring during first encounters between two persons. The CUBE-G corpora [4]
provides analyzed records of 21 first interaction scenarios each between a student and
a professional actor and each lasting around five minutes. Amongst others, the dialogs
were tested for the amount of topics and topic shifts which is why the corpus contains
topical annotations for each recorded small talk. Thus, the CUBE-G corpus presents the
optimal basis for our following evaluation.

In preparation for the planned evaluation, we already determined a list of predefined
main categories that represent typical dialog topics for everyday small talks. Thereby,
we omitted so-called unsafe topics (see Section 1) and especially focused on topics
raised in the given university scenario. Table 1 shows the resulting list of main cate-
gories. Moreover, we downloaded the German database dump from May 14, 2011 and
built up a Lucene index containing all information parts relevant for our purpose.
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Table 1. List of predefined main categories adequate for our dialog scenario

Main Category

Science Economics
Family Education
Studies Literature
Mass media Music
Arts Health
Ecology Digital media
Sports Occupations
Fashion Food and drink
Leisure Transport
Intimate relationships Regions

The next step is the preprocessing of the corpus in that incomplete sentences and ex-
pressions are completed to adapt the recorded utterances to the conditions given by the
fact that human-sided utterances are based on keyboard inputs. Then, we will accom-
plish the evaluation by automatically identifying the dialog topics and topic shifts within
the CUBE-G interactions by means of our proposed method to subsequently compare
the results with the manual annotations included in the corpus. If showing promising
performance, a user study evaluating the application of emulated human topic aware-
ness in the agent Max’ conversational behavior will be scheduled next.

6 Related Work

A lot of work has been carried out on offline topic identification. A prevalent model was
developed in the context of the Topic Detection and Tracking (TDT) research program
[20]. Within the TDT research, Allan determined five tasks (i.e., Story Segmentation,
First Story Detection, Cluster Detection, Tracking, and Story Link Detection) for de-
tecting the several topics outlined in a text-based newscast. Further offline approaches
compute the coherence between documents via similarity measures (e.g., [21,22]). Oth-
ers rank Wikipedia articles according to their relevance to a given text fragment, for
example via text classification algorithms [13] or by simply exploiting the Wikipedia
article titles and categories [23]. One recent approach uses the Wikipedia category net-
work as a conceptual taxonomy and derives a directed acyclic graph for each document
by mapping terms to a concept in the category network [24].

Approaches for the online identification of topics in natural language dialogs are
rare. One work realizing a “Dynamic Topic Tracking” of natural language conversa-
tions between a human and a robot roughly adapted the five tasks from the TDT project
(see above) to make the robot more situation aware in human-robot interaction [25].
Thereby the amount of topics and the according topic names are created dynamically by
gathering the topic names from content words most occurring in the dialog utterances.
On the contrary, existing taxonomies can serve as a source for topic labels, for exam-
ple derived from the online encyclopedia Wikipedia [8,16]. Furthermore, conversation
clusters visually highlight topics discussed in conversations using Explicit Semantic
Analysis based on Wikipedia articles [26].
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7 Conclusions and Future Work

We presented an approach for the automatic emulation of humanlike topic awareness
in ongoing small talk dialogs to extend the conversational abilities of a virtual agent
in human-agent interactions. More precisely, we proposed solutions for both tasks the
automatic identification of dialog topics and the integration of the resulting topic infor-
mation into the agent’s existing system architecture. The several associated processes
fulfill the requirements given by a face-to-face encounter between a human and a con-
versational agent and enable both a coherent and socially adequate dialog between the
human and the artificial interlocutors. Thereby, we exploit Wikipedia knowledge and
hence the benefits originated from collaborative work (namely the existence of infor-
mation whose maintenance and expansion is carried out by numerous volunteers and
the reflection of the participants’ common perception of conceptual structures).

In future, we will extend our approach by detecting and linking topical affiliations
to previous dialog topics to handle short side trips to past topics. Moreover, we will
resolve ambiguities by taking into account the current dialog topic to influence the
concept detection process.
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Abstract. During the past years, the cloud vision at distributed systems 
progressively became the new trend for the next generation platforms. The 
advance in the technology, both with the broadband availability and the 
explosion of mobile computing, make the massive migration to cloud solution 
next to be a fact. The Cloud model assures a new technologic and business 
environment for services and applications where competitiveness, scalability 
and sustainability converge. On the other hand, next generation applications 
have to be able to pervasively meet the needs and requirements deeply different 
among them. Applications involving complex virtual organizations require a 
higher level of flexibility. An effective approach is based on the convergence 
between migration and virtualization. The resource-centric model assumes file 
systems, DBs, services and any other class of resources available in the "cloud" 
as Virtual Resources. These heterogeneous resources can be managed in a 
unique virtual context regardless by the infrastructures on which they are 
deployed. Semantics play a critical role in order to assure advanced and open 
solutions in a technologic context featured by a fundamental lack of 
standardization. 

Keywords: Cloud Computing, Semantic Technologies, Virtual Organization, 
Virtualization. 

1 Introduction 

The popularity of Cloud technologies is constantly increasing as well as the interest 
on this emerging market from specialized companies that are already able to offer 
several solutions based on different models such as IaaS, PaaS and SaaS [1].  

Even if there are several concerns from involved customers and stakeholders and 
open issues (e.g. privacy [2], security [3] and standardization [4]) concerning the 
massive migration to the cloud, both private and enterprise cloud solutions are 
unanimously considered the "future" of the computation [5].  

In practice, the cloud approach is actually referred as the most competitive, 
scalable and sustainable solution on the market under the always more realistic 
conditions of constantly decreasing bandwidth price and of always connected users. 
An exhaustive analysis of technical [1] and business [6] aspects of cloud solutions is 
out of paper scope. 

This business scenario could quickly change in the next future if the cloud will not 
provide high flexible solutions able to meet the needs of complex Virtual Organizations 
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(VOs). Analyzing VOs, it is evident that not all resources normally involved are suitable 
for the migration to the Cloud. The level of flexibility of cloud solutions could be further 
increased if the platforms are the result of the convergence between migration and 
virtualization. The key idea is that resources deployed using cloud infrastructures 
(migrated resources) and resources deployed according to conventional solution could be 
merged in a unique virtual environment. 

This paper proposes a resource-centric model for cloud infrastructure in which 
virtual resources are provided with a semantic description/specification able to assure 
a potential high level of interoperability among platforms as well as a set of facilities 
for the integration of pre-existent or new resources. As detailed in the following 
sections, semantics play a critical role in the proposed model especially considering 
the fundamental lack of standardization the cloud is experimenting [4]. 

As any cloud model, it is potentially independent from any application domain 
even if, inevitably, domain-specific semantic representations could be required in 
certain contexts/applications. 

A potential application domain for the model is the Spanish health system. In Spain, 
the National Health System follows a decentralized model where each autonomous 
community manages all the centres, services and establishments of the Community 
Councils, Town Councils and any other intra-regional governments. An autonomous 
community is the first-level political division of the Kingdom of Spain, established in 
accordance with the current Spanish Constitution. Each autonomous community has 
many hospital systems of very different natures, being independent of each other. 

When a patient must go to different health centres should generally answer the 
same questions in order to open his/her medical records in each of them. This 
generates an overall lack of coordination regarding the interoperability between 
systems, redundant data, basic services, etc. 

There is a current trend, which aims to unify those different systems to autonomous 
community level. At the moment, interconnection between all hospital systems is 
unapproachable, being applied to European context.  

With this purpose, the proposed model aims to provide interoperability through 
cloud-based environments, giving support and tools for the virtualization, migration 
of already existing systems formed by data, apps and/or infrastructure and creation of 
new generation services, in order to make available basic and composite services to 
consumers (patients, services,…) and for development and management of 
customized e-health services to all users. 

The core part of the paper is structured in 3 main sections: the section 2 is the 
natural extension of the introduction (it provides a detailed description of approach 
and scope); in the section 3 the model is deeply described; finally, in the section 4 a 
brief analysis to next generation resources is provided. 

2 Approach and Scope 

The scope of enabling semantic resources in the cloud is the interconnection of 
heterogeneous systems providing the coexistence of different kinds of heterogeneous 
resources (Figure 1): 
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• Internal Resources: they are the result of the common migration process to the 
cloud. Resources are hosted by internal infrastructures and they are available as 
virtual resource in the platform. 
• External Resources: they are hosted by external infrastructures but they are 
pervasively available into the platform as virtual resources (Virtualization). 
• Next Generation Resources: can be designed and implemented directly over the 
virtualized layer provided by the platform.  

 

 

Fig. 1. Interconnecting resources in the Cloud 

The platform model assures a flexible and shared infrastructure mainly featured by 
the following points: 

• It enables ecosystems among heterogeneous systems. 
• It provides a pervasive virtual environment: resources are managed at virtual 
levels assuring high-interoperable capabilities. 
• Cloud Approach: scalable, competitive and sustainable solutions. 
• Open Semantic Support: the core semantic support can be integrated/extended 
with domain-specific interoperability capabilities (e.g. health/medical). 
• Cross-domain Platform: the core infrastructure of the platform is not domain-
specific; the potential application range increases with the expressivity of the semantics. 

The diagram represented in the figure 2 shows the platform conceptualization. The free 
software IHMC CmapTools [7] is adopted for specifying this compact model as a 
concept map. IHMC CmapTools proposes an approach for knowledge representation 
similar to semantic networks that build semantic relations among concepts through a 
directed or undirected graph consisting of vertices, which represent concepts, and edges. 
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Fig. 2. Platform conceptualization 

As showed, pre-existing VOs join the common cloud ecosystem enabled by the 
platform. Each VO provides a set of resources. These resources can be public 
(available in the ecosystem for any other VO), protected (available just for authorized 
actors) or private (available only inside of owner VO or under payment). The 
platform is able to manage any kind of resource regardless by the infrastructures on 
which they are deployed. This interoperable layer is assured by the semantic 
representation of resource. 

2.1 A Practical Use Case: Health Systems Interconnection 

Several medical systems (e.g. ORION and IANUS) are currently coexisting in Spain 
providing similar data and services. They are solutions developed in different times in 
order to meet different requirements and needs from different end-users (e.g. 
hospitals) that are progressively converging.  

Integrated services as well as the need of a stronger level of collaboration require a 
high level of interoperability. This requirement is completely missed in current 
systems that are designed to work according to stand-alone behaviors.  

The interoperability among health systems is normally solved through ad-hoc 
solutions (e.g. an interoperable layer between ORION and IANUS). This class of 
solution is expensive and has several limitations in terms of flexibility because it does 
not solve a generic problem but just a concrete/local problem. Details about will be 
provided in the section 3.1. 

The health systems interconnection is probably an extreme case from several 
points of view. But it is a significant example of the impact that virtual (or real) 
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organizations have or can have on the development of systems and platforms 
operating in the real world. Business scenarios, constraints and restrictions advise an 
increased level of flexibility in order to assure sustainable and effective environments. 

3 Platform Model 

The convergence between cloud-based solution and virtualization is not an absolute 
novelty. An exhaustive analysis [8,9] is out of paper scope but, recently, this approach 
was used in order to reach different goals in the context of different domains. 

The last generation of virtual platforms [10], virtual organizations [11], virtual 
services [12], techniques for virtual resources management [13]/optimization [14] and 
virtual infrastructure [15] are, implicitly or explicitly, referred to the cloud model. 

Also a semantic specification of resources is a well known topic for both general 
purpose and specific (e.g. industrial resources [16]) purpose. 

The proposed model is composed of three converging perspectives: 

• Interoperability model (Section 3.1) 
• Business model (Section 3.2) 
• Technical perspective (Section 3.3) 

3.1 Interoperability Model: Vertical Approach 

One of the critical and key issues for the improvement of the current interoperability 
model is the conceptual evolving from a “horizontal” to a “vertical” approach. 

Actually medical systems are logically part of virtual organizations characterized 
by different complexity in terms of structure and distribution. Each virtual 
organization has its own technological environment.  

During the last few years, a progressive convergence among these environments 
was aimed (see introduction). The problem is normally approached trying to provide 
added (or improved) capabilities among existent systems (Figure 3). This “direct” 
solution is effective and efficient but it is just a local solution: the “integration” of a 
new system (or resource) implies the need of a “new” solution.  

Furthermore, if a new system/resource is integrated in the ecosystem and it has to 
be interoperable with the existent ones, an ad-hoc component (proxy) that assures the 
interoperability has to be provided for interfacing each existent system/resource.  

This last situation is expressed by (1) where n is the number of independent 
systems/resources and k is the number of proxies. As showed, if a new resource or 
system is integrated, a full-interoperable solution implies the deployment of O(n) 
proxies. 

 

k(i) = k(i-1) + n(i-1) → O(n-1) = O(n) 
n>2 

(1) 

The virtualization of resource enables a model of interoperability based on a vertical 
approach (Figure 3): resources are available at virtual level and the interoperability  
among systems is approached at this abstracted level. 
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A solution based on the vertical approach for the interoperability is intrinsically 
simplest because the integration of a new system/resource just implies the interfacing 
with the abstract layer (2). 

 

k(i) = k(i-1) + 1→ O(1) 
n>2 

(2) 

 

In practice the vertical approach can be assured according to two different 
approaches: 

1) Standards. Solutions based on shared layers that impose resources to be described 
according to a well defined set of standards. This is the simplest solution by a 
technical and conceptual point of view but, unfortunately, is not always easy to be 
applied in the context of complex virtual organization. This is mainly because 
standards are hard to be imposed and the data/knowledge from systems can be hard to 
be converged in well defined standards even considering domain-specific solutions.  

2) Open models. Dynamic solutions based on open models (e.g. semantics). Semantic 
representations guarantee the definition of local knowledge environments that can be 
centrally managed without the need to share standards. Furthermore, resources could 
interact among them interchanging semantic data. A completely open model is 
complex to be proposed and managed. As explained in the section 4, realistic 
solutions can be designed according to hybrid approaches based on core ontologies 
that can be extended and/or particularized. 

 

  

Fig. 3. Horizontal (up) vs vertical (down) approach for interoperability 

3.2 Business Model: Merging Migration and Virtualization 

Merging migrated and virtualized resources provides a high level of flexibility respect 
to both technologic and business perspectives. Migration assures a scalable 
environment, the potential reduction of maintenance costs, as well as the other 
advantages typical of the cloud approach.  

Virtualization allows a further degree of flexibility for resources that owners 
cannot migrate or do not want to migrate: resources are available into the ecosystems 
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but they are not migrated to the cloud. Motivations for preferring a virtualized 
resource can be related to law restrictions, business constraints or any other real  
situation that does not match a full cloud approach. 

Regardless from the deployment aspects, a platform that allows the enablement and 
integration of heterogeneous resources significantly improves the business 
opportunities and capabilities around shared resources. This is mainly because the 
virtual resources repository provided by the platform allows a central understanding 
and management of distributed and heterogeneous environments. The exploitation 
model of available resources is conceptually similar to services exploitation model. 
An exhaustive analysis is out of paper scope. 

3.3 Technical Overview: Functional and Semantic Support 

Platform designed according to the proposed approach should include at least a set of 
core functionalities, as well as a full semantic support. A reference model can be 
logically structured as in the follow (Figure 4): 

• CORE Infrastructure/Functional support: infrastructures and any other functional 
support to the ecosystem. 
• Management support: set of functionalities for the management of the platform. 
• Semantic support: models for knowledge representation. 
An exhaustive overview at the architecture design (as well as a detailed analysis of 
functional layers) is out of the paper scope. The most interesting functional 
component is probably the Enabler. 
 

 
Fig. 4. Technical overview at the platform 
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Enablers have the critical role of allowing the access to the resources and/or to the 
modules information. In practical cases, a refinement of the enablers could be 
required: the information related to a single module could not be atomic and so the 
enabler could allow the access to a part of the fields, denying the access to other 
fields; from a resource point of view, also resources could be not managed as atomic 
components since complex access and consuming policies (similar to services) could 
be applied. A concrete combination of the enablers defines, at the same time, the 
rights of a concrete application on the resources and on the information, the role of 
the application user as well as the privacy contract between the resource owner and 
the application. 

Furthermore, in order to assure a realistic exploitation plan a support for 
developers is required: a set of APIs and interfaces that support the developer to 
migrate and virtualize existing resources as well as the design and implementation of 
new resources.  

The platform is evidently the result of the convergence among cloud technologies, 
virtualization techniques and semantics.  

4 Next Generation Resources 

A pervasive virtual environment designed according to a cloud approach can provide 
a solid support for the development of a new generation of resources (e.g. services 
and applications). 

These resources can be developed directly on the top of the virtual layer provided 
by platforms supporting a high level of abstraction (e.g. role-driven development). 

As introduced in the section 3.1, the key issue is the efficient and effective 
application of open models for the knowledge specification and representation. 

The use of “standard” ontologies could be the most immediate solution: rich data 
models could be enough expressive to represent the knowledge as well as to assure 
inferred knowledge and an interesting set of interoperability capabilities. But it could 
limit the advantages and benefits provided by open solutions as well as the problems 
related to the knowledge convergence could not be solved or skipped. 

On the other hand, a completely open model that assumes each local 
system/resource described according its own ontologies could be hard to be applied in 
real systems. Typical problems in multi-ontology computation (e.g. correctness and 
ambiguities) both with the objective difficulty to provide a centralized management 
for resources advise more realistic approaches. 

The current idea is the use of shared vocabularies. These vocabularies should 
provide the basic concepts making possible the definition of independent local 
knowledge environments that can be globally linked and processed. In practice, 
shared concepts have to be used in order to link local ontologies to the platform. 
Further concepts, as well as rules and relations among them, can be provided by local 
ontologies. This approach is equivalent to object extension in object-oriented 
environments. 
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At the moment of designing a new resource, developers could have a full 
functional support provided by the platform and a dynamic semantic support. The 
developer can choose the deployment model (migration or virtualization) that better 
matches the business needs, link the resource to the platforms through concepts from 
the shared vocabulary and make available the knowledge required (local ontologies). 
Further advantages are provided at the moment to design resources that assume the 
coordinated/uncoordinated use of other resources that can be directly managed at high 
level. 

5 Conclusions 

The convergence between cloud and virtualized solutions in a semantic context 
provides improved interoperability capabilities as well as a competitive environment 
for resources integration. 

The flexibility assured by open models for the knowledge definition and 
representation could play a key role in several concrete environments (e.g. Spanish 
health system) involving complex virtual organizations. 

The power of integrating existent resources (as well as the design of new ones) 
directly on the top of an abstracted layer provides a new vision at the cloud and its 
exploitation model. 

Finally, a semantic layer able to link resources to the global environment 
(platform) and to support, at the same time, local knowledge representations could 
provide a dynamic support for the effective convergence of dynamic resources in the 
cloud. 
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Abstract. We propose an alternative approach to find each robot's unique 
communication strategies. In this approach, the human manipulator behaves as 
if she/he becomes the robot and finds the optimal communication strategies us-
ing attachable and detachable robot's shapes and modalities. We implement the 
system including a reconfigurable body robot, an easier manipulation system, 
and a recording system to evaluate the validity of our method. We evaluate a 
block-assembling task by the system by turning on and off the modality of the 
robot's head. Subsequently, the robot's motion during player's motion signifi-
cantly increases whereas the ratio of confirmatory behavior significantly  
decreases in the head-fixed design. In this case, the robot leads the users and  
the user follows the robot as in the turn-taking communication style of the 
Head-free condition. 

Keywords: Design Methodology, Human Robot Interaction, Human Interface. 

1 Introduction 

Nowadays, robots having various kinds of shapes and modalities can support our lives 
in many ways. In this paper, we define shape as the appearance of the robot and mod-
ality as the possible observation and behavior of the robot. There are still questions 
about what kind of interaction is required for each robot shape and modality [1]; [2]. 

Previous studies have designed and implemented the shape and modalities of ro-
bots according to human-human interaction. There are many studies that referred to 
humanlike modalities in robots, such as gesture [3], manner [4], timing [5], and bi-
pedal walking [6]. This process is conducted as shown in the two figures on the left 
side of Fig. 2. First, the researchers extract a psychological finding from human-
human interaction and create an interaction model from it. Second, they implement 
the model to a humanlike robot. Third, they conduct an interaction between a human 
and a humanlike robot and confirm that the robot can interact as the proposed model. 
Such a design method is widely used in human-robot interaction (HRI) studies 
because of the following reasons. First, the researchers can base the study on 
psychological findings that have been already investigated. Next, it is easy to compare 
the results and the goals. The above-mentioned reasons and method allow the 
researchers to incorporate the contributions of previous studies. 
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2 Related Studies 

In spite of differences in policy, there are several similarities between previous ap-
proaches and ours. In this section, we compare our work to related studies and clarify 
our contribution. 

2.1 Wizard of Oz 

The Wizard of Oz (WoZ) method is used mainly in evaluating computer interfaces 
[16]. This method uses human manipulator as sensors to avoid unessential errors from 
the evaluation. The WoZ experiment method is also widely used in the field of HRI. 
Steinfeld et al. inferred several consequential evaluation methods (called Oz of Wi-
zard) from WoZ for evaluating robots behavior [17]. 

WoZ uses a human manipulator as part of the experimental interface system in-
stead of being autonomous. The manipulator behaves as the decision maker in the 
system and selects the system behavior from a determined list. The role of the human 
manipulator in WoZ is restricted to replace sensor actions. We extend the notion of 
WoZ in the field of robotics using attachable and detachable robotic devices and sen-
sors. The entire robot input and output are directly connected to the manipulator, and 
the manipulator behaves as an intelligent computer in finding the most optimal com-
munication strategies for each task using the specific robot shape and modalities. 

2.2 Teleoperation Robot 

Teleoperation robot studies also use manipulated robots. The robot design is some-
times verified and analyzed by recorded results. Kuzuoka et al. discussed the optimal 
instructions in teleoperation [18]. However, teleoperation studies themselves are not 
designed to find the optimal communication strategies in autonomous robotic sys-
tems. If the system behaves autonomously, it is not teleoperation anymore. 

Several research groups proposed to use teleoperation to complement an autonom-
ous robot. Glas et al. proposed to use a human manipulator to guide the robot [19]. In 
their approach, the robot behavior is replaced by the human manipulator if the task is 
hard for the robot to solve. Thus, a human manipulator can temporarily possess the 
robot. However, their study only focused on improving the task performance in a real 
world human-robot interaction. This approach did not focus on feedback to optimize 
communication strategies. They also hypothesized that the robot might use humanlike 
modalities in the future. Other robot possibilities are also not well discussed in their 
paper. 

2.3 Marionette and Digital Puppetry 

Marionette is a well-known art for making puppets behave lifelike (they are some-
times humanlike and sometimes nonhumanlike). Currently, the possibility of interac-
tive marionettes is accelerated by technology. They are called Digital Puppetries. This  
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kind of system allows us to control humanlike and nonhumanlike robots [20]. Turtle 
Talk with Crush is the most successful marionette in the commercial field [21]. It is a 
screen agent that interactively changes its face and behavior according to people's 
responses. 

However, these studies are specialized to each robot's shape and modalities. Mani-
pulation requires not a small amount of training time although interface is supported 
by today's technologies. This marionette system is not appropriate for the trial-and-
error approach that required in our method. 

3 Designing the Possessed Robot Method 

Possessed Robot method is a design method conducted by two participants. One par-
ticipant possesses a robot and behaves as if she/he is the robot. Another participant 
interacting with robot. 

Based on the differences to previous studies mentioned in above section, we esti-
mate that the following three sub goals are required to perform the Possessed Robot 
method. First, the Possessed Robot method requires a reconfigurable robot body to 
examine all kinds of robot shapes and modalities. Second, the manipulation method 
must be easy for the human manipulator to allow frequent trial-and-error efforts. 
Third, the system requires recording the interaction between the robot and the human 
for later analysis. 

The entire design process is described below: 

• Select the robot input and output, and configure the robot shape and modalities. 
• Assign two persons as the manipulator (who possesses the robot) and the player 
(who follows the robot). 
• Connect the robot input and output to the manipulator. All connections are re-
quired to be understood and controlled by humans. 
• Two persons interact via the robot and conduct a task cooperatively. They repeat-
edly try to interact and gradually find the most optimal communication strategies for 
the task. The system records the entire interaction. 
• The evaluators analyze the result of the interaction and the kind of modalities, 
which are the most and least required. We also compare the results with the human-
human interaction findings, which is the original interaction setup for the robot. 
This process brushes up the robot design. If we require a more detailed analysis, we 
can also select more optimal shapes and modalities with the results from process 5, 
and repeat the entire process. 

4 System 

We implemented PoRoS (Possessed Robot demonstrative System) to estimate the 
validity of our process. We used a reconfigurable robot, a monitoring device to  
capture movement, and a recording system to solve the sub goals mentioned in the 
previous section. 
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• Hand: The system calculates the robot's hand angles (pitch and roll) by directions 
of the user's head. 

Each marker is attached to the human body as in Fig. 3 right. Head markers are at-
tached on the top of the manipulator's head. Hand markers are attached on the back of 
the manipulator's hands. 

 

Fig. 4. Calculation method for the position of each part 

All origins are calculated as in Fig. 4. First, the system calculates the centre of the 
human body using the top of the head. The average position of the centre of the body 
is 300 mm below the head top. Second, the system calculates the origins of the right 
and left arm from the centre of the body. Each origin is on average 200 mm from the 
centre of the body. We can estimate that the origins of the arms are stable because the 
manipulator stands in front of the video and does not change her/his shoulder angle. 
Third, we calculate the arms' vectors from each angle and arm's length (average 500 
mm). Last, we assign the hands' directions toward the pitch and roll axis of the robot's 
hands. 

4.3 System Connections 

All modules are connected as in Fig. 5. In PoRoS, the input data to the human mani-
pulator is the video image and the output data from the human manipulator are the 
motion-capturing data and angles of each motor. The latency from the robot to the 
user is below 200 ms and this delay does not cause any critical communication prob-
lems. All input (video) and output (motor angles) data are stored to the data server for 
later analysis. 

Note that this PoRoS system is just one example of realizing the Possessed Robot me-
thod and we can select other inputs (motion-captured data by the player) and output  
method (joystick) for other implementations. 
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In detail, the processes are as follows. In the first turn, the player pointed out one 
of the blocks. If the block was the right one, the manipulator nodded and communica-
tion continued to the next turn. If the block was wrong, the manipulator shook her/his 
head and the player repeated the first turn. In the second turn, the player brought the 
block to the manipulator and the manipulator directed the player to rotate the block. 
Then, the player put the block on the building. If the placed position and direction was 
right, the manipulator nodded and communication returned to the first turn until they 
completed the building. If the position or direction was wrong, the manipulator shook 
her/his head. Then, the player placed the block on the desk and repeated the second 
turn. 

 

Fig. 6. Example buildings 

5.2 Evaluation Method and Hypothesis 

Based on the findings from the previous sections, we compared the humanlike group 
and head-fixed group for validating the proposed method. In the humanlike group, the 
manipulator could handle the PoRoS robot without any restrictions. However, in  
the head-fixed group, the neck motor switches were turned off by the system and the 
manipulator could not control them.  

This restriction forced both manipulator and player to use other confirmatory be-
haviors for turn-taking or it forced both persons to use different communication  
strategies. When they selected communication strategies other than the turn-taking 
method, the confirmatory behavior decreased in the head-fixed group. 

5.3 Environment for the Experiment 

The experimental setup is shown in Fig. 7 left. The manipulator and the player are in 
separate rooms. The robot is fixed on a desk and placed in front of the player. There 
are eight blocks on the desk between the player and the robot. The viewpoints of the 
camera and the robot are located in the same direction. The manipulator can confirm 
the face of the player. All input and output data are recorded and stored in the data 
server for later analysis. 

We show the scene of manipulation in Fig. 7 right. The manipulator is standing on 
the left side of Fig. 7 right. Motion-capturing cameras surround him. The video screen 
is in front of the manipulator and the screen shows the robot, the blocks, and the play-
er as shown in the right top part of Fig. 7 right. An image of the building is pasted on 
the right side of the screen, and the manipulator instructs the player how to assemble 
the blocks via the robot. 
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taking did not succeed, the overlapped time ratio increased. In this paper, we defined 
overlapped time ratio as robot's moving time during user's lifting per user's lifting 
time. Note that the failure of turn taking does not directly mean failure of communica-
tion. If the task is successfully completed, this increased overlapped time suggests 
different communication strategies between the manipulator and the player. 

We used the player's lifting block time to monitor the player's behavioral time. We 
counted the behavioral time from the input video-recorded data. We used the robot's 
moving time to monitor the manipulator behavioral time. When the motor moves 
more than ten angles in 1 s, we counted this as the behavioral time of the manipulator. 
The behavioral time of the player did not include the suspending time in air. Howev-
er, if there was a difference in the overlapped time between the humanlike and  
the head-fixed group, this difference suggested that the two groups used different 
turn-taking methods. 

Our predictions for the head-fixed group in comparison with the humanlike group 
are the following: 

• Prediction 1: The overlapped time ratio will increase depending on the failure of 
the turn-taking behavior. 
• Prediction 2: The ratio of confirmatory behaviors will decrease. 

In the head-fixed group, we asked the manipulator questions such as "Did you use 
confirmatory behavior? If so, what kind of confirmation did you use?". 

6 Results 

One male pair in the humanlike group and two male pairs in the head-fixed group 
could not finish assembling the blocks. Other pairs succeeded in this task. 

The average overlapped time ratio in the humanlike group is .608 (SD = .062). The 
average overlapped time ratio in the head-fixed group is .761 (SD = .125). We applied 
the Welch t-test to both groups and the p-value is .0043 < .05. This statistical result 
shows that the overlapped time ratio in both groups is significantly different. This 
result supports the first prediction. The overlapped time ratio is shown in Fig. 8. 
When we removed the failed pairs, the average overlapped time ratio in the human-
like group is .792 (SD = .132) and the overlapped time ratio in the head-fixed group is 
.132 (SD = .151). The p-value from the Welch's t-test is .01 < .05, which also suggests 
significant difference. 

The questionnaires after the experiment showed that all manipulators in the hu-
manlike group used head nodding and shaking for confirmation. In contrast, nine 
manipulators in the head-fixed group raised their hand for confirmation and shook 
their hand for denying. Two manipulators in the head-fixed group answered that they 
did not use confirmation in their communication. Based on this result, we counted the 
raising and shaking hands as confirmation in the head-fixed group. 

The players use two kinds of confirmations before and after lifting the blocks. Con-
firmation before lifting the blocks (before-confirmation) was used to point which 
block is right or wrong. Confirmation after lifting the blocks (after-confirmation)  
was used to point which location and direction is right or wrong. We counted both 
confirmations.  
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Fig. 8. Overlapped time during humanoid and hand robot 

The average before-confirmation ratio is .63 (SD = .22) in the humanlike group 
and .09 (SD = .19) in the head-fixed group. We applied Welch's t-test to both groups 
and the results showed p-values of .00003, which is less than .0001. When we re-
moved the failed pairs, the average before-confirmation ratio is .62 (SD = .22) in the 
humanlike group and .11 (SD = .20) in the head-fixed group. The p-value of the 
Welch's t-test is .0006, which is less than .001 and suggests significant difference. 

The average after-confirmation ratio is .78 (SD = .21) in the humanlike group 
and .30 (SD = .24) in the head-fixed group. We applied Welch's t-test to both groups 
and the result showed p-values of .0005, clearly smaller than .001. When we removed 
the failed pairs, the average before-confirmation ratio is .78 (SD = .23) in the human-
like group and .28 (SD =.25) in the head-fixed group. The p-value of the Welch's  
t-test is .001 < .005, suggesting significant difference. 

We also counted the manipulation time including the before- and after-
confirmation of the robot and the lifting time of the player. The average time is 7.7 s 
(SD = 2.4 s) in the humanlike group and 12.8 s (SD = 5.0 s) in the head-fixed group. 
We applied Welch's t-test and found significant difference (p = .017 < .05). When we 
removed the failed pairs, the average time is 7.1 s (SD = 1.8 s) in the humanlike group 
and 13.3 s (SD = 5.4 s) in the head-fixed group. The p-value of the Welch's t-test 
is .02 < .05, suggesting significant difference. 

In contrast, the average lifting action is 10.9 (SD = 6.0 s) in the humanlike group 
and 13.2 (SD = 10.8 s) in the head-fixed group. We applied Welch's t-test and found 
no significant difference (p = .58 > .05). When we removed the failed pairs, the aver-
age lifting numbers were 9.1 (SD = 3.0 s) in the humanlike group and 8.4 (SD = 2.9 s) 
in the head-fixed group. The p-value of the Welch's t-test is .65 > .10, which suggests 
no significant difference. 

7 Discussion 

7.1 Predictions 

We found significant differences in the overlapped time ratio and confirmation ratio 
with and without the failed pairs. These results support our predictions.  
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Pairs in the humanlike group follow the player-first protocol. After the lifting mo-
tion, the player sometimes skipped to check the movement of the robot when they 
rotated a block and placed it. Confirmation by the robot is sent after the placement in 
this case. The manipulator usually confirmed every movement of the player. In eight 
pairs of the humanlike group, the manipulator first pointed the target, the player sub-
sequently pointed the same target, and then the robot confirmed. The failed pair 
skipped first pointing and it caused more misses. They spent their entire 300 s and the 
task failed. The recorded video also shows that almost player used turn-taking style 
strategies because the player watched the robot periodically. 

In contrast, the pairs in the head-fixed group follow the robot-first protocol. The 
manipulator in the head-fixed group sometimes omitted the before-confirmation. In 
this case, when the robot pointed to a block and the player took it, the player moved 
the block while observing and following the movement of the robot's arms without 
any confirmation. The manipulator also omitted the after-confirmation and moved on 
to the next block. However, omission is happened more in before-confirmation than 
in after-confirmation. The recorded video also supports that they used following the 
robot strategy because the player carefully watched the robot during the lifting time. 

The manipulation time including lifting time significantly increased in the head-
fixed group more than the humanlike group. Based on the video recording, this result 
suggests that each manipulation time increased in the head-fixed group because they 
watched the robot motion and followed it. The insignificant difference on the lifting 
action suggests that the assembling order process is not influenced by the change of 
modalities. These two results suggest that the change in the head modality did not 
drastically change the entire communication strategy only the manipulation strategy 
from the turn-taking style to following the robot style. 

These findings support our hypothesis that the turn-taking strategy changed in the 
head-fixed group. In the head-fixed group, they used robot-leading strategies. We 
estimate that the limited confirmation modalities forced the pairs to use robot-leading 
interaction. 

7.2 Discussion about the Design Process 

The entire design process discussed in Section 3 supports the fact that we can have an 
alternative communication strategy for nonhumanlike robots using the Possessed 
Robot method. 

The Possessed Robot method shows the potential power of the human computation 
in robot design. The human brain is the most intelligent computer we can access. It 
has the most flexible learning and most sophisticated communication algorithms. It 
can provide the most appropriate response to unpredicted situations. For example, we 
estimated that the manipulator needed a lot of calibration time even for the motion-
capturing system. However, the manipulator quickly customized to the robot body 
and could behave as if she/he was robot.  

We also made variations of design process by different usage of human resources. 
Participants' free-writings in the questionnaire suggests that swapping the manipulator 
and the player during the design process will reduce the thinking time. The question-
naire from the manipulator also suggests that usage of a third person who does not 
know the purpose will increase the generality of the strategy. 
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7.3 Limitations and Future Work 

The purpose of this paper is to evaluate the validity of our method by assembling a 
block task. Our results show one example of the head-fixed design with no verbal 
cues leading the robot-first instructions. From the experimental conditions, we infer 
that this change in the communication strategies is caused by the lack of confirmatory 
modalities in the head-fixed robot. Our experiment only uses nonverbal communica-
tion. Our findings may be useful if the field where verbal interaction costs lead to 
high cognitive load (like rescue and guiding robots). However, the result cannot be 
directly applied to human-robot interaction studies if verbal cues are used.  

Our findings from the experiment may need further research to show their general ap-
plicability, however, our method validates the usefulness of the Possessed Robot method 
in HRI studies because it can find different communication strategies in human-
nonhumanlike robot interaction. Such different strategies are hard to find in the previous 
approaches that designed and implemented robot shapes and modalities according to 
human-human interaction. Our results suggest that the robot-leading design may be op-
timal in the case of headless or head-fixed design robots, such as SmartPal and BIRON 
[7][8]. It is also possible to assemble guidelines (what design is reasonable and what 
design is unpredictable) using Possessed Robot method. These guidelines reduces useless 
investment for development of robot's interface. 

In future, we also need to discuss how to find optimal ways to connect the robot 
I/O to human I/O. In this experiment, we started our simplified demonstration from 
the viewpoint of decreased human design. Even if the human is a powerful problem 
solver, we estimate that it is still difficult to handle additional input and output that do 
not come to humans natively. We predict that studies about prosthesis and augmented 
human technologies will expand the possibility of human scale. 

8 Conclusions 

We proposed an alternative approach called the Possessed Robot method to find a 
robot's unique communication strategy. Previous robot shapes and modalities are 
designed by imitating human-human interaction. This approach has restricted robot 
design and behavior within the limitations of the possible human modalities. In our 
approach, the human manipulator behaves as if she/he possesses the robot and finds 
the optimal communication strategies based on the shape and modalities of the robot.  

We implemented the Possessed Robot system (PoRoS) including a reconfigurable 
body robot, an easier manipulation system, and a recording system to evaluate the 
validity of our method. We evaluated the block-assembling task by PoRoS with turn-
ing on and off the modality of the robot head. 

Synchronized motion significantly increased in the head-fixed design, and the ratio of 
confirmatory behavior significantly decreased. Based on the results, we find an example 
case for the optimal communication strategy in the head-fixed design. In this case, the 
robot leads the users and the user follows the robot compared with the turn-taking com-
munication style in the humanoid condition. This result shows the feasibility of the Pos-
sessed Robot method in finding the appropriate strategy according to each robot design. 
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Abstract. Most robotic systems are usually used and evaluated in laboratory set-
ting for a limited period of time. The limitation of lab evaluation is that it does
not take into account the different challenges imposed by the fielding of robotic
solutions into real contexts. Our current work evaluates a robotic telepresence
platform to be used with elderly people. This paper describes our effort toward
a comprehensive, ecological and longitudinal evaluation of such robots. Specif-
ically, the paper highlights open points related to the transition from laboratory
to real world settings. It first discusses some results from a short term evaluation
performed in Italy, obtained by interviewing 44 healthcare workers as possible
clients (people connecting to the robot) and 10 older adults as possible end users
(people receiving visits through the robot). It then describes a complete evaluation
plan designed for a long term assessment also dwelling on the initial application
of such methodology to test sites, finally it introduces some technical features
that could enable a more robust real world deployment.

1 Introduction

The area of social robotics is receiving increasing attention and the task of “robot as
companions” has received attention at research level [1]. Several projects have also
proposed different types of solutions with robots that both interact with humans and are
connected to heterogeneous technology to build innovative living environments (e.g.,
[2,3,4]). This paper aims at underscoring one aspect connected to such a line of innova-
tion that deserves special attention: the study of attitude and perceptions of people who
share the environments in which the robot operates over long periods of time.

It is worth noting how in robotics there is a deep-rooted tradition in developing tech-
nology usually shown in sporadic events and for short periods, i.e., for demos or live
show cases, which are intended to demonstrate the “enhanced” characteristics of a pro-
totype, making them attractive while “hiding” or at least “containing” the technical
problems connected with any long term use within a comprehensive application. Indeed,
a key requirement for social companions (e.g., robots assisting old people at home) is
their continuous operation, their robustness and the continuous interaction with humans
over time. Such continuity of use has significant implications on the technology devel-
opment but it also highlights the need to design a methodology for assessing human
reactions with respect to prolonged use of the proposed solutions. The challenges for
the Intelligent Technology and the Human Robot Interaction researchers are numerous
and mainly related to two aspects: (a) in terms of users perspective, robots must adhere
to user requirements and be acceptable in the long term, (b) in terms of technology, the
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need exists to create robust, efficient and secure solutions. More specifically, the transi-
tion from a use in the laboratory to an actual deployment into real contexts, highlights
the need for a transition from short term to long term experiments hence requiring a
shift of attention on the aspects highlighted in this paper. In particular we underscore
how long-term use and evaluation are key points to be addressed to ensure that robotic
technology can make a leap forward and be used in real environments.

In the framework of the EU Ambient Assisted Living (AAL) Joint Program1 we are
performing a wide program of evaluation in the field of an industrial mobile telepres-
ence platform called GIRAFF produced by GIRAFF Technologies AB2, Sweden. More
specifically, we take part in an evaluation spanning three different EU countries – Italy,
Spain and Sweden. The evaluation takes social and psychological factors into account
to study users attitude and reaction, but also analyzes the emergence of “undesired
behaviors” like technological weaknesses in continuous operation, possibly leading to
human rejection. In this work, we present the results gathered in Italy after the short
term evaluation phase and, then, we present and discuss the general long term evalua-
tion methodology. The paper introduces the context of work (Section 2), then analyzes
and reasons about the work both to realize experiments with real users outside the labo-
ratories and to develop a methodology for addressing long term evaluation (Section 3);
finally it describes some technological challenges for telepresence robots when fielded
in real environments (Section 4).

2 Context of Work

Telepresence robots have been increasingly proposed to be used in workplace and Mo-
bile Remote Presence (MRP) systems have been studied as a means to enable remote
collaboration among co-workers [5,6]. Furthermore, MRP systems are also being used
to provide support to elderly people. In this respect, some initial research exists which
aims to understand the acceptance of older adults, their concerns and attitude toward
the adoption of MRP systems [7,8,9]. Our work is motivated by the participation to an
AAL project, called EXCITE3, aiming at promoting the use of MRP robots to foster
interaction and social participation of older people as well as to provide an easy means
to possible caregivers to visit and interact with their assisted persons while in their liv-
ing environment. GIRAFF (see Figure 1) is a remotely controlled mobile, human-height
physical avatar integrated with a videoconferencing system (including a camera, dis-
play, speaker and microphone). It is powered by motors that can propel and turn the
device in any direction. An LCD panel is incorporated into the head unit. The robotic
platform is accessed and controlled via a standard computer/laptop using a software
application. From a remote location the client (member of family or healthcare pro-
fessionals) with limited prior computer training teleoperates the robotic platform while
older people (end users) living in their own home (where the robot is placed) can re-
ceive their visit through the MRP. The remote user can charge the robot batteries by
driving it onto a docking station.

1 http://www.aal-europe.eu/
2 http://www.giraff.org
3 http://www.excite-project.eu/

http://www.aal-europe.eu/
http://www.giraff.org
http://www.excite-project.eu/
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Fig. 1. The GIRAFF robot

Key Pursued Ideas. The EXCITE project aims at assessing the validity of a MRP
system in the field of elderly support in different European countries. The project inno-
vative concepts are the following:

– User Centered Product Refinement. This approach is based on the idea of obtaining
users feedback during the time they use the robot and cyclically refine the prototype
in order to address specific needs;

– User tests outside labs, rather then testing the system in laboratory setting, the
robotic platform is placed in a real context of use. This approach is in line with
several research that highlights how systems that work well in the lab are often less
successful in real world settings [10]. The evaluation of robots made in a laboratory
environment does not favor the emergence of robotic aid suitability to support el-
ders who are able to stay in their own homes. For this reason an essential step is to
assess the technology in the specific contexts in which the technology is supposed
to be used [11];

– Use on a time period long enough, to allow habituation and possible rejection to
appear. Indeed, interviews and survey conducted after a short period of time can
be limited and can prevent other effects to emerge. On the contrary, a key aspect
of relationship is that it is a persistent construct, spanning multiple interactions
[12]. In this light, in order to assess the human-robot interaction it is important to
investigate how people interact with robots over long periods of time.

– Analysis of cultural and societal differences, an interesting part of our project stems
in the idea of comparing the long term deployment of the telepresence platform in
different countries so as to allow an analysis of cultural and societal differences
over European countries.

Different GIRAFF prototypes are being deployed for long periods of time (at least three
months, and possibly 1 year) in real context of use. Feedback obtained from the users
(both older users having the robot at home and the clients, that is people connecting
and visiting the older) is used to improve the robot. In what follows, we describe our
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progressive work toward a long-term human-robot interaction assessment and then we
discuss some lessons learned from a more focused technological point of view.

3 The Evaluation Effort

We have conceived a twofold path for evaluating the human-robot interaction gathering
both feedback from short interactions between potential users and the GIRAFF robot
and also focusing on a long term assessment plan. More specifically we identified two
tracks for our effort:

– Short Term Evaluation, which consists of a collection of immediate users feedback
(i.e., after a short interaction with the robot) on the telepresence robot, connected
to different aspects of the interaction mainly related to the usability, willingness to
adopt it, possible domains of applications, advantages and disadvantages.

– Long Term Evaluation, which relates to the study of the long-term impact of GI-
RAFF’s social and physical presence on elderly users using the system both to
communicate with their relatives and friends and to receive visits from healthcare
providers and in general caregivers.

The short term evaluation effort, though not sufficient alone, still provides immediate
feedback that can be used to quickly improve the technological development, to possi-
bly add functionalities to the system or to simply confirm the validity of some techno-
logical choices. In addition it can give valuable guidance to the long-term assessment.
For this reason we adopted a combined approach involving participants representative
of both types of users: the client side and the end user side.

Following this schema, we first present results for the short term evaluation per-
formed in Italy, then we introduce our complete design for a methodology to assess
the long-term impact also reporting the status of the Italian long-term test sites that are
currently running according to this methodology.

3.1 Short Term Evaluation

As stated in [7], before intelligent technologies would be accepted, it is important to un-
derstand their perception of the benefits, concern and adoption criteria. In our study, we
aim at reproducing as much as possible an “ecological” setting for the experiment. To
this purpose we distinguished the role of the users and recruited different participants
according to their expected role. Specifically for the client side, we recruited users rep-
resentative of the potential visitors of the elderly users among caregivers, nurses, health
workers, etc. For the end user side we interviewed older adults living alone, or possibly
receiving some kind of health care assistance. In the following we describe the general
method and the material and procedure used for both types of users.

Method. This evaluation was aimed at assessing users reaction toward the possible
adoption of the GIRAFF system as a means to visit or provide some kind of service to
the elderly users. Aspects investigated were willingness to adopt the robotic solution,
possible domains of application, advantages and disadvantages and suggestions for
improvements.
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(a) Willingness to adopt GIRAFF (b) GIRAFF vs other teleconference systems

Fig. 2. General assessment of the GIRAFF system

Health Workers as Clients

Participants and Procedure. Forty-four health workers4 from different specialist areas
were recruited for this study. The sample interviewed so far is composed by 26 women
and 18 men with a mean age of 42 years, SD = 12.2.

The meeting entailed a tutorial presentation of 20 minutes to describe features and
functionalities of the telepresence robot. After this tutorial, a practical session allowed
the health workers to operate the system and experience the different functionalities.
Following the tutorial a focus group was conducted and a final questionnaire was ad-
ministrated to assess possible applications of the telepresence robot, the perceived ad-
vantages and disadvantages of the system, the patient profile best suited to benefit from
the use of an aid-based on telepresence.

Results

General Assessment. A first analysis of the results showed a positive reaction of the
participants to the system. In particular 66% of participants would be willing to use
GIRAFF as an aid support in his/her profession as well as no one opposes the use of
robots (see Figure 2a). In addition most of them judge the telepresence robot as a better
tool with respect to traditional teleconference system like Skype (see Figure 2b).

Profile of Potential Users. Results also identify the categories of people who could
benefit from the use of telepresence robots: specifically, the category “self-sufficient
or semi-autonomous elderly living alone” has been mentioned by 35% of respondents;
25% of the subjects also indicates “adults and elderly patients in home care and with
special needs”, such as patients in isolation for infection, dialysis patients or with
chronic diseases such as Chronic Obstructive Pulmonary Disease (COPD) or diabetes).
A 20% of the responses were grouped into the category “older people with early or
mild dementia”. Two other categories were “adults or elderly with physical disabili-
ties” (17%) and “young people and adults with intellectual disabilities” (7%).

4 A preliminary version of this paper [13] reported results with a limited number of subjects.
This paper reports on a specifically recruited enlarged sample.
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Fig. 3. Favorite GIRAFF’s domains of application

Application Domains. The participants are in favor of the use of robots to train the
family caregiver to small nursing tasks and to maintain constant contact with assisted
people. The possibility of continuous monitoring (see Figure 3) of the patient at home
is considered the most useful application (59% of participants were in favor of this kind
of application), with support application following at 23%, while the companionship
and communication functionalities are less envisaged, maybe also due to the specific
type of professional activities of participants.

More specifically, 45.5% of the health workers advocate the use of the robot to train
a family caregiver to perform small nursing tasks (e.g., treat a bedsore, administer an
enema, measuring of vital signs) and to maintain a constant contact with the patient and
his family (75% of participants). Finally 60% of participants also says that the robot
could alleviate the workload of the family caregiver, but not that of the health workers
themselves (50% of people admit to be uncertain about the real possibility of the robot
to diminish their daily workload).

Advantages and Disadvantages. Among the advantages, participants listed the ability
to monitor remotely via visual communication the physical state of health, as well as the
possibility to follow the management of medication and certain health practices (control
of vital parameters such as level of blood glucose for diabetic patients, supervision of
practices related to their care and medication as deep breathing exercises for patients
with COPD). One advantage often cited by the health workers is the possibility for the
operator to improve his/her night surveillance activity in hospital and home care cases.

Suggested Improvements. The focus group conducted at the end of this analysis, high-
lighted some aspects considered as particularly relevant for using the platform in the
healthcare domain for long-term period. These aspects specifically refer to improve-
ments and integration of additional functionalities. Specifically according to partici-
pants, there is a need to improve the video quality, especially in relation to night vision;
it would be useful to add the zoom functionality to the webcam; the duration and mode
of charging should be improved: e.g., it would be better that the robot could reach
autonomously the re-charging station; the safe navigation of the robot should be guar-
anteed (see Section 4 for a more detailed discussion). In addition it would be beneficial
to enable the call transfer if the client is not connected to the robot via the PC; finally
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the transmission of vital parameters to the doctor should be supported. All these sug-
gestions for technical improvements are currently inspiring the future modifications of
the GIRAFF system in line with the user centered approach pursued in the project.

Older Adults as End-Users

Participants and Procedure. To investigate aspects connected to the end-user inter-
action with the telepresence system we contacted 10 older adults. Four of them were
potential end users who have been asked to participate in the long-term evaluation de-
scribed later in this paper. The remaining participants are involved in a parallel study,
also connected to the project that aims to validate the GIRAFF system as a tool for
providing remote rehabilitation [9].

The procedure followed in this qualitative research entailed an explanation of the
main idea underlying the telepresence system, showing some descriptive materials, a
video of the system and, where possible, a practical demonstration of the system it-
self. The selection of the material and the modality to present the system were decided
according to the time availability, and the specific situation presented in each evalua-
tion session. Overall, we here opted for a qualitative analysis given the relatively small
number of the sample.

Results. A qualitative analysis of the interview have been conducted and the most
relevant feedbacks are here reported in terms of positive and negative aspects of the
robotic system.

Positive Aspects. Among the positive aspects most of the subjects reported the follow-
ing: participants judged the visit through GIRAFF as engaging and “real”; the robot was
pleasant to see; the ability of the robot to move in the environment was positively as-
sessed; users felt physically involved during the interaction; participants think that the
robot would help someone living alone at home to feel safer; participants judged pos-
itively both the audio and the video functionalities; participants think that interaction
through the robot was spontaneous.

Negative Aspects. Among the most negative aspects we mention: the GIRAFF system
is too big and consequently may not be well integrated in a domestic environment due
to its size; the battery power may be too short; there may be some problems due to the
privacy issue; there were some concerns related to the safe movement of the robot and
to its ability of obstacle avoidance; some “intelligent features”, like the autonomous
recharging of the battery, are missing; the connection to the docking station is not very
intuitive.

Also this effort showed an overall positive reaction to the system, even though some
improvements are desired in view of a real usage of the system. It is worth underscoring
how the key point here is the fact that qualitative data has been gathered by interviewing
“real potential users” like for example a group of caregivers and old people that can
receive visits through the robot.
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Fig. 4. The Long Term Evaluation timeline

3.2 Long Term Evaluation

One of the original features of the EXCITE project consists of realizing long-term
experiments involving older people hosting the robot in their living environment both
to communicate with others and to receive assistance services.

Method. Figure 4 gives a general idea of the designed method to evaluate features over
time. The evaluation entails a period of N months (with 3 ≤ N ≤ 12) during which
the end user will have the robot at home and the clients can visit him/her through it.
Assessment happens at milestones Si. Specifically, after an initial assessment (S0 in
figure) at the beginning of the experimentation (baseline), the variables of interest are
measured at regular intervals (S1-3) to observe changes over time. At the last month
the GIRAFF will be removed from the end user apartment and the same variables will
be assessed again after 2 months from this removal (S4). The general idea is to use a
repeated measures method to see changes over time during the long term usage of the
robot.

Participants and Procedure. Three different cases have been identified to cover differ-
ent situations in which the robot can be deployed. Specifically, for the client typology
of users we considered (a) a formal caregiver belonging to an Health care organiza-
tion; (b) a family member (caregiver); (c) other relatives or friends who may visit the
elderly person through the robot. The type of material used in the long term evalua-
tion for both the client and the end user depends upon the type of interaction for which
the telepresence is used. For this reason, for each of the three mentioned situations we
had developed (or selected) a set of questionnaires (almost all validated in the three
languages of the involved countries) aimed at monitoring specific variables and to be
administrated at specific time both to end users and to clients.

Material. For each of the described case we prepared the material to assess the variables
under study at the specified intervals. Table 1 lists in detail the different variables and
the related instruments to be used to measure the variables over time.

Client Side. Specifically on the client side, during the initial step (S0), we use: (a) an
informed consent form describing the aim and procedure of the study; (b) the socio
demographic data form to gather some relevant information on the user; (c) we de-
veloped on purpose a questionnaire aimed at assessing the client expectation on the
GIRAFF’s ability to ease the support (Support Expectation). It is worth highlighting that
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we developed two slightly different types of questionnaires for the formal and informal
caregivers, while for the third type of client we designed a questionnaire (Influence on
Relationship Expectation) on the expectation on GIRAFF as a means to ease and support
the remote communication and consequently the social relationship.

During the following step (S1), for all three types of clients we will use: (a) question-
naires based on the SUMI inventory [14] to assess the usability of the client software:
(b) will ask participant to keep a diary to register the “salient” events of the visit through
telepresence in terms of encountered problems, good features and so on.

During the subsequent step (S2), in addition to the diary that clients have to keep
along the whole experience with the robot, we make a first assessment of ability of
GIRAFF to ease the support (or the communication) between the client and the end user
through the Support Assessment and Impact on Relationship Assessment questionnaires.
In addition, during this phase we will also use the Temple Presence Inventory [15] that
is a tool to measure dimensions of (tele)presence.

At step S3 we use the Positive Affect Negative Affect Scale, PANAS, [16], and a
final structured interview to assess the overall experience in terms of the most relevant
variables considered in the study.

After two months from the robot removal, S4 will allow assessing the impact of its
absence through the Support Assessment questionnaire.

End User Side. For the end user receiving the robot we followed a similar approach,
but we focused on some additional variables that is worth dwelling on. Specifically, we
measure (a) the perceived loneliness through the UCLA Loneliness Scale [17], which
was developed to assess subjective feelings of loneliness or social isolation;(b) the per-
ceived health status through the Short Form Health Survey (SF12) [18]; (c) the Multidi-
mensional Scale of Perceived Social Support [19]; (d) Geriatric Depression Scale [20]:
a modified version of the Health Service Satisfaction Inventory. Finally the Almere [21]
model will allow assessing dimensions of technology acceptance.

In the table, measures highlighted in bold will ensure the repeated measures thus
allowing to observe the influence of changes over time. It is worth underscoring how
this evaluation methodology will allow monitoring the human-robot interaction over
time, thus contributing to understand the long term impact of a fully deployed robotic
solution.

The actual implementation of this plan in three different European countries will also
support a cross-cultural analysis, continuing some work started on this specific topics
[22]. The following subsection briefly reports on the current status of the Italian test
sites.

3.3 First Test Sites Running

Two test sites have started in Italy that are representative of the family-member-elderly
user category.

Test Sites 1. A couple of old people living in the countryside near Rome are the end
users of this test site (see Figure 5). The man has reduced mobility, while the woman
has problems with her sight. They are quite independent although their health condition
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Table 1. Long term evaluation: variables measured along the phases (S0–S4) and related material
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Fig. 5. A picture from the first Italian test site

is slowly deteriorating. The secondary users are: their son living in Rome and their
grandchild.

We initially experienced some problems with the technical set-up of this test site.
Specifically, the typical layout of the Italian houses has created some problems due to
reduced space (particular difficulty emerged in going through doors and due to some
narrow passage in the house) to the connection to recharging station and to smoothly
move in the house. This highlighted the need to improve the mobility of the robot and
the need to provide an automated recharging functionality (see Section 4). Currently
the test site is at step S0 of the evaluation plan. Since now we can say that some robot
usability problems are emerging due to the particular fragility of the two old people who
participate in the study. Overall the old couple are very interested to the GIRAFF robot,
even though its use is currently still limited. Our goal is also to monitor the robot’s
usage over time to assess the effect of familiarity or habituation.

Test Sites 2. A very active old woman living alone in Rome is the end user of our sec-
ond Italian test sites. Her grandchild and daughter are the main current secondary users.
Additionally we are also planning to involve a day care center that will connect to the
woman. Also this test site is currently at step S0 of the evaluation plan. However, some
preliminary comments can be reported. Both the lady and her grandchild are enthusi-
astic of the robot. They would also like that the robot do additional things. The lady,
as most of the elderly people interviewed, is concerned about possible costs associated
to the robots (e.g., the electricity consumption). Overall she really appreciates the pos-
sibility to stay in contact with her relatives, also relying on the video capability of the
robot. She would also appreciate a sort of service provided by the day care center that
would allow her to have a more frequent contact with a doctor or a specialist.

4 Technical Challenges for Long Term Use

The work performed for both the short term experiments and the test sites set up rein-
forced the general lesson that in order to evaluate MRP systems, an important aspect
worth to be considered is the effort needed to deploy them into real contexts. In partic-
ular, the technological set up needed to deploy the systems in real older people houses
requires quite an amount of work to be done in order to create robust contexts of use.
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In this regard, even at an intermediate stage of the EXCITE project, some general com-
ments can be derived from such an experience.

Specifically, in our work of fielding the telepresence robot in operational contexts
in Italy, we gathered incremental evidence that situations exist in which some techni-
cal advancements usually connected with autonomous behavior can dramatically af-
fect the efforts required in deploying the robot in older people living environment.
And, most importantly, they also enhance the interactions through the MRP robot as
well as increase the robustness of the whole system in an application area where frail
users are involved. Indeed, such advancements can be related to human-robot interac-
tion factors [23]: (a) the system effectiveness, the quality of interactions related with
the robot capability of performing some tasks autonomously; (b) the system efficiency,
the amount of time spent in order to complete some instrumental robot activities; (c) the
operator workload, the cognitive burden required to the operator while controlling the
MRP robot; (d) the robot self-awareness, the capacity of the robot to assess its own
status; (e) the robot human-awareness, the degree of which the robot is aware of human
presence in the environment. Then, from the client users’ view, even a limited set of
autonomous behaviors can increase their projection capability and achieve a safe and
reliable operation of the telepresence robot in a (potentially) dynamic environment [24].

4.1 Gaining Robustness by Introducing Autonomous Capabilities

In this subsection, we present some contextualized use cases for autonomous capabili-
ties that have emerged from our experience.

Autonomous Navigation. A quite common situation in Mediterranean countries is re-
lated to the small size of apartments where old people live. In fact, the GIRAFF robot
is currenlty being installed and operated also in domestic places of very limited size.
This entails that even skilled client users may have difficulties in controlling the robot
within such small environments. Therefore, the system should be equipped with navi-
gation abilities to safely guide the telepresence robot to some specific home locations
requested by the operator. For instance, the operator may request the MRP to reach
the kitchen in the apartment so that she can visually check the status of the stoves. In
this respect, the autonomous navigation capabilities would clearly enhance both sys-
tem effectiveness and efficiency thus lowering the operator workload during the overall
interaction.

Docking. While deploying the robot at home, a crucial location emerged to be the
position of the docking station used to recharge the batteries of the robot and park it
while idle. In fact, since the robot must not be left out of the docking station without
control, this is the most important location that the robot should always be able to
reach. The robot should also be aware of the status of its battery (increased robot self-
awareness) and, whenever the level is below a given threshold, it should automatically
reach the docking station. Indeed, the return to the docking station is considered the
aspect that requires synthesis of new solutions. In this case, an autonomous docking
capability would surely lower the time spent in performing an instrumental activity.
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Connectivity. Another important issue of a long term domestic test site is that very ofter
it is not possible to rely on a continuous active WiFi internet connection (in particular,
this issue has been detected as a quite critical one in Italy but also in Spain where our
partners are running analogous test sites). Some time, sudden communication break-
downs can leave the robot with no active control. This can be risky since the robot may
remain stuck in an hazardous position possibly preventing movements of the old person
at home. In such cases, the robot should automatically reach and, then, plug into the
docking station. Therefore the idea is to minimize the risk of leaving the robot with no
charge in the middle of an apartment thus guaranteeing an important enhancement of
the system.

People Searching. During an emergency call5 a client user should take control of
the robot and find the elderly as soon as possible in order to check her health condi-
tions. In such cases, the telepresence platform could be endowed with the capability
of autonomously looking for the elder in the apartment (i.e., increased robot human-
awareness) instead of requiring the operator to (potentially) visit the whole house at
random. Then, once the operator takes the control of the robot, it will automatically
find the proper position to start a new dialogue, minimizing the movement of the robot
in the environment and increasing the effectiveness of the interaction.

People following. During a dialogue, a client user should be allowed to focus her at-
tention to the old person movements/gestures rather than continuously adjusting the
robot position. Then, an interesting feature would be to enable GIRAFF to automati-
cally identify the position of the old person (increased robot human-awareness) and/or
autonomously adapt its position maintaining the person centered on the robot’s cam-
era. This clearly would increase the system effectiveness as well as soften the operator
burden, then, enhancing the overall quality of the interaction.

Safety. A final point worth being mentioned is the paramount importance of the safety
of platform basic movements to avoid any scaring movement in proximity of the old
person (increased robot human-awareness). In this respect recent technology improve-
ments for fault-free low level behavior like those described in [25] could potentially
result very useful if integrated.

As a final remark, it is worth underscoring that all the above mentioned cases can be ad-
dressed with a smart integration of functionalities that are within the state-of-the-art of
current autonomous robotics and, then, such advancements are more a matter of imple-
mentation efforts on the MRP platform rather than actual technological development.

5 Conclusions

This paper describes the ongoing work that is trying to assess a robotic telepresence
system within the elderly domain. Two important aspects are presented that can be

5 This is a specific capability that allows to force the usual operational functionalities. It en-
ables an authorized client to bypass the old person authorization and connect with the home
environment.



446 A. Cesta et al.

considered as mandatory steps for both a general roadmap in robotics and our specific
work.

As a first contribution, we have highlighted the importance of performing ecological
experiments, i.e., which reproduce as much as possible the actual conditions of use of
robotic technology, in terms for instance of real people who use it and real context of
use. Although still simple in the results, analysis of the short-term evaluation provides
a number of indications “from the field” that are representative of the actual users’
expectations, both in relation to the human-robot interaction and to the most urgent
technological improvements essential for an effective deployment. For example, health
workers expressed a number of requests that would be important to fruitfully use the
GIRAFF system as a means to support their work. At the same time, the technological
tests done in real homes, highlighted technological barriers that must be necessarily
overcome.

The article’s second contribution concerns our effort toward a long-term assessment.
Other works in the area have highlighted this need but in this article we have proposed a
rather elaborated and detailed methodology for the long-term evaluation that is currently
being applied to real test sites of elderly people for long periods of time.

In addressing these two points, there were also a number of technological challenges
and requirements for “intelligent features” that the technology should incorporate and
that could contribute to solve some of the open challenges in moving from a short-term
demonstration to a real and continuous use.
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