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Preface

The ICT-EurAsia conference is thought as a platform for the exchange of ideas,
experiences, and opinions among theoreticians and practitioners and for defining
requirements of future systems in the area of ICT with a special focus on fostering
long-term relationships among and with researchers and leading organizations
in the Eurasian continent.

On the one hand, organizing cross-domain scientific events like this originated
from an idea of IFIP President Leon Strous at the IFIP 2010 World Computer
Congress in Brisbane and, on the other hand, by the many activities of the
ASEA-UNINET (ASEAN-European Academic University Network) in the area.
This network was founded in 1994 especially to enhance scientific and research
cooperation between ASEAN countries and Europe. The great success of ASEA-
UNINET led to the foundation of the EPU network (Eurasia Pacific University
Network), which complements the geographic area of ASEA-UNINET covering
the whole Eurasian continent. Both university networks have a strong focus on
ICT.

The IFIP organizers of this event who are engaged within IFIP in the area of
TC 5 (IT Applications) and TC 8 (Information Systems) also very much welcome
the fertilization of this event by the collocation of AsiaARES as a special track on
availability, reliability, and security. AsiaARES brings the idea of seven successful
consecutive ARES conferences to Asia. ARES is devoted to building scientific
bridges between the various aspects of system dependability and security as an
integrated concept.

AsiaARES is a new conference track that specifically aims to provide better
access to current IT-security research results for the Asian region. The ultimate
goal is to establish a community and a meeting point for security researchers
and professionals and to make travel shorter and the venues easily accessible
for researchers from Asia. At AsiaARES we offer virtual presentations for which
authors submit a video presentation in addition to their paper and the paper is
discussed using online collaboration tools. This allows authors who have prob-
lems obtaining visas or very limited travel budgets to contribute.

We look forward to continuing the success of AsiaARES 2013 in further editions
and improve AsiaARES based on the feedback of the authors and attendees – both
virtual and real. Special thanks to Ilsun You for all his efforts toward this initiative.

We would like to express our thanks to all institutions actively supporting
this event, namely:

– University Gadjah Mada, Yogyakarta, Indonesia
– International Federation for Information Processing (IFIP)
– ASEAN-European University Network
– Eurasia-Pacific University Network



VI Preface

– The Austrian Compentence Centres for Excellent Technology SBA (Secure
Business Austria)

– The Austrian Agency for International Cooperation in Education and Re-
search

– The Austrian Embassy in Jakarta and Its Honorary Consulate in Yogyakarta

The papers presented at this conference were selected after extensive reviews
by the Program Committee (PC) and associated reviewers. We would like to
thank all the PC members and the reviewers for their valuable advice, and the
authors for their contributions.

Many persons contributed numerous hours to organize this conference. Their
names appear on the following pages as committee members of this scientific
conference.

Special thanks go to Amin Anjomshoaa, Ahmad Ashari, Muhammad Asfand-
E-Yar, and last but not least to Yvonne Poul.

January 2013 Khabib Mustofa
Erich J. Neuhold

A Min Tjoa
Edgar Weippl

Ilsun You
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Abstract. This study aims to understand how the idea of an eGovernment one-
stop-shop (OSS) has been translated into a new setting. Since the beginning of 
2000, this idea has been implemented in a variety of ways by Indonesian local 
governments. Using an interpretive case study in the city of Yogyakarta, the 
study revealed that the specificity of each setting influences the translation 
process of the idea of OSS during its institutionalization. It also identified a set 
of editing rules used during the translation process. These include the editing 
rules concerning context (e.g., internal readiness); logic (e.g., corruption eradi-
cation); and formulation (e.g., standardized processes). The study also found 
that the idea translation was not a single round process.  

Keywords: one-stop-shop, eGovernment, idea translation, editing rules, institu-
tionalization, institutional theory, developing countries, Indonesia.  

1 Introduction 

In its 2010 survey, the Political and Economic Risk Consultancy named Indonesia as 
one of the Asia’s most inefficient bureaucracies that downgraded the quality of public 
services and discouraged investment [1]. This was a general assessment and did not 
provide detailed insights. If we scrutinize the state of bureaucracy at the local gov-
ernment level (i.e., city/district), a different picture emerges. For example, the World 
Bank [2] placed the city of Yogyakarta fifth in a list of the most efficient bureaucra-
cies in terms of dealing with construction licenses among 183 economies in a global 
survey. In short, there is a huge discrepancy between different local governments in 
the quality of public services they provide [2, 3].  

In order to improve the quality of public service and eradicate corruption, the gov-
ernment of Indonesia has taken various initiatives. At the local government level, one 
of these initiatives was translated into the establishment of an eGovernment one-stop-
shop (OSS). In this paper, OSS refers to the licensing department that provides a vari-
ety of services (such as construction and nuisance licenses) to the public. With the 
help of information technology (IT), the OSS was designed to cut red tape,  
‘burdensome administrative rules and procedures’ [4:385].  
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However, not all OSSs in Indonesia have successfully achieved their potential for 
providing a better public service and curbing corrupt practices [3, 5]. Despite this, 
some local governments have enjoyed benefits from the successful implementation of 
the initiative. The city of Yogyakarta is one of them. This study aims to explain how 
the idea of OSS is translated in the institutionalization process at the context of local 
government. It is also motivated by a lack of studies that pay attention to such the 
process in the eGovernment initiative implementation [6, 7]. Hence, the main research 
question addressed by this study is: how is the idea of an eGovernment one-stop shop 
translated during its institutionalization process? The concepts of idea translation 
introduced by the Scandinavian institutionalism are used to explain the process of 
OSS institutionalization [8].  

2 Theoretical Framework 

2.1 eGovernment One-Stop-Shop 

The establishment of OSS that can be considered as an implementation of ‘joined-up 
government’ [9, 10], may provide four benefits: eliminating the contradictions and 
tensions between different policies, making better use of scarce resources, improving 
the flow of good ideas and synergy between different stakeholders, and creating 
seamless rather than fragmented services. In the context of developing countries, the 
establishment of OSS is very important in cutting red tape and eradicating corruption 
[11, 12]. The use of IT can help to reduce hierarchical structures and streamline the 
process of filtering out unnecessary impediments to efficient operation [4].  

However, there are two inherent problems in this regard: a problem of coordination 
and a problem of integration and organization [13]. The former involves encouraging 
the agencies involved to work on broadly the same agenda, while the latter concerns 
the problem of how to align structures, incentives, and cultures to fit inter-
organizational tasks. Both of these are institutional problems. Previous studies argue 
that eGovernment will not achieve its potential without institutional change [14, 15].  

Thus, in the context of Indonesia, the OSS has not yet really been able to provide 
effective online services. The citizens may get information, downloadable forms, and 
trace the status of an application from a website, but they cannot send the application 
online. In order to do so they have to visit the OSS physically to hand in applications 
and to make payments. In this context, we may consider the OSS as an eGovernment 
‘official’ intermediary1 that helps citizens to get the public services they need. The 
role of intermediaries in providing eGovernment services in the context of developing 
countries is very influential [16].  

                                                           
1 This term is used to differentiate between ’official’ and ‘unofficial’ intermediaries. OSS is a 

manifestation of the former, while the latter are often not immune from corrupt practices (i.e., 
petty bribery). A survey conducted in Indonesia found that 48% of license applicants used the 
‘unofficial’ intermediaries (i.e., local government staffs), and the use of such intermediaries 
increased the licensing costs by 58%, despite the fact that this speeded up the process [3]. 
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2.2 Idea Translation 

The concepts of idea translation originated from the Scandinavian institutional re-
search can be said to “primarily come to highlight the dynamic aspect of circulating 
ideas; how and why ideas become wide-spread, how they are translated as they flow 
and with what organization consequences” [17:219]. Answers to these questions are 
needed to explain the process of translation of an idea in a certain setting. An organi-
zation does not operate in a vacuum, and an idea that is picked up can be adopted and 
incorporated into organizational practice. When an idea is adopted, it does not always 
work as planned and in many cases it can then be decoupled from ongoing activities 
of organization [18]. In order to work in its new setting, the idea requires a process of 
translation [19].  

The translation process is described by Czarniawska and Joerges [20] in four 
stages: idea, object, action and institution. In a particular context, organizational ac-
tors select an idea among a collection of circulating ideas. The circulating ideas are 
disembedded from their original setting, before being reembedded into a new setting 
[20]. Once an idea is chosen, it will be subsequently transformed into an object. The 
objectification process makes the idea tangible. The easiest way to objectify ideas is 
to turn them into linguistic artefacts, such as labels and metaphors [20]. An idea can 
then be translated into an object (e.g. a prototype, text, model, perceptions, a concept) 
and can then be realised. Thus, an object becomes translated into an action. Finally, it 
may emerge as an institution if the action is regularly repeated over time and therefore 
becomes taken for granted.  

However, the process of translation of an idea is in fact constrained by the editing 
rules which are often implicitly inherent within an organization [17]. In general the 
editing rules concern three factors: context, logic, and formulation [19]. Different 
settings may follow a variable set of idea editing rules. Ideas may be contextualized to 
consider aspects of time, space, and scale. New types of logic or explanations can be 
accepted; and/or be formulated as, e.g., a prototype to attract attention. The idea trans-
lation process is depicted schematically in Fig. 1. 

 

Fig. 1. The process of idea translation (adopted from [20]) 
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3 Research Method 

This case study is interpretative in nature. In choosing this approach, “our knowledge 
of reality is gained only through social constructions such as language, consciousness, 
shared meanings, documents, tools, and other artefacts” [21:69]. A case study is ap-
propriate since the problem under investigation is practice-based, the experiences of 
the actors are important and the context of action is critical [22].  

Data were collected mainly through interviews. Interviews were carried out with a 
variety of key players with OSS and/or eGovernment implementation at various lev-
els. The interviewees were the mayor of the city of Yogyakarta, four heads/vice-heads 
of offices, three heads of divisions and one administrator. The snowball method was 
used to select the interviewees. 

Eight interviews were conducted, most of which were recorded. Each interview 
lasted 30 to 60 minutes. The interviews were conducted between July and August 
2011. To ensure the validity of the data [23], additional data were also collected from 
written documents/reports and field observations. The concepts of idea translation 
were used as templates when coding the data, and temporal bracketing as sensemak-
ing strategy [24] was used in the data analysis.  

4 Findings 

4.1 OSS as a Unit with a Limited Authority: 2000-2001 

The OSS in Yogyakarta can be traced back to 2000, when the local government de-
cided to establish a one-roof service unit (Unit Pelayanan Terpadu Satu Atap 
[UPTSA]) to response the national regulation. This was the origin of the idea of the 
OSS. However, the regulation did not provide a comprehensive guide on how the 
OSS should be established.  

At that time, UPTSA acted as a front office counter for 12 services that received 
the applications, whereby the mechanism to process the applications was similar to 
those that existed before its establishment. As a unit, UPTSA had no authority to 
approve the applications, but passed them on to the technical department that had the 
authority to issue the licenses. Thus, in the process of getting a license, the burden-
some bureaucracy continued, although with some subtle improvements. A number of 
specific problems had to be coped with, such as the state of internal readiness. One 
informant asserted that: 

“At that time, there was a lack of political will both from the mayor and the heads of depart-
ments. … [There was] no independent budget allocation and no independent institution. We 
were not ready for that time.” 

The status of UPTSA also made smooth coordination with other departments difficult, 
as there was lack of integration between them. 

A momentum emerged when a new mayor was elected in 2001. Before taking on 
the position, the mayor had been a successful businessman. He was interested on 
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UPTSA, since he had experienced difficulties in the past when dealing with burden-
some bureaucracy. The new mayor showed his political will to improve UPTSA. A 
comprehensive evaluation was carried out, involving all departments as part of the 
preparation process. The former head of UPTSA stated that:  

“So, in 2001, we identified the authorities of all departments and simplified them. … We iden-
tified which the licenses that could be integrated into the licensing department. Some of the 
licenses were very specific such as those for medical doctors and nurses. These kinds of li-
censes were still the authority of the respective technical departments.”  

4.2 OSS as a Unit with a Higher Authority: 2002-2005 

Based on a set of recommendations from a comprehensive evaluation, some im-
provements were made. Among the problems identified at that time was the lack of a 
smooth flow of service provision, the need to assign employees to tasks effectively, to 
appoint a coordinator for UPTSA, and to improve the supporting facilities. In 2002, 
the mayor re-launched UPTSA. This re-launching initiative created a new momen-
tum. One informant asserted that: 

“In January 2002, supporting facilities of the UPTSA office were improved. … UPTSA was 
then re-launched on March 4, 2002 by the mayor.” 

Since then, UPTSA has had its own budget. At that time the status of the officers who 
worked for it was still attached to the departments they had originated from. However, 
UPTSA included the possibility of coordinating the processing of the applications. 
Thus, the problems of coordination and integration were partly solved.  

In 2003, a Government Regulation (Peraturan Pemerintah) No. 8/2003 concerning 
Guidelines for Local Government Organization was enacted. This national regula-
tion made a comprehensive reorganization of all local government agencies possi-
ble. The existence of power interplay between actors was apparent at this stage. Af-
ter an evaluation process, it was agreed that UPTSA should become a definitive gov-
ernment agency in the near future. The former head of UPTSA stated: 

“When there was a new regulation from the national government, we did not take it for granted. 
… We had to think holistically about organizational structure, personnel, budgeting, and au-
thority. Taking away the authority [from a department] was not easy.”  

It was agreed to promote the status of UPTSA from a unit into a department (dinas), 
which legally would have a higher authority. The decision was was also a result of the 
idea translation process. At that time, the mayor showed his political leadership, by 
asking all the heads of department who did not agree with the decision to express their 
opinion. As one informant stated: 

“The mayor invited all the heads of department involved. … The mayor asked whom did not 
agree with the idea [of establishing an OSS as a department] to sign a statement on a paper 
bearing IDR 6,000 duty stamp. No one did it.” 
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There was also a shift in the role of IT in supporting licensing services. As one infor-
mant asserted:  

“In 2000, the information technology section was just a supporting unit. … But after making an 
organizational evaluation, the section became a core section. It happened in 2003.” 

Starting from 2003, several information systems (IS) were developed to support 
application processing. The use of IS helped to standardize the application process. 
Since that time, the application forms have been available online and a call center has 
been opened to provide information and to collect input and complaints from the citi-
zens. A continuous evaluation procedure asked all the applicants to fill in a ques-
tionnaire to assess the quality of service from various points of view.  

In 2004 the OSS initiative then received more impetus when the national govern-
ment of Indonesia asked all government agencies to improve the quality of public 
service delivery, through Presidential Instruction No. 5/2004, as part of an effort to 
eradicate corruption. Then, the corruption eradication became institutional logic 
behind the establishment of OSS. The former head of OSS stated that:  

“What we restructured at that time was not the licensing department, but all the departments. 
We identified what processes should be carried out by which department. No one complained, 
since we did not know to what department we would be assigned to.”  

4.3 OSS as a Department: 2006-Present 

After going through an intricate process, at the end of 2005, through a local regulation 
(Peraturan Daerah) the mayor promoted the status of UPTSA as a unit to become a 
department. By using this new status, the Licensing Department (Dinas Perizinan) 
had the authority to process and to approve/disapprove applications. The department 
at that time had the responsibility for 35 types of licenses, while 24 other licenses 
were still being processed by the Health Department, due to their technical nature.  

From the beginning, one of the main challenges was a new culture building, since 
the officers came from various departments. The (former) head of OSS cultivated the 
values of togetherness among the officers. It took around six months to build this new 
culture. In addition to the corruption eradication logic, there were also other institu-
tional logics behind the OSS establishment and its development, from public ser-
vices to internal process improvement. As one informant stated: 

“The licensing department was established to improve the public services. We were on the 
public’s side; the procedures were simplified. But, after the department was running, then I 
realized that the local government itself enjoyed the most advantages; including time effi-
ciency, more controllable processing times, cost reductions and energy efficiency. No need to 
spend energy on coordination between the departments, since we were integrated.” 

The problems of integration and coordination were thus largely solved at this stage. 
To provide a better service, in 2007 a new organizational structure was adopted. Some 
procedures were simplified. In 2008 the number of licenses was reduced from 35 to 
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29. Some technical licenses, however, such as license for a medical doctor, were still 
under the authority of the related technical departments.  

Since 2007, the licensing department obtained recognition from various national 
and international institutions. Such recognition included an Investment Award in 2007 
and 2008 from the Investment Coordinating Board (Badan Koordinasi Penanaman 
Modal [BKPM]) and the Service Excellence Award in 2008 from the Ministry for the 
Empowerment of State Apparatus. In 2010, Yogyakarta was named as the fifth most 
efficient bureaucracy in dealing with construction licenses among 183 surveyed 
economies [2]. In 2011 it obtained an ISO 9001:2008 certificate for quality assurance. 

5 Discussion 

This discussion focused on from answering the research questions set at the outset: 
how is the idea of eGovernment one-stop shop translated during its institutionalization 
process? In doing so, the four-stage idea translation process [20] was central.  

This study found that the process of idea translation was not one-way. This study 
revealed that the idea of OSS has been translated three times (in 2000, 2002, and 
2006). Here, the object (i.e., the concept of OSS) has been evaluated through the 
process of shaping and are being shaped by everyday practices (i.e., action and/or 
institution). This finding provided new insights and a theoretical contribution to the 
concept of idea translation that seemed to be simplified as a one-way translation proc-
ess [cf. 20]. Fig. 2 depicts the contextualized process of idea translation.  

 

Fig. 2. The translation process of the OSS idea 

Based on the presentation of the findings, several editing rules were identified  
during the process of idea translation (marked by a bold typeface in the Findings  
section) (see Fig 2.). Although the idea of OSS came from the national  
government, it did not provide detailed guidelines as to how an OSS should be  
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established. It is necessary to ask why no such guidelines were provided by the na-
tional government. Detailed guidelines can have both a negative and a positive im-
pact. In considering the specificity of each local government, imposing detailed 
guidelines might be misleading and make localization impossible. However, for local 
governments with limited exposure to external knowledge and/or with many compet-
ing institutional logics within their organisations, such guidelines would be very use-
ful. Otherwise, the idea could be self-defeating [25].  

In 2000, the idea of OSS was translated into an object (i.e., the concept of UPTSA 
1.02) and then into an action (its implementation). At that time, the concept was not 
well developed, since there were problems of integration and coordination. UPTSA 
1.0 as a unit had only limited authority. At this stage, the authority of OSS was only 
to receive the application (see Fig. 3(a)). A lack of political will was identified as one 
of main challenges at that time. Due to these problems of integration and coordination 
[13], the first idea translation failed to become institutionalized.  

 

 (a) (b) (c) 

Fig. 3. Levels of OSS authority in Yogyakarta: (a) as a unit (2000-2001) – receiving; (b) as a 
unit (2002-2005) – receiving and coordinating; (c) as a department (2006-present) – receiving, 
processing, and approving. Note: The visual presentation was inspired by Steer [3]. 

The second attempt to translate the idea of OSS was carried out in 2002, when 
UPTSA 1.0 was re-launched as UPTSA 2.0. An evaluation report made at the begin-
ning 2002 was the new translation object. The first translation was then corrected by 
improving the integration and coordination process between the involved depart-
ments. Since then, OSS has had a coordinating authority to process the application, in 
addition to just receiving it (see Fig. 3(b)). The problems of integration and coordina-
tion were partly solved. UPTSA 2.0 began to achieve a momentum towards becoming 
institutionalized by applying more standardized practices, supported by an improved 
IT infrastructure. However, there was still a need to streamline the application proc-
essing hindered by the limited authority of OSS. 

At the third attempt, after carrying out comprehensive evaluation and preparation 
by the end of 2005, the idea of OSS was translated into a concept of a more integrated 
and a better-coordinated service provision. In 2006, UPTSA 2.0 became a licensing 
department with a higher authority (see Fig. 3(c)). This new status as a department 

                                                           
2 The term ‘UPTSA 1.0’ is used to differentiate it from ‘UPTSA 2.0’ after a re-launching in 

2002. 
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largely solved both the problems of integration and coordination. The new practice 
became routine through typification process where certain forms of actions came to 
be associated with certain classes of actors [26]. This process helped the licensing 
department become institutionalized.  

6 Conclusion 

This paper has presented the process of how an idea of OSS was translated in a spe-
cific setting. The concept of idea translation from Scandinavian institutionalism was 
used as a focus. This study has made two main contributions. Firstly, it has offered an 
explanation of how the same idea of OSS can be translated differently when it is im-
plemented in a new setting. A new application of the concept of idea translation in the 
context of eGovernment studies can bring about a better understanding of the process 
of localization or local improvisation of an eGovernment initiative. A set of editing 
rules concerning context, logic, and formulation was also identified to explain this 
process. Secondly, theoretically, the study has offered empirical evidence to incorpo-
rate the multiple-round idea translation process. 

This study was not without its limitations. It focused on a single case. Including 
various cases of the translation process of the idea of OSS, may reveal a more com-
prehensive picture of the possible process and its editing rules. However, as an inter-
pretive study, the findings are generalized to theoretical concepts rather than the 
population [27]. As such we can make inferences about the concept of idea transla-
tion. It would also be interesting for future research to identify the circumstances in 
which the one-way or multiple-round translation process could be made more  
favourable.  
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Abstract. In this paper, we introduce a novel electronic voting protocol which 
is resistant to more powerful corrupted parties and coercers than any previous 
works. They can be the voting authorities inside the system who can steal vot-
ers’ information and the content of their votes, or the adversaries outside who 
try to buy the votes, and force voters to follow their wishes. The worst case is 
that the adversaries outside collude with all voting authorities inside to destroy 
the whole system. In previous works, authors suggested many complicated 
cryptographic techniques for fulfilling all security requirements of electronic 
voting protocol. However, they cannot avoid the sophisticated inside and out-
side collusion.  Our proposal prevents these threats from happening by the 
combination of blind signature, dynamic ballots and other techniques. Moreo-
ver, the improvement of blind signature scheme together with the elimination of 
physical assumptions makes the newly proposed protocol faster and more effi-
cient. These enhancements make some progress towards practical security  
solution for electronic voting system. 

Keywords: Electronic voting, blind signature, dynamic ballot, uncoercibility, 
receipt-freeness. 

1 Introduction 

Along with the rapid growth of modern technologies, most of the traditional services 
have been transformed into remote services through internet. Voting service is among 
them. Remote electronic voting (also called e-Voting) system makes voting more 
efficient, more convenient, and more attractive. Therefore, many researchers have 
studied this field and tried to put it into practice as soon as possible. However, that 
has never been an easy work. It is true that e-voting brings many benefits for not only 
voters but also voting authorities. Nevertheless, benefits always come along with 
challenges. The biggest challenge of e-voting relates to security aspects.  

In previous works, authors proposed several electronic voting protocols trying to 
satisfy as many security requirements as possible such as eligibility, uniqueness, pri-
vacy, accuracy, fairness, receipt-freeness, uncoercibility, individual verifiability, uni-
versal verifiability.  However, security leaks cannot be rejected thoroughly in recent 
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electronic voting protocols when voting authorities collude with each other. In the 
protocol of Cetinkaya et al [5], for example, though the authors announced that their 
protocol fulfilled the requirement of uncoercibility, once the adversaries corrupted the 
voter and colluded with the voting authorities taking responsibilities of holing ballots 
and voter’s cast, they could easily found out whether that voter followed their instruc-
tion or not. In addition, in voting protocol of Spycher et al [1] and JCJ protocol [6], if 
the coercer can communicate with the registrars, no longer can voter lie about their 
credentials. Therefore, the uncoercibility cannot be satisfied. Moreover, in order to 
satisfy the receipt-freeness, some protocols employed the physical assumptions such 
as untappable channels that are not suitable for the services through internet.  

Most of the previous electronic voting protocols applied three main cryptographic 
techniques to solve the security problems. Thus, we classify these protocols into three 
types as: protocols using mix-nets, blind signatures, and homomorphic encryption. 
The concept of mix-nets was firstly introduced by Chaum in [11]. Since then, there 
have been some proposed voting protocols such as [7]. However, these protocols met 
with the big difficulties because of the huge costs of calculations and communications 
which the mix-net required. Moreover, the final result of voting process is dependent 
on each linked server in mix-net. If any linked server is corrupted or broken, the final 
result will be incorrect. So far, no election system based on mix-net has been imple-
mented [13]. Besides mix-net, homomorphic encryption is another way to preserve 
privacy in electronic voting system. Though homomorphic encryption protocols like 
[9][14] are more popular than mix-net, they are still inefficient for large scale elec-
tions because computational and communicational costs for the proof and verification 
of vote’s validity are quite large. In addition, homomorphic encryption protocols can-
not be employed on multi-choices voting forms. As for the blind signature protocols, 
they also provided anonymity without requiring any complex computational operators 
or high communicational cost. Until now, there have been many protocols based on 
blind signature such as [5][8][10][15]. Some of them employed blind signature on 
concealing the content of votes, others concealed the identifications of voters. Proto-
col [10], for example, conceals the content of votes; then at the end of voting process, 
voters had to send the decryption key to the voting authority. This action might break 
the security if the adversaries conspired with these voting authorities. Therefore, our 
proposal applies the blind signature technique which is used to hide the real identifi-
cation of a voter. Besides that, in order to protect the content of votes we apply dy-
namic ballots along with a recasting mechanism without sacrificing uniqueness to 
enhance security in the electronic voting protocol and make good the previous proto-
col ‘s shortcomings as well. 

In this paper, we propose an inside and outside collusion-free electronic voting 
protocol which guarantees all security requirements. The remarkable contribution is 
that our proposal is able to defeat the more powerful adversaries which can collude 
with most of the voting authorities. Another improvement is the enhancement of blind 
signature scheme that makes our protocol faster and more efficient. 

The structure of this paper is organized as follows. In Section 2, we summarize the 
background knowledge of electronic voting. We describe the details of our proposal 
protocol in Section 3. Then, in Section 4 security of the protocol is discussed. Finally, 
the conclusion and future work are presented in Section 5. 
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2 Background 

2.1 Security Requirements 

According to [8], the security requirements of electronic voting system are introduced 
as follows: (1) privacy: no one can know the link between the vote and the voter who 
casted it; (2) eligibility: only eligible and authorized voters can carry out their voting 
process; (3) uniqueness: each voter has only one valid vote; (4) accuracy: the content 
of vote cannot be modified or deleted; (5) fairness: no one, including voting authori-
ties, can get the intermediate result of the voting process before the final result is pub-
licized; (6) receipt-freeness: the voting system should not give voter a receipt which 
he uses to prove what candidate he voted; (7) uncoercibility: the adversary cannot 
force any voters to vote for his own intention or to reveal their votes; (8) individual 
verifiability: every voter is able to check whether their vote is counted correctly or 
not; (9) universal verifiability: every voter who is interested in tally result can verify it 
is correctly computed from all the ballots casted by eligible voters or not. 

2.2 Cryptography Building Block 

Bulletin Boards. In [2], Bulletin board is a communication model which can publish 
information posted on its body, thus everybody can verify these information. Elec-
tronic voting system applies this model to fulfill the requirement of verifiability. In 
the protocol using bulletin board, voters and voting authorities can post information 
on the board. Nevertheless, no one can delete or alter these things. 

Blind Signature. The concept of blind signature was first introduced by Chaum in 
1982. It stemmed from the need of verifying the valid of a document without reveal-
ing anything about its content. A simple method to implement the blind signature 
scheme is to apply the asymmetric cryptosystem RSA. We have some notations: (1) 
m: the document needs to be signed; (2) d: the private key of authority (signer); (3) (e, 
N): the public key of authority; (4) s: the signature of m. 

The RSA blind signature scheme is implemented as follows: 
The owner generates a random number r which satisfies gcd(r, N) = 1. He blinds m 

by the blind factor re(mod N). After that, he sends the blinded document m’= m. 
re(mod N) to the authority. Upon receiving m’, the authority computes a blinded sig-
nature s’, as illustrated in Eq. (1), then sends it back to the owner. 

 s’ ≡ (m’)d mod N ≡ (m. re)d mod N≡ (md. red) mod N≡ (md. r) mod N (1) 

According to Eq. (1), the owner easily obtains the signature s, as Eq. (2). 

 s ≡ s’r-1 mod N ≡ md mod N (2) 

Dynamic Ballot. The concept of dynamic ballot was introduced in [5]. This is a me-
chanism that helps voting protocol fulfill the requirement of fairness. In most of  
e-voting protocols, authors have used usual ballots in which the order of candidates is  
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pre-determined. Therefore, when someone gets a voter’s casting, they instantly know 
the actual vote of that voter. Alternatively, the candidate orders in dynamic ballot 
change randomly for each ballot. Hence, adversaries need the voter’s casting as well 
as the corresponding dynamic ballot in order to obtain the real choice of a voter. 

In voting process, each voter can randomly take one of these ballots. He chooses 
his favorite candidate. Then he casts the order of this candidate in his ballot (not the 
name of this candidate) to a voting authority and his ballot to another voting authority. 
Plaintext Equality Test (PET). The notion of PET was proposed by Jakobsson and 
Juels [4]. The purpose of PET protocol is to compare two ciphertexts without decrypt-
ing. It based on the ElGamal cryptosystem [3]. 

Let (r1, s1) = (ay1, m1.a
x.y1) and (r2, s2) = (ay2, m2.a

x.y2) be ElGamal ciphertexts of 
two plaintexts m1 and m2 respectively. The input I of PET protocol is a quotient of 
ciphertexts (r1, s1) and (r2, s2), and output R is a single bit such that R = 1 means  
m1 = m2, otherwise R = 0.  , , .  

According to ElGamal cryptosystem, I is the ciphertext of the plaintext (m1/m2). 
Therefore, if someone who owns the decryption key x, they can obtain the quotient of 
m1 and m2 without gaining any information about the two plaintexts m1 and m2. 

3 The Proposed Electronic Voting Protocol 

3.1 Threats in Electronic Voting Protocol 

Vote Buying and Coercion. In a traditional voting system, to ensure a voter not to be 
coerced or try to sell his ballot to another, voting authorities built some election pre-
cincts or kiosk in order to separate voters from coercers and vote buyers. Therefore, 
they could vote based on their own intentions. When electronic voting system is 
brought into reality, there are no election precincts or voting kiosks, but voters and 
their devices which can connect to the internet. Hence, the threats from coercers and 
vote buyers quickly become the center of attention of the voting system. 

Corrupted Registration. Registration is always the first phase of a voting process 
where voting authorities check voters’ eligibilities and give voters the certificates to 
step into the casting phase. However, in case a voter abstains from voting after regis-
tration, the corrupted registrars can take advantages of those certificates to legalize the 
false votes by casting the extra vote on behalf of the abstaining voters. Sometimes, 
corrupted registrars can issue false certificates to deceive other voting authorities. 

Corrupted Ballot Center. Some protocols have a ballot center as providing voters 
with ballots. Others, in [5], utilize it for holding the choices that voters made until the 
casting phase completes. If the ballot center becomes a corrupted party, it can modify 
the content of the votes or sell them to vote-buyers and coercers who want to check 
whether the coerced voters cast the candidate they expect. Hence, a feasible electronic 
voting protocol has to possess the mechanism to protect the system against this threat. 
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Corrupted Tallier. Tallier takes the responsibility for counting up all the votes to get 
the final result of voting process. If tallier becomes a corrupted party, it will be able to 
do that job though the voting process does not come to the end. In this case, it will 
release the intermediate voting result which has the influence on the psychology of 
the voters who have not casted the ballots yet. This threat makes the fairness fail. 

3.2 The Proposed Electronic Voting Protocol  

Before explaining each step in the protocol, we introduce some notations: (1) (ex, dx): 
a public-private key pair of user X; (2) Ex(m): an encryption of m with the public key 
ex; (3) Dx(m): a decryption/sign of m with the private key dx; (4) H(m): an one way 
hash function with an input m; (5) EPET(m): an encryption of m using ElGamal crypto-
system; (6) PET(x, y): a PET function applying PET protocol with two inputs x, y. 

Registration Phase. In this phase, the blind signature technique is applied to conceal 
the real identity of a voter through creating an anonymous identity for communicating 
with other voting authorities. The following paragraphs will show how voters get their 
anonymous identification from Privacy of Voter server (hereafter called PVer). 

Firstly, the voter sends his real ID to Registration server (hereafter called RS) to 
start registration process. Based on the real ID, RS checks whether that user is regis-
tered or not. If he did this job before, RS will terminate his session; otherwise, RS will 
ask CA to check the current rules of the voting process in order to find out whether 
this person can become an eligible voter or not. Then, RS creates a certificate and 
sends it to the voter. This certificate includes: a serial number, a digital stamp, a ses-
sion key, a signature of RS. 

Upon receiving the certificate, voter generates his unique identification number:  

uid = Hash(DV(Digital stamp)) 

To get the signature of a voting committee on uid, a voter applies the blind signature 
technique as introduced in Section2.2. He uses a random blind factor to blind uid, and 
then sends it together with the certificate to PVer, which takes the responsibility for 
preserving privacy of voters. PVer saves the serial number in certificate in order to 
ensure that each certificate asks for the blind signature just one time. After checking 
the validity of certificate, PVer blindly signs the uid, then send the result s’ to the 
voter. He, then, unblinds s’ to get the signature s of the voting committee on his uid. 
Since then, the voter sends uid and corresponding s to other voting authorities for 
authentication. The detail steps are illustrated in Fig.1. 

To avoid man-in-the-middle-attacks, the asymmetric cryptosystem is used at the 
1st, 6th, and 8th steps. However, at the 10th step, asymmetric key pairs are not a good 
choice because they are used only one time for encrypting message, not authenticat-
ing. Therefore, the symmetric-key cryptosystem with Tripple DES algorithm is pro-
posed in this blind signature scheme because it has some significant benefits: (1) it 
does not consume too much computing power so we can shorten encryption time and 
simplify the period of encryption certificate as well; (2) although symmetric  
encryption is not as safe as an asymmetric encryption, high level of security still be 
guaranteed for some reasons that: Triple DES has high complexity, the session key 
generated randomly by system is long enough to against Brute Force and Dictionary 
Attack, and the period of using session key is limited in one step with a short time. 
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Another improvement of this blind signature scheme is that a voter generates list of 
anonymous identifications including uid, uid1, and uid2 instead of just one. The pur-
pose of uid is to communicate with other voting servers; and uid1 and uid2 are to  
ensure the dynamic ballot of voter is not modified by any adversaries. 

 

Fig. 1. Registration scheme 

Authentication and Casting Phase. To protect privacy of votes from coercers, vot-
ing buyers, or sometimes adversaries who stay inside the system, we propose the 
scheme as shown inFig.2, which applies dynamic ballots, plaintext equivalent test, 
bulletin boards as introduced in Section 2.2. 

 

Fig. 2. Casting scheme 

In previous works, to avoid coercion as well as vote buying, authors apply a fake 
identification mechanism to deceive coercers (in JCJ protocol [6]); and others utilize a 
recasting mechanism without sacrificing uniqueness to conceal voters’ final decision 
[5]. The fake identification requires the condition that at least one voting authority 
knows the real identification of a voter in order to determine what the real votes are. 
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Therefore, if this voting authority becomes adversary, the requirements of uncoerci-
bility and vote-buying can be violated. As a result, our proposal uses recasting me-
chanism to achieve higher level of security. 

Firstly, an eligible voter receives the list of candidates from Ballot Center (called 
BC). He then, mixes the order of candidates randomly, sends this dynamic ballot B to 
BC and casts his cloaked vote V’ by picking the order of the candidate in B he is fa-
vor, and sending it to the Casting server (called CS). To ensure B and V’ cannot be 
modified by others, the voter encrypts them with uid1 and uid2 by the couple of public 
keys ek

(1) and ek
(2) generated by Key Generator server (called KG). KG also saves the 

private key dk along with corresponding ek in KG-List for decrypting in the next 
phase. After that, voter sends (EPET(uid), Ek

(1)(B, uid1), time, ek
(1)) to BC, and (uid, 

Ek
(2)(V’, uid2), ek

(2)) to CS as illustrated in Fig.2. Each message receiving from voter, 
CS checks uid of this voter. If uid is invalid, CS discards it; otherwise, it hashes the 
whole message, and publishes the result on the Bulletin Board BB2 for individual 
verifiability. It also stores the message into List2 for matching with B in tallying 
phase. As for BC, it does the same things with every message it receives, except au-
thenticating the eligibility of voters. 

Voters are allowed to recast. Because the actual vote V of a voter consists of B and 
V’, voters just need to change one of two components to modify the value of V. In 
this protocol, voters are able to change the orders of candidates in their dynamic ballot 
B. In order to recast, a voter sends another message (EPET*(uid), Ek

(1)(B*, uid1), time*, 
ek

(1)) to BC in which EPET*(uid), B* and time* are respectively new ElGamal encryp-
tion of uid, new dynamic ballot and the time when he sends the message. 

Tallying Phase. At the end of casting phase, PET server applies PET protocol in 
Section 2.2 to each EPET(uidi) in List1. The purpose is to find which pair of encryp-
tions of uidi and uidj is equivalent without decryption. After that, PET server removes 
the record holding the earlier time parameter. Concretely, we consider two records  
Ri and Rj of List1: 

 Ri  = (EPET(uidi), EKi
(1)(Bi, uid1i), timei, eKi

(1)) 
 Rj = (EPET(uidj), EKj

(1)(Bj, uid1j), timej, eKj
(1)) 

If PET(EPET(uidi),EPET(uidj)) = 1, and timei > timej; then the system removes Rj from 
the system. The purpose of this process is to remove duplicated votes and gain the 
latest choices of all voters. After that, PET server continues to compare each 
EPET(uidi) in List2 to each EPET(uidj) in List1 to find out which B in List1 is corres-
ponding to V’ in List2. If there exists a record in List1 which does not match with any 
record in List2, this record must have come from an invalid voter, so it is discarded at 
once. The purpose of this process is to remove invalid dynamic ballots B in List1.  

After determining pairs of records, KG-List publishes the list of session keys  
(eK, dK) for List1 and List2 to find dK related to each eK which is attached to every 
record in List1 and List2. With the corresponding dk, EK

(1)(B, uid1) and EK
(2)(V’, uid2) 

are decrypted. Tallying server (called TS) checks the valid of uid1 and uid2 to ensure B 
and V’ not to be modified by any parties, then combines the valid values of B and V’ 
to find out the actual vote V of a voter. Finally, TS counts up all the actual votes and 
publishes the result of voting process. 
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4 Security Analysis 

In this section, we provide the security analysis of our proposal and draw the compar-
isons with the previous typical electronic voting protocols. 

Table 1. Comparing the earlier typical protocols with our proposal 

Security flaw/requirement Hasan [12] Cetinkaya [5] JCJ [6] Our protocol 
No Vote buying/ Coercion - - √

√ 

No corrupted RS √ √ - 
No corrupted BC - - √
No corrupted Tallier - - √
No physical assumption √ √ - 
Privacy √ √ √
Eligibility √ √ - 
Uniqueness √ √ √
Uncoercibility - - √
Receipt-freeness - - √
Accuracy - √ √
Fairness - √ √
Individual verifiability - √ √
Universal verifiability - √ √

 
In our protocol, a voter employs the blind signature technique to get the voting au-

thority’s signature on his created identity. Therefore, the RS and PVer do not know 
anything about the anonymous identity that voters use to authenticate themselves. 
Hence, if these voting authorities become corrupted, they cannot take advantages of 
abstention to attack the system. So do the protocols of Hasan [12] and Cetinkaya [5]. 
In JCJ protocol [6], the RS establishes the credentials and passes it to voters through 
an untappable channel. In the worst case, if the RS is a corrupted party, it can give 
voters fake credentials, and use the valid ones to vote for other candidates. Thus, the 
corrupted RS becomes a security flaw of JCJ protocol. Using physical assumption, i.e. 
an untappable channel, is another weak point of JCJ protocol in comparison with the 
previously proposed protocols. 

In the voting protocols of Hasan [12] and Cetinkaya [5], though eliminating the ab-
stention attack from corrupted RS, these protocols are not stronger enough to defeat 
sophisticated attacks. The voting protocol of Hasan is quite simple; it has no mechan-
ism to protect the content of votes against being modified. Thus, if CS or TS collude 
with attackers, the system will collapse. As a result, the accuracy and fairness proper-
ties cannot be guaranteed. In ideal case which every server is trusted, the protocol 
cannot avoid vote-buying and coercion if voters reveal their anonymous identities to 
vote-buyer or coercer. As for the protocol of Cetinkaya, it guarantees some security 
requirements (as illustrated in Table 1). However, the weakness point of this protocol 
is that the voters are still coerced if the servers holding ballots connive with coercer. 
In the worst case, voters also able to sell their ballots by providing buyers with their 
anonymous identities, and then if buyers collude with Ballot Generator, Counter, and 
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Key Generator, they can find out whether these anonymous identities are attached to 
the candidate they expect or not. In other words, corrupted BC is a security flaw that 
Cetinkaya has not fixed yet. Our protocol makes good Cetinkaya’s protocol shortcom-
ings by encrypting uid using ElGamal cryptosystem before sending it to BC. There-
fore, when a voter recasts, BC itself cannot recognize his uid. Only Casting server has 
responsibility to authenticate the eligibility of uid. However, the recasting process 
does not take place in CS, coercers cannot collect any information from this server. 

If TS becomes corrupted, our protocol cannot be broken even though TS colludes 
with others voting authorities in protocol. In previous protocol using dynamic ballot, 
corrupted TS just needs to bribe BC and CS for getting intermediate result. However, 
in our protocol, B and V’ are encrypted with the session key generated by KG, so BC 
and CS cannot provide the value of B and V’ for TS without the decrypt key. Even if 
KG is also corrupted, the intermediate result of our protocol is still safe because the 
uid of voters are encrypted using ElGamal cryptosystem. Attackers have no way to 
combine B and V’ or to remove invalid and duplicated votes. Therefore, corrupted 
Tallier is no longer a threat for our protocol. However, regarding sophisticated attacks 
which many voting authorities conspire together, Hasan [12] and Cetinkaya [5] are 
not strong enough to defeat these kinds of attacks. 

According to the blind signature technique, no voting authorities know the link be-
tween voter’s real ID and his uid and, no one can find out the link between a vote and 
a voter who casted it. It means that the privacy requirement is guaranteed.  

This protocol has multiple layers of protection. For instance, RS checks the validity 
of requesters by CRAM; then, PVer check the eligibility of voters by their certificates. 
Another interesting point of our protocol is that there is a voter’s signature dV in the 
uid of a voter so the RS cannot create a fake uid to cheat other voting authorities with-
out detecting. In brief, our protocol achieves eligibility. 

Recasting is allowed in our protocol. If an adversary coerces voters to cast for his 
intention, the voters can send another vote to replace the previous one. According to 
the analysis above, this process cannot be discovered by coercers though they connive 
with many voting authorities. Therefore, the uncoercibility requirement is guaranteed. 

Receipt-freeness is also fulfilled when the voters cannot prove their latest casting 
to vote-buyer. In case that an adversary penetrates into List1 and gets voters’ uid 
through bribing, if the uid is not encrypted, the adversary can easily find out a certain 
uid does recasting process or not. Consequently, he can threat the voter or discover 
what the latest casting of voter is. Nevertheless, this assumption has never occurred in 
our protocol, according to the analysis at the beginning of this section. 

The requirement of individual verifiability is guaranteed by applying bulletin 
boards. BC publishes Hash(EPET(uid), EK

(1) (B, uid1), time) in BB1 and Hash(uid, EK
(2) 

(V’, uid2)) is published in BB2. Thus, voters just have to hash the necessary informa-
tion which they have already known, and compare their results to all records in bulle-
tin boards to check whether the system counted his vote correctly.  

At the end of election, all voting authorities publish their lists. Any participant or 
passive observer can check the soundness of final result based on the information on 
these lists and the bulletin boards as well. Hence, universal verifiability is fulfilled. 
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5 Conclusion 

In this paper, we have proposed an unsusceptible electronic voting protocol to most of 
sophisticated attacks. The proposed protocol protects the privacy of voters and the 
content of votes from both inside and outside authorities even though more and more 
adversaries collude together. Furthermore, the fact no physical assumptions and no 
complex cryptographic techniques need to be used makes our proposal more practical. 
In the future, we intend to formalize an electronic voting protocol using process  
calculi such as pi-calculus for describing concurrent processes and their interactions. 
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Abstract. The implementation of internet applications has already
crossed the language border. It has, for sure, brought lots of advantages,
but to some extent has also introduced some side-effect. One of the neg-
ative effects of using these applications is cross-languages plagiarism,
which is also known as translated plagiarism.

In academic institutions, translated plagiarism can be found in various
cases, such as: final project, theses, papers, and so forth. In this paper, a
model for web-based early detection system for translated plagiarism is
proposed and a prototype is developed. The system works by translating
the input document (written in Bahasa Indonesian) into English using
Google Translate API components, and then search for documents on the
World Wide Web repository which have similar contents to the translated
document. If found, the system downloads these documents and then do
some preprocessing steps such as: removing punctuations, numbers, stop
words, repeated words, lemmatization of words, and the final process is
to compare the content of both documents using the modified sentence-
based detection algorithm (SBDA). The results show that the proposed
method has smaller error rate leading to conclusion that it has better
accuracy.

Keywords: translated plagiarism, sentence-based detection algorithm
(SBDA), modified-SDBA,Google API.

1 Introduction

Since it was first introduced, internet has brought several changes in human life,
not to mention in academic environment. The existence of search engines makes
students and teachers easy in finding materials for enhancing their knowledge,
but in other point of view, it also facilitates any attemps of academic misconduct
such as plagiarism.

Generally, academic misconduct and plagiarism may happen within several
types:

1. copy-paste : copying part or the whole content of document
2. paraphrasing : changing the grammar, changing the order of constructing

sentences, or rewriting the documents’ content using synonim
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3. translated plagiarism: translating part or the whole content of document
from some language to some other language

The above approaches can fall into plagiarism if the writer does not provide cor-
rect citation or without mentioning the source document references ([1]). Plagia-
rism type (1) or (2) can easily be done, and type (3) is little bit more complicated
as the writer still needs to translate the source into different language. Accord-
ing to [1], several tools already exist to suspect or detect plagiarism type (1)
or (2), such as : Turnitin, MyDropBox, Essay Verification (EVE2), WcopyFind,
CopyCatch, Urkund, and Docoloc, while plagiarism of type (3) was discussed in
([2]), eventhough without revealing the quantitative accuracy.

This paper will discuss a model and establishment of a system for early de-
tecting translated plagiarism. The system works under the following constraints:

– source document is written in Bahasa Indonesia.
– the system is not a ”silver bullet” to translated plagiarism. The output of

the system is not an absolute judgement whether a palgiarism does exist.
– the algorithm used in comparing documents is based on sentence based de-

tection algorithm
– to enhance the accuracy of detection process, the algorithm is slightly mod-

ified by incorporating synonyms of the words constructing sentences. This
approach is carried out during stemming and lemmatization process.

2 Problem Formulation

Suppose there exists a suspect document Dq, written in Bahasa Indonesia. On
the other hand, there is also a set of vast amount of documents (reference doc-
uments), written in other language, Ω, available on the web repository. In this
case, for simplicity, we will assume that all documents, ∀di ∈ Ω, are written
in English. When there exist statements in or part of a document Dq, whose
translation is similar in meaning to statements from some documents in Ω, how
can we find and identify such statements, either in suspected document and also
in reference documents?

Using sentence-based detection algorithm, the target can be obtained by
computing similarities which result from comparing each statements in sus-
pected document, ∀sq ∈ Dq, with all statements in all reference documents,
∀sr ∈ Dr : ∀Dr ∈ Ω. Theoretically, the above process is feasible, but in practice,
special treatment should be incorporated as the size or dimension of Ω is big
enough and also both the Dq and Dr are in different languages.

The following questions give us guidance in understanding the approach to
be discussed further in this paper:

1. How is the system architecture to achieve the goal of detecting translated
plagiarism?

2. How to translate Dq (in Bahasa Indonesia) into D∗
q (in English) , where later

the statements in D∗
q will be compared with statements in Dr ?
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3. How to reduce the size of Ω, for example by constructing Θ, where Θ ⊂ Ω,
such that |Θ| ≪ |Ω| and ∀Dx ∈ Θ, Dx is a document which has similar
(not necessarily all) content with D∗

q

4. How to calculate the similarity between ∀sq ∈ D∗
q and ∀sr ∈ Dx : ∀Dx ∈ Θ?

Figure 1 shows the architecture of the system as the realization to answer the
above questions.

Fig. 1. Architecture of the Early-Detection System for Translated Plagiarism

3 Related Works

In general, the methods for detecting plagiarism on text documents can be cate-
gorized into two ways: document fingerprint comparison and full-text comparison
[3]. In the first approach, contents of the input documents (both suspected and
reference documents) are converted into a more compact form, based on some
predefined method, and then the detection process is carried out by comparing
the fingerprints without comparing the whole contents.

Kent and Salim ([2]) explored the first approach by forming 4-grams document
fingerprinting and then comparing the fingerprints using Jaccard Distance. The
result showed that the approach incurred disadvantages:
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1. vulnerable against changes in words order or sentence order. Changes in
words or sentence order, even just a small changes, may result in significant
changes in fingerprints.

2. unable to detect small change that may be aded by plagiarist, such as word
insertion or deletion

White and Joy ([3]) implemented the second approach by using sentence-based
detection algorithm. In this method, the detection process on plagiarism between
two documents is approached by calculating similarities of all pairs of sentences
constructing the documents.

This paper will discuss an approach which extends the second approach by
adding feature of incorporating synonym to enhance the capability of finding
sentences eventhough the sentences have been modified by changing some words
with their synonyms. This means, compared to the method implemented by
Kent and Salim ([2]), the proposed approach will overcome the disadvantages
of using fingerprinting. While compared to White and Joy ([3]) which imple-
ments sentence-based detection algorithm, the proposed approach will enhance
the method by adding capability of invetigating synonims of words appearing in
the sentences.

4 Methodology

4.1 Documents Similarity Measures

A document can be viewed as a series of tokens which may come in form of letters,
words or sentences. If it is assumed that there is a parser capable of parsing
the document contents, ignoring puctuation marks, formatting commands and
capitalization, then the output of such parser is a canonical sequence of tokens
[4]. In his paper [4], Broder introduced two metrics for measuring the similairty
between documents A and B : resemblance (r(A,B)) and containment (c(A,B)),
expressed as follows:

c(A,B) =
|d(A) ∩ d(B)|

|d(A)| (1)

c(B,A) =
|d(A) ∩ d(B)|

|d(B)| (2)

r(A,B) =
|d(A) ∩ d(B)|
|d(A) ∪ d(B)| (3)

where

– d(X) symbolizes set of token in document X
– r(A,B) has value x ∈ �, x ∈ [0, 1]. If r(A,B) = 1 then d(A) = d(B)
– c(A,B) has value x ∈ �, x ∈ [0, 1]. If c(A,B) = 1 then d(A) ⊆ d(B). Two

documents A and B are said to be identical if and only if the set of all tokens
in A is subset of the set of all tokens in B and vice versa.
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– Assumed that the canonical sequence of token is in form of a sentence, |d(x)|
indicates the number of sentences in document X (length/size of the set),
and |d(A)∩d(B)| can be considered as common sentences found in document
A and B.

As an illustration, given that

Document A : a rose is a rose is a rose
Document B : a rose is a flower which is a rose

Both sentences can be pre-processed as shown in table 1, and the value of
c(A,B) = 87.5%), c(B,A) = 77.78% and r(A,B) = 70%

Table 1. Example of documenst preprocessing to obtain resemblance and containment

A B d(A) ∩ d(B) d(A) ∪ d(B)

a:3 a:3 a:3 a:3

rose:3 rose:2 rose:2 rose:3

is:2 is:2 is:2 is:2

flower:1 flower:1

which:1 which:1

4.2 Sentence-Based Detection Algorithm

In order to apply this method, in which the comparison of all pairs of sentences
from both document should be done, three steps must be performed:

1. Documents Preprocessing. This step includes: decapitalization, removing
stop words, removing duplicate words

2. Computing Sentences Similarity. Assume that A and B are documents to be
compared, comprised of sentences. we use the following symbols to shorten
the upcoming discussion.
– d(X) : a set of sentences in document X
– sxi : ith sentence of document X
– d(sxi ) : set of words comprising sxi , can also be denoted as sxi =

{wx
1 , w

x
2 , . . . , w

x
n}

The measure of similarity can be computed from the following equations:

commonwords =

{
1 if wa

i and wb
j is identical

0 otherwise
(4)

SimScore(A,B) =

(
|commonwords| ×

|d(A)| + |d(B)|
2× |d(A)| × |d(B)|

)
× 100% (5)

SimSent(A,B) =

⎧⎨⎩
SimScore(A,B) , if SimScore(A,B) ≥ SimTh

OR |commonwords| ≥ ComTh
0 , otherwise

(6)

where ComTh represents Common Threshold and SimTh indicates Simi-
larity Threshold
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3. Computing Documents Similarity. Whenever the whole pairs of sentences
from document A and B have been examined and sentences similarity scores
have been obtained, the document similarity score can be calculated by sum-
ming all sentences similarity scores.

4.3 Modified Sentence-Based Detection Algorithm

In the previous section, from equation (4), (5) and (6), it is clear that the ex-
ixtence of common words clearly contributes to the similarity scores. Suppose
that within the two sentences to be compared there exist words form the first
sentence having similar meaning with some words in the second sentence. How
if we treat those pairs of words also as common words (with different weight of
commonness)?

Assuming the above question works, we can derive the proof that changing
some words in the first sentence into their synonyms will affect the similarity
measures as long as the synonyms are in the second sentence.

Suppose the first sentence is the ith sentence of document A, denoted by sai =
{wa

1 , w
a
2 , w

a
3 , . . . , w

a
n}, and the second sentence is the jth sentence of document

B, denoted by sbj =
{
wb

1, w
b
2, w

b
3, . . . , w

b
m

}
. Then:

1. commonOLD(sai , s
b
j) = sai ∩ sbj

2. Syn(w) =synonym of w

3. Diff(sai , s
b
j) = sai − sbj

4. Diff(sbj, s
a
i ) = sbj − sai

5. SynWORD(sai , s
b
j) =

{
wk|wk ∈ Diff(sai , s

b
j) ∧ Syn(wk) ∈ Diff(sbj, s

a
i )
}

6. |commonNEW | = |commonOLD| + |SynWORD(sai , s
b
j)| × 0.5, as synonyms

are considered common words with different weight of commonness (in this
case 0.5)

Hence

(SynWORD(sai , s
b
j) �= {}) =⇒ (|commonNEW | > |commonOLD|)

Reformulation of equation (4) and (5) by incorporating synonyms yields slightly
different forms:

commonwords =

⎧⎨⎩
1 if wa

i and wb
j is identical

0.5 if wa
i is synonym of wb

j

0 otherwise
(7)

SimScore(A,B) =

(
2× |commonwords|
|d(A)| + |d(B)|

)
× 100% (8)

In standard Sentence-Based Detection Algorithm, SimScore(A,B) is calculated
using asymmetrical average method (equation 5), while in modified algorithm it
is expressed using Dice method (equation 8).
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The measure or score of documents similarity is then defined as combination
of two asymmetric similarity scores [5]:

Sim(A,B) =

〈
|d(A) ∩ d(B)|

|d(A)| ,
|d(A) ∩ d(B)|

|d(B)|

〉
(9)

The same approach is also used in [6] and [7]. By using this form, two-way
similarity score can be obtained and gives better picture of the relationship
between the two document. Suppose we have two documents A and B, and
|d(A)| = 120 sentences, |d(B)| = 160 sentences and |d(A)∩d(B)| = 80 sentences,
then the similarity score of document A and B, Sim(A,B) = 〈0.667, 0500〉which
can be interpreted that two third of sentences in A can also be found in B and
half of sentences in B can be found in A.

4.4 Illustration of Algorithm Usage

In this section, we will look on how both methods (standard Sentence-Based De-
tection and Modified Sentence-Based Detection) are applied to the same dataset
and see the differencces of their usages.

Let us assume that document A and B have the following contents:

A : Face detection is one of the crucial early stages of face recognition
systems are used in biometric identification.
B : Face detection is one of the most important preprocessing step in
face recognition systems used in biometric identification.

and assign similarity threshold 80, common threshold 6 and stop words {the, is,
on, in, are}. After pre-processing step (decapitalization, removing stop words,
removing duplicate words), we have:

1. SentenceObjectA = {face, detection, one, crucial, early, stages, recognition,
systems, used, biometric, identification}

2. SentenceObjectB = {face, detection, one, most, important, preprocessing,
step, recognition, systems, used, biometric, identification}

3. commonwords(A,A) = {face, detection, one, crucial, early, stages, recogni-
tion, systems, used, biometric, identification }

4. commonwords(A,B) = {face, detection, one, recognition, systems, used, bio-
metric, identification}

5. Diff(SentenceObjectA, SentenceObjectB) = {crucial, early, stage}
6. Diff(SentenceObjectB, SentenceObjectA) = {most, important, preprocess-

ing, step}.
By pairing each words inDiff(SentenceObjectA, SentenceObjectB) with

each words in Diff(SentenceObjectB, SentenceObjectA) and consulting
with translation service (such as Google Translate), additional information
about synonym is obtained, SynWord(A,B) = {important, step}
(as ”important” is synonym of ”crucial” and ”step” is synonym of ”stage”).
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Calculating Similarity Using Sentence-Based Detection Algorithm.
Based on the summary of preprocessing result above, the following scores can
easily be obtained:

1. SimScore(A,A) =
(
11× 11+11

2×11×11

)
× 100 = 100 and SimSent(A,A) = 100

2. SimScore(A,B) =
(
8× 11+12

2×11×12

)
× 100 = 69.70 and SimSent(A,B) =

69.70
3. Similarity between A (as reference) and B is Sim(A,B) = 69.70

100 × 100% =
69.70%

Calculating Similarity Using Modified Sentence-Based Detection
Algorithm (SBDA). Based on the summary of preprocessing result above,
the following scores can easily be obtained:

1. |commonNEW | = |commonOLD| + |SynWord(A,B)| × (0.5) = |8| + |2| ×
(0.5) = 9

2. Based on Eq . 8, SimScore(A,B) =
(

2×9
11+12

)
× 100 = 78.26

3. Similarity between A and B is Sim(A,B) = 〈81.82% : 75%〉. This score
can be interpreted as: 81.82% of sentences in document A can be found in
document B, and 75% of sentences in document B can be found in A.

5 Implementation, Testing and Results

Modules Implementation. The system is built by extending and reusing
some existing tools. Based on the architecture given at Figure 1, the following
are modules developed and tested against some libraries:

1. Translation Module. As Google Service restricts the length of translated
text, this module first splits long text into possibly several chunks of size
maximum 4KB. Each chunk is sent to Google as a request and then the
result is combined again to construct the whole document translation.

2. Document-Searching Module. Searching of documents on the
web repository using search engine requires keywords. This module
uses Named-Entity Recognition (NER) from Standford, available at
http://nlp.stanford.edu/software/stanford-ner-2009-01-16.tgz.
The tools will search, identify and extract entities of type person, location
and organization. Those types are unique, difficult to plagiarize and suitable
to be taken as keywords. This module will perform keyword extraction, look
for documents in web repository (based on keywords extracted) and, then
download the found PDF documents.

3. Text Extraction from PDF Documents. The contents of PDF doc-
uments just downloaded are then extracted using existing tools xpdf ver-
sion 3.2.

4. Content Preprocessing. This module is responsible for: decapitalization,
eliminating stop words and punctuation symbols, eliminating repitition of
words and lemmatization.

http://nlp.stanford.edu/software/stanford-ner-2009-01-16.tgz
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Testing and Results. For the sake of testing, all reference datasets (corpus)
used in this research are deterministic, in the sense that the similarity degrees
of the datasets have been apriori known.

1. Unit Testing. Reference Dataset used in this unit testing is
taken from Microsoft Research Paraphrase Corpus, available
at http://research.microsoft.com/en-us/downloads/607d14d9-20cd-

47e3-85bc-a2f65cd28042. This dataset consists of 1725 pairs of sentences
extracted from thousands documents, having been justified by human anno-
tator to classify whether the pair of sentences is a paraphrase or not, resulting
1147 pairs are identified as paraphrases and 578 are not paraphrases. Based
on the dataset, by adjusting several values of similarity threshold or common
threshold, as depicrted in Fig. 2, the optimal value for similarity threshold is
50%, and common threshold is 4.

(a) Accuracy vs Similarity Threshold (b) Accuracy vs Common Threshold

Fig. 2. Accuration versus Similarity Threshold or Common Threshold

Table 2. Average Asymmetric Similarity and Error Rate between Modified and Stan-
dard Method

Doc ID
Average Asymmetric Similarity Error Rate
Modified Standard Actual Modified Standard

1 56.82 42.66 68.18 129.16 651.53
2 61.88 44.89 66.31 19.58 458.60
3 51.24 31.50 65.22 195.30 1136.70
4 51.23 17.45 70.93 388.29 2860.65
5 48.04 29.15 70.22 491.73 1686.33
6 56.97 27.34 68.37 129.85 1683.05
7 60.58 49.09 80.77 407.84 1003.94
8 53.35 31.82 69.77 269.45 1439.82
9 63.20 60.24 72.22 81.45 143.64

10 46.46 47.51 71.80 641.86 590.00

Root Mean Square Error (RMSE) 16.60 34.14

http://research.microsoft.com/en-us/downloads/607d14d9-20cd-47e3- 85bc-a2f65cd28042
http://research.microsoft.com/en-us/downloads/607d14d9-20cd-47e3-85bc-a2f65cd28042
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2. Integration Testing. For the integration and functional testing, ten doc-
uments from http://pps.unnes.ac.id are taken as samples. These sam-
ples document are processed, and then their similarity are calculated. Table
2 shows the result of similarity test, revealing the outperformance of the
proposed method (modified SBDA) against the standard method.

6 Conclusion

Plagiarism is a serious misconduct in academic environment, thus it must be
anticipated. The advancement in internet technology and services have been en-
abling users to more easily conduct plagiarism, but on the other hand, such
condition also provides environment to easier check whether any attemp to pla-
giarism has happened. This paper has shown an approach to early detection
of translated plagiarism. The prototype was developed by integrating online
services, online repository and implementing modified sentence based detection
algorithm. From the result, the following can be concluded:

1. The modified SBDA show higher accuracy compared to standard SBDA.
This is indicated by smaller value of error-rate

2. The modification of standard SBDA is carried out by incorporating synonym
conversion. Converting words into their synonyms will increase the count of
common words between the documents compared, contributing to the better
accuracy in document similarity measurement.
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Abstract. Web-based learning systems have become common in recent
years and wikis, websites whose pages anyone can edit, have enabled
online collaborative text production. When applied to education, wikis
have the potential to facilitate collaborative learning. We have developed
a customized wiki system which we have used at our university in teach-
ing translation in collaborative student groups. We report on the design
and implementation of our wiki system and an evaluation of its use.

Keywords: wiki, translation, collaborative learning.

1 Introduction

Computer Supported Collaborative Learning (CSCL) became a reality with ad-
vances in technology and notably the advent of the Internet. Computer Aided
Instruction, the precursor to CSCL, brought about automation of data dissemi-
nation, test-taking, language drills etc. that radically changed the classroom. As
technology improved around the mid-1990s, computers and the emerging inter-
net began to be seen as potential tools for creating new learning environments [1],
moving away from the mostly uni-directional lecture format of teaching. In 1995
Ward Cunningham created the first wiki [2], a web site whose pages could be
read and modified by anyone with access to the internet. Wikis could act as
repositories for storage and dissemination of information and the collaborative
production of assignments, projects, essays etc. We describe one implementa-
tion of a wiki that aims to provide a collaborative learning environment for
translation.

The following section provides an overview of related work on using wikis in
education. Section 3 then introduces our wiki design and implementation, and
Sect. 4 presents an evaluation of the use of our wiki system at our university.
Finally, Sect. 5 makes conclusions.

2 Related Work

In the field of education, the past few years have witnessed increased adoption
of wikis [3]. Generally they are being used in two principal ways: as knowl-
edge repositories for instructors making lecture material and course information

K. Mustofa et al. (Eds.): ICT-EurAsia 2013, LNCS 7804, pp. 31–40, 2013.
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available [4]; and for the collaborative production of content by students, such
as assignments, projects, essays and other assessment material [5,6]. Examples
of the diverse uses which wikis were put to include: collaborative construction
of encyclopedia entries by upper secondary school students [6] and university
students [5]; collaborative creation of course content [7] or a shared artefact [8]
by university students; project management in a project-oriented computer sci-
ence course [9]; project-oriented product development in an online graduate
course [10]; essay writing in a university ESL course [11], and for both short
and semester-long assignments in a graduate course [12]; and for developing
knowledge management processes [13]. Wikis have been found to be effective
in supporting learning [14,15,16], although the success of wikis may depend on
assessment and grades as a form of reward for user contributions [17].

The wiki concept as developed by Cunningham is an open one, where anyone
can access and modify any page. This is for example largely the way that the
MediaWiki system (www.mediawiki.org) underlying the Wikipedia site works
although there are facilities for protecting pages from editing. For educational
purposes some degree of access control is usually necessary, e.g. to protect pages
that should only be editable by instructors but not by students. Moreover, in
order to allow identification of contributions and to prevent changes by outsiders,
anonymous editing may need to be disabled and students may be required to
login [18]. It has also been observed that a single tool integrating all required
functions for communication, project management and authoring is preferable to
a set of separate tools [10]. Basic wiki technology has thus been extended with
several different functions specifically for use in education: protecting/locking
pages, creating read-only snapshots of an entire wiki site, and others [7,19].

3 TransWiki

Our translation wiki system, named TransWiki, is based on the open source
MediaWiki system which is the wiki engine of Wikipedia and many other popular
wiki sites. MediaWiki is designed for a very open editorial process in which by
default every user has read and edit privileges to every page. This can, however,
be restricted by locking pages, which in the case of Wikipedia is done whenever
edit wars break out on hotly contested pages dealing with controversial topics.

Whereas this open design is suitable for wikis with egalitarian contributors,
it is not very suitable for use in education where there are clearly distinct roles
of instructor and student. Therefore we have tailored MediaWiki for the use in
education through a collection of extension packages that can be added onto
an existing MediaWiki installation. An extension essentially provides a plugin
that extends the functionality of the MediaWiki system. We have made our
extensions available as an open source package named UMEduWiki1. The system
structure of TransWiki is shown in Fig. 1. On the server side, the base MediaWiki
system is extended by our UMEduWiki extension package, and each of these
has its own database (lower portion of Fig. 1, server and database layers). On

1 http://umeduwiki.sourceforge.net/

http://umeduwiki.sourceforge.net/


TransWiki: Supporting Translation Teaching 33

the client side a unified TransWiki user interface is presented, which consists
of both MediaWiki and UMEduWiki portions, and communicates with each of
these server components (upper portion of Fig. 1, client layer).

Web Browser
TransWiki
Interface

DB
TW

DB
MW

Client

Database

Server
MediaWiki

UMEduWiki

Fig. 1. TransWiki system structure

The base MediaWiki system provides basic wiki functionality: reading and
editing of wiki pages, asynchronous online discussion through so-called discussion
pages which are attached to wiki article pages, searching, viewing the revision
history for any page, as well as several less frequently used wiki editing functions
that are normally used by wiki administrators such as locking pages, moving
pages, blocking users, and more. TransWiki extends this basic functionality of
MediaWiki through following additional functions:

– Group-based access control
– Access log
– Forum-style discussions
– Embedded audio playback

We briefly describe each of these below.

3.1 Access Control

Many wikis adopt a “free for all” access model where (almost) every user can
perform (almost) every operation. This is not well suited for use in education
where instructors and students have distinct roles and need to perform different
operations. For example, an instructor may wish to arrange students in separate
groups and assign them to do group work. During the process of the group
work, the instructor may want to ensure that no group can view the outputs
of any other groups’ work. However, after the completion of the assigned work
the instructor may wish to lock all contributions to prevent further editing (to
perform grading of the assignment), and may decide to simultaneously open read
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access to all groups’ pages to each other to let them compare their own outcomes
with those of their peers. This is the model we have adopted in our translation
courses, and it requires a more fine-grained and sophisticated access control than
MediaWiki provides.

Our access control component uses a group-based access control model. An
instructor or other suitably privileged user can create groups, such as instructor
and student groups, or multiple student groups for when a class is divided into
several groups. Students are then assigned to these groups. Along with each
group we also create a MediaWiki namespace, which allows related pages to
be grouped together and be collectively controlled. Students can create pages
that belong to their namespace, and instructors can then control access to these
pages. Access can be either read or edit. When neither of these is defined then
this corresponds to no access rights at all. Access is granted for all the pages of
a specified group. For example, an instructor may initially allow groups 1 and 2
only read and edit access to their own pages, then after completing an assignment
remove the edit access and at the same time assign read access to each other’s
pages to share each group’s outcome with each other. This kind of access control
model may be called medium-grained, lying between the coarse-grained access
control of the standard MediaWiki system in which all users are divided into a
few roles (user, administrator, sysop etc.) with access permissions having a site-
wide scope, and fine-grained access control in other systems where the specific
permissions for each user can be set differently on an object-by-object basis. In
our experience, this medium-grained access control model combines simplicity
with effectiveness and is “fine grained enough” for our purposes. Figure 2 shows
the user interface of the privilege management part of our access control panel.
The user can select one or more groups on the left (G11, G12, G13, Teacher) to
whom to assign the access privilege, select the type of access (read and/or edit),
and select to which groups’ pages the access should be granted, shown on the
right (G11, G12, G13, Teacher).

Fig. 2. TransWiki privilege management

3.2 Access Log

Wiki engines such as MediaWiki usually record when a user edits a page, includ-
ing the version, date and time of the edit, a user-provided summary, and some
other information. However, MediaWiki does not record when a user views a
wiki page. To assess the involvement of students in online activities instructors
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usually wish to know about both reading and editing of wiki pages by students.
Therefore we have developed an access log extension as a MediaWiki special
page. This special page, which is only visible to instructors, shows who read or
edited a page, and when. It provides options to filter the list by user, action,
and/or namespace, and limit the number of days to show. It also provides an
option to purge old log entries. The Access Log is effective in showing instructors
the participation of students in the wiki.

3.3 Discussion Forum

Wiki discussion pages in MediaWiki are simply unstructured wiki pages that
can be edited by any user, just as regular wiki pages. This is simple but does
not always result in a readable record of the discussion as it lacks threading and
sorting of discussion statements. Our earliest attempt to remedy this situation
was a customized discussion page in which the page was not editable in the
usual way but users could only append new posts to the end of the page. We
also automatically added a signature line after each post including user name
and a timestamp. This was an improvement over the default discussion page
as it provided a chronologically sorted record of discussion posts, but all posts
were in a single consecutive sequence without any separate threads, making
it difficult to keep track of a discussion on a specific topic. Subsequently we
developed an entirely new discussion function, with its own separate database
tables. This discussion function supports two types of discussion statements:
posts and replies. A post effectively starts a new thread, whereas a reply is a
statement made in reply to a given post. This limits our discussion forum to just
two levels, unlike other discussion forums that allow deeply nested discussions.
Our purpose in doing so was to keep the discussions simple while supporting
distinct threads. Moreover, we designed the user interface of our discussion forum
to closely resemble that of Facebook posts and comments (see Fig. 3). An “agree”
link is provided on each post and reply statement, analogous to the “like” link
in Facebook. Students are encouraged to click it to indicate agreement with the
statement made. This has the effect that one can quickly gauge which proposed
translations find widespread acceptance in the group and which not. Clicking on
“agree” is also more subtle than directly expressing agreement or disagreement
through written statements, which many of our students avoid in order not to
offend their fellow students. A lack of “agree’s” thus implies disagreement, but
without explicitly stating so. As practically all our students are active Facebook
users, having a Facebook-like appearance achieves instant familiarity with our
discussion function.

In online collaborative translation, discussions play an important role in help-
ing move the collective translation work forward by discussing the suitable way
to translate a given text. In teaching translation, instructors need ways to assess
not only the outcome of the translation, i.e. the target text, but also the process
which led up to this outcome, which is recorded in the online discussion. To fa-
cilitate assessment of discussions, we have extended the instructor’s view of the
discussion forum with two additional functions: a rating function and a tagging
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Fig. 3. TransWiki discussion

function. Ratings allow the instructor to indicate how significant a contribution
the given discussion post has made and are on a 5-point Likert scale (-2, -1, 0, 1,
2). Tags indicate the type of contribution made, and can be one of the following
nine options: Informative, Argumentative, Evaluative, Elicitative, Responsive,
Confirmation, Directive, Off task, or Off task technical. Rating and tagging to-
gether thus capture both a quantitative as well as a qualitative assessment of
each discussion statement.

3.4 Audio Player

Our translation teaching includes the teaching of simultaneous interpretation.
To integrate the teaching of interpretation into the wiki, we upload mp3 audio
files of spoken interpretation exercises to our wiki. A MediaWiki extension that
provides a public-domain mp3 player is seamlessly embedded directly in a wiki
page to play back these audio files.

4 Evaluation

We deployed the TransWiki system at our university in the year 2007 and have
used it since in two of our undergraduate translation classes which teach Chinese-
English translation. Classes were divided into groups of 4–5 students each. These
were composed of students with maximum variety of backgrounds, i.e. local
students vs. those from mainland China, students from Chinese medium high
schools vs. those from English medium high schools, etc. The underlying assump-
tion in this modus operandi is that collaboration among students in producing
the translation will result in interaction, peer review and discussion that would
help students better understand the subject. As Tudge observes “...Research
based on this model has indicated that social interaction between peers who
bring different perspectives to bear upon a problem is a highly effective means
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of inducing cognitive development” [20]. Furthermore, the social constructivist
perspective on learning that we embrace in the teaching of translation holds
that it is “by communicating and negotiating with peers and more experienced
(and thus more knowledgeable) others, we acquire a feel for correctness, appro-
priateness and accuracy, a feel that is grounded in our social experiences...” [21].
Thus discussion and collaborative construction of translations are core to the
development of translation skills.

Students were given assignments of translating a source text (in either English
or Chinese) into the target language (i.e. from English to Chinese, or from Chi-
nese to English). The discussion among group members was to be conducted in
the assignment’s discussion page inside TransWiki, and at the end when group
consensus on the translation had been reached, the resulting target text was to
be placed in the assignment wiki page. About 1–2 weeks were allocated for each
assignment and about 3–4 assignments were given per semester. After the sub-
mission and grading of each assignment, the translated texts from each group
were opened for all groups to view and were discussed in class.

At the end of each semester we conducted a survey to assess student attitudes
toward the use of TransWiki. These focused on two main areas: (1) collaborative
learning and (2) the TransWiki system. Below are the ten survey statements used
in the most recent (April 2012) survey.

1. Doing assignments in a group helped improve the quality of translation
2. Discussing assignments exposed me to different ways in which language is

used across regions/countries
3. I was able to freely express opinions/disagreement during discussions
4. My group managed to arrive at consensus through discussion
5. I would prefer working on assignments individually
6. Using a web-based platform for discussions was convenient
7. Transwiki was easy to learn and access
8. The discussion page facilitated discussions
9. I would like a live-chat function for discussions
10. I would like a discussion page that reflects changes instantly and

automatically

Statements 1–5 concerned collaborative learning, statements 6–10 concerned the
TransWiki system. A total of 27 students responded whose answers are summa-
rized in Table 1. The results show a strong support for collaborative trans-
lation (statements 1 and 2, 81% and 65% support, respectively). Even when
asked whether students preferred working individually rather than collabora-
tively (statement 5), only about one third of students expressed this preference,
whereas another third expressed the opposite preference and the remaining stu-
dents were neutral on this issue. Asked about TransWiki, the majority of stu-
dents supported it in terms of learning and use (statements 6–8, with 58%, 63%
and 50.0% support, respectively). Statements 9–10 asked for feedback regard-
ing the discussion function which had attracted student criticism in the past.
As before, students favour a more real-time discussion facility, with the larger
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Table 1. TransWiki evaluation results (percentages)

Statement Strongly Agree Agree Neutral Disagree Strongly Disagree

1 11.1 70.4 14.8 3.7 0.0

2 19.2 46.2 26.9 7.7 0.0

3 15.4 65.4 11.5 7.7 0.0

4 12.0 56.0 28.0 4.0 0.0

5 7.7 26.9 30.8 23.1 11.5

6 23.1 34.6 7.7 19.2 15.4

7 25.9 37.0 11.1 25.9 0.0

8 7.7 42.3 26.9 19.2 3.8

9 20.0 40.0 32.0 8.0 0.0

10 50.0 30.8 19.2 0.0 0.0

portion of students expressing a preference for an automatically updating discus-
sion page (81% support). Given this feedback we have in the meantime developed
such an instantly updating discussion page using AJAX, similar to the Facebook
discussion page, and are deploying it for use in the current semester.

Overall the surveys suggest that working with TransWiki has been generally
productive and that the system was well received. Students had complaints re-
garding the system’s speed, especially updating postings on the discussion page.
However, use of the discussion page was also appreciated by students who identi-
fied lack of peer pressure to agree/conform, as in face-to-face discussions, as one
of TransWiki’s advantages. The issue of speed was less important where groups
allowed discussions to spread out over the entire length of time allowed instead
of trying to get together at an appointed time. Such groups generally used the
notification function in the wiki which informs students by e-mail once a group
member makes a posting. The discussion page is indeed the most important fea-
ture of TransWiki as it is at the core of providing a collaborative platform for
learning. It also allows all group discussions to be recorded, thus aiding evalu-
ation by the instructor and providing useful insights as to potential problems
faced by students. This allows for more focused and individualized teaching.

Regarding disadvantages of the system, a certain portion of students found
working with TransWiki cumbersome or difficult. Key areas of complaint in-
cluded having to log in to the TransWiki page repeatedly, the overall time con-
sumed by the exercise, and discomfort with using computers.

In sum, the use of TransWiki can aid both learning and evaluation. The modus
operandi described in this paper also serves as a framework for implementation
of constructivist learning environments using TransWiki. The key advantage is
the ability to monitor and evaluate the actual collaboration that takes place
(if at all). On the other hand ready access to computers and the internet, and
being comfortable with using computers over an extended period of time for
collaborative assignments are preconditions for successful implementation.
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5 Conclusions

We have presented TransWiki, a customized wiki system for use in translation
teaching. Our design is based on the existing MediaWiki system, extended with
custom code developed by us. In the translation community it is well established
that collaborative translation produces better quality results than individual
translation. The challenge, however, lies in actually bringing about collaboration
among a group of translators. Our experience with our students confirms that
TransWiki facilitates online collaboration and discussion on translation. Through
TransWiki students feel free to express their opinions and to collaborate, which
is particularly relevant for the Asian context where students often hold back
their opinions in face-to-face settings but feel more free to express themselves
online. TransWiki’s features enable instructors to provide separate working areas
for separate student groups, enabling focused group work. Moreover, having a
digital record not only of the finished translations but also of the communication
within each group that led to the translation allows instructors to review and
assess both process and outcome of translation, and to identify how learning
has occurred. Thus TransWiki is both an enabling platform for collaborative
translation and a pedagogical tool for translation teaching.

The design and implementation of TransWiki are not limited to use in trans-
lation, however. Other online collaborative work that involves joint construction
of content should equally benefit from the features provided by TransWiki.
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Abstract. The benefits of electronic medical record (EMR) adoption by medi-
cal personnel, such as physicians, and medical organizations have been dis-
cussed in previous studies. However, most of medical personnel and organiza-
tions still use traditional paper-based medical records or use EMR ineffectively.  
This study aims to develop a model of EMR adoption among physicians and 
analyse the factors influencing the adoption. The model is developed base on 
Ability, Motivation, and Opportunity (AMO), adapted AMO, and Motivation-
Ability FrameworkTen hypotheses were developed in this study. The next part 
of the study will be done to operationalize and empirically test the model using 
a survey method.  

Keywords: EMR, Adoption, AMO, physicisians.  

1 Introduction 

In article 46 paragraph 1 of Medical Practice Law [21], a medical record is defined as 
“file that contains records and documents about a patient’s identity, and also medical 
examinations, treatments, actions, and other services provided to the patient”. Medical 
records can be used to help physicians in documenting historical records and patient 
service management [17], [22]. Compared to paper-based medical records, electronic 
medical records (EMR) give a greater possibility for physicians to improve their work 
performance quality [17]. The impact of the use of EMR is also mentioed in [13] 
which stated that 64.3% of studies on EMR found that EMR can improve the perfor-
mance of medical personnel. 

Although benefits of EMR have been scientifically discussed by many studies, 
most of medical personnels use traditional paper-based medical records or use EMR 
ineffectively. It may be attributed to the failure in EMR adoption [14] that is related to 
users’ motivation, which consists of internal and external factors [23]. Considering 
the low adoption rate of EMR among medical personnels, the study reported here 
aims at developing a model that helps to explain the adoption of EMR by physicians. 
Although some studies had been done on EMR adoption, most of the respondents in 
previous studies are medical personnel or medical organizations that have knowledge 
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and have used EMR in some or all processes of their services [8], [13], [14], [17], 
[22]. A small number of studies discussed EMR adoption in the preparation stage 
with personnel or medical organizations who have not adopt EMR as their respon-
dents [4], [6], [11], [19]. Further, most of the medical personnel in previous studies 
are not physicians [3], [8], [9], [13], [24]. Considering the gap in literature mentioned 
above, this study aims at developing a model of EMR adoption among physicians 
with physicians who have adopted and have not yet adopted EMR as respondets and 
analyze the factors influencing the adoption. 

2 Model Development 

2.1 Ability, Motivation, and Opportunity Theory 

Ability, Motivation, and Opportunity (AMO) theory explains that information 
processing by a person depends on his motivation, opportunity and ability [10]. In this 
theory, “Motivation” influences “Behavior” with “Ability” and “Opportunity” as 
moderating influencing factors. The relationships are presented in Figure 1.  

 

Fig. 1. Ability, Motivation, and Opportunity Theory [10] 

Introduced to model brand information processing from advertisements, the va-
riables in the model were defined in the context of advertisement. Ability is defined as 
skill or proficiency in interpreting brand information in an advertisement [15]. Moti-
vation is defined as the desire to process brand information in the advertisement [15]. 
Opportunity reflects the extent to which circumstances evidenced during advertise-
ment exposure are favorable for brand processing [15]. 

Firstly used in studies on information processing such as study on new product in-
formation processing [7] and extended study on brand information processing [16], 
AMO framework has been used in many studies in different areas of research. In the 
innovation adoption area, AMO was among others used to understand the individual 
behavior in the online commerce adoption [23]. AMO was also used to discuss the 
public health and social issue behaviors [20] and consumer behavior [18]. 
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2.2 Adapted Ability, Motivation, and Opportunity Theory 

Among the studies that are based on AMO, there are studies that proposed “Intention” 
as variable that mediates the influence of “Motivation” on “Behavior” (e.g. Olander & 
Thogersen, 1995). Further, [18] used “Ability” and “Opportunity to moderate the 
influence of intention on behavior. The adapted AMO framework developed by 
Olander & Thogersen (1995) is presented in Figure 2.  

 

Fig. 2. Adapted Ability, Motivation, and Opportunity Framework [18] 

2.3 EHRS Adoption Model  

Anderson et.al [2] stated that in an innovation adoption, individual behavior is influ-
enced by ability and motivation. The Electronic Health Record System (EHRS) 
Adoption Model developed by Anderson et.al [2] is presented in Figure 3. In the case 
of technology adoption, ability is related to a person’s information system skill and is  
 

 
Fig. 3. EHRS Adoption Model [2] 
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defined as “Practice ability”. In the model, “Practice Ability” consists of “IT infra-
structure”, “IT related intangibles”, and “Physician IT readiness”. In addition to 
“Practice ability”, “Practice Motivation” is argued to have an influence on EMR 
adoption. Motivation pushes a person to give responds. The respond possibilities are 
willingness to adopt or to not adopt EMR. Motivation sources are external and inter-
nal factors. Motivation from external factors, which is called extrinsic motivation, is 
classified into “Extrinsic coercive pressure” and “Extrinsic normative pressure”. 
Meanwhile, intrinsic motivation from internal factors is called “Intrinsic perceived 
value”. 

2.4 Research Model Development 

Based on AMO framework, Adapted AMO, and EHRS Adoption Model, this study 
developed a model of EMR adoption among physicians. In general, AMO was used as 
the main theoretical foundation in building the research model. In this study “Motiva-
tion”, “Opportunity”, and “Ability” were defined as physicians’ motivation, opportu-
nity, and ability to adopt EMR. AMO theory is used as a foundation in building the 
model because it is believed that in the context of EMR adoption, “Motivation” is 
considered as the drives, urges, wishes or desires which initiate the physician inten-
tion to use EMR [15]. “Ability” can facilitate physician in performing adoption of 
EMR and “Opportunity” is interpreted as situational factors that encourage physician 
adoption of EMR.  

“Behavior” in MOA was changed into “EMR adoption”.  “Behavior” can be 
achieved through “Intention” which is controlled by conscious motivation by the phy-
sician [1]. Thus, “Intention” was added to mediate the relationship between “Motiva-
tion” and “Behavior”/”EMR Adoption”. It is in line with the concept used in [10] and 
adapted MOA model used in [18], which are originated from the Theory of Planned 
Behavior (TPB). TPB stated that “Intention” is indication of how hard people are 
willing to try in order to perform a behavior [1]. In line with [18], we argue that 
“Ability” and “Opportunity” moderate the influence of “Intention” on “Adoption”. 
“Ability” is defined as the capabilities that facilitate physician in performing adoption 
of EMR whereas “Opportunity” is defined as situational factors that encourage physi-
cians to adopt EMR. 

As presented in Figure 4, there are 10 variables and 3 variable groups in the model. 
In the next part, the development of the hypoteses will be discussed. The discussion 
will be presented in the following four different parts: 

1) Intention.  
The first hypothesis in this study is that “Intention” to use EMR will have an  

impact on “EMR Adoption” (behavior). 
H1: Physicians’ “Intention” to use EMR positively influences their “EMR  

adoption”. 
2) Motivation.  
The first variable group is “Motivation” which is adapted from [15] and [2]. In this 

model, “Motivation” consists of “Extrinsic coercive pressure”, “Extrinsic normative 
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pressure”, and “Intrinsic perceived value”. “Extrinsic normative pressure” is is nor-
mative in nature and addresses the question of how many other practices with which 
the focal practice routinely interacts have already adopted EMR [2]. In a study of 
interorganizational linkages adoption, normative pressure exhibited the strongest in-
fluence on organization-level technology adoption” [2]. Intrinsic motivation from 
internal factors is called “Intrinsic perceived value”. Intrinsic motivation involves an 
individual acting out of an internal belief that the activity is interesting, good, satisfy-
ing or right. Intrinsic motivation is inherently autonomous and the behavior showed 
by it is characterized by individual choice and volition [2]. This form of motivation 
tends to yield positive outcomes in terms of job satisfaction, effective performance 
and feelings of competence [2]. 

H2: “Extrinsic normative pressure” felt by physicians positively influences their 
“Intention”. 

H3: Physicians’ “Intrinsic motivation” positively influences their “Intention”. 
A physician will be eager to adopt EMR, if he often interacts with external stake-

holders who also use EMR [2], [12], [23], [25]. As an example is a situation in a clin-
ic in which medical services have already been done with the support of EMR. Physi-
cians who work at the clinic receive pressure to adapt and follow the technology de-
velopment. In this situation, the physicians are usually more cooperative to adopt 
EMR.  

H4: “Extrinsic normative pressure” positively moderates the influence of “Intrinsic 
perceived value” on “Intention” to use EMR. 

 
“Extrinsic coercive pressure” is defined as pressure to adopt EHRS from external 
entities [2]. The forceful characteristic of “Extrinsic coercive pressure”, which exam-
ples are government laws, hospital regulations, and medical association standards, 
influences physicians to respond negatively to the pressure itself [2], [5], [17]. In line 
with [2], this research also addresses interactive relationship between motivating fac-
tors.  “Extrinsic coercive pressure” may be a motivating factor, but this motivation is 
a form of controlled motivation that undermines the positive influence of intrinsic 
motivation. It means that “Extrinsic coercive pressure” is a factor that reduces the 
influence of physicians’ “Intrinsic perceived value” on “intention” to use EMR [2].    

H5: “Extrinsic coercive pressure” negatively moderates the influence of “Intrinsic 
perceived value” on “Intention” to use EMR. 

 
The influence of “Extrinsic normative pressure” on “EMR adoption” is also influ-
enced negatively by “Extrinsic coercive pressure” [2]. It is based on the assumption 
that the “Extrinsic coercive pressure” reduces the positive influence of “Extrinsic 
normative pressure” in a similar way it influences the positive influence of “Intrinsic 
perceived value” on “EMR adoption”.  

H6: “Extrinsic coercive pressure” negatively moderates the influence of “Extrinsic 
normative pressure” on “Intention” to use EMR. 
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Fig. 4. EMR Adoption Model 

3) Ability. 
“Intention” to adopt EMR has to be supported by sufficient “Ability” and “Opportuni-
ty” in order to establish a behavior of EMR use. In this research model, “Ability” 
consists of “IT related intangibles” and “IT readiness”. “IT related intangibles” is 
defined as a condition that users have already used IT and obtained benefits [2]. The 
last component is “Physician IT readiness”. This variable is defined as a condition in 
which existing knowledge gives physicians responsive and agile abilities in adopting 
a new technology [2]. As explained in MOA, “Ability” moderates the relationship 
between “Intention” and “Behavior”. In line with that, in this research model, the two 
components of “Ability” also influence the relationship between “Intention” and “Be-
havior”. The related hypotheses are stated below. 

H7: “IT related intangibles” positively moderates the influence of “Intention” to 
use EMR” on “EMR adoption”. 

H8: “Physician IT readiness” positively moderates the influence of “Intention” to 
use EMR on “EMR adoption”. 

 
4) Opportunity. 
“Opportunity” is an uncontrollable aspect for a person [7]. “Opportunity” in this 

study is also reffered to as aspects that could encourage adoption of EMR, indirectly. 
“Opportunity” can be defined as external conditions and situations that cannot be 
controlled by a person and moderate the desires to adopt EMR to occur [7], [15]. The 
general ideas of “Opportunity” in previous studies are: (1) the contact between the 
subject, which is the customer, and the object, which is the advertisement; and (2) the 
object’s characteristics. In the context of public relation message processing behavior 
studied in [7], examples for the first type opportunity are exposure time and the ab-
sence of distractions that detract from message processing, and examples for the 



 Physicians' Adoption of Electronic Medical Records 47 

second type opportunity are message length and the number of arguments. In the con-
text of EMR adoption, physicians’ opportunity is not only about their contact with 
EMR system. Physicians always have opportunity to use EMR as long as the organi-
zation’s EMR system is accessible. If the system is accessible, they may have contacts 
with the system directly or indirectly through the peer practices. Further, the accessi-
bility of EMR system is also affected by its’ characteristics, such as the IT infrastruc-
ture and the system functions. Therefore, the first variable in “Opportunity” is 
“Access to system”. In addition, in this model “Access to information” is included as 
an opportunity variable. This variable represents physicians’ opportunity to get in 
contact with any information media or other sources. However, the opportunity is not 
affected by the physicians’ available time. “Access to information” means access to 
information from which the physicians can improve their ability and knowledge, as 
well as their motivation. Examples of the information sources are training, knowledge 
sharing forum, and information media. Thus, in this model, “Opportunity” consists of 
“Access to system” and “Access to information”. Both the factors support the estab-
lishment of “EMR Adoption” from the existing “Intention”.  

H9: “Access to System” positively moderates the influence of “Intention” to use 
EMR on “EMR adoption”. 

H10: “Access to Information” positively moderates the influence of “Intention” to 
use EMR on “EMR adoption”. 

3 Methods and Discussion 

This paper presents a preliminary study to develop a model of EMR adoption. In the 
next step, the defined hyphoteses will be tested using an empirical. Before collecting 
data, the model will be operationalized based on earlier published literature, and the 
measured variables will be defined. Then, data collection process will be done using a 
questionnaire survey method. The quantitative data will be analyzed using statistical 
approach with Partial Least Square and resulting qualitative data will be used to infer 
the results of research.  The sampling method in this study will be purposive sampling 
in which sampe will be chosen considering the study’s objective. 

This study’s objective is to develop a model of EMR adoption among EMR physi-
cians and analyse the factors influencing the adoption. However, as discussed in the 
model development, there are two extrinsic motivation variables in the model. As we 
want to get a better understanding about these variables, this study will be focused on 
EMR adoption by physicians who join in medical organizations. In this study the 
empirical data will be collected from physicians working in small group practices of 
twenty or fewer physicians, in which EMR use are encouraged, but not mandatory. 
We use small group practices because this form of medical service arrangement is 
popular in Indonesia. Questionnaires will be sent to physicians who join these small 
group practices providing. These small group practices usually facilitate the physi-
cians with EMR systems to support the administration of the health care services  
provided to the patients. 
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Abstract. In the Internet of Things, billions of networked and software-
driven devices will be connected to the Internet. They can communicate
and cooperate with each other to function as a composite system. This
paper proposes the AMG (abstract, model and generate) method for the
development of such composite systems. With AMG, the development of
software application can be done in an automatic manner, and therefore
reducing the cost and develpment time. The method has been prototyped
and tested with use cases.

1 Introduction

Today’s Internet technology is mainly built for information sharing. Information
providers, which typically are implemented as servers, provide information in
the form of web pages that can be accessed by internet clients. In the Future
Internet [16], various independent networked computing devices from small de-
vices (mobile devices, embedded systems, etc) to powerful devices (desktops and
servers) may be easily connected to the Internet, in a plug and play manner. The
Internet of Things is one of the popular terms illustrating the Future Internet.

From the software developer’s point of view, the ’Thing’ in the Internet of
Things can be seen as all kinds of networked devices that are driven and deliv-
ered by (embedded) software. Considering that the device’s functionalities are
provided as services, we will have billions of services in the Internet (i.e., the
Internet of Services). A typical example of an environment containing several
(embedded) services is a smart home where a residential gateway is controlling
and managing home devices with embedded services. In this type of dwelling,
it is possible to maintain control of doors and window shutters, valves, security
and surveillance systems, etc. It also includes the control of multi-media devices
that are parts of home entertainment systems. In this scenario, the smart home
is containing 1) WeatherModules that provide different data collection services
(i.e., air temperature, solar radiation, wind speed, and humidity sensors), 2)
Lamps that provide on-off and dimmer services, and 3) Media Renderers that
provide playing of multimedia services, see Figure 1 below.
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Fig. 1. Smart home services: A Scenario

Combining these independent services (i.e., embedded software) and promot-
ing as a new application is a challenge. Unfortunately, traditional software engi-
neering approaches are not fully appropriate for the development of service-based
applications. There is an urgent need for developing comprehensive engineering
principles, methodologies and tools support for the entire software development
lifecycle of service-based applications [19].

This paper proposes a software development method in the Internet of Things.
The remainder of the paper is organized as follows: In Section 2 we present terms
and definitions of a service and a service-based application. Then, in Section 3
we present the AMG method. Section 4 is devoted to related work. Finally, we
draw our conclusions in Section 5.

2 Background

This section gives a background for the paper. It discusses the definition of a
service and a service-based application.

What Is a Service? A service can be defined in different ways. In [17] for in-
stance, a service is defined as asset of functions provided by a (server) software
or system to client software or system, usually accessible through an application
programming interface. Similar definitions as the one above appear in the con-
text of middleware technologies such as Jini [3], .NET [9], or JXTA [21]. These
definitions recognize services as a central element in the system implementation.

In this paper, referring to [1] and [10] a service is defined as a model of
software unit. To get an overview of this definition, we have to look at the
history of managing the complexity of software systems where a component-
oriented architecture is considered as the solution for the complexity problem.
Figure 2 illustrates a historical perspective of the use of different models to
represent a software unit.

The idea of using software component as defined in [10], can be considered
as the birth of today’s software component and can be seen as an architectural
approach of building software systems. When Assembler was the only available
programming language, a routine was considered the first model of software
units. As the complexity of software systems was increasing a new model of a
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Fig. 2. The historical perspective of the use of different models of a software unit

software unit called a module was introduced. A module is a simple model. How-
ever, a module is more abstract than a routine. Accordingly, objects, components
and services can also be seen as models of a software unit. The differences be-
tween them are their abstraction levels, means of encapsulation and ownership.
Software abstraction, encapsulation and reuse are the key points.

With software component-orientation in mind, a single software component
might not work as an application. Therefore a composition system is needed.
According to [1], a software composition system has three aspects: component
models, composition techniques and composition languages. Depending on the
models of software unit, see Figure 2, different composition techniques and lan-
guages are required. These two aspects have influenced the development ap-
proaches and paradigms. For example, when we use objects as a model of a
software unit to build a software system we call the paradigm object-oriented
development. Accordingly, we have component-oriented development for com-
ponent oriented-systems and service-oriented development for service-oriented
systems. A general concept of service-oriented systems is well-known as Service-
Oriented Architectures (SOA)[4].

Service-Based Applications. Using the SOA concept, architecturally, soft-
ware applications are built from compound, heterogeneous, autonomous software
units called services. If it is the case, service compositions will be a common ap-
proach for the development of software applications in the Internet of Services.
Software systems and applications are becoming service-based. We call this a
service-based application.

A conceptual model of a service-based application is presented in Figure 3. It
can be seen that a service-based application may use more than one service. It is
shown also that a service can be classified either as Simple or Composite. In this
paper, all services that will be composed are considered as a simple service. As
mentioned earlier, a composite service is a type of a service-based application.
It composes services and provides the combined functionality as new services.
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Fig. 3. A conceptual model of service-based applications

A service can also be classified either as Abstract or Concrete. An abstract
service may have one or more concrete services or it may mean that the service
will be implemented in the future. But for the composition of services, this paper
considers only Concrete services (run-time services). Furthermore, services can
also be classified either as a State-less or State-ful service. Web services can
be considered as an example of stateless services, while UPnP services [8] can
be considered as a kind semi state-ful services. UPnP devices use state variables
to store the states of specific variables and inform those state changes to other
UPnP devices.

3 The AMG Method

With regard to the software production, there are different approaches, which
focus on how to specify, design, implement, test, and deploy software systems.
They can be categorized as implementation- and model-oriented approaches.
AMG is a model-oriented approach. Figure 4 shows the idea of the AMG-method.

Fig. 4. The AMG (abstract, model, and generate) method

3.1 The Abstraction Step

Specifying models of a service-based application is only possible if the models of
the included (i.e., existing) services are in place. For this an abstraction process is
required. The abstraction step consists of a transformation mechanism of service
descriptions into graphical representations and source code.
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Fig. 5. A conceptual model of model transformation

The abstration step uses the concept of model transformations [13]. Figure 5
illustrates the concept of model transformation. As shown in the figure, two main
types of transformation exists; vertical transformation and horizontal transfor-
mation. In the vertical transformation, a source model is at a different level
of abstraction than a target model. Examples of vertical transformation are
refinement (specialization), PIM-to-PSM transformations and abstraction (gen-
eralization). Generalization could mean also an abstraction of platforms or a
transformation from code into models.

In tge horizontal transformation, the source model has the same level of ab-
straction as the target model. Examples of the horizontal transformation are
refactoring and merging. In this type of transformation one or more source mod-
els are transformed into one or more target models, based on the languages
(meta-model) of each of these models. In other words the instance of one meta-
model is transformed into instances of another meta-model. So, in this step, we
apply the vertical transformation.—

Models can be presented in two forms; graphical (models) or textual. Depend-
ing on the relation between these form, there are four different model transfor-
mations; M2M (Model-to-Model) transformation, T2M (Text-to-Model) trans-
formation, M2T (Model-to-Text) transformation and T2T (Text-to-Text) trans-
formation. The T2T transformation is often used for the processing of the M2M,
M2T and T2M.

Using the illustrated concept earlier, from a service description (s), the ab-
stractor produces a graphical service model (Ms) conforming to a selected mod-
eling language and source code (Cs) conforming to a selected programming
language. To automate the transformation process, existing service frameworks
and APIs (e.g., the Web Service framework and API) are used.

Depending on the selected modeling language, different graphical representa-
tions (i.e., notations) can be used to represent the existing services. UML classes,
CORBA components, Participants in SoaML, or SCA components are among
them. However, it must be noted that within the context of domain-specific
modeling (DSM), a graphical representation must relate to a real thing which in
this case is the implementation of the service. Therefore, it is important to keep



Software Development Methods in the Internet of Things 55

the relation (bindings) between graphical representations (i.e. service models)
and source code (i.e. implementation for the service invocations). Fig. 6 shows
the relation between a service description, its model, and source code.

Fig. 6. The relation between a service description, its model and source code

Different service frameworks and APIs have been developed using different
programming languages and run on different platforms, helping developers to
implement services. For example, in the Web services context there are Apache
Axis (Java and C++), appRain (PHP), .NET Framework (C#, VB and .NET),
etc. Therefore, a graphical representation of a service may have several imple-
mentations (i.e., source code). This source code may also use different program-
ming languages and may run on different platforms.

An Example: UML Classes. A UPnP device has two kinds of descriptions;
device description and service description. A UPnP device can have several ser-
vices that are in a UPnP service description called Actions. To automate the
abstraction step we use transformation rules. Table below shows transformation
rules to transform different properties in a UPnP service description into prop-
erties in an UML class. To construct the transformation rules, both UML and
UPnP meta-models are required. However, the rules are very simple. For exam-
ple, to present the class name, we use the name of the UPnP device. Obviously,
other XML-based service descriptions (e.g., WSDL, DPWS) will use the similar
process.

3.2 The Modeling Step

In software development, models are used to describe the structures and the
behaviors of the software systems. The structure specifies what the instances of
the model are; it identifies the meaningful components of the model construct
and relates them to each other. The behavioral model emphasizes the dynamic
behavior of a system, which can essentially be expressed in three different types
of behavioral models; interaction diagrams, activity diagrams, and state machine
diagrams. We use interaction diagrams to specify in which manner the instances
of model elements interact with each other(roles)

Even though for model-driven development, state-machine diagrams are con-
sidered as the most executable models, we are still interested in using UML
activity diagram and collaboration diagram. The reason is that from activity
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diagrams we can generate state machine diagrams [11]. The UML activity dia-
grams are used mostly to model data/object flow systems that are a common
pattern in models. The activity diagram is also good to model the behavior of
systems which do not heavily depend on external events.

AMG is a language-independent method. It is possible to use different existing
modeling languages and different modeling editors. This is done by developing
and implementing different service abstractors/presenters. The requirement is
that the presenter must generate notations (i.e., abstract service models) that
conform to the chosen modeling languages. Using the abstract service models
(Ms1,Ms2, ...,Msk), a service-based application can be expressed in a compo-
sition function f{Ms1,Ms2, ...,Msk}, where s1..sk are the included services in
the service-based application.

An Example: UML Sequence Diagram. Using UML classes, the structure
of a service-based application can be specified as a class diagram, while the
behavior part can be defined using sequence diagram. Accordingly, the semantic
follows the semantic of UML 2.0. Fig. 7 shows a UML model of the service-based
application defined in the scenario. There are four UML classes that represent
different existing services mentioned in the scenario.

Fig. 7. A service-based application model specified is using a sequence diagram. The
composed application will play music when a UPnPLight service is invoked, and will
stop it on a certain value of weather parameter.

3.3 The Generation Step

For model execution, we use code generation approaches instead of model in-
terpretations. For this, we did not use any transformation language to generate
code, but a Java program to transform models into texts (i.e., source code). The
potential code generation from activity diagrams was studied in [2] and [5]. For
a tool, Enterprise Architect from Sparx Systems [18] is an example for modeling
tools that support code generation from activity diagrams.

The code generation process of a service-based application can be expressed as
a generation function g[f {Ms1,Ms2, ..,Msk} ,Cs1..sk, dev info] ⇒ code, where
f {Ms1,Ms2, ..,Msk} is the model of the service-based application, s1, s2 .. sk
are the included services,Cs1..sk are the connected code of the used service mod-
els (Ms1..sk), and dev info is the given device information (i.e., the capability
and configuration information).
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Code from the behavior parts is taken from the activity nodes. For this we
adapt the generation method presented in [2]. With regard to their method, an
UML class can be considered as an entity that executes an external action. For
example, for the decision node (i.e., the decision node with the airtemperature
input) the following code is produces. To generate code from the structure, from
each classes, one object is instantiated. Since the UML classes in this scenario
are platform independent, the objects to be instantiated are depending on the
platform selection.

4 Discussion

Service composition is gaining importance, as it can produce composite services
with features not present in the individual basic services. However, the fact that
different perspectives may have different definitions of a service, the definition
of service composition may also be different. AMG considers a service is just
a kind of software component model that has evolved from the older software
component models (i.e., modules, objects, and components). With this definition,
a services composition can be done in a similar way as a composition of software
units that normally is done at design-time using bottom-up approaches.

AMG focuses on service composition at design-time. However, the abstraction
step in the AMG can be extended to support run-time compositions. Conceptu-
ally, it would be possible to generate graphical service representation that can
be used by end-users (i.e., run-time composition). In the ISIS project for exam-
ple [20], ICE, an end-user composition, has been developed. A service in ICE is
presented as a puzzle with either one input (trigger) or one output (action). A
composition is done by connecting puzzles. Using a specific service abstractor,
ICE puzzles for end-users and its source code for implementing service invoca-
tions can be generated.

For the composition of service component models (i.e., software units), com-
position techniques, and composition languages are required [1]. In Web service
context, the Web Service Business Process Execution Language (WS-BPEL) [15]
and the Web Services Choreography Description Language (WS-CDL) [6] can
be considered as a composition language. Within the OMG context, the Service-
oriented architecture Modeling Language (SoaML) [14] is another example of
composition languages. Also in the Web services context, services orchestration
and choreography are well-known service composition techniques. In the context
of Service Component Architecture (SCA) [7], wiring can also be considered as a
type of composition techniques. For this reason, AMG method does not depend
to any particular languages. This can be done by developing different abstractor
for different target languages.

Abstracting software functionality into abstract graphical representation has
also been studied by other researchers. For example, in [12] UML classes is used
to abstract Web services. However, their work focused only on Web services and
did not think other possible services. In [22], software components are visualized
using graphical notations that developers can easily understand. They use a
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picture of a real device to present a software component. The integration is
done by simply connecting components graphically. Obviously, the approach is
only applicable for a specific domain. In contrast, the AMG method is domain-
independent.

5 Conclusion

With regard to the complexity of software systems, the aims for both software
composition and model-driven development (e.g. MDA) are similar in which they
are used for managing the complexity of software systems and their development.
Having benefited from these approaches, this paper propose the use of model-
driven development for the development of software applications in the Internet
of Things. With this idea, the composition of services can be done using models
at different abstraction levels, while the executable composite services can be
generated automatically.
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Abstract. Many fatal accidents involving safety-critical reactive sys-
tems have occurred in unexpected situations that were not considered
during the design and test phases of the systems. To prevent these ac-
cidents, reactive systems should be designed to respond appropriately
to any request from an environment at any time. Verifying this prop-
erty during the specification phase reduces development reworking. This
property of a specification is commonly known as realizability. Realiz-
ability checking for reactive system specifications involves complex and
intricate analysis. For the purpose of detecting simple and typical defects
in specifications, we introduce the notion of bounded strong satisfiability
(a necessary condition for realizability), and present a method for check-
ing this property. Bounded strong satisfiability is the property that for
all input patterns represented by loop structures of a given size k, there
is a response that satisfies a given specification. We present a checking
method based on a satisfiability solver, and report experimental results.

1 Introduction

A reactive system is one that responds to requests from an environment in a
timely fashion. The systems used to control elevators or vending machines are
typical examples of reactive systems. Many safety-critical systems, such as those
that control nuclear power plants and air traffic control systems, are also con-
sidered reactive systems. In designing a system of this kind, the requirements
are analyzed and then described as specifications for the system. If a specifica-
tion has a flaw, such as inappropriate case-splitting, a developed system may
encounter unintended situations. Indeed, many fatal accidents involving safety-
critical reactive systems have occurred in unexpected situations, which were not
considered during the design and test phases of the systems. Therefore, it is
important to ensure that a specification does not possess this kind of flaw[8].

More precisely, a reactive system specification must have a model that can
respond in a timely fashion to any request at any time. This property is called
realizability, and was introduced in [1,12]. In [12], it was demonstrated that
a reactive system can be synthesized from a realizable specification. However,
realizability checking for reactive system specifications involves complex and
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intricate analysis. Therefore, the sizes of specifications that can be checked in a
practical application are strongly limited.

For the purpose of detecting simple and typical defects in specifications, we
present a bounded checking method. In bounded checking, we verify the exis-
tence of a counterexample (or witness) of a given size k. Such methods are used
successfully in other fields, for example, bounded model checking[3] and Alloy
Analyzer[8]. The advantage of bounded checking is its ability to detect a small
counterexample (or witness) efficiently.

We present a bounded property for strong satisfiability [10] (a necessary con-
dition for realizability) known as bounded strong satisfiability, together with a
method for checking this property. Strong satisfiability is the property that for
any input sequences, there is a response that satisfies a given specification. Strong
satisfiability can be checked with lower complexity than realizability[16]. Check-
ing strong satisfiability is EXPSPACE-complete. On the other hand, checking re-
alizability is 2EXPTIME-complete. Although this property is a necessary condi-
tion, many practical unrealizable specifications are also strongly unsatisfiable[11].
Bounded strong satisfiability restricts the input sequences of strong satisfiability
to those represented by loop structures of size k. This means that for simple
input patterns, there is a response that satisfies the specification. Our experi-
ence has shown that in many instances, strongly unsatisfiable specifications have
small counterexamples (which are input sequences that can be represented by
loop structures of small size). Thus, we anticipate that many defects can be
detected by checking this property.

In our method for checking bounded strong satisfiability, we use an SAT solver.
Specifically, we first construct a non-deterministic Büchi automaton (NBA) that
accepts input sequences for which there is a response that satisfies a specification.
Then we check whether or not the NBA accepts all loop structures of size k, using
an SAT solver. To accomplish this, checking the existence of a loop structure
that is not accepted by NBA is reduced to an SAT problem. This reduction is
based on the following characterization of non-accepted loop structures: A loop
structure σ of bounded size is not accepted by NBA if and only if, for any run
on σ, final states occur at most d times for some d. This characterization is valid
because only bounded loop structures are considered.

We implemented our method, and found that it can handle larger specifica-
tions than techniques based on other properties, and can detect defects efficiently.
We also report experimental results in this paper.

2 Preliminaries

2.1 Reactive Systems

A reactive system is a system that responds to requests from an environment in
a timely fashion.

Definition 1 (Reactive system). A reactive system RS is a triple 〈X,Y, r〉,
where X is a set of events caused by an environment, Y is a set of events caused
by the system, and r : (2X)+ �→ 2Y is a reaction function.
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We refer to events caused by the environment as ’input events,’ and those caused
by the system as ’output events.’ The set (2X)+ is the set of all finite sequences of
sets of input events. A reaction function r relates sequences of sets of previously
occurring input events with a set of current output events.

2.2 A Language for Describing Reactive System Specifications

The timing of input and output events is an essential element of reactive systems.
A linear temporal logic (LTL) is a suitable language for describing the timing
of events. In this paper, we use LTL to describe the specifications of reactive
systems. We treat input events and output events as atomic propositions.

Syntax. Formulae in LTL are inductively defined as follows:

– Atomic propositions (i.e., input events and output events) are formulae.
– f ∧ g, ¬f , Xf , fUg are formulae if f and g are formulae.

The notation Xf means that ’f holds the next time,’ while fUg means that ’f
always holds until g holds.’ The notations f ∨ g, f → g, �, fRg, Ff , and Gf
are abbreviations for ¬(¬f ∧ ¬g), ¬(f ∧ ¬g), ¬⊥, ¬(¬fU¬g), and �Uf , ¬F¬f
respectively, where ⊥ is an atomic proposition representing ’falsity.’

Semantics. A behavior is an infinite sequence of sets of events. Let i be an index
such that i ≥ 0. The i-th set of a behavior σ is denoted by σ[i]. The i-th suffix
of a behavior σ is denoted by σ[i . . .]. When a behavior σ satisfies a formula f ,
we write σ |= f , and inductively define this relation as follows:

- σ |= p iff p ∈ σ[i] - σ |= f ∧ g iff σ |= f and σ |= g
- σ |= ¬f iff σ �|= f - σ |= Xf iff σ[1 . . .] |= f
- σ |= fUg iff ∃j ≥ 0.((σ[j . . .] |= g) and ∀k(0 ≤ k < j. σ[k . . .] |= f))

We say that f is satisfiable if there exists a σ that satisfies f .

2.3 Properties of Reactive System Specifications

It is important for reactive system specifications to satisfy realizability. Realizabil-
ity requires the existence of a reactive system such that for any input events with
any timing, the system produces output events such that the specification holds.

Definition 2 (Realizability). A specification Spec is realizable if the following
holds:

∃RS∀ã(behaveRS (ã) |= Spec),

where ã is an infinite sequence of sets of input events, i.e., ã∈(2X)ω. behaveRS (ã)
is the infinite behavior of ã caused by RS, defined as follows. If ã = a0a1 . . .,
behaveRS (ã) = (a0 ∪ b0)(a1 ∪ b1) . . . , where bi is a set of output events caused by
RS, i.e., bi = r(a0 . . . ai).

The following property was shown to be a necessary condition for realizability
in [10].
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Definition 3 (Strong satisfiability). A specification Spec is strongly satisfi-
able if the following holds:

∀ã∃b̃(〈ã, b̃〉 |= Spec),

where b̃ is an infinite sequence of sets of output events, i.e., b̃ ∈ (2Y )ω. If ã =
a0a1 . . . and b̃ = b0b1 . . ., then 〈ã, b̃〉 is defined by 〈ã, b̃〉 = (a0 ∪ b0)(a1 ∪ b1) . . ..

Intuitively speaking, strong satisfiability is the property that if a reactive system is
givenan infinite sequence of sets of future input events, the systemcandetermine an
infinite sequence of sets of future output events. Strong satisfiability is a necessary
condition for realizability; i.e., all realizable specifications are strongly satisfiable.
Conversely, many practical strongly satisfiable specifications are also realizable.

Example 1. The following is a specification of a control system for a door.

1. The door has two buttons: an “open” button and a “close” button.
2. If the “open” button is pushed, the door eventually opens.
3. While the “close” button is being pushed, the door remains shut.

The events ’the “open” button is pushed’ and ’the “close” button is pushed’ are
both input events. We denote these events by x1 and x2, respectively. The event
’the door is open (closed)’ is an output event. We denote this event by y (resp.,
¬y). This specification is then represented by Spec1 : G((x1 → Fy)∧(x2 → ¬y))
in LTL. This is not strongly satisfiable, and is consequently unrealizable, due
to the fact that there is no response that satisfies Spec1 for the environmental
behavior in which the “close” button is still being pushed after the “open” button
has been pushed. Formally, for ã = {x1, x2}{x2}{x2} . . ., ∃b̃(〈ã, b̃〉 |= Spec1) does
not hold. Hence ∀ã∃b̃(〈ã, b̃〉 |= Spec1) does not hold.

3 Bounded Strong Satisfiability

In this section, we present the notion of bounded strong satisfiability. This prop-
erty is a restricted version of strong satisfiability, in which only input sequences
represented by loop structures of size k are considered.

Definition 4 (k-loop). Let k, l ∈ N and l ≤ k. An infinite sequence σ is a (k, l)-
loop if there exists u = s0s1 . . . sl−1 and v = slsl+1 . . . sk such that σ = u · vω.
An infinite sequence σ is a k-loop if there exists an l such that σ is a (k, l)-loop.

Definition 5 (Bounded strong satisfiability). Let k ∈ N. A specification
Spec is k-strongly satisfiable if the following holds:

∀ã.(ã is k-loop =⇒ ∃b̃.(〈ã, b̃〉 |= Spec)).

If an infinite sequence is a k-loop and k < k′, then the sequence is a k′-loop.
Therefore, the following holds:

Theorem 1. Let k < k′. If a specification Spec is k′-strongly satisfiable, then
Spec is also k-strongly satisfiable.



64 M. Shimakawa, S. Hagihara, and N. Yonezaki

It is clear from the definition that if a specification Spec is strongly satisfiable,
then Spec is also k-strongly satisfiable. Moreover, if Spec is described in LTL and
the bound k is sufficiently large, then the converse is also true1.

Theorem 2. For all k ∈ N, if a specification Spec is strongly satisfiable, then
Spec is also k-strongly satisfiable. Moreover, if a specification Spec is not strongly
satisfiable, then Spec is not k-strongly satisfiable for some k.

Example 2. The specification Spec1 in Example 1 is not 1-strongly satisfiable,
and consequently not k-strongly satisfiable for all k > 1, because ã = {x1, x2}
{x2} {x2} . . . is an 1-loop({x1, x2}{x2}ω), which does not satisfy ∃b̃(〈ã, b̃〉 |=
Spec1).

By checking whether or not a specification satisfies bounded strong satisfiability,
we can know whether or not the specification has simple input patterns (repre-
sented by small loops) that cannot satisfy the specification. As the experiment in
Section 6 shows, many practical defective specifications have such simple input
patterns. Thus, we anticipate that checking bounded strong satisfiability will
find many practical defects in reactive system specifications.

4 Procedure for Checking Bounded Strong Satisfiability

In this section, we present a procedure for checking bounded strong satisfia-
bility using non-deterministic Büchi automata. This procedure is based on the
procedure for (unbounded) strong satisfiability introduced in [6].

A non-deterministic Büchi automaton(NBA) is a tuple A = 〈Σ,Q, q0, δ, F 〉,
where Σ is an alphabet, Q is a finite set of states, q0 is an initial state, δ ⊆
Q × Σ ×Q is a transition relation, and F ⊆ Q is a set of final states. A run of
A on an ω-word σ = σ[0]σ[1] . . . is an infinite sequence � = �[0]�[1] . . . of states,
where �[0] = q0 and (�[i], σ[i], �[i+ 1]) ∈ δ for all i ≥ 0. We say that A accepts
σ, if there is a run � on σ such that Inf (�) ∩ F �= ∅ holds, where Inf (�) is the
set of states that occurs infinitely often in �. The set of ω-words accepted by A
is called the language accepted by A, and is denoted by L(A).

Let Spec be a specification written in LTL. We can check the bounded strong
satisfiability of Spec via the following procedure.

1. We obtain an NBA A = 〈2X∪Y , Q, q0, δ, F 〉 s.t. L(A) = {σ|σ |= Spec} holds.
2. Let A′ = 〈2X , Q, q0, δ,

′ F 〉 be the NBA obtained by restricting A to only
input events, where δ′ = {(q, a, q′)|∃b (q, a ∪ b, q′) ∈ δ}. Note that L(A′) =
{ã|∃b̃〈ã, b̃〉 ∈ L(A)} holds due to the definition of δ′.

3. We check whether or not A′ accepts all k-loops (i.e., is k-universally accept-
able). If it is k-universally acceptable, we conclude that Spec is k-strongly
satisfiable. Otherwise, we conclude that Spec is not k-strongly satisfiable.

The construction of the NBA in step 1 can be based on the tableau methods of
[2] and others. In step 3, bounded universality is checked using an SAT solver.

1 This is derived from the fact that Spec can be represented by a finite state Büchi
automaton.
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5 SAT-Based Bounded Universality Checking for NBA

We present an SAT-based method for checking the bounded universality of an
NBA. In this method, the complement of the bounded universality checking
problem is reduced to an SAT problem.

5.1 Characterization of Non-accepted k-Loops

As a preliminary to the reduction, we characterize the k-loops that are not
accepted by NBA, based on the notion of a run graph.

Definition 6 (run graph). Let A = (Σ,Q, qI , δ, F ) be NBA and σ = s0 . . . sl−1

(sl . . . sk)
ω be a (k, l)-loop. The run graph for A and σ is G = (V, vI , E, C):

V := Q × {0, 1, . . . , k} (the set of nodes). vI := (qI , 0) (the initial node). E :=
{((q, i), (q′, suc(i)))|(q, si, q′) ∈ δ}, where suc(i) = l if i = k, and suc(i) = i+ 1
otherwise (the set of edges). C := {(q, i)|q ∈ F, 0 ≤ i ≤ k}(the set of final nodes).

An NBA does not accept a (k, l)-loop σ if and only if there does not exist a run �
on σ such that Inf (�)∩F = ∅ holds; i.e., for all runs, the number of occurrences
of final states in the run is finite. A run on σ[i . . .] from a state q corresponds to
a path in the run graph from (q, i). Then the following holds:

Theorem 3. An NBA A does not accept a (k, l)-loop σ if and only if, for all
paths from the initial node in the run graph for A and σ, the number of occur-
rences of final nodes in the path is finite.

The number of final nodes in a run graph is bounded. From this, the following
result is derived 2:

Lemma 1. Let d ≥ |C|. If for all paths ṽ in a run graph G from a state v, the
number of occurrences of final nodes in ṽ is finite, then for all paths ṽ from v in
G, final nodes occur at most d times in ṽ.

The property that “for all paths ṽ from v, the number of occurrences of final
nodes is at most j”(denoted by AtMost(v, j)) is characterized as follows: For
v ∈ V \ C (w.r.t. v ∈ C), AtMost(v, j) holds if and only if for all successors
v′ ∈ vE, AtMost(v′, j) holds(w.r.t. AtMost(v′, j− 1) holds). Additionally, for all
v ∈ C, AtMost(v, 0) does not hold. Based on this idea, the following result can
be proved:

Theorem 4. Let G = (V, vI , E, C) be a run graph and d ∈ N. For all paths ṽ
from vI in G, final nodes occur at most d times if and only if there exist sets of
nodes V0, V1, . . . , Vd such that the following are true:

2 If the number of occurrences of final nodes in a path is more than |C|, then there
exists a final state qc that occurs at least twice, which implies the existence of a path
on which the final state qc occurs infinitely often.
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1. The following condition (denoted by I(V0)) holds:

v ∈ V0 ⇐⇒
{
∀v′ ∈ vE. v′ ∈ V0 if v ∈ V \ C,

⊥ if v ∈ C

2. For all 0 ≤ j < d, the following condition (denoted by T (Vj , Vj+1)) holds:

v ∈ Vj+1 ⇐⇒
{
∀v′ ∈ vE. v′ ∈ Vj+1 if v ∈ V \ C
∀v′ ∈ vE. v′ ∈ Vj if v ∈ C

3. vI ∈ Vd holds (denoted by F (Vd)).

We can summarize the characterization of non-accepted k-loops in the following
result:

Theorem 5. Let A = (Σ,Q, qI , δ, F ) be an NBA and k ∈ N. For all d ∈ N, (2)
implies (1), and for d ≥ (k + 1) · |F |, (1) implies (2), where (1) and (2) are as
follows:

(1) There exists a k-loop that is not accepted by A.
(2) There exists a k-loop σ such that for some sets V0, V1, . . . , Vd of nodes of the

run graph G for A and σ, I(V0) ∧
∧

0≤j<d(Vj , Vj+1) ∧ F (Vd) holds.

5.2 Reduction to SAT

We present a reduction to SAT based on Theorem 5. In other words, for an
NBA A and k, we construct a propositional formula |[notAcc(A, k, d)]| such that
condition (2) of Theorem 5 holds if and only if |[notAcc(A, k, d)]| is satisfiable.
Variables. To represent a (k, l)-loop and V0, V1, . . . , Vd, we introduce the fol-
lowing variables (assuming that Σ = 2P ): (a) pi for each p ∈ P , 0 ≤ i ≤ k,
which indicate whether or not the i-th element si of a k-loop satisfies p ∈ si; (b)
li for 0 ≤ i ≤ k, which indicate whether or not the i-th element follows the k-th
element; (c) v j

(q,i) for q ∈ Q, 0 ≤ i ≤ k, 0 ≤ j ≤ d, which indicate whether or not

(q, i) ∈ Vj holds.

Constraint. To represent the concept “be a k-loop correctly”, we define the
formula |[loop(k)]| :=

∨
0≤i≤k li ∧

∧
0≤i≤k(li →

∧
0≤i′≤k,i′ �=i ¬li′).

To represent Iσ ∧
∧

0≤j<d T (Vj , Vj+1) ∧ F (Vd), we define the formulae |[I(A,
k)]|0 |[T (A, k)]|j,j+1 and |[F (A, k)]|d, which respectively indicate that I(V0),
T (Vi, Vi+1) and F (Vd) hold. Let A = (2P , Q, qI , δ, F ) be an NBA and k ∈ N.
These formulae are defined in Table 1, where |[a]|i is the formula indicating
that the i-th element of σ is a, and |[suc]|j(q,i) is the formula indicating that

(q, suc(i)) ∈ Vj holds.
The formula |[notAcc(A, k, d)]| is defined by |[notAcc(A, k, d)]| := |[loop(k)]|∧

|[I(A, k)]|0 ∧
∧

0≤i<d |[T (A, k)]|j,j+1 ∧ |[F (A, k)]|d.
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Table 1. The definitions of |[I(A, k)]|0, |[T (A, k)]|j,j+1 and |[T (A, k)]|j,j+1

|[I(A, k)]|0
∧

q∈Q\F,
0≤i≤k

⎛
⎜⎝v

0
(q,i) ↔

∧

(q,a,q′)∈δ

(|[a]|i → |[suc]|0(q′,i))

⎞
⎟⎠ ∧

∧

q∈F,
0≤i≤k

(
¬v

0
(q,i)

)

|[T (A, k)]|j,j+1

∧

q∈Q\F,
0≤i≤k

⎛
⎜⎝v

j+1
(q,i)

↔
∧

(q,a,q′)∈δ

(|[a]|i → |[suc]|j+1

(q′ ,i))

⎞
⎟⎠ ∧

∧

q∈F,
0≤i≤k

⎛
⎜⎝v

j+1
(q,i)

↔
∧

(q,a,q′)∈δ

(|[a]|i → |[suc]|j
(q′,i))

⎞
⎟⎠

|[F (A, k)]|d vd(qI ,0)

Theorem 6. Let A be an NBA and k ∈ N. For all d ∈ N, (2) implies (1), and
for d ≥ (k + 1) · |F |, (1) implies (2), where (1) and (2) are as follows:

1. There exists a k-loop which is not accepted by A.
2. |[notAcc(A, k, d)]| is satisfiable.

Theorem 7. Let A = (Σ,Q, qI , δ, F ) and k, d ∈ N. The size of |[notAcc(A, k,
d)]| is O(k2 + k · d · |δ|). Checking that A is not k-universally acceptable can be
reduced to the SAT problem for a formula of size O(k2 · |F | · |δ|).

5.3 Improvement

Incremental Checking. The condition of Theorem 5 can be regarded as the reach-
ability problem of a transition system for which the initial condition is I, the
transition relation is T , and the final condition is F . Consequently, the incre-
mental technique of [14] can be applied to our method. Using this technique,
k-universality checking can be accomplished for small d.

Reduction Based on a Modified Run Graph. Checking that an NBA is not
k-universally acceptable can be also reduced to the SAT problem for a formula
of size O(k · |Q| · |δ|) by modifying the construction of the run graph as follows.
We add a check bit to each node: V ′ := Q×{0, 1, . . . , k}×{�,⊥}. The check bit
indicates whether or not final nodes occurred before the given node was reached
in each turn. We also define C′ := {(q, k,�)|q ∈ Q}. The modified run graph has
the same features as the normal run graph. The size |V ′| is also O(k · |Q|), but
the size |C′| is |Q|, while the size |C| is (k+1) · |F |. Thus O(k · |Q| · |δ|)-encoding
is possible.

6 Experiments

We implemented our method and compared its execution time to that of realiz-
ability and (unbounded) strong satisfiability3.

Our implementation (denoted by BSS) is as follows. Steps 1 and 2 in the
procedure of Section 4 are based on [2]. The k-universality checking of Step 3

3 All experiments were performed on a Pentium(R) D 3.0 GHz with 2.0 GB RAM.
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Table 2. The checking times (sec) for each property

BSS SS R
Specn k = 1 Lily

2 0.05 219.32 955.23
3 0.13 >3600 >3600
4 1.17
5 12.95
6 181.62
7 1962.62

BSS SS R
Spec′n k = 1 k = 5 k = 10 lily

2 0.06 0.12 0.21 >3600 >3600
3 0.17 1.12 2.00
4 1.60 44.08 82.95
5 24.76 >3600 >3600
6 297.59
7 2942.89

is accomplished incrementally for d = 0, 1, . . ., based on the modified run graph
(described in Section 5.3 ). We use MiniSat[5] as the SAT solver. To check
(unbounded) strong satisfiability (denoted by SS), we check (unbounded) uni-
versality. Universality is checked with the symbolic model checker NuSMV[4].
To check realizability (denoted by R), we use Lily[9].

Table 2 lists the checking times for the specification Specn in [2] (a specification
for an elevator control system involving n floors) and Spec′n, which includes
a fairness assumption. The specification Specn and Spec′n have 3n + 6 atomic
propostions (|X | = n + 2, |Y | = 2n + 4). The numbers of the occurrence of
temporal operators in Specn and Spec′n are 6n − 1 and 7n, respectively. In all
tests of Specn, the judgment was “NO.” The results indicate that our method
can handle larger specifications more efficiently, and can obtain the simple input
pattern of a defect in Specn. Because bounded strong satisfiability is a necessary
condition for realizability, our method also successfully showed that Specn is not
unrealizable for n > 2, which the realizability checker failed to indicate. In all
tests of Spec′n, the judgment was “Yes.’ Hence, our method showed that for any
simple input pattern, there is a response that satisfies Spec′n in real time.

7 Related Work

Encoding Methods for Bounded Model Checking. For bounded model checking,
SAT encoding methods of problems whether or not models satisfy specifications
represented by LTL, very weak alternating Büchi automata (VWABA) and weak
alternating Büchi automata (WABA) are presented in [3,15,7]. LTL and VWABA
are less expressive than NBA, which was used in this work. WABA and NBA are
of equal expressiveness. Indeed, bounded universality checking for NBA can also
be accomplished via WABA, using the WABA encoding method of [7]. However,
our method is more efficient than the WABA approach4.

Bounded Realizability. In [13], the notion of bounded realizability and a checking
method using an SMT solver are presented. Bounded realizability is the prop-
erty that there exists a reactive system that acts as a transition system of k
states, such that all behaviors satisfy the specification. In bounded realizability
checking, transition systems of k states are searched. On the other hand, in our
method, k-loops (which are simpler) are searched. Because of this, our method
can detect simple and typical defects in larger specifications.

4 The total size of the propositional formulae of the WABA approach is O(k · |Q|2 · |δ|),
whereas we have provided O(k · |Q| · |δ|)-encoding.
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8 Conclusion

We introduced the notion of bounded strong satisfiability and a checking method
for this property, for detecting simple defects in reactive system specifications. In
our method, we construct an NBA that accepts input sequences for which there
is no response that satisfies a specification, then check whether or not the NBA
is k-universally acceptable, using an SAT solver. We implemented our method
and demonstrated that it can handle larger specifications than the checking
techniques for other properties, and can also detect simple defects efficiently.
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Abstract. An Open Source Software (OSS) project can be considered as a new 
type of business entity involving various roles and stakeholders, e.g., project 
managers, developers, and users, who apply individual methods. The project 
managers have the responsibility to manage the OSS development in a way that 
the OSS product can be delivered to the customers in time and with good qual-
ity. This responsibility is challenging, because the heterogeneity of the data col-
lected and analyzed from different stakeholders leads to the complexity of ef-
forts of the project managers to measure and manage OSS projects. In this pa-
per, we propose a measurement framework (OSMF) to enable the project man-
agers to collect and analyze process data from OSS projects efficiently. Initial 
results show that OSMF can help project managers to manage OSS business 
processes more efficient, hence improve the decision on OSS project quality.  

Keywords: Open Source Software, process observation, project management, 
software quality. 

1 Introduction 

Both development and usage of Open Source Software (OSS) products are increasing 
exponentially and play a significant role in the software economy [4]. OSS develop-
ment projects are business entities, which involve several different stakeholders, like 
project managers, developers, and customers [13]. 

Mockus et al. [8] describe four key characteristics of OSS projects: first, it consist 
of large number of volunteers [9]; second, anyone can choose tasks he/she wants to 
execute [3]; third, there is neither explicit system design nor explicit detailed design 
[5]; fourth, there is no project plan, schedule or list of deliverables [8].  

Major OSS projects like FreeBSD divide project participants into three main roles: 
core team members, committers and contributors [14]. The Core Team is a small 
group of senior developers that act as project managers who are responsible for decid-
ing about the overall goals and directions of the project. Committers are developers 
who have the authority to commit changes to the project repository. Contributors are 
people who want to contribute to the project, but do not have committer privileges.  

Typically, project managers face challenges defining, manage and improve busi-
ness process in OSS projects, since business processes in OSS projects are different 
than business processes in conventional software projects. However, business process 
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definition is still a key foundation to enable and improve business process observation 
by means of monitoring and controlling the status of OSS projects. 

In this paper, we propose a measurement framework (OSS project measurement 
framework – OSMF) to manage (i.e., definition, observation, and control) business 
processes in OSS projects. The contribution of this framework is to guide the project 
manager in following the processes of engineering process observation.  

For evaluating the OSMF, we use OSS project data from the Red Hat Enterprise 
Linux (RHEL) and Fedora projects as use cases. We evaluate the engineering 
processes in both projects, by checking conformance between the engineering process 
models from both projects to the designed process model. The results can show the 
frequent states of the process for project managers’ decision. 

We organize this paper as follows. After introduction, we explain related works 
that support the OSMF framework. The third section presents the research issues that 
we discuss in this paper. Section four shows the case we use in our work. Section five 
discusses about the results of our study. We summarize the results and lessons learned 
of our work in section six, and finally conclude our paper and present future work. 

2 Related Work 

This section summarizes related works on business process management and OSS. 

2.1 Business Process Management 

Business process management (BPM) is a management approach focusing on aligning 
all aspects of an organization with the requests and needs of clients. It is a holistic 
management approach [16] that promotes business effectiveness and efficiency while 
striving for innovation, flexibility, and integration with technology. An empirical 
study by Kohlbacher reveals that BPM helps organizations to gain higher customer 
satisfaction, product quality, delivery speed and time-to-market speed [6].  

Reijers, van der Aalst and zur Muehlen used the notion of a life-cycle to distin-
guish between the various phases that a BPM initiative can go through [11, 15, 17].  

This life-cycle distinguishes between six phases: namely analysis, design, imple-
mentation, enactment, monitoring, and evaluation phases. In the analysis phase, a set 
of requirements is developed for the business process in questions such as perfor-
mance goals or intentions. In the design phase, the process activities, their order, the 
assignment of resources to activities and the organization structure are defined. In the 
implementation phase, the infrastructure for the business process is set up. The dedi-
cated infrastructure is used to handle individual cases covered in the enactment phase. 
In the monitoring phase, counteractions are taken to deal with problematic situations 
depending on process metrics. The new requirements are taken as input in the next 
turn of the business process management life-cycle in the evaluation phase [10]. 



 OSMF: A Framework for OSS Process Measurement 73 

2.2 Process Mining 

Process mining is a process management technique that allow for the analysis of busi-
ness processes based on event logs. Process mining aims at improving this by provid-
ing techniques and tools for discovering process, control, data, organizational, and 
social structures from event logs1. 

In the area of software development project, Rubin et al. [12] proposed a process 
mining framework for software processes, which is based on fact that software devel-
opment process are often not explicitly modeled and even chaotic. In this paper, we 
use this approach to develop our own framework for mining OSS processes. 

3 Research Issues 

The major challenges related to managing business processes in OSS projects are as 
follows, (1) better definition of OSS business processes, (2) more effective data col-
lection for heterogeneous OSS business processes, (3) better analysis methods to give 
more precise results for project managers’ decision making. From these challenges, 
we derive the research issues addressed in this paper as follows: 

RI-1: How to describe the business aspects and their interactions in OSS 
projects. OSS project is a unique business entity, because it mixes the conventional 
business process and non-conventional business process.  

We propose to describe business aspects in OSS projects and their interactions be-
tween business managers, project developers, and customers, so we get clearer view 
on the OSS projects business. 

RI-2: How to evaluate measurement of the engineering processes data? The mea-
surement of the OSS projects engineering process data can be done by collecting and 
analyzing engineering process data from OSS projects.  

We propose to measure the bug history data by performing conformance check 
analyses between the actual process model and the designed process model. We de-
fined two research hypotheses to be validated by the experiments as follows.  

RH-1. RHEL and Fedora developers are following the naming and order of the bug 
states of the original Bugzilla life cycle. The changing of bug states from developers 
lead to a chain of bug status history that we can trace to find out the pattern of the bug 
status usually used by the developers in developing the OSS projects. 

In this study, we generate process models from bug history data of two OSS projects, 
namely RHEL and Fedora and make conformance checking with the designed process 
model from Bugzilla. IF φ is the designed process model, and ψ is an OSS project, and 
P is a function to get the number of bug states from designed process model or from 
OSS projects, THEN we can formulate following null hypothesis. 
 

H01: {∃ψ  ∈ (RHEL, Fedora) | P(ψ) = P(φ)}  (eq. 1) 
 

                                                           
1 http://www.processmining.org 
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RH-2. OSS projects developers are using all bug states for each bug history in the 
same number of frequency. We want to measure and investigate the frequency of bug 
states used in one OSS project. IF si is a bug state and si+1  is another bug state after si, 
and N is a function to obtain the frequency of bug states using in Fedora, THEN we 
can propose following null hypothesis. 
 

H02: {∀si, si+1 | N(si) = N(si+1)}    (eq. 2) 

4 Solution Approach 

In this section we address the research issues in section 3.  

4.1 Business Aspects of OSS Projects 

Crowston et al. [2] suggested three aspects of the success of  OSS projects, namely 
developers’ contribution, the intensity of software usage, and the quality of software 
products. Based on this suggestion, we model the business aspects of OSS projects in 
three parts, namely developer, customer, and business parts. The causality model of 
the business aspects and their interactions is shown in Figure 2. 

 

 

Fig. 1. Model of OSS Projects Business Aspects and Their Interactions 

The developer part consists of three aspects. (1.1) Developer motivation is about 
the motivation of developers to join the developers’ community to develop the prod-
uct. (1.2) Developer contribution consists of contribution of developers to the OSS 
project, e.g., via source code management, developers’ mailing list, or bug manage-
ment systems. (1.3) Dependencies to key committers mean that the survivability of the 
OSS projects depends on very few active committers (key committers). 

The customer part consists of four aspects. (2.1) Trend and Demand Changes from 
the customers can be submitted to the developers and be a part of software  
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requirements. (2.2) User feedback is a feedback from the users about functionality of 
the software that can be improved by the developers. (2.3) User satisfaction is a noti-
fication from the users that they satisfy with the functionality of the product. (2.4) 
Software use intensity is a intensity of software usage by the users. 

The business part deals with software product quality and benefits of the software 
products. (3.1) a software product quality deals with the qualitative and quantitative 
measurement of product that comply with users’ satisfaction. (3.2) the benefits of 
software product can be used as a selling point of the product. 

4.2 OSMF Measurement Framework 

To analyze and measure the OSS processes, we propose the OSMF measurement 
framework for supporting the OSS project managers with data collection and data 
analysis. Figure 3 shows the measurement framework for observing OSS processes, 
i.e. bug history data.  

 

Fig. 2. OSMF Framework for OSS Processes Measurement 

This framework consists of 4 levels, namely data source level, data collection  
level, data integration and validation level, and data analysis and presentation level. 

(1) In the data source level, we have bug database which contains all bugs  
information that are used in software development.  

(2) In data collection level, we extract and collect bug history data from bug history 
data using a bug history collector. The bug history collector is written in Java and 
use XML RPC2 web service interface to access to the bug data.  

(3) Data integration and validation. The collected bug history data is integrated and 
validated using data integrator and validator. The integration and validation proc-
ess is implemented by using Engineering Knowledge Base (EKB) [1]. 

                                                           
2 https://bugzilla.redhat.com/xmlrpc.cgi 
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(4) Data analysis and presentation. The even data log from previous level is analyzed 
by using Process Mining tool. The results are presented to the project managers. 

The study objects of this research are two different OSS projects, namely the Red Hat 
Enterprise Linux and Fedora projects. Both projects are developing Linux-based  
operating systems and under the same Red Hat project management. 

Currently, in the Red Hat Bugzilla browser, there are in total 23.768 bugs reported 
RHEL version 6 (7.465 open bugs and 16.303 closed bugs) and 293.685 bugs  
reported Fedora (25.386 open bugs and 268.299 closed bugs).  

4.3 Evaluation of Engineering Process Measurement Results 

For analyzing the bug history data, we used a process analysis tool called ProM. This 
tool has capabilities to discover process model, make conformance checking between 
expected process model and the process model generated from actual data, and make 
performance analysis on process model for process improvement. There are a lot of 
plug-ins and algorithms to discover the process model from actual data. One of them 
is heuristics mining. 

The heuristics mining is a process mining algorithm in ProM which is based on the 
frequency of the patterns. The most important characteristic of the heuristics mining is 
the robustness for noise and exceptions. We use the heuristics mining to analyze event 
log from bug history data to find out the process model from actual data, rather than 
designed process model. 

We identified and addressed threats to internal and external validity of our evalua-
tion results as follows. 

Threats to Internal Validity. As we have conducted previous experiments using fewer 
data, there is a tendency of increasing of the numbers of states as new data is added. So 
we put more focus on the frequency of states taken during development, since the 
number of states can be unnecessary increasing, while the top states remain stable. 

Threats to External Validity. In this study we focus on projects with similar characte-
ristics that may raise concerns whether the results are also valid for other project con-
texts. While we assume our approach to hold for projects similar to our objects, further 
research work is necessary to investigate projects with strongly differing  
characteristics. 

5 Results 

In this section, we report the results of our study presented in section 4.  

5.1 OSS Processes Measurement Framework 

To observe software engineering processes from the bug database effectively, we 
applied the observation framework from figure 3. In the application, we take Bugzilla  
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report of RHEL and Fedora projects as data sources, Bug History Data Collector as an 
automated data collector, integrator and validator, and Process Mining (ProM) tool for 
data analysis and presentation. 

We have implemented and used a Java-based Bug History Data Collector tool to 
collect, integrate, and validate bug history data from Bugzilla database. This tool can 
select bug ids based on the OSS projects and versions. As results, we have collected 
1000 data sets from RHEL 6 and Fedora 14. These data will be analyzed for process 
model conformance checking with the Bugzilla life cycle.  

5.2 Evaluation of Engineering Process Measurement Results 

We analyze the number of states in the process models generated by ProM and count 
the frequency of each state for each RHEL version. We compare the results with the 
designed process model from Bugzilla life cycle and evaluate the actual data by ans-
wering the two hypotheses defined in section 3. 

Table 1. Name and frequency of Bug States used in RHEL and Fedora 14, compared with 
designed process model from Bugzilla life cycle 

States Bugzilla LC 
RHEL 6 Fedora 14 

Occ. (abs) Occ. (rel) Occ. (abs) Occ. (rel) 
CLOSED  546 33.6 % 500 54.1 % 
ASSIGNED  255 15.7 % 208 22.5 % 
NEEDINFO  6 0.37 % 73 7.9 % 
MODIFIED  306 18.9 % 74 8.0 % 
REOPENED  1 0.1 %   
ON_QA  259 16.0 % 43 4.7 % 
RELEASE_PENDING    1 0.1 % 
NEW  7 0.4 % 19 2.1 % 
NEEDINFO_REPORTER  2 0.1 % 1 0.1 % 
INVESTIGATE  2 0.1 %   
VERIFIED  199 12.3 % 2 0.2 % 
FAILS_QA    1 0.1 % 
ASSIGN_TO_PM  1 0.1 %   
ON_DEV  8 0.5 % 2 0.2 % 
POST  31 1.9 %   
UNCONFIRMED      
RESOLVED      

RHEL and Fedora developers are following the naming and order of the bug 
states of the original Bugzilla life cycle. Table 1 shows the comparison of bug states 
used in the Bugzilla life cycle, RHEL 6, and Fedora 14. From Table 1 we can see dif-
ferent bug state names are used during addressing bug in different RHEL versions. 

RHEL and Fedora developers are using all bugs states for each bug history in the 
same frequency.  Table 1 shows the frequencies of the using of each bug state in the 
bug history. We can see that the frequencies for different bugs in one RHEL version 
are not similar. The usage of some states is more frequent then of other states. 
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6 Discussion 

In this section, we discuss our results based on the research issues. 

6.1 OSS Processes Measurement Framework 

We followed the observation framework we defined earlier to improve the engineer-
ing process in OSS projects. The benefit of this framework is an effective and syste-
matic approach to collect and analyze data from the bug database to support the 
project managers’ decision making to improve the process quality in OSS projects.  

Data collection is done automatically by using our bug history data collector tool. 
The data integration and validation is done by using Engineering Knowledge Base 
(EKB). By using OSMF to collect, integrate and validate the data, we have a clean 
data to be analyzed using ProM. The OSMF can make analysis on the integrated data 
easier than analysis on single separated data. 

6.2 Evaluation of Engineering Process Measurement Results 

The evaluation of actual engineering process model is done by checking its confor-
mance to the designed process model. The process model that is generated based on 
Fedora bug history data is shown in Figure 4(A). The designed process model (Bug-
zilla Life Cycle) shown in Figure 4(B). 

 

Fig. 3. Process Model of Bug Status. (A) Bugzilla LC. (B) Fedora 14 
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From the process model generation on RHEL and Fedora, we answer the two de-
fined research hypotheses as follows:  

RHEL and Fedora developers are following the naming and the ordering of 
the bug states from Bugzilla life cycle. As shown in table 1, we can see the differ-
ences of number of states used in the designed process model (Bugzilla life cycle) and 
states used in the generated process models from RHEL and Fedora. Therefore {∃ψ ∈ 
(RHEL,Fedora) | P(ψ) ≠ P(φ)} thus we can reject our null hypothesis H01.  

An interpretation of these results can be the fact that the number of bug states 
available and used in RHEL and Fedora are different, meaning that both OSS projects 
are using different development strategy. 

OSS projects developers are using all bug states for each bug history in the 
same number of frequency. As shown in table 2, each bug state is used in different 
frequency by the developers. Some bug states are used more often than the others. 
Therefore {∀si,si+1 | N(si) ≠ N(si+1)} thus we can reject our null hypothesis H02.  

An interpretation of these results can be the fact that the typically OSS projects do 
not follow a strict waterfall-like software engineering process, but rather a sometimes 
mixed dynamic software engineering process. 

The proposed approach can be generalized to test other hypothesis and work on 
other kind of OSS project data, with some adaptations depend on the type of bug re-
porting tools used.  

7 Summary and Future Work 

Measurements of OSS processes are needed as an initial way to improve the quality 
of OSS processes and products. OSS project managers need to collect, integrate and 
analyze heterogeneous data originating from different tools used in the OSS project, 
such as source code management, developer’s mailing list, and bug reporting tools to 
observe the processes and determine the status of OSS projects. 

In this paper, we have explained the contribution of a measurement framework in 
improving the process quality in OSS projects. We used bug history data from Red 
Hat Enterprise Linux (RHEL) and Fedora projects as a use case for our measurement 
framework application and use the Heuristics Mining algorithm of the Process Mining 
tool ProM. The analysis results on conformance checking of process models from 
RHEL and Fedora bug history data can be used to improve the process quality. 

Future Work. Future work will include the risk analysis on handling the bugs in the 
OSS project development in order to improve the quality of OSS products. Data 
sources that currently limited to bug report will be expanded to include other sources. 
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Abstract. In general, the modeling and analysis of algorithmic systems involve 
discrete structural elements. However, the modeling and analysis of recursive 
algorithmic systems can be done in the form of differential equation following 
control theoretic approaches. In this paper, the modeling and analysis of 
generalized algorithmic systems are proposed based on heuristics along with z-
domain formulation in order to determine the stability of the systems. The 
recursive algorithmic systems are analyzed in the form of differential equation 
for asymptotic analysis. The biplane structure is employed for determining the 
boundary of the recursions, stability and, oscillatory behaviour. This paper 
illustrates that biplane structural model can compute the convergence of 
complex recursive algorithmic systems through periodic perturbation.  

Keywords: recursive algorithms, z-domain, stochastic, control theory, 
perturbation.  

1 Introduction 

The algorithm design and analysis are the fundamental aspects of any computing 
systems. The modeling and analysis of algorithms provide an analytical insight along 
with high-level and precise description of the functionalities of systems [3, 4, 6]. In 
general, the recursive algorithms are widely employed in many fields including 
computer-controlled and automated systems [10]. Traditionally, the algorithms are 
analyzed within the discrete time-domain paying attention to the complexity 
measures. However, the convergence property and the stability analysis of the 
algorithms are two important aspects of any algorithmic systems [10]. In case of 
recursive algorithms, the convergence analysis is often approximated case by case. 
The asymptotic behaviour of algorithms is difficult to formulate with generalization 
[4, 10]. The asymptotic behaviour of stochastic recursive algorithms is formulated by 
constructing models [10], however, such models fail to analyze the stability of the 
algorithm in continuous time domain throughout the execution. This paper argues that 
the stability analysis of any algorithm can be performed within the frequency-domain 
by considering the algorithms as functional building blocks having different 
configurations. In order to perform generalized frequency-domain analysis, the 
algorithms are required to be modeled and transformed following the algebraic 
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constructs. Furthermore, this paper proposes that boundary of execution of recursive 
algorithms can be analyzed following biplane structure and the stability of the 
algorithms can be observed in the presence of stochastic input by following the traces 
in the biplane structure bounding the algorithms. The proposed analytical models are 
generalized without any specific assumptions about the systems and thus, are 
applicable to wide array of algorithmic systems. This paper illustrates the mechanism 
to construct analytical model of any complex algorithmic system and methods to 
analyze the stability of the system under consideration. The rest of the paper is 
organized as follows. Section 2 describes related work. Section 3 illustrates the 
modeling and analysis of the algorithms in frequency-domains and their stability 
analysis using biplane structure. Section 4 and 5 present discussion and conclusion, 
respectively. 

2 Related Work 

The modeling of computer systems and algorithms is useful to gain an insight to the 
designs as well as to analyze the inherent properties of the systems [2, 3, 4, 6, 7, 10]. 
For example, the fusion of models of artificial neural network (ANN) and fuzzy 
inference systems (FIS) are employed in many complex computing systems. The 
individual models of the ANN and FIS are constructed and their interactions are 
analyzed in order to establish a set of advantages and disadvantages overcoming the 
complexities of these systems [1]. The other successful applications of modeling 
techniques to the distributed algorithms and the distributed database in view of Petri 
Nets are represented in [2, 6]. It is illustrated how Petri Nets can be employed to 
model and analyze complex distributed computing algorithms [2]. However, in case 
of distributed database, the concurrency control algorithms are modeled by 
formulating extended place/transition net (EPTN) [6]. The EPTN formalism is a 
derivative of the Petri Nets. In structured peer-to-peer (P2P) networks, the random-
walks mechanism is used to implement searching of information in minimum time. 
The model of searching by random-walks in P2P network is constructed to obtain 
analytical expressions representing performance metrics [3]. Following the model, an 
equation-based adaptive search in P2P network is presented. The analysis of 
probabilistic as well as real-time behaviour and the correctness of execution are the 
challenges of systems involving wireless sensor networks (WSN). Researchers have 
proposed the modeling techniques of WSN to analyze the behaviour, correctness and 
performance of WSN by using Real-Time Maude [4]. The Real-Time Maude model 
provides an expressive tool to perform reachability analysis and the checking of 
temporal logic in WSN systems. On the other hand, the modeling and analysis of 
hand-off algorithms for cellular communication network are constructed by 
employing various modeling formalisms [5, 8]. The modeling of fast hand-off 
algorithms for microcellular network is derived by using the local averaging method 
[5]. The performance metrics of the fast hand-off algorithms and the necessary 
conditions of cellular structures are formulated by using the model construction. In 
another approach, the modeling technique is employed to evaluate the hand-off 
algorithms for cellular network [8]. In this case, the model is constructed based on the 
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estimation of Wrong Decision Probability (WDP) and the hand-off probability [8]. In 
the image processing systems, the modeling and analysis of signals are performed by 
designing the sliding window algorithms. Researchers have proposed the Windowed 
Synchronous Data Flow (WSDF) model to analyze the sliding window algorithms [7]. 
The WSDF is constructed as a static model and a WSDF-balance equation is derived.    

The analysis of convergence of any algorithm is an important phenomenon [9, 10]. 
The convergence analysis of canonical genetic algorithms is analyzed by using 
modeling techniques based on homogeneous finite Markov chain [9]. The constructed 
model illustrates the impossibility of the convergence of canonical genetic algorithms 
towards global optima. The model is discussed with respect to the schema theorem. 
On the other hand, the modeling and analysis of generalized stochastic recursive 
algorithms are performed using heuristics [10]. The heuristic model explains the 
asymptotic behaviour of stochastic recursive algorithms. However, the model does 
not perform the stability analysis of the recursive algorithms in the presence of 
stochastic input.  

3 Models of Algorithms in z-domain 

The z-domain analysis is widely used to analyze the dynamics and stability of the 
discrete systems. The computing algorithms can be modeled in z-domain in order to 
construct heuristic analysis as well as stability analysis of the various algorithmic 
models in the view of the transfer functions. 

3.1 Singular Model 

In the singular model, the algorithm is considered as a transfer function with single 
input and single output (SISO) mechanism. The schematic representation of the 
singular model is presented in Fig. 1. 

 

Fig. 1. Schematic representation of singular model 

In SISO model, the algorithm A1 acts as a discrete transfer function for instances  
k = 0, 1, 2, 3, …..N and transfers the discrete input f(k) into corresponding discrete 
output v(k). Let, a non-commutative composition of any two functions x and y is 
described as (xοy). Thus, the dynamics of the singular algorithmic model can  
be composed as, v(k) = A1(f(k)) = (A1οf)(k). Let, α1 = (A1οf), hence in z-domain  
v(z) = Σk = 0, ∞ α1(k).z-k = α1(z). The algorithmic transfer function is stable if α1(z) is a 
monotonically decreasing function for sufficiently large k. 

 



84 S. Bagchi 

3.2 Chained Model 

In the chained model of the algorithmic system, two independent algorithms are put in 
series as illustrated in Fig. 2. 

 

Fig. 2. Schematic representation of chained model 

In the chained model, two algorithms act as independent transfer functions 
transforming discrete input to discrete output at every instant k. Thus, the overall 
transfer function of chained model can be presented as, v(k) = (A2οα1)(k) = α21(k). 
Hence, in the z-domain v(z) = α21(z) and the chained algorithms are stable if α21(z) is 
monotonically decreasing for sufficiently large k. 

3.3 Parallel Models 

In case of parallel model, two (or more) independent algorithms execute in parallel on 
a single set of input at every instant k and, the final output of the system is composed 
by combining the individual outputs of the algorithms. A 2-algorithms parallel model 
is illustrated in Fig. 3. 

 

Fig. 3. Schematic representation of 2-algorithms parallel model 

So, in the 2-algorithms parallel model, the output is computed as, v(k) = (A1οf)(k) + 
(A2οf)(k) = α1(k) + α2(k). Hence, in the z-domain the discrete values of the output can 
be presented as, v(z) = α1(z) + α2(z). This indicates that a parallel algorithmic system 
is stable if either the individual algorithmic transfer functions are monotonically 
decreasing or the combined transfer function of the system is converging for 
sufficiently large k. On the other hand, the 2-algorithms parallel model can be further 
extended to parallel-series model by adding another algorithm in series as illustrated 
in Fig. 4. 
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Fig. 4. Schematic representation of 2-algorithms parallel-series model 

However, in this case algorithm A3 transforms the output of parallel computation 
in deterministic execution at discrete instances k. Hence, the final output of the 
system is, vf(k) = A3(α1(k) + α2(k)). As, v(k) = α1(k) + α2(k), thus vf(k) = α3(k), where 
α3 = (A3οv) and vf(z) = α3(z). The parallel-series model is stable if α3(z) is a 
converging function. This indicates that, vf(z) can be stable even if v(z) is diverging 
function provided A3(v(z)) is a monotonically converging function. 

3.4 Recursion with Stochastic Observation 

The recursive algorithms are widely used in computing systems. The fundamental 
aspect of any computing system involving the recursive algorithm is the existence of a 
feedback path as illustrated in Fig. 5. In the feedback algorithmic model, the feedback 
path is positive and the feedback gain can be either unity or can have any arbitrary 
transfer-gain. 

 

Fig. 5. Schematic representation of recursive model 

In pure recursive computing model, the feedback path will have unit gain and the 
system will be controlled by external input f(k) at k = 0, whereas the further input 
series to the system will change to v(k) due to positive feedback for k > 0, where  
f(k > 0) = 0. The behaviour of such system can be analyzed by using two formalisms 
such as, heuristics and z-domain analysis techniques.  

3.4.1   Heuristics Analysis 
The generalized difference equation of the recursive algorithmic system is given as, 
v(k) = A1(A2(v(k-1)) + f(k)). In case of positive feedback with unit gain, the closed-
loop difference equation controlling the system is given as,  

 
                                 v(k) = A1(v(k-1) + f(k))    (1)  
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Equation (1) represents a recursive algorithm with stochastic input f(k), where A1 is a 
deterministic function having a set of regularity conditions. The function f(k) can be 
generalized by using some function y as,  

 
                                 f(k) = y(v(k-1), f(k-1), e(k))    (2)  

 
where, e(k) is an arbitrary error in the system at the execution instant k.  

The stability of whole system depends on the stability of equation (2). If f(k) is 
exponentially stable within a small neighborhood around k after some point  
b (k >> b), then [10],  

 
                              B(v(b-1), f(b)) = h(v(k)) + r(b)    (3) 

 
where, B(v(k-1), f(k)) = A1(v(k-1) + f(k)), h(v( )) = EB(v,⎯f(b)) and r(b) is a random 
variable with zero mean.  Thus, equation (1) can be represented as,  

 
                               v(k) = B(v(k-1), f(k))     (4) 

 
Hence, equation (4) can be approximately evaluated between k and k+a (a > 0) as,  

 
                             v(k+a) = v(k) + Σj = k+1, k+a B(v(j-1), f(j))  
                                        ≈ v(k) + Σj = k+1, k+a h(v(k)) + Σj = k+1, k+a r(j)  

                                     ≈ v(k) + a h(v(k))     (5) 
 

In equation (5), the random variable is eliminated as it has the zero mean. Hence, the 
differential equation at point a is given by,  

 
                                   lima→0[v(k+a) – v(k)]/a = dv(k)/da = h(v(k))  (6) 

 
Thus, the asymptotic properties of the equation (1) can be further derived from 
equation (6) in the form of derivative for any specific recursive algorithmic system.    

3.4.2   Stability in z-domain 
For the stability analysis in z-domain, it is assumed that A1(k) represents the gain 
factor of A1 at k-th instant of execution of the algorithm. Now, v(k) = (η(v(k-1)) + 
f(k))A1(k), where f(k) is a singular external input to A1 defined as, f(k) = m if k = 0 
and, f(k) = 0 otherwise. Hence, v(k) = ηA1(k)v(k-1) + f(k)A1(k). Initially at k = 0, v(0) 
= mA1(0). Hence, v(k) = ηA1(k)v(k-1) + mA1(0). If the system is purely recursive, 
then feedback gain is unity (η = 1) and, v(k) = A1(k)v(k-1) + mA1(0). Thus, in the  
z-domain the system will be represented as, v(z) = mA1(0)z/(z-1) + Σk = 2, ∞ A1(k) 
v(k-1)z-k. Deriving further one can get, 
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            v(z) = mA1(0)z/(z-1) + {A1(1)v(0)/z + A1(2) v(1)/z2 + ……..}  
                   = mA1(0)z/(z-1) + mA1(0) Σk = 1, ∞ A1(k) z-k +  
                       Σk = 2, ∞ {Πj = k, k-1 A1(j)}v(k-2) z-k   

                = mA1(0)z/(z-1) + mA1(0)[A1(z) – A1(0)] + Λz   (7) 
 

where, Λz = Σk = 2, ∞ {Πj = k, k-1 A1(j)}v(k-2) z-k.  
The system will be stable if Λz will minimize or converge for sufficiently large k.  

3.5 Functional Properties 

The functional properties of a generalized recursive algorithm with unit positive 
feedback analyze the stability of the overall system in the presence of oscillation, if 
any. In addition, the concept of biplane symmetry can be used to analyze the bounds 
of a recursive algorithmic system. The generalized recursive algorithmic model with 
positive transfer-gain is represented as v(k) = A1(A2(v(k-1)) + f(k)). Let, (A1οA2) = δ 
and f(k) is a singular external input to algorithm defined as, f(k) = m if k = 0 and, f(k) 
= 0 otherwise. Thus, the initial output value is v(0) = A1(m) and v(k) = δk(d), where d 
= A1(m). Now, if A2 is a unit gain factor, then the system reduces to a pure recursive 
algorithm such that, v(k) = A1

k(d), k > 0. The stability and behavioral properties of the 
recursive algorithmic system can be further analyzed as follows. 

3.5.1   Stability and Convergence 
Let, ƒ: R → R is a stochastic function defined on space R  such that, δ(d) ∈ ƒ(R) ⊂ R  
and | ƒ(R) | > 1. Now, for k > 0, the δk(d) ∈ ƒk(R) such that, either ƒk(R) ∩ ƒk+1(R) = 
{φ} or ƒk(R) ∩ ƒk+1(R) ≠ {φ} depending on the dynamics. A system is bounded if 
ƒk+1(R) ⊆ ƒk(R). The boundary of δk(d) is Δk = ∩i = 1, k ƒi(R). A ε-cut of ƒk(R) is defined 
as ƒkε ⊂ ƒk(R) such that, ∀a ∈ ƒkε the following condition is satisfied: ε ∈ ƒk(R) and  
a > ε. An instantaneous remainder of ƒk(R) is given by, ⎯ƒkε = (ƒk(R) - ƒkε). A system 
is stable at point N if the boundary ΔN ≠ {φ}, where 1 ≤ | ΔN | ≤ w and w << N. A 
converging system is a stable system at recursion level N with | ΔN | = 1.  

3.5.2   Divergence in Systems 
Let, in a system δk-1(d) ∈ ƒ(k-1)ε whereas δk(d) ∈ ƒkε and δk+1(d) ∈ ƒ(k+1)ε such that,  δk-

1(d) < δk(d) < δk+1(d). The system is divergent if ƒ(k-1)ε ∩ ƒkε ∩ ƒ(k+1)ε = {φ}. A 
divergent system is unstable if the limit of recursion k >> 1. 

3.5.3   Biplane Symmetries 
Let, in a system for k ≥ 1, ƒk(R) = ƒ(R) and, ƒ*: R → R  such that (ƒ*)k(R) = ƒ*(R) 
where, ƒ(R) ∩ ƒ*(R) = {φ}. Furthermore, ƒ*ε is the ε-cut of ƒ*(R) and ƒε is the ε-cut of 
ƒ(R), whereas the corresponding remainders are ⎯ƒ*ε and⎯ƒε , respectively. Let, δp(d) 
∈ ƒ(R) for p = 1, 3, 5, ….. and, δq(d) ∈ ƒ*(R) for q = p + 1. Now, if xp+j = δp+j(d) and 
yq+j =  δq+j(d), j = 0, 2, 4, 6……., then following set of predicates can occur in the 
system,  



88 S. Bagchi 

            P1  [(xp ∈ ⎯ƒε) ∧ (xp+2 ∈ ƒ*ε) ∧ (xp+4 ∈ ⎯ƒε) ∧ …………..]  
            P2  [(xp ∈ ⎯ƒε) ∧ (xp+2 ∈ ƒε) ∧ (xp+4 ∈ ⎯ƒε) ∧ ……………] 
            P3  [(yq ∈ ⎯ƒ*ε) ∧ (yq+2 ∈ ƒ*ε) ∧ (yq+4 ∈ ⎯ƒ*ε) ∧ …………]   
            P4  (xp+j ∈ ⎯ƒε) 
            P5  (xp+j ∈ ƒε) 
            P6  (yq+j ∈ ⎯ƒ*ε) 
            P7  (yq+j ∈ ƒ*ε) 
 

The possible combinatorial distributions of predicates in a recursive algorithmic 
system are, P13, P23, P46, P47, P56, P57 where, Pab = (Pa ∧ Pb). If distributions P46 and 
P57 are valid in a recursive algorithmic system, then it is a biplane-symmetric 
algorithmic system. Otherwise, if the distributions P47 and P56 are valid in a system, 
then the system is a biplane-asymmetric system. Furthermore, if the distribution P23 is 
satisfied in a recursive algorithmic system, then the system is having dual-symmetry 
between biplanes ƒ and ƒ* and the system is represented as, [ƒ/ƒ*]. On the other hand, 
if the distribution P13 is satisfied in a recursive algorithmic system, then the system is 
called Bounded-Periodic-Perturbed (BPP) system represented as (ƒ*ε|. In this case, the 
system is bounded within ƒ and ƒ* planes, however periodic perturbations occur 
within the domain ƒ*ε. 

3.5.4   Oscillation in Recursive Systems 
In a biplane-symmetric system if the following properties hold, then it is called the 
biplane-symmetric oscillatory recursive system, ∀p, q, | xp | = | yq | = | xp+j | = | yq+j | 
and xp +  yq = xp+j +  yq+j = 0. However, in a [ƒ/ƒ*] system if the following conditions 
hold, then the system is called asymmetrically oscillating between ƒ and ƒ* planes for 
values of s (s = 0, 4, 6……), ∀p, q, | xp+s | = | yq+s |, | xp+s+2 | = | yq+s+2 | and xp+s + yq+s = 
0, xp+s+2 + yq+s+2 = 0. If a recursive algorithmic system is oscillatory, then it is a 
deterministic but non-converging system.  

A recursive algorithmic system is deterministic and converging if there exists a 
constant C such that, p = 1, N (xp+yp+1) = p = 1, M (xp+yp+1) = C, where N ≠ M. This 
indicates that, a deterministic and converging recursive algorithmic system should be 
in damped oscillation (stable) and should contain idempotency. On the other hand, an 
oscillatory non-converging recursive algorithmic system is non-idempotent requiring 
strict consistency conditions.  

4 Discussion 

Traditionally, the recursive algorithmic systems are analyzed by using heuristics as 
well as asymptotic methods following difference equation. Often, the differential 
equation is formulated in place of difference equation in order to conduct analysis in 
continuous plane avoiding the complexity. However, the generalized z-domain 
analysis of algorithmic systems in a discrete plane offers an insight towards the 
understanding of the overall stability of the algorithmic systems.  
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The perturbation analysis of a system using biplane structure captures the inherent 
oscillation in the system. The determinism of convergence of the recursive 
algorithmic systems with stochastic input can be computed using the symmetry of 
biplane structure. As a result, the idempotent property of the recursive algorithmic 
systems becomes easily verifiable in case of complex systems. Thus, depending upon 
the idempotent property of the complex recursive algorithmic systems, the appropriate 
consistency conditions can be designed.  

5 Conclusion 

The analysis of stability and behaviour of any algorithmic systems can be 
accomplished by modeling such systems as a block having transfer functional 
properties. The z-domain analysis of algorithmic models captures the overall response 
trajectory and the stability of the algorithmic systems. The complex recursive 
algorithmic systems can be analyzed by modeling in view of z-domain and biplane 
structure. The heuristics and z-domain models of a generalized recursive algorithmic 
system with stochastic input reduce the overall system to the deferential equation 
presenting the dynamic behaviour of the recursive algorithm. On the other hand, the 
biplane structure determines the boundaries of the recursive algorithmic systems. In 
addition, the biplane structural model of recursive algorithmic systems serves as a tool 
to analyze the oscillatory nature of the recursions as well as the stability of the 
algorithmic systems. The biplane structural model helps to achieve periodic 
perturbation into the system dynamics and determining convergence conditions, 
which enables to design the appropriate consistency conditions.  
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Abstract. It is very natural when people compile their programs, they
would require a compiler that gives the best program performance. Even
though today’s compiler have reached the point in which they provide the
users a large number of options, however, because of the unavailability
of program input data and insufficient knowledge of the target architec-
ture; it can still seriously limit the accuracy of compile-time performance
models. Thus, the problem is how to choose the best combination of op-
timization options provided by compiler for a given program or program
section. This gives rise the requirement of an orchestration algorithm
that fast and effective to search for the best optimization combination
for a program.

There have been several algorithms developed, such as Exhaustive
Search (ES); Batch Elimination (BE); Iterative Elimination (IE); Com-
bined Elimination (CE); Optimization Space Exploration (OSE); and
Statistical Selection (SS). Based on those of algorithms, in this paper
we proposed Heuristics Elimination (HE) algorithm, a simple algorithm
that was mostly inspired by OSE with some differences. The HE algo-
rithm uses a heuristic approach by applying genetic algorithm to find the
best combination of compiler’s optimization options. It is unlike OSE,
however, this proposed algorithm starts from a set of some possible com-
binations randomly selected, then they are iteratively refined by some
genetic operators to find one optimal combination (as the solution).

Keywords: Compiler optimization, optimization options, performance,
orchestration algorithm, exhaustive search, batch elimination, iterative
elimination, combined elimination, optimization space exploration, sta-
tistical selection.

1 Introduction

As we all know that optimizations of compiler for modern architectures have
achieved high level of sophistication [11]. Although compiler optimizations have
made a significant improvements in many programs, however, the potential for
the degradation of performance in certain program patterns is still seen by com-
piler developer and many users. The state of the art is allowing the users deal
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with this problem by providing them many compiler options. This compiler
options’s existence indicates that today’s optimizers are not capable of making
optimal choices at compile time. Moreover, the availability of input data of pro-
gram is very minimum, and the lack of knowledge about the target architecture
can limit the accuracy of compile-time performance models.

Therefore, the determination of the best combination of compiler optimizations
for a given programor programsection remains an unattainable compile-time goal.
Today’s compilers have evolved to the situation in which users are provided with a
large number of options. For instance, GCC Compilers include 38 options, roughly
grouped into three optimization levels, O1 through O3 [11]. On the other hand,
compiler optimizations interact in unpredictable manners, as many have observed
[2], [4], [10], [11], [8], [9]. Therefore, it is desired a fast and effective orchestration
algorithm to search for the best optimization combination for a program.

Many automatic performance tuning systems have taken a dynamic, feedback-
directed approach to orchestra compiler optimizations. In this approach, many
different binary code versions generated under different experimental optimiza-
tion combinations are being evaluated. The performance of these versions is
compared using either measured execution times or profile-based estimates. It-
eratively, the orchestration algorithms use this information to decide the next
experimental optimization combinations, until converge criteria are reached [11].

2 Algorithms of Orchestration

In this section, we briefly present an overview of some algorithms that have goal
finding an optimal combination of compiler’s options. To do this, let we first
define the goal of optimization orchestration as follows :

Given a set of compiler optimization options {F1, F2, . . . , Fn}, where n is the
number of optimization. Find the combination that minimizes the execution time
of program efficiently, without using a priori knowledge of the optimization and
their interactions.

2.1 Algorithm of Exhaustive Search

The exhaustive search (ES) approach, which is called the factorial design [2],
[8], would try to evaluate every possible compiler’s options in finding the best.
This approach provides an upper bound of an application’s performance after
optimization orchestration. However, its complexity O(2n), which is prohibitive
if it involves a large number of compiler’s options. As an illustration, for GCC
compiler with 38 options, it would take up to 238 program runs – a million years
is required for a program that runs in two minutes. Considering this fact, this
algorithm will not be evaluated under the full set of options [11]. By the use of
pseudo code, ES can be depicted as follows.

1. Get all 2n combination of n compiler’s options, {F1, F2, . . . , Fn}.
2. For the optimized version compiled under every combination of n compiler’s

options, measure application execution time.
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3. An optimal combination of compiler’s options is one that give the smallest
execution time to the program.

2.2 Algorithm of Batch Elimination

The idea of Batch Elimination (BE) is to identify the optimizations with nega-
tive effects and turn them off at once. BE achieves good program performance,
when the compiler’s options do not interact each other [11], [12], and [13]. The
negative effect of one compiler’s option, Fi can be represented by its RIP (Rel-
ative Improvement Percentage), RIP (Fi), (see equation 1) which is the relative
difference of the execution times of the two versions with and without Fi, that
means T (Fi = 1) and T (Fi = 0) respectively (Fi = 1 means Fi is on, and Fi = 0
means Fi is off).

RIP (Fi) =
T (Fi = 0)− T (Fi = 1)

T (Fi = 1)
× 100% (1)

The baseline of this approach switches on all compiler optimization options.
T (Fi = 1) is the execution time of the baseline TB as shown in equation 2.

TB = T (Fi = 1) = T (F1 = 1, . . . , Fn = 1) (2)

The performance improvement by switching off Fi from the baseline B relative
to the baseline performance can be calculated with equation 3.

RIPB(Fi = 0) =
T (Fi = 0)− TB

TB
× 100% (3)

If RIPB(Fi = 0) < 0, the optimization of Fi has a negative effect. The BE
algorithm eliminates the optimizations with negativesRIP in a batch to generate
the final combination tuned version. The complexity of BE algorithm is O(n).

1. Compile the application under the baseline B = {F1, . . . , Fn}. Execute the
generated code version to obtain the baseline execution time TB.

2. For each optimization Fi, switch it off from B and compile the application.
Execute the generated version to obtain T (Fi = 0), and compute RIPB(Fi =
0) according to equation 3.

3. Disable all optimizations with negative RIP to generate the final tuned
version.

2.3 Algorithm of Iterative Elimination

Iterative Elimination (IE) algorithm was designed to consider the interaction
of optimizations. Unlike BE algorithm, which turns off all optimizations with
negative effects at once, IE algorithm iteratively turns off one optimization with
the most negative effect at a time.
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IE algorithm starts with the baseline that switches all compiler’s optimization
options on [11], and [7]. After computing the RIP s of the optimizations accord-
ing to equation 3, IE switches the one optimization with the most negative effect
off from the baseline. This process repeats with all remaining optimizations, un-
til none of them causes performance degradation.

1. Let B be the combination of compiler optimization options for measuring
the baseline execution time, TB. Let the set S represent the optimization
searching space. Initialize S = {F1, . . . , Fn} and B = {F1 = 1, . . . , Fn = 1}.

2. Compile and execute the application under the baseline setting to obtain the
baseline execution time TB.

3. For each optimization option Fi ∈ S, switch Fi off from the baseline B and
compile the application, execute the generated code version to obtain T (Fi =
0), and compute the RIP of Fi relative to the baseline B, RIPB(Fi = 0),
according to equation 3.

4. Find the optimization Fx with the most negative RIP . Remove Fx from S,
and set Fx to 0 in B.

5. Repeat Steps 2, 3, and 4 until all options in S have non-negative RIP s. B
represent the final option combination.

2.4 Algorithm of Combined Elimination

Combined Elimination (CE) algorithm combines the ideas of the two algorithms
(BE and IE) just described [11], and [7]. It has a similar iterative structure as
IE. In each iteration, however, CE applies the idea of BE : after identifying the
optimization with negative effects (in this iteration), CE tries to eliminate these
optimizations one by one in a greedy fashion.

Since IE considers the interaction of optimizations, it achieves better perfor-
mance of program than BE does. When the interactions have only small effects,
however, BE may perform close to IE in a faster way. Based on the way CE
designed, it takes the advantages of both BE and IE. When the optimizations
interact weakly, CE eliminates the optimizations with negative effects in one
iteration, just like BE. Otherwise, CE eliminates them iteratively, like IE. As a
result, CE achieves both good program performance and fast tuning speed.

1. Let B be the baseline option combination, and let the set S represent the
optimization search space. Initialize S = {F1, . . . , Fn} and B = {F1 =
1, . . . , Fn = 1}.

2. Compile and execute the application under baseline setting to obtain the
baseline execution time TB. Measure the RIPB(Fi = 0) of each optimization
options Fi in S relative to the baseline B.

3. Let X = {X1, . . . , Xl} be the set of optimization options Fi with negative
RIP s. X is stored in increasing order, that is, the first element, X1, has the
most negative RIP . Remove X1 from S, and set X1 to 0 in the baseline B
(in this step, B is updated by setting the optimization option with the most
negative RIP to zero). For i from 2 to l,
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– Measure the RIP of Xi relative to the baseline B.
– If the RIP of Xi is negative, remove Xi from S and set Xi to 0 in B.

4. Repeat Steps 2 and 3 until all options in S have non-negative RIP s. B
represents the final solution.

2.5 Algorithm of Optimization Space Exploration

The basic idea of algorithm pruning is to iteratively find better combination of
optimization options by merging the beneficial ones [9]. In each iteration, a new
test set Ω is constructed by merging the combination of optimization options in
the old test set using union operation. Then, after evaluating the combination
of optimization options in Ω, the size of Ω is reduced to m by dropping the
slowest combinations. The process repeats until the performance increase in the
Ω set of two consecutive iteration become negligible. The specific steps are as
follows :

1. Construct a set, Ω, which consists of the default optimization combination,
and n combinations, each of which assigns a non-default value to a single
optimization. In the experiment [11], the default optimization combination,
O3,turns on all optimizations. The non-default value for each optimization
is off.

2. Measure the application execution time for each optimization combination
in Ω. Keep the m fastest combination in Ω, and remove the rest (i.e., n - m
combinations).

3. Construct a new set of Ω, each element in which is a union of two optimiza-
tion combinations in the old Ω. (The union operation takes non-default
values of the options in both combinations.)

4. Repeats Steps 2 and 3, until no new combinations can be generated or the
increase of the fastest version in Ω becomes negligible. The fastest version
in the final Ω as the final version.

2.6 Algorithm of Statistical Selection

Statistical Selection (SS) algorithm uses a statistical method to identify the
performance effect of the optimization options. The options with positive effects
are turned on, while the one with negative effects are turned off in the final
version, in an iterative fashion. This statistical method takes the interaction of
optimization options into consideration.

The statistical method is based on orthogonal arrays (OA), which have been
proposed as an efficient design of experiments [3], [1]. Formally, an OA is anm×k
matrix of zeros and ones. Each column of the array corresponds to one compiler
option, while each row of the array corresponds to one optimization combination.
SS algorithm uses the OA with strength 2, that is, two arbitrary columns of the
OA contain the patterns 00, 01, 10, 11 equally often. The experiments [11] used
the OA with 38 options and 40 rows, which is constructed based on a Hadamard
matrix taken from [6].
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By a series of program runs, this SS algorithm identifies the options that have
the largest effect on code performance. Then, it switches on/off those options
with a large positive/negative effect. After iteratively applying the above solution
to the options that have not been set, SS algorithm finds an optimal combination
of optimization options. The pseudo code is as follows.

1. Compile the application with each row from orthogonal array A as the com-
bination of compiler optimization options, and execute of the optimized ver-
sion.

2. Compute the relative effect, RE(Fi), of each option using equation 4 and 5,
where E(Fi) is the main effect of Fi, s is one row of A, T (s) is the execution
time of the version under s.

E(Fi) =
(
∑

s∈A:si=1 T (s)−
∑

s∈A:si=0 T (s))
2

m
(4)

RE(Fi) =
E(Fi)∑k
j=1 E(Fj)

× 100% (5)

3. If the relative effect of an option is greater than a threshold of 10%.
– if the option has a positive improvement, I(Fi) > 0, according to equa-

tion 6, switch the option on,
– else if the option has a negative improvement, switch the option off.

I(Fi) =

∑
s∈A:si=0 T (s)−

∑
s∈A:si=1 T (s)∑

s∈A:si=0 T (s)
(6)

4. Construct a new orthogonal array A by dropping the columns corresponding
to the options selected in the previous step.

5. Repeat all above steps until all of the options are set.

3 Algorithm of Heuristics Elimination

As mentioned in the previous section, Heuristic Elimination (HE) algorithm was
mostly inspired by OSE algorithm; that is why the way it works is similar to OSE
algorithm with some differences. HE algorithm iteratively find the combination
of compiler’s optimization options by applying heuristic approach using genetic
algorithm.

The basic genetic algorithm is very generic and there many aspects that can
be implemented very differently according to the problem [5]. For instance, repre-
sentation of solution or chromosomes, type of encoding, selection strategy, type
of crossover and mutation operators, etc. In practice, genetic algorithms are im-
plemented by having arrays of bits or characters to represent the chromosomes.
How to encode a solution of the problem into a chromosome is a key issue when
using genetic algorithms. The individuals in the populations then go through
a process of simulated evolution. Simple bit manipulation operations allow the
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implementation of crossover, mutation and other operations. Individual for pro-
ducing offspring are chosen using a selection strategy after evaluating the fitness
value of each individual in the selection pool. Each individual in the selection
pool receives a reproduction probability depending on its own fitness value and
the fitness value of all other individuals in the selection pool. This fitness is used
for the actual selection step afterwards. Some of the popular selection schemes
are Roulette Wheel, Tournament, etc.

Crossover and mutation are two basic operators of genetic algorithm, and
the performance of genetic algorithm very much depends on these genetic oper-
ators. Type and implementation of operators depends on encoding and also on
the problem [5]. A new population is formed by selecting the fitter individual
from the parent population and the offspring population (elitism). After several
generations (iterations), the algorithm converges to the best individual, which
hopefully represents an optimal or suboptimal solution to the problem.

Given the set of optimization options {F1, F2, . . . , Fn}, there are exist 2n

possible combinations. It is unlike ES algorithm that evaluate every possible
combination of optimization options, however, HE algorithm only needs to eval-
uate a certain number of combinations, and known as population size (m) of
each generation, for instance {C1, C2, . . . , Cm}. The optimal combination of op-
timization options is obtained by improving their fitness value iteratively with
genetic operators in each generation (or iteration), and the combination with
optimal fitness in the last generation will be final (an optimal) solution.

Chromosome that represents the solution of the problem (i.e., the combination
of compiler’s optimization options) is defined as one has fixed length n, and
the value in each location indicates the participation (or involvement) of the
compiler’s option; which is formally defined in equation 7.

Fi =

{
1 if Fi involved
0 otherwise

(7)

where, Fi = 1 for some i if the i-th compiler optimization option Fi is involved
in the combination; otherwise Fi = 0.

According to equation 7, then chromosome is encoded as a sequence of 0’s or
1’s (binary representation). For instance, 01100011110101 (n = 14) represents
the combination of optimization options that involves respectively options num-
ber 2, 3, 7, 8, 9, and 10 in optimization. Since the binary representation used
to represent the chromosome, the uniform (regular) crossover with either single
point or more can be implemented depends on how many options compiler pro-
vides; while the mutation can be done by simply flipping the value in the single
mutated location. In this case, the fitness function is defined by summing each
RIPB(Fi = 0) (adopted from equation 3) in each Cj , and the formal definition
is shown in equation 8.

Fitness(Cj) =

n∑
i=1

RIPB(Fi|Fi = 0) (8)
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where Cj is one of the combination in population, and n is the number of opti-
mization options {F1, F2, . . . , Fn}.

Equation 3 says that, the optimization option of Fi has a negative effect when
the value of RIPB(Fi = 0) < 0. So that, according to the selection criteria, only
the combinations with higher value of fitness function (i.e., fitter) will be consid-
ered as a parent candidate for next generation (iteration).

Having mentioned at the previous discussion, and by considering the repre-
sentation of chromosome; the uniform (or regular) crossover with either single
point or more would be implemented in the reproducing process of individual for
the next generation. The process of crossover is illustrated in Fig. 1 and Fig. 2.

Fig. 1. The operation of Regular Crossover with two-point

Fig. 2. The operation of Regular Crossover with five-point

It is unlike the crossover operator which is binary, mutation is unary. First,
the mutated location is determined randomly, and the value of that location
is then replaced by only flipping the value from ’0’ to ’1’ and vice versa. The
process of mutation is shown in Fig. 3.
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Fig. 3. The operation of mutation operator

The pseudo code of HE algorithm is as follows.

1. Determine genetics’s parameters, i.e., the size of population, the probability
of crossover, and the probability of mutation respectively m, pc, and pm,

2. Generate the initial population (collection of the combination of optimization
options) randomly, P = {C1, . . . , Cm}, with Ci = {F1 = 0 or 1, . . . , Fn = 0
or 1},

3. Compute the value of fitness of each chromosome Cj using equation 8,
4. Based on fitness values computed in the previous step, and certain selection

method (for instance Roulette wheel selection), select chromosome as parent
candidates,

5. Check the termination condition, if the condition is false, then do step (6);
otherwise STOP.

6. Crossover the parent by considering the value of pc, to yield new chromo-
somes (offspring) as many as the population size for the next generation, go
to steps (3) - (5).

Note that the termination condition could be either the determined number of
generations (iterations) or some determined value of threshold as an indicator
of its convergence.

4 Conclusion

In accordance to the way the algorithm find the best combination, HE algorithm
is only relevant to be compared with ES, BE and OSE algorithms. The following
are some remarks about that comparison.

– As the name implies, ES algorithm finds the best combination of the com-
piler’s optimization options by exhaustively checking all possible ones.

– The result of BE algorithm is an optimal combination of the compiler’s
optimization options obtained by removing optimization option with the
most negative RIP iteratively.

– OSE algorithm build the combination of compiler optimization options start-
ing from the set with single default optimization combination, then itera-
tively the set is updated by performing the union operation.

– HE algorithm finds the optimal solution (combination of compiler’s opti-
mization options) starting from the initial population contains a number of
combinations of compiler’s optimization options which were initially chosen
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in random manner. Then, each chromosomes (representation of combina-
tions) in the population were evaluated using fitness function to determine
fitter chromosomes to be chosen for the next generation. This process was
performed iteratively until some determined condition satisfied, and the best
combination is obtained.
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Abstract. The development of location-based services has brought not only 
conveniences to users’ daily life but also great concerns about users’ location 
privacy. Thus, privacy aware query processing that handles cloaked regions has 
become an important part in preserving user privacy. However, the state-of-the-
art private query processors only focus on handling rectangular cloaked regions, 
while lacking an efficient and scalable algorithm for other complicated cloaked 
region shapes, such as polygon and circle. Motivated by that issue, we introduce 
a new location privacy aware nearest-neighbor query processor that provides ef-
ficient processing of complicated polygonal and circular cloaked regions, by 
proposing the Vertices Reduction Paradigm and the Group Execution Agent. In 
the Vertices Reduction Paradigm, we also provide a new tuning parameter to 
achieve trade-off between answer optimality and system scalability. Finally, 
experimental results show that our new query processing algorithm outperforms 
previous works in terms of both processing time and system scalability. 

Keywords: Location-based service, database security and integrity, user  
privacy, nearest-neighbor query, complicated cloaked region, group execution.  

1 Introduction 

To preserve the LBS user’s location privacy, the most trivial method is to remove the 
direct private information such as identity (e.g., SSID). However, other private infor-
mation, such as position and time, can also be used to violate the user’s location pri-
vacy [3]. In preventing that, the researchers have introduced the Location Anonymizer 
[3]. It acts as a middle layer between the user and the LBS Provider to reduce the 
location information quality in the LBS request. The quality reduction is performed 
by the obfuscation algorithm which transforms the location to be more general (i.e., 
from a point to a set of points [9], a rectilinear region [10-15], or a circular region [6], 
etc.). The request is then sent to the LBS Provider to process without the provider 
knowing the user’s exact location. Due to the reduction in location quality, the LBS 
Provider returns the result as a candidate set that contains the exact answer. Later, this 
candidate set can be filtered by the Location Anonymizer to receive the request’s 
exact answer for the LBS user. Consequently, to be able to process those requests, the 
LBS Provider’s Query Processor must deal with the cloaked region rather than the 
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exact location. In this paper, we propose a new Privacy Aware Nearest-Neighbor 
(NN) Query Processor that extends Casper* [8]. Our Query Processor can be embed-
ded inside the untrusted location-based database server [8], or plugged into an un-
trusted application middleware [3]. The Privacy Aware Query Processor is completely 
independent of the location-based database server in the LBS Provider and underlying 
obfuscation algorithms in the Location Anonymizer. Moreover, it also supports vari-
ous cloaked region shapes, which allows more than one single obfuscation algorithm 
to be employed in the Location Anonymizer [3]. In addition, we introduce a new tun-
ing parameter to achieve trade-off between candidate set size and query processing 
time. Finally, we propose an additional component for the Location Anonymizer, the 
Group Execution Agent, to strongly enhance the whole system’s scalability. Our con-
tributions in this paper can be summarized as follows: 

• We introduce a new Privacy Aware NN Query Processor. With its Vertices Reduc-
tion Paradigm (VRP), complicated polygonal and circular cloaked regions are han-
dled efficiently. In addition, the performance can be tuned through a new parame-
ter to achieve trade-off between candidate set size and query processing time. 

• We propose an addition component for the Location Anonymizer, the Group Ex-
ecution Agent (GEA), to strongly enhance the whole system’s scalability. 

• We provide experimental evidence that our Privacy Aware Query Processor out-
performs previous ones in terms of both processing time and system scalability. 

The rest of the paper is organized as follows. In section 2 and 3, we highlight the re-
lated works and briefly review the Casper* Privacy Aware Query Processor. The 
proposed Vertices Reduction Paradigm and Group Execution Agent are discussed in 
section 4 and 5 respectively. Then we present our extensive experimental evaluations 
in section 6. Lastly, section 7 will finalize the paper with conclusion and future works. 

2 Related Works 

In general, Privacy Aware Spatial Data are classified into Public Data (exact location, 
public object such as Point-Of-Interest or public forces’ (police officers) location) and 
Private Data (cloaked region). Based on that classification, a Privacy Aware Query 
Processor must have the ability to process four types of query [8], includes one exact 
query type (exact traditional spatial query) and three privacy aware ones: (1) Private 
Query over Public Data, e.g., “Where’s the nearest restaurant?”, in which the user’s 
location is a private object while the restaurant’s (answer) is public, (2) Public Query 
over Private Data, i.e., “Who have been around this car during 6AM to 8AM?”, the 
user is a policeman whose location is a public object, he is looking for suspects whose 
locations are private objects, (3) Private Query over Private Data, e.g., “Where’s my 
nearest friends?”, the user is asking for their nearest friends in friends finder service, 
in which both locations are private objects. Recently, Duckham et al. have proposed 
an obfuscation algorithm [9] that transforms an exact user location to a set of points in 
a road network based on the concepts of inaccuracy and imprecision. They also pro-
vide a NN query processing algorithm. The idea is that the user will first send the 
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whole set of points to the server, the server will send back a candidate set of NNs. 
Based on that candidate set, the user can either choose to reveal more information in 
the next request for more accurate result or terminate the process if satisfied with the 
candidate set of NNs. The other works in [4-5] respectively propose algorithms to 
deal with circular and rectilinear cloaked region, those works find the minimal set of 
NNs. In a different approach, Casper* only computes a superset of the minimal set of 
NNs that contains the exact NN, in order to achieve trade-off between query 
processing time and candidate set size for system scalability [8]. In addition, Casper* 
also supports two more query types: Private and Public Query over Private Data.  

Among previous works, only Casper* supports Query over Private Data, while the 
others either only support Query over Public Data [9] or lack the trade-off for system 
scalability [4-5]. However, Casper* is only efficient in dealing with rectangular re-
gions. While it can handle polygonal cloaked regions, the application into these cases 
needs evaluations and modifications. Moreover, in case of systems like OPM [3], the 
Query Processor must have the ability to deal with various kinds of cloaked region 
because the system supports more than one single obfuscation algorithm. Motivated 
by those problems, our proposed Privacy Aware NN Query Processor offers the abili-
ty to efficiently handle complicated polygonal and circular cloaked regions with its 
Vertices Reduction Paradigm and a new tuning parameter for system scalability. Fur-
thermore, we provide an addition component for the Location Anonymizer, the Group 
Execution Agent, to strongly enhance the whole system’s scalability. 

3 The Casper* Privacy Aware Query Processor 

In this section, let us briefly review the Casper* algorithm, start with its terms and 
notations. For each vertex vi of the cloaked region A, its NN is called a filter, denoted 
as ti if that NN is a public object (public NN) (Fig. 1b, t1, t2 of v1, v2). In case the NN is 
private, it is denoted as Ati. A private object is considered as private NN if it has the 
minimum distance from its cloaked region's furthest corner to vi (Fig. 1d, At1). The 
distance between a vertex and its filter is denoted as dist(vi, ti) (public NN) or min-
max-dist(vi, Ati) (private NN). For each edge eij formed by adjacent vertices vi, vj, a 
split-point sij is the intersection point of eij and the perpendicular bisector of the line 
segment titj (Fig. 1b, s12). For the purpose of the Casper* NN algorithm [8], given a 
cloaked region A, it is to find all the NNs of all the points (1) inside A and (2) on its 
edges. The algorithm can be outlined in the three following steps below.  

 

Fig. 1. The Casper* Algorithm 
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• STEP 1 (Filter Selection): We find the filters for all of cloaked region A’s vertices.  
• STEP 2 (Range Selection): For each edge eij of cloaked region A, by comparing vi, 

vj’s filters ti and tj, we consider four possibilities to find candidate NNs and range 
searches that contain the candidate NNs. 
─ Trivial Edge Condition: If ti = tj (Fig. 1a, t1 = t2), ti (tj) is the NN to all the 

points on eij, so we add ti (tj) into the candidate set. 
─ Trivial Split-Point Condition: In this case, ti ≠ tj, but split-point sij of eij takes ti, 

tj as its NNs (Fig. 1b). This means ti and tj are the NNs to the all points on visij 
and sijvj respectively. So we add ti, tj into the candidate set. 

─ Recursive Refinement Condition: If two conditions above fail, we will consider 
to split the edge eij into visij and sijvj, then we apply STEP 2 to them recursively. 
A parameter refine is used to control the recursive calls for each edge, it can be 
adjusted between 0 and ∞ initially in the system. For each recursive call, refine 
will be decreased by 1, and when it reaches 0, we will stop processing that edge. 
In this case, refine > 0, we decrease it by 1 and process visij and sijvj recursively. 

─ Stopping Criterion Condition: When refine reaches 0, we add the circle cen-
tered at sij of a radius dist(sij, ti) as a range query into the range queries set R and 
stop processing current edge (Fig. 1c). 

• STEP 3 (Range Search): we execute all the range queries in R, and add the objects 
into the candidate set. As a result, the candidate set contains NNs for all the points 
(1) inside cloaked region A and (2) on its edges. After that, the candidate set will 
be sent back to the Location Anonymizer to filter the exact NN for the user. 

In Query over Private Data, STEP 2 is similar to Query over Public Data, with some 
modifications. Instead of adding Ati directly into the candidate set, we will have to 
add a circle centered at vi of a radius min-max-dist(vi, Ati) as a range query into the 
range queries set R  (Fig. 1d). The same behavior is applied to vj and sij of edge eij. 

4 Vertices Reduction Paradigm 

Although Casper* can deal with polygonal cloaked region A that has n vertices (n-
gon), its runtime significantly depends on A’s number of vertices (STEP 1) and edges 
(STEP 2). As shown in Fig. 2a’s formula 1 and 2, to process an n-gon, Casper* suf-
fers from two aspects. (1) The processing time of STEP 1 increases because it has to 
find more filters (4Qt4 ≤ nQtn). Besides, the calculation for min-max-dist(vi, Ati) also 
increase the range query runtime for the n-gon (Qt4 ≤ Qtn). (2) The processing time of 
STEP 2 increases as it has to process more edges (4(2refine - 1)Qt4 ≤ n(2refine - 1)Qtn). 

To ease that problem, we introduce the Vertices Reduction Paradigm (VRP), in 
which we simplify the polygon so that it has as less vertices as possible before 
processing it with the Casper* algorithm. For that purpose, the Ramer–Douglas–
Peucker (RDP) [1] algorithm is employed. For each private object (n-gon) in the da-
tabase, we maintain a vertices reduced version (VRV, m-gon, m < n) of that private 
object. The VRV is generated by the RDP algorithm and it will be stored inside the 
database until invalidated. For NN query processing, we use the VRVs instead of 
original ones to reduce processing time (m ≤ n and Qtm ≤ Qtn, as depicted in formula 3 
of Fig. 2a). 
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The purpose of the RDP [1] algorithm, given an n-gon (ABCDEFGHIJ in Fig. 2b), 
is to find a subset of fewer vertices from the n-gon’s list of vertices. That subset of 
vertices forms an m-gon that is simpler but similar to the original n-gon (m < n). The 
inputs are the n-gon’s list of vertices and the distance dimension ε > 0. First, we find 
the vertex that is furthest from the line segment with the first and last vertices as end 
points. If that furthest vertex is closer than ε to the line segment, any other vertices 
can be discarded. Otherwise, given the index of that vertex, we divide the list of ver-
tices into two: [1..index] and [index..end]. The two lists are then processed with the 
algorithm recursively. The output is an m-gon’s list of vertices (Fig. 2b, ACFJ). 

In next subsections, we will discuss two different approaches to utilize the VRVs. 
The first one is to use the VRV directly. The second one, which is better than the first, 
is to use the bounding polygon of the VRV. In both approaches, the RDP algorithm’s 
overhead in computing the VRVs is insignificant compared to the total processing 
time of the query. As depicted in Fig. 2b, the dotted polygon ABCDEFGHIJ is the 
original n-gon while ACFJ and KLMN is the m-gon of the first and second approach 
respectively. For a circular region, the VRV is its bounding polygon (Fig. 2c, 
ABDEF) and we use the distance from another vertex to its center plus the radius as 
min-max-dist of it and that vertex in private NN search (SC+r in Fig. 2c). 

 

Fig. 2. The Vertices Reduction Paradigm 

4.1 The Direct Vertices Reduction Paradigm Approach 

In this approach, by using the m-gons as the cloaked regions of the query and the 
private objects, we reduce the query processing time in STEP 1 and STEP 2 of the 
Casper* algorithm (Fig. 2a, formula 3). However, since we use an approximate ver-
sion of the original cloaked region, we need some modifications in STEP 2 to search 
for NNs of the parts of n-gon that are outside the m-gon (e.g., ABC in Fig. 2b). During 
the RDP’s recursive divisions, for each simplified edge, we maintain the distance of 
the furthest vertex that is not inside the m-gon (A, B, E and H in Fig. 2b). The list’s 
size is exactly m. We denote those distances as d (Fig. 2b, distance from H to FJ). The 
modifications make use of the distance d and only apply to the simplified edges that 
the discarded vertices are not all inside the m-gon, e.g. AC, CF and FJ in Fig. 2b.  
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• Modifications for Query over Public Data 
─ Trivial Edge and Split-Point Condition: using the corresponding distance d 

maintained above, we add two range queries centered at vi, vj of radii dist(vi, ti) 
+ d, dist(vj, tj) + d into the range queries set R (Fig. 3a). For Trivial Split-Point 
Condition, we add one more range query centered at sij of a radius dist(sij, ti) + d  
into R. As shown in Fig. 3c, the NN E’ of any point H on BC (C is a discarded 
vertex outside the m-gon) must be inside the hatched circle centered at H of ra-
dius HE (HE’ ≤ HE), which is always inside the two bold circles created by the 
enlarged (+d) range queries. It is also the same for any points in ABC. 

─ Stopping Criterion Condition: similarly, we increase the range query’s radius 
by d to ensure including the NNs of the outside parts of the original n-gon. 

• Modifications for Query over Private Data: because the private objects are also 
simplified, we will increase the search radius by d + ε for not missing them as 
candidate NNs (depicted in Fig. 3b, the range query (+d+ ε) reaches the simplified 
edge AB of another private object while the range query (+d) does not). 

 

Fig. 3. Modifications in Vertices Reduction Paradigm 

4.2 The Bounding Vertices Reduction Paradigm Approach 

One characteristic of the m-gon generated by the RDP algorithm is that it may not 
contain the original n-gon. In this approach, we want to ensure the m-gon contains the 
original one. During the RDP’s recursive divisions, for each simplified edge (m 
edges), we maintain the furthest vertex that is not inside the m-gon (A, B, E and H in 
Fig. 2b). After that, we calculate the m lines that are parallel to the respective edges of 
the m-gon and through the respective furthest vertices in the list (e.g., KL, LM, MN 
and NK in Fig. 2b). The intersection of those lines forms a new m-gon that contains 
the original n-gon inside it (Fig. 2b’s KLMN). Therefore, the candidate set of the sim-
plified m-gon is a superset of the original n-gon without directly modifying Casper*. 

Although the first approach reduces the query processing time much, it suffers from 
the moderate increase of the candidate set size. Differently, the second approach achieves 
both better candidate set size and query processing time than the first one. Firstly, we can 
add the filters directly into the candidate set without the risk of missing the exact NN 
because the m-gon contains the original n-gon (no outside parts). Secondly, although the 
range query’s radius is indirectly enlarged through the enlargement of the original n-gons 
to the bounding m-gons, it is kept minimum (+d+d, an indirect +d of the cloaked region 
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and another +d of the private object). Thus the number of results for each range query is 
also reduced. Furthermore, the reduction in number of range queries also leads to a slight 
reduction of processing time. 

4.3 The Distance Dimension ε as VRP Tuning Parameter 

The Total Processing Time (T) of a query consists of three components. (1) The Query 
Processing Time (TQ), which is for the Query Processor to compute the candidate set. 
(2) The Data Transmission Time (TX) which is for the candidate set to be transmitted to 
the Location Anonymizer for NNs filtration. (3) The Answers Filtration Time (TF) 
which is for the candidate set to be filtered for exact NN of the query request. TQ is mo-
notonically decreasing with the decrease of number of vertices, while TX and TF are 
monotonically decreasing with the decrease of candidate set size. Thus, we can utilize 
the distance dimension ε as a tuning parameter for VRP since it affects the number of 
vertices in the VRV and the search radius of range queries in the range query set R. We 
will consider 2 cases in respect to the ε value: (1) TQ > TX+TF. Initially, the ε is too 
small that query processing takes too much time. To resolve this, we must increase ε. (2) 
TQ < TX+TF. This indicates the candidate set size is too large that (TX+TF) is longer than 
TQ. We have to decrease ε. Thus, in order to find an optimal value of ε for the best T, we 
increase ε until it reaches the optimal point O (Fig. 4a). 

 

Fig. 4. System Scalability 

5 Group Execution Agent 

As shown in Fig. 5, there are many queries with adjacent and overlapped regions at a 
time (the dotted regions), or even better, a query’s region is contained inside anoth-
er’s. Obviously, such queries share a part of or the whole candidate set. To take  
advantage of that, we propose the Group Execution (GE) algorithm for the Location 
Anonymizer’s additional component, the Group Execution Agent (GEA). The GEA  
will group as many queries as possible for one query execution before sending them 
to the Query Processor (N queries into K query groups, K ≤ N, i.e., 9 queries to 3 
groups in Fig. 5, the bold G1,2,3 are used as cloaked regions in NN queries).  

 

Fig. 5. Group Execution 
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Algorithm. Group Execution 
function GroupExecution(list of query regions, system-defined maxA) 
while true and list size > 1 do 
 for each region ri, find another region rj that has least enlargement if ri is 

grouped with rj, the new region’s area a ≤ maxA, and add into list(ri,rj,a) 
 break if list(ri,rj,a) is empty 
 sort list(ri,rj,a) by a ascending 
 for each ri in list(ri,rj,a) 
  if ri already grouped in this loop 
   if rj already grouped in this loop continue 
   else groupedRegions = groupedRegions U {rj} 
  else groupedRegions = groupedRegions U GroupedRegionOf(ri, rj) 
 regions = groupedRegions 
return regions (maximum number of regions grouped, minimum area each group) 

The algorithm is outlined in the pseudo code above. Its purpose, given a list of 
query regions (of size N) and a parameter maxA, is to group the regions in the list into 
K grouped regions (K ≤ N) of which areas are smaller than maxA. Then the queries are 
also put into query groups accordingly. The grouped regions are used as the cloaked 
regions of those query groups in NN query processing. The query group’s candidate 
set is a superset of the candidate set of the queries in the group, so the GEA does not 
miss any exact NN of those queries. The system benefits from the GEA as shown in 
Fig. 4b. (1) The query processing time for each query group is the same as a single 
query (TQ) because we only execute the query group once with the grouped region as 
input. Thus, the sum of all queries’ processing time decreases (KTQ ≤ NTQ). This also 
leads to the decrease of average query processing time. (2) The query group’s candi-
date set size increases because it is a superset of the candidate set of those queries in 
the group, but the average transmission time decreases as we only transmit the com-
mon candidates once (as KT’X ≤ NTX). The average filtration time increases (T’F ≥ TF), 
but it is minor in comparison to the benefits above. Furthermore, for optimization, the 
algorithm’s input list must satisfies two conditions: (1) the list’s regions are adjacent 
to each other for easier grouping, (2) the list size is small enough to avoid scalability 
problem because the algorithm’s complexity is O(n2). To find those suitable lists, we 
maintain an R*-Tree [2] in the Location Anonymizer. When a query is sent to the 
Anonymizer, its cloaked region is indexed by the R*-Tree. By finding the R*-Tree’s 
nodes of which the directory rectangle’s area are smaller than a predefined area value 
kmaxA, we will get the suitable lists from those nodes’ regions. In Fig. 5, we find two 
suitable lists from the nodes D2 and D3’s regions (D1’s area > kmaxA). Later, the algo-
rithm returns grouped regions G1, G2 and G3, which reduces the number of queries 
from 9 to 3. In fact, the GEA’s speedup is dependent of how much overlapped the 
regions are. The worst case could be that we cannot group any query but still have  
the overhead of the R*-Tree and the GE algorithm. However, in most cases, when the 
number of queries is large enough, the GEA does strongly reduce the system’s  
average query processing and transmission time and improve the system scalability. 
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6 Experimental Evaluations 

We evaluate both two VRP approaches and the GE algorithm for the Private Query 
over Public and Private Data. The algorithms are evaluated with respect to the tuning 
parameter ε. For all two types of private query, we compare our algorithms with the 
Casper*, the performance evaluations are in terms of total processing time and candi-
date set size. We conduct all experiments with 100K private data and 200K public 
data. The polygonal cloaked regions are generated by Bob-Tree [14-15], and the cir-
cular ones are generated by the works in [6]. The polygonal cloaked regions’ number 
of vertices range from 20 to 30, while the value of ε is varied in the range of 10% to 
50% of the Bob-Tree’s grid edge size. For GEA, the number of queries is 10K and the 
parameter maxA and kmaxA are 30 and 100 times of the above grid’s area respectively. 

The charts in Fig. 6 show our experimental results. As shown in the processing 
time charts, the VRPs perform significant improvements compared to Casper*. When 
ε increases, the processing time of VRPs and GEA decrease while Casper*’s remains 
constant. Because the larger the ε value is, the larger reduction we can achieve, leads 
to the larger reduction in query processing time, especially in Private Query over 
Private Data. At the largest ε (50%), the VRPs reduce the total processing time by 
98% for Private Query over Private Data (Fig. 6b) with the standard variation at only 
92ms (10% of average total processing time). However, the candidate set size in-
creases moderately (Direct VRP) and slightly (Bounding VRP). Lastly, with the addi-
tional component GEA, the total processing time and candidate set size are reduced at 
best (ε = 50%) by 66% and 33% respectively in comparison to Bounding VRP, the 
best VRP approach. This helps ease the increase in candidate set size of VRP. 

 

Fig. 6. Experimental Evaluations 
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7 Conclusion and Future Works 

In this paper, we introduce a new Privacy Aware Query Processor that extends Cas-
per*. With the new Query Processor’s Vertices Reduction Paradigm and its tuning 
parameter ε, complicated polygonal [12-15] and circular [6] cloaked regions are han-
dled efficiently. The main idea is that we employ the Ramer–Douglas–Peucker algo-
rithm to simplify the region’s polygon before processing it. Furthermore, we propose 
the Group Execution Agent to strongly enhance the system scalability. Experimental 
results show that our works outperform Casper* in dealing with such kinds of region 
above. For future, we will consider supporting k nearest-neighbor query, continuous 
query [7-8] and trajectory privacy [16] in our Privacy Aware Query Processor. 
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Abstract. Although many techniques have been proposed to deal with location 
privacy problem, which is one of popular research issues in location based ser-
vices, some limitations still remain and hence they cannot be applied to the real 
world. One of the most typical proposed techniques is obfuscation that pre-
serves location privacy by degrading the quality of user’s location information. 
But the less exact information, the more secure and the less effective services 
can be supported. Thus the goal of obfuscated techniques is balancing between 
privacy and quality of services. However, most of obfuscated techniques are se-
parated from database level, leading to other security and performance issues. 
In this paper, we introduce a new approach to protect location privacy at data-
base level, called Semantic Bob-tree, an index structure that is based on Bdual-
tree and Bob-tree and contains semantic aware information in its nodes. It can 
achieve high level of privacy and keep up the quality of services. 

Keywords: Privacy, Security, Location based services, Obfuscation. 

1 Introduction 

Location Based Service (LBS) is a concept that denotes applications supplying utili-
ties to users by using their geographic location (i.e., spatial coordinates) [9]. In recent 
years, with the development of technologies including mobile devices, modern posi-
tioning techniques such as Global Positioning System (GPS), internet (like wireless, 
3G), Location Based Services have become more and more popular and have brought 
many utilities for human life. 

However, when using these applications, the users will be asked to send their sen-
sitive information to the service provider, such as location, identity, name, etc. Re-
vealing this information may cause some dangerous. The attackers may know the 
personal information that the users want to keep secret, such as true position at current 
time, or the daily schedule. Therefore, privacy in LBS is a serious problem and a lot 
of research has been done in this field. Note that the more accurate information is, the 
more easily the privacy is revealed. Therefore the main problem is that how to bal-
ance between the quality of services and the privacy. 

To solve this privacy-preserving problem, many techniques are suggested, such as 
k-anonymity based approaches [8, 17, 18], policy based approaches [14], etc. Among 
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them, the most popular one is the obfuscation-based approach. The general idea of 
this technique is to degrade the quality of user’s location information but still allow 
them to use services with acceptable quality [1, 4]. However, this technique has some 
limitations. Most of the algorithms that belong to the obfuscation techniques are geo-
metry-based. They do not consider the geographic feature inside the obfuscated re-
gion. Based on the knowledge about the geography of the region, the adversary can 
increase the probability of inferring the exact user’s location [3]. Another limitation is 
that these algorithms are separated from the database level. This makes the algorithms 
go through two phases: First, retrieving the accurate location of user at the database 
level, and then obfuscating this information at the algorithm level. So the time cost is 
increased and security is harder to obtain [6, 7, 12, 13]. 

Motivated by these issues, we will propose a new semantic-aware obfuscation 
technique, called Semantic Bob-tree, where semantic of regions are taken into each 
user’s account. This technique is embedded into a geo-database in order to reduce the 
overall cost. 

The rest of the paper is organized as follows. We review related work in section 2. 
Next, in section 3, we propose a new idea for obfuscation, called Semantic Bob-tree. 
Following them, the evaluation is discussed in section 4 before we make our conclu-
sion and future work in section 5. 

2 Related Work 

2.1 Location Obfuscation 

There are many approaches to location privacy problem. Among the most popular 
techniques to protect user’s location, the obfuscation gained much interest [1, 2, 10, 
19]. Location obfuscation is the process of degrading the quality of information about 
a person’s location, with the aim of protecting that person’s location privacy [1, 4]. In 
[1, 11], the authors propose obfuscation techniques by enlarging, shifting, and reduc-
ing the area containing real user’s location.  

However, these obfuscation techniques just deal with geometry of the obfuscated 
region, not concern about what are included inside. The adversary with geographical 
knowledge may infer sensitive location information from obfuscated location generat-
ed by geometric based techniques. For example, if an adversary knows that a person 
is in a region just contains a hospital and a lake. But that person cannot be in the lake 
(assume no one can be in the lake), so the adversary may easily infer that he/she is in 
the hospital. We call this privacy attack as spatial knowledge attack.  

2.2 Semantic-Aware Obfuscation 

Because geometry-based techniques cannot protect location privacy if the adversary 
has geographical knowledge about obfuscated region, the semantic-aware obfuscation 
technique has been proposed in [3]. This technique considers sensitive feature types 
inside the obfuscated region. However, this technique does not concern about how big 
the area of the obfuscated region is. In some LBS applications, the requirement is that 
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the area of the obfuscated region must be big enough to protect user’s location priva-
cy and must be small enough to ensure the quality of services.  

2.3 Bob-Tree 

Bob-tree [6, 7, 12] is based on Bdual-tree [5] and contains geographic-aware informa-
tion on its node. The process of calculating the obfuscated region can be done in only 
one phase: traversing the index structure to retrieve the appropriate obfuscated region 
that contains user’s location. This one-phase process can reduce the processing time. 
However, in this approach, the region is divided into just two geographic features: 
approachable and unapproachable parts. The criteria of this division are completely 
based on geographic features. For example the lakes, the mountains are unapproacha-
ble parts, while the parks, the schools are approachable parts. But the user may need 
more semantic for his/her particular case, such as if the user is a common citizen, the 
military zone may be unapproachable, but if the user is a soldier, it is an approachable 
part. In the other words, the adversary may infer sensitive location information by 
using information about user and geographical knowledge. Moreover, a region can be 
sensitive for someone but non sensitive for another, or a place is in high sensitivity for 
someone but is in low sensitivity for another. 

Motivated by this, we combine two ideas of semantic aware obfuscation and Bob-
tree to make use of their advantages, concerning both the area of the region and the 
geographic feature inside the regions with more semantic for the users. 

3 Semantic Bob-Tree 

Much of the research has been done in spatial obfuscation [1, 2, 10, 19], but all of 
these obfuscation techniques just deal with the geometry of the obfuscated regions. In 
other words, these obfuscation techniques concern only the area of the regions, but do 
not care about the geographic feature inside the obfuscated regions. Besides, each 
semantic obfuscation techniques has its disadvantage, technique in [3] does not con-
cern the area; Bob-tree has not enough semantic information attached for various ex-
pectation of different users. So, in this work, we propose a new semantic-aware ob-
fuscation technique which concerns both the area of the regions and the geographic 
features inside the regions. This new technique not only ensures the same quality of 
service as others in [1] (because the obfuscated regions produced by these techniques 
have the same area), but also has higher user’s location privacy. 

3.1 Concepts 

In our proposed technique, the regions are divided into three geographic features: 
sensitive, non-sensitive and unreachable. A place is sensitive when the user does not 
want to reveal to be in that area. A place is unreachable when the user because of 
various reasons, cannot enter in. Otherwise a place is non-sensitive. Like Bob-tree, the 
requirement is that the obfuscated regions generated by this technique contain only 
reachable places, and satisfied the privacy of each user’s expectation. Next is some 
concepts proposed in [3] which be used in our new technique. 
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Sensitive Level. Sensitive level defines the degree of sensitivity of a region for a user. 
It depends on the extent and nature of the objects located in the region as well as the 
privacy concerns of the user. It means that if a user is a doctor, a hospital where 
he/she works in not has a high sensitive level. But for another one, hospital has a high 
sensitive level because he/she wants to keep the health status to be secret. Sensitive 
level is in the range [0, 1]. Value 0 means that region is not sensitive or unreachable, 
we can publish the location of user is that region while value 1 means that region has 
the highest sensitivity and we have to hide that location.  

Sensitive Threshold Value. The sensitive threshold value quantifies the maximum 
acceptable sensitivity of a location for the user. Its value ranges in [0, 1]. Value 1 
means that the user does not care of location privacy, everyone can know his/her true 
position. Value is closer to 0 means higher degree of location privacy that user wants. 
A region r is location privacy preserving when its sensitive level is equal or smaller 
than the threshold value.  

Feature Type. Any place belongs to a unique feature type. Users can specify the 
feature type that they consider sensitive, non sensitive and unreachable. A feature 
type is sensitive when it denotes a set of sensitive places. For example if hospital is a 
sensitive feature type, then Hospital A, an instance of Hospital, is a sensitive place. 
Instead a feature type is unreachable when it denotes a set of places which for various 
reasons, the user cannot enter in it. For example, the feature type Military Zone may 
be unreachable if the user is a common citizen. Otherwise, a place is non sensitive. 
The score of a feature type ft, score(ft), is used to specify how much sensitive ft is for 
the user. It is in the range [0, 1] and has the same meaning with sensitive level. 

Privacy Profile. Users specify which feature types they consider sensitive and score 
of the sensitivity as well as the threshold value in a privacy profile. Every user has a 
particular privacy profile (or a group of users has one profile). We use this privacy 
profile to compute obfuscated regions that satisfy the privacy users expected. 

Computation of Sensitivity Level. The sensitivity level (SL) of a region r, written by 
SLReg(r) is defined in [3]. It is the sum of ratios of weighted sensitive area to the rele-
vant area in the region. The weighted sensitive area is the surface in r occupied by 
sensitive feature weighted with respect to the sensitivity score of each feature type. 
The relevant area (AreaRel(r)) of r is the portion of the region not occupied by un-
reachable feature. In the other words, the sensitivity level of a region r is defined by: 

SLReg(r) = Σ Score(ftsens) * (AreaFea (r, ftsens) / AreaRel(r)), where: AreaRel(r) = Area(r)  
– Σ AreaFea (r, ftUnReach)  (1) 

If r only contain unreachable features, we define SLReg(r) = 0. 
For example, consider a region r which area is 350 (Area(r) = 350). The score of 

each feature type and its area in r are as figure 1.  
We have: Area (r, ft1) = 50, Area (r, ft2) = 100, Area (r, ft3) = 200, Area (r, ft4) = 0. 

Apply the formula (1), the sensitive level of region r in figure 1 is: 
AreaRel(r)  = 100 + 200 + 0 = 300. 

 SLReg(r) = 0.9*100/300 + 0.5*200/300 = 0.633 
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Fig. 1. Example of Computation of Sesitive level 

Note that, the sensitive level of a region is less or equal to any sub region in it. For 
more details and proofs, please refer to [3]. It means that when we merge a region 
with another region, the sensitive level of the result region is always less or equal to 
the starting regions. 

3.2 Index Structure 

The structure of the Semantic Bob-tree is based on B+-tree which indexes one-
dimensional values. Similar to Bdual-tree [5] and Bob-tree [6, 7, 12], let o be a moving 
point with a reference timestamp o.tref, coordinates o[1], o[2],…,o[d], and velocities 
o.v[1], o.v[2],…,o.v[d], its dual is a 2d-dimensional vector as follows expression: 

odual = (o[1] (Tref),…, o[d] (Tref), o.v[1],…, o.v[d]), where o[i](Tref) is the i-th coordi-
nate of o at time Tref and is given by: o[i] (Tref) = o[i] + o.v[i] * (Tref – o.tref) (2) 

First, we apply the Hilbert curve to transform n-dimensional points to one-
dimensional values. And then index these values into the structure of Semantic Bob-
tree like that of B+-tree. However, each node of the tree has more information to as-
sure semantic-aware privacy preserving. Beside area of reachable regions correspond-
ing to the Hilbert range like Bob-tree, its internal nodes (excluding the leaves) must 
contains the sensitive level of these regions. 

 

Fig. 2. Semantic Bob-tree index structure 
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Figure 2 illustrates the structure of the Semantic Bob-tree. Each internal node has 
the form <P1, SL1, K1, P2, SL2, K2, … , Pq-1, SLq-1, Kq-1, Pq, SLq-1> where Pi is the tree 
pointer, SLi is pointer to an array contains Si: the area of the reachable region asso-
ciated with Hilbert interval [Ki-1, Ki] and sensitive level (SLi) of that region for each 
user (the number of element in this array is equal to number of users) and Ki is the 
search key value. Note that area of reachable regions S is also the relevant area con-
cept in computation of sensitive level mentioned in equation (1). 

Each leaf node has the form <<K1, Pr1>, <K2, Pr2>, … , <Kq-1, Prq-1>, Pnext > where 
Pri is data pointer and Pnext points to the next leaf node of the Semantic Bob-tree. 

The sensitive level of a region associated with each internal node (SLi) will be  
calculated by applying the equation (1). The area of a region associated with each inter-
nal node (Si) can be calculated by multiplying the total number of cells of each internal 
node with the area of the projection of each cell into coordinate space [6, 7, 12]. 

Figure 3 is a simple example of Semantic Bob-tree structure with just one user. 

 

Fig. 3. An example of Semantic Bob-tree with one user 

The area of an obfuscated region associated with each internal node in a Semantic 
Bob-tree is smaller and sensitive level is greater when traversing from the root to the 
leaf nodes, while the accuracy of user position increases and vice versa. Based on this 
property, the search process can stop at some internal nodes close to the root if the 
user wants the very high location privacy. 

3.3 Search, Insert, Delete and Update Algorithms 

Algorithm: Search 
Input: a dual vector of a moving point odual, area of an 
obfuscated region S, sensitive thresh hold value θ. 
Output: the region that its area equal to S and has sen-
sitive level smaller than θ and contains a moving point 
with a dual vector odual. 
Transform odual into Hilbert value h 
while (n is not a leaf node) do 
      Search node n for an entry i such that Ki-1 < h <= Ki 
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   if θ >= SLi  then 
        if Si  = S then              
           return the region corresponding to the Hilbert 
interval [Ki-1, Ki]. 
        else if S > Si  then 
           return ExtendCell (Ki-1, Ki, S). 
        else  // if S < Si  

              n  n.Pi     // the i-th tree pointer in node n 
    else 
        return no solution. 
search leaf node n for an entry (Ki, Pri) with h = Ki. 
if found then retrieve the user’s exact location. 
else the search value h is not in database. 

The algorithm ExtendCell (Ki, Kj, S) extends the region corresponding to the Hil-
bert interval [Ki, Kj] by adding more adjacent reachable cells until the area of the 
extended region equals to S. The sensitive level of the new region is equal or smaller 
than the old ones, thus it is still equal or smaller than the threshold value. This ensures 
that the obfuscated region generated by this technique has the same area as the geo-
metry-based techniques and achieves better location privacy protection, because its 
concerns about the semantic of all objects in the region. 

In this search algorithm, if the sensitive threshold value is small and the area S is 
big (e.g. user want the high degree of location privacy), the search process can stop at 
the internal node near the root node, we don’t have to traverse to the leaf node to find 
the exact user’s position as two phases techniques. Only in cases that users are willing 
to reveal their exact location, the search process must traverse to the leaf node.  

The insert, update and delete algorithm of Semantic Bob-tree are similar to those of 
B+-tree. However, we have to recalculate S and SL of the region associated with each 
internal node. Due to the space limitation, we do not present the details here. 

3.4 Simple Scenario 

The map will be divided into cells. Beside the Hilbert values, each cell also contains 
sensitive information for each user. The users specify the feature types, which feature 
types they consider sensitive, unreachable, the sensitive score of each feature type and 
the threshold value in a privacy profile at the first time they register in the LBS sys-
tem. They can update this profile later. Based on that information and users location, 
we generate and update Semantic Bob- tree for everyone can request the services. 

When the user wants to request services, he/she issues an authorization in form 
<idsp, iduser, ∆s> where idsp is the identity of the service provider, iduser is the user’s 
identity, and ∆s is the area of the reachable regions. The result returns to the service 
provider, if any, is a reachable region with has the area of ∆s, sensitive level of this 
region is equal or smaller than the threshold value and contains the user’s position. If 
no solution is found because of cannot satisfy both area and sensitive threshold value, 
user may input another suitable area or change information in the privacy profile. 
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Besides, it can be interacted with the LBS middleware in [16] and queries 
processing techniques in [15] to operate completely. 

4 Evaluation 

4.1 Privacy Analysis 

In [1], the authors have introduced the concept of relevance and accuracy degradation 
for location privacy measurement, as following:  

 λ = (Ai ∩ Af)
2 / (Ai . Af) (3) 

In above formula, Ai is the area of location measurement returned by sensing technol-
ogy based on cellular phones and Af is obfuscated area that satisfied user’s privacy. If 
the adversary may increase the value of λ from Af , the privacy is decreased. In our 
context, assume that the natural degradation due to the intrinsic measurement error 
(the relevance associated with Ai) is small and Ai is included in Af, so: 

 λ = Ai/Af  (4) 

Because the obfuscated area Af of our technique just contains reachable regions and 
cannot reduce to any small area, the accuracy degradation λ of Semantic Bob-tree is 
the same as equation (4). 

In the geometry-based techniques, because the adversary can remove the unreach-
able region in Af, we call the obfuscated area after the removing is Afg

 (Afg <= Af), so:   

 λg = Ai/Afg (5) 

Because Afg <= Af, from (4) and (5) we have λg >= λ, means that privacy of the Se-
mantic Bob-tree is higher than geometry-based techniques. 

Similarly, in Bob-tree, since the criteria of approachable and unapproachable parts 
division are completely based on geographic features, the adversary may reduce Af to 
Afb (Afb <= Af), by removing the unreachable regions because of other reasons except 
for geographic reasons (such as personal reasons). We have: 

 λb = Ai/Afb (6) 

Since Afb <= Af, from (4) and (6) we have λb >= λ, means that the privacy of the Se-
mantic Bob-tree is also higher than Bob-tree. 

4.2 Performance 

Intuitively, our new technique requires higher storage cost than Bob-tree because it has 
to store sensitive information for each user in each internal node. Each internal node 
of Semantic Bob-tree need more (16 bytes * number of users) to store area and sensi-
tive level information (assume we use long and double data type for S and SL). 
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In the experiment, both Bob-tree and Semantic Bob-tree is all implemented in Java. 
The user’s position, user’s privacy profiles are randomly generated. Figure 4 shows 
the insert, search, update and delete cost (in milisecond) of Bob-tree and Semantic Bob-
tree. We can see that the search time of two techniques is approximate. But the cost 
for inserting, updating and deleting items in Semantic Bob -tree climbs steadily with 
increasing number of users. 

 

 

Fig. 4. Insert, search, update and delete time 

5 Conclusion and Future Work 

In this work, we have introduced the Semantic Bob-tree, a new obfuscated technique 
for location privacy at database level. Theoretical analyses and discussions have 
shown that the newly proposed semantic-aware index structure can address the user 
location privacy more effectively than the Bob-tree [6, 7, 12], which is the first index 
structure for obfuscation at database level. It is more concretely, more flexible and 
higher privacy.  

In the future, we will intensively evaluate this technique using a variety of datasets 
to make a comparison with other techniques and optimize the index structure to in-
crease the performance. Quality of services is also a big problem to consider next. 
Another research direction is to estimate the area and sensitive level of regions into 
one value for easily computation.  
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Abstract. Modern mobile devices (e.g. laptops, mobile phones, etc.) equipped 
with input sensors open a convenient way to do authentication by using biome-
trics. However, if these devices are lost or stolen, the owners will confront a 
highly impacted threat: their stored biometric templates, either in raw or trans-
formed forms, can be extracted and used illegally by others. In this paper, we 
propose some concrete constructions of face-based authentication systems in 
which the stored templates are protected by applying a cryptographic technique 
called secure sketch. We also suggest a simple fusion method for combining 
these authentication techniques to improve the overall accuracy. Finally, we 
evaluate accuracy rates among these constructions and the fusion method with 
some existing datasets. 

Keywords: Secure sketch, Face authentication, Biometric template protection. 

1 Introduction 

Current mobile devices (laptops, mobile phones, etc.) are used not only for simple 
tasks like communicating or web browsing, but they can also be used to do more 
complex tasks such as learning and working. As a result, some sensitive information 
is stored on mobile devices for such tasks. To ensure the confidentiality of the person-
al information, usually an authentication process is implemented. Besides password-
based authentication, modern devices equipped with input sensors open a new way of 
doing authentication: biometric. Using biometric for user authentication actually has 
some advantages [1]. However, while passwords can be easily protected by storing 
only their one-way hash values, it is not easy to do so with biometric data. The prob-
lem lies in the noisy nature of biometric data, i.e. the biometric templates captured 
from the same person in different times will certainly be different. Hence, if we apply 
the one-way hash function to biometric data, we will unable to compare the distance 
between the stored data and the authentication data. 

In this paper, we propose one construction that offers face-based authentication and 
provides protection for stored biometric templates at the same time. We follow the 
concept of “secure sketch” proposed by Dodis et al. [2]. One property of secure 
sketch is that it allows reconstructing the original biometric template exactly when 
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provided another template that is closed enough to the first one. Because of that prop-
erty, we can protect the stored templates by using a one-way hash function on them. 

The remains of this paper are structured as follow: in section 2, we review some re-
lated works; in section 3, we present our construction technique of secure sketch on 3 
different face recognition algorithms; in section 4, our experiment results are reported 
and base on them we introduce a simple fusion method to improve the performance of 
our system; finally, in section 5, we conclude the paper with findings and directions 
for future researches. 

2 Related Works 

Using biometric for authentication is not new [3]. One perspective of this problem is 
how to reliably and efficiently recognize and verify the biometric features of people. 
This is an interesting topic for pattern recognition researchers. Another perspective of 
this problem is how to protect the stored templates and this is the focus of security 
researchers as well as this paper. 

There are many approaches to the problem of template protection for biometric da-
ta. One of which is the “secure sketch” proposed by Dodis et al. [2]. In its simplest 
form, the working of the secure sketch is described in Fig.1. 

 

Fig. 1. The working of the secure sketch 

There are 2 components of the secure sketch: the sketch (SS) and the recover (Rec). 
Given a secret template w, the SS component generates public information s and dis-
cards w. When given another template w’ that is closed enough to w, the Rec compo-
nent can recover the w exactly with the help of s. There are 3 properties of the secure 
sketch as described in [2]: 

1. s is a binary string {0, 1}*. 
2. w can be recovered if and only if |w – w’| ≤ δ (δ is a predefined threshold). 
3. The information about s does not disclose much about w. 

In our construction, only property 2 is guaranteed. Fortunately, we can easily trans-
form our sketch presentation into binary string to make it compatible with property 1. 
And although we do not prove property 3 in this paper, we do give a method to meas-
ure the reduction of the search space used to brute-force attack this system using pub-
lic information s. For these reasons, we still call our construction secure sketch. 

Our construction is implemented with biometric templates extracted from 3 face 
recognition methods: the Eigenfaces method proposed by Turk and Pentland [4], the 
2DPCA method proposed by Yang et al. [5], and the Local Binary Patterns Histo-
grams (LBPH) proposed by Ahonen et al.  [6]. We select more than one face  
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recognition method to experiment how generic our construction is when applied to 
different template formats. Another reason is we want to combine the results of these 
individual authentications to improve the overall resulted performance. 

To recover w exactly when given another w’ closed to it, some error correction 
techniques are needed. In fact, the public information s is used to correct w’, but it 
should not disclose too much about w. We follow the idea presented in [7] paper to 
design this error correction technique. Our technique can be applied on discrete do-
mains and it gives reasonable results when experimenting with the Eigenfaces, 
2DPCA, and LBPH face recognition methods. 

Individual biometric recognition systems can be fused together to improve the rec-
ognition performance. The fusion can be implemented at feature extraction level, 
score level, or decision level [8]. In this paper, based on the specific results obtained 
from the experiments with individual features (i.e. Eigenfaces, 2DPCA, and LBPH), 
we propose a simple fusion technique at the decision level, and in fact, it improves the 
overall performance significantly. 

3 Construction Methods 

3.1 Processing Stages 

The stages of our construction are summarized in Fig. 2. Firstly, the face feature is 
extracted. The formats of the extracted features depend on the face recognition me-
thods used. Secondly, a quantization process is applied to the features’ values in con-
tinuous domain to convert them into values in discrete domain. This stage is needed 
because discrete values allow exact recovery more easily than continuous values do. 
The quantized values play the role of w and w’ as described in previous section. The 
sketch generation stage produces s given w. And finally, the feature recovery stage 
tries to recover the original w given another input w’ and s. To validate whether the 
recovered feature matches with the original feature w, a one-way hash function can be 
applied to w and the result is stored. Then, the same hash function will be applied to 
the recovered feature and its result is compared with the stored value. 

 

Fig. 2. The stages of our construction 

3.2 Feature Extraction 

Eigenfaces 
Given a set of training face images, the Eigenfaces method finds a subspace that best 
represents them. This subspace’s coordinates are called eigenfaces because they are 



124 T.T. Dang, Q.C. Truong, and T.K. Dang 

eigenvectors of the covariance matrix of the original face images and they have the 
same size as the face images’. The detail of the calculating these eigenfaces was re-
ported in [4]. 

Once the eigenfaces are calculated, each image can be projected onto its space. If 
the number of eigenfaces is N, then each image in this space is presented by an N-
dimensional vector. 

2DPCA 
The 2DPCA [5] works similarly to the Eigenfaces. However, while the Eigenfaces 
treats each image as a vector, the 2DPCA treats them as matrixes. Then, the 2DPCA 
tries to find some projection unit vectors Xi such that the best results are obtained 
when the face matrixes are projected on them. 

In 2DPCA, the projection of a face matrix M on a vector Xi resulted in a trans-
formed vector Yi that has the number of elements equals to the rows of M. If a face 
matrix has R rows, and the number of projection vectors is P, then the transformed 
face matrix has a size of RP. In other words, each face image in the 2DPCA method is 
presented by an N-dimensional vector, in this case N = RP. 

Local Binary Patterns Histogram 
Local Binary Patterns (LBP), which was first introduced by Ojala et al. [9], is used for 
texture description of images. The LBP operator summarizes the local texture in an 
image by comparing each pixel with its neighbors. Later, Ahonen et al. proposed 
LBPH method for face recognition based on the LBP operator [6]. 

In this method, at first, a face image is converted to LBP image. Each pixel value is 
computed by its neighbor values. If the center pixel is greater or equal its neighbor 
value, then denote it with 1 and 0 otherwise. The surrounding pixels yield a binary 
number for a center pixel (Fig. 3). After that, the image is divided into small areas and 
histograms are calculated for each area. The feature vector is obtained by concatenat-
ing the local histograms. In this case, if an image is divided into A areas, then it is 
presented by an N-dimensional vector, in this case N = 256A (256 grayscale values). 

 

Fig. 3. LBP operator 

3.3 Quantization 

The purpose of the quantization stage is to convert feature values from continuous 
domain to discrete domain. At a first glance, this stage may reduces the security of the 
authentication process significantly by reducing the continuous search space with 
infinite elements to a discrete search space with finite elements. However, an  
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informed attacker will understand that biometric authentication is not an exact-
matching process, and therefore no need to try every possible values, but only values 
separated by a threshold. In other words, only finite values are needed to brute-force 
attacks the continuous template values. Furthermore, we can control the size of the 
quantized domain by changing the range of the continuous values that mapped to the 
same quantized value. For these reasons, this stage actually does not affect the securi-
ty of the authentication system. 

Our quantization process works as follow: after normalization, the value of each 
element of feature vectors is a floating point number in [0, 1]. Then, the quantization 
process will transform this value to an integer in [0, N], with N > 0. Let x be the value 
before quantization, and x’ be the value after quantization, then the quantization for-
mula can be written as (1). Round function returns a nearest integer to a parameter.                              (1) 

3.4 Sketch Generation 

The sketch generation stage produces public information s that can be used later to 
recover quantized template w. Our construction, based on the idea presented in [7] 
paper, is described below. 

The domain of w is [0, N]. We create a codebook where the codewords spread 
along the range [0, N] and the distance between any pair of neighbor codeword is the 
same. In particular, the distance between the codeword ci and ci+1 is 2δ where δ is a 
positive integer. Then, for any value of w in the range [ci – δ, ci + δ], the mapping 
function M returns the nearest codeword of w, or M(w) = ci. The sketch generation use 
the mapping function to return the difference between a value w and its nearest  
codeword, or  

                              (2) 

The values of the sketch generation SS(w) is in the range [–δ, δ] irrespectively of the 
particular value of w. So, given SS(w), an attacker only knows that the correct value w 
is in the form SS(w) + M(w). To brute-force attack the system, the attacker needs to 
try all possible values of M(w), or every codeword. The larger δ is, the smaller the 
codeword space is. Note that the codeword space is always smaller than the quantized 
space [0, N]. When δ = 1, the codeword space is three times smaller than the  
quantized space, and when δ = 2, this number is five times. 

3.5 Feature Recovery 

Given the authentication input w’, the feature recovery stage uses s and w’ to repro-
duce w if the difference between w and w’ is smaller than or equal to δ. Call the  
recovered value w”, it is calculated as "                              (3) 
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To prove the correct w is reproduced when |w – w’| ≤ δ, replace SS(w) by the right-
hand-side in (2), we have w"                        (4) 

If |w – w’| ≤ δ, then  is in [M(w) – δ, M(w) + δ] 
According to the codebook construction, applying the mapping function on any 

value in this range will return its nearest codeword, which is also M(w). Substituting 
the function  as M(w) in formula (4), we have w” = w. 

3.6 Security Analysis 

In this section, we consider the security of our proposed construction against the most 
basic attack: brute-force. Each feature template w can be considered as a vector of N 
elements. To get the correct w, every element in the vector must be corrected success-
fully. In previous section, we demonstrated that every codeword must be tried to 
brute-force attack an element. In current construction, we use the same quantization 
and codebook for every element regardless of its value distribution. So, assume there 

are S codewords in a codebook, and then in average, an attacker must try  cases to 

get the correct w using a brute-force attack. Of course, the attacker may use the distri-
bution information of the values to reduce the number of searches needed, but it is out 
of the scope of this paper. 

Here are some specific numbers regarding the security of our experiments 

• The quantized range is [0, 1000] 
• Eigenfaces: 

─ We tested with N = 10, 12, 14, 16, 18 
─ Codeword space range from S = 20 (with δ = 25) to 200 (with δ = 2) 
─ The minimum and maximum security offered are 2010 and 20018 

• 2DPCA 
─ Image height is 200 and the number of projection axes chosen is 1, 2, 3, 4, 5, 

and 6. So, we have N = 200, 400, 600, 800, 1000, and 1200 respectively 
─ Codeword space range from S = 2 (with δ = 250) to 10 (with δ = 50) 
─ The minimum and maximum security offered are 2200 and 101200 

• LBPH 
─ We divide the images into a 5 x 5 grid. So, we have N = 5 x 5 x 256 = 6400 
─ Codeword space range from S = 5 (with δ = 100) to 10 (with δ = 50) 
─ The minimum and maximum security offered are 56400 and 106400 

4 Experiments 

Our proposed constructions are then tested with the Faces94 database [10]. The expe-
riments measures true accept rates (the percentage of times a system correctly accepts 
a true claim of identity) and true reject rates (the percentage of times a system  
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correctly rejects a false claim of identity) of different recognition algorithms and with 
different codeword space. The purpose of the experiments is to verify an ability to 
apply these constructions in real applications with reasonable threshold. We choose 
images of 43 people, randomly in the Faces94 database. We have 2 sets of images per 
a person, one for creating feature vectors and one for recovering feature vectors. For 
each algorithm, we will conduct 43 x 43 tests, in which 43 of them (testing a person 
with himself/herself) should recover and 1806 (testing a person with others) should 
not. 

4.1 Individual Tests 

Eigenfaces 
Firstly, we choose mages of 37 people (2 images from each person, 17 are female) are 
selected randomly from the Faces94 database to create the eigenfaces. They need not 
to be the same as 43 people in the training set. Next, we use the first set of 43 people 
to create feature vectors. Then, the other set is used to recover the original feature 
vectors. For every pair of image, x and y, the scheme try to recover x from y. So, if x 
and y are the same, the system should recover correctly and if x is different from y, the 
system should not be able to recover x. The eigenfaces numbers chosen are 10, 12, 14, 
16 and 18. And the codeword are chosen with space equally and δ range from 2 to 25. 
Our true reject rate is always 100%, so we only show the performance in term of true 
accept rate. The true accept rate is depicted in Fig. 4. 

 

Fig. 4. True accept rate for Eigenfaces algorithm 

2DPCA 
The settings to measure the true accept rate and true reject rate of this experiment is 
similar to the settings in Eigenfaces. The number of projection axis chosen is just only 
2 to 6, because just the image height is 200 pixels, a large enough dimension value. 
And the codeword are chosen with space equally and δ range from 50 to 250. As in 
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the experiment with Eigenfaces algorithm, our true reject rate is always 100%, so we 
only show the performance in term of true accept rate. The true accept rate of this 
system is depicted in Fig. 5. 

 

Fig. 5. True accept rate for 2DPCA algorithm 

Local Binary Patterns Histograms 
For the local histogram algorithm, we divide the face images into a 5 x 5 grid, and for 
each cell of the grid, there are 256 values for 256 grayscale levels. Hence, the dimen-
sion of the feature vector in this case is 5x5x256, which is 6400. The codeword are 
chosen with space equally and δ range from 50 to 100. The reason we stop at 100 is 
beyond this value, the true reject rate decrease significantly. Unlike the 2 previous 
algorithms, the local histogram returns true reject rate less than 100% when the size of 
δ is more than some threshold. The true accept rate and true reject rate for this algo-
rithm is depicted in Fig. 6 

 

Fig. 6. True accept rate and true reject rate for LBPH algorithm 
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4.2 Fusion Tests 

The working of our face-based secure sketch for Eigenfaces and 2DPCA algorithms 
both achieve the true reject rate of 100%, but none of them achieve the 100% true 
accept rate with different experiment parameters. To further experiment if the fusion 
of these results could improve the overall performance of our construction, we im-
plement a simple fusion method of these 2 algorithms at the decision making level. In 
this case, we want to improve the true accept rate, so our fusion is the Boolean func-
tion OR that will return true when either the Eigenfaces or 2DPCA result matches. 
Because the Eigenfaces algorithm produces best result when the eigenfaces number is 
12, and because the 2DPCA algorithm produces best result when the projection axes 
are 5, we use these setting in the fusion construction. The δ values for eigenfaces are 
chosen at 5, 10, 15, 20, and 25; the δ values for 2DPCA are chosen at 50, 75, 100, 
125, 150, 175, 200, 225, and 250. The true reject rate of our fusion also return 100%, 
but there is a significant improvement in the true accept rate of the construction. In 
fact, when the δ value of the 2DPCA reach 100, the fusion always return 100% true 
accept rate when selecting the δ value for the Eigenfaces algorithm at 5, 10, 15, 20 
and 25. 

 

Fig. 7. True accept rate for Fusion test 

5 Conclusions and Future Works 

In this paper, we present a practical construction of face-based authentication tech-
nique with template protection using secure sketch. Although not exactly as the secure 
sketch proposed in the [2] paper, we demonstrate some security measure of our me-
thod in which brute-force is the only attacking technique used. Experiment results 
show the potential of our construction for using in security application, which the true 
reject rate is always 100%. The true accept rate of our construction is also increased 
when a simple fusion technique is applied. 

However, more theoretical works is needed to prove, especially the security bound 
when attackers know about the distribution of the extracted feature values. Further-
more, the construction is also need to be tested on more complex human face database 
to see how it works. Not only improvement on individual feature authentication, there 
is a need to improve the fusion method. The fusion now is just a simple Boolean func-
tion at the decision level. When the feature is recovered correctly, it can be used to 
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calculate the distance between the original feature and the feature used for authentica-
tion. Using this distance in the fusion may give more choices in designing the final 
result. And finally, as the development of modern devices, more sensors input are 
equipped to capture other features, therefore fusion between different biometric  
features is also a possible way to enhance the system. 
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Abstract. We propose a CAPTCHA that tells data made by a com-
puter program from one-stroke sketch data given by a human being using
embodied knowledge. Utilizing touchscreens of smartphones, we realize
this approach and resolve a conceivable inconvenience caused by the ex-
isting CAPTCHAs when using smartphones due to the limited display
size of smartphones. We implement the proposed technique and analyze
its validity, usefulness and security.

Keywords: CAPTCHA, Smartphones, Touchscreens, Embodied
knowledge.

1 Introduction

A CAPTCHA (Completely Automated Public Turing test to tell Computers and
Humans Apart) is one of the reverse Turing tests ([7]) that distinguish an access
from a computer program such as a crawler from an access from human beings
using the difference between humans’ shape recognition ability and the machine
recognitions ([2,3]). The computer program might access to network services to
acquire a large amount of accounts of the web mail service aiming at an illegal
network utilization such as sending spam mails or carrying out APT attacks.
A CAPTCHA can be applied to a web security technique preventing such ille-
gal accesses to network service. When facing the existing CAPTCHA, a human
recognizes a word, maybe a nonsense sequence of characters, in the image on
the display and is required to respond by typing the word through the keyboard
(Fig. 1). The character image is distorted in some fashion, and computer pro-
grams cannot recognize easily the characters. For example, an OCR program
cannot recognize the character, whereas human beings can do it without diffi-
culty. CAPTCHAs have been analyzed and several methods based on different
principles have been proposed ([4]).

Smartphones play an important role in the information-communication soci-
ety nowadays, and the development of cloud computing promotes the spread of
smartphones and has influenced the use of the Internet. Actually, the accesses
from smartphones to internet services rapidly are increasing, and actually many
web sites have begun to correspond to smartphone users. There are many dif-
ferences between smartphones and the past computer models from the point of
view of human-computer interface. For smartphones, data is inputted through
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the touchscreen by hands, and the display of a smartphone is comparatively
small. A CAPTCHA login is requested when a user is accessing to internet ser-
vices through a smartphone exactly same as it is requested to accesses from the
desktop PCs. When we use smartphones and face a CAPTCHA, both the chal-
lenge image and the virtual keyboard are displayed, and we have to type in the
word displayed in the image. However, the virtual keyboard occupies almost half
of the display and so the CAPTCHA image must be small. To solve this prob-
lem, a new image based CAPTCHA is proposed in [5]. In this paper, we propose
yet another CAPTCHA suitable for smartphones using embodied knowledge of
human beings. Our approach is different form [5].

Embodied knowledge is the control of the muscle acquired by practice and the
motor learning of the brain such as the skill remembered in childhood. Realizing
embodied knowledge by a computer is one of the challenging problems in arti-
ficial intelligence research. The proposed technique is to decide whether or not
the response to the challenge is created by human beings or computer programs
by checking the existence of embodied knowledge. One-stroke sketch is taken up
as an ingredient in the embodied knowledge of our proposal. Human-computer
interaction through a touchscreen that is one of the features of smartphones is
suitable for faithfully acquiring one-stroke sketch data. One-stroke sketch input
data with humans’ finger is characterized as a continuous locus resulted by the
human hand’s physicality and realized as a series of coordinates on the display.
The entire character image is not drawn at the same time but it is drawn con-
tinuously on the curve along the shape of the character little by little following
the tracks of the tip of a finger according to the operation of the arm and the
hand.

It is also necessary to give data the continuous order at the pixel level so
that the computer program may compose legitimate input data. Therefore, the
proposing CAPTCHA is based on not only hardness of image recognition but also
the embodied knowledge which is an important theme in artificial intelligence.

Fig. 1. A typical CAPTCHA Fig. 2. Example(“J”)



CAPTCHA Suitable for Smartphones 133

2 The Proposed Technique

2.1 Basic Idea

As a standard authentication protocol, a CAPTCHA server sends a challenge
and the user has to respond to it in a correct way. In the case of the proposed
CAPTCHA, the server sends a challenge image that includes a character (or a
symbol), and then the user is requested to trace the character by a finger tip
and sends back the data representing a one-stroke sketch as a response to the
challenge. The smartphone interprets the date inputted as an ordered series of
coordinates in which the order is given as the time series. The server receives the
ordered series of coordinates and check whether or not it is acceptable as a data
obtained by a human using implicitly embodied knowledge. If the data received
is determined as an output of a computer program then the access is rejected.

The touchscreen is delimited and the grid is composed. In tracing the character
included in the image on the display by the finger, coordinates of the points in
the display touched by the finger are acquired by the drug operation of the
touchscreen. The server determines whether or not the series of coordinates is
acceptable by checking the locus is correct and the data input is continuous in
addition to the correctness of the the starting point and the terminal point.

For instance, suppose the image of the character “J” is displayed as a challenge
in Fig. 2. The correct response is obtained by dragging the finger along the shape
of “J” on a touchscreen of a smartphone. Coordinates of the input data, that
is, the series of coordinates of the locus are checked if the first coordinate is
included in the small area 4, and if the following coordinates are in the small
area 9 and so on. If the series of ordered coordinates is nearly in the order of
the small areas 4, 9, 14, 19, 24, 29, 28, and 27, it is accepted (Fig. 2). If the
coordinates is in the order of the small areas 2, 8, 14, 19, and 20, then the data
is rejected. We shall explain the proposed technique in detail in the expanded
version of the paper.

2.2 Security

The main objective of CAPTCHAs is to prevent computer programs from access-
ing to network services for evil purposes. Therefore, the attacker is a computer
program disguising as a human being and trying to obtain a legitimate author-
ity to access. Then the security of a CAPTCHA technology is evaluated by the
intractability for computer programs to obtain the access permit ([1,6]). We
analyze conceivable attacks against the proposal CAPTCHA.

Suppose that the image displayed as a challenge is monochrome, and the
character is drawn in the white ground in black. In this case, the coordinate data
of the area where the character is drawn can be acquired accurately by examining
RGB of the challenge image. Then a computer program should enumerate a
series of coordinates at which black RGB is appointed and give order to these
coordinates according to the correct writing, that is, following one-stroke sketch.
For example, if a human write “J” then the input data trace the small areas 4,
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9, 14, 19, 24, 29, 28, and 27 like in Fig. 2. The number of the coordinates should
be nearly same as the standard input by human beings to disguise. In general, a
computer program has no information on one-stroke sketch, which is considered
as an embodied knowledge of human beings. Each human being has learned
such an embodied knowledge from their childhood. A computer program should
pick one position from the area of a coordinates with black RGB as the starting
point and also as the terminal and then compose a series of coordinates with
black RGB that connects the starting and terminal points in a correct order.
It is impossible to execute this task if there is no information on the stroke
order. If many responses are permitted to the same challenge image, the brute
force attack becomes possible in principle. However, the brute force attack can
be avoided by permitting only one response to each challenge. Moreover, it is
realistic to put the limitation on the challenge frequency.

Now assume that an attack program has the database concerning characters
and the correct order of writing. If a series of coordinates can be correctly ob-
tained, then information on the correct order of writing might be able to be
obtained from the database. We note that it costs a lot to make such a database
for attack against the CAPTCHA and so this already has some deterrent effect.
In addition, the challenge is not necessarily based on a character or a symbol.
An arbitrary curve can be used for a challenge instead of a character and then
making the database is impossible in principle. We shall discuss this issues in the
future work. We may execute transformations on the shapes and colors of the
character to perplex computer programs. If the transformation processing is a
continuous transformation, this occurs no trouble for human beings and so such
a transformation is allowed. It seems difficult for computer programs to respond
correctly (Fig. 5). If the challenge is a (not necessarily monochrome) color image,
the attacker’s program has to carry out an edge detection and specify the char-
acter. Using the existing CAPTCHA techniques such as adding the distortion to
the character, the attacker’s program has the difficulty to detect the character.
Moreover, not only adding the distortion transformation but also camouflaging
the background with the dazzle paint makes the attacker’s program hard to
detect the character. Therefore, the security of the proposed CAPTCHA is at
least the existing CAPTCHAs because their techniques can be employed to our
CAPTCHA as well. In addition, the method requiring the user to input more
than one stroke traces is effective to improve the security level. The security
level can be adjusted according to the system requirement. To understand the
security of the proposed CAPTCHA well, we should examine human embodied
knowledge from the standpoint of the cognitive psychology.

Fig. 3. Separator Image Fig. 4. Deformed Image Fig. 5. Distorted Image
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2.3 Comparison with the Existing CAPTCHA

We discuss the usefulness of the proposed CAPTCHA comparing with the exist-
ing techniques provided that a user is accessing using a smartphone. Note that
the screen size of smartphones is about 3.5-5 inch. When using smartphones,
both a CAPTCHA image and a virtual keyboard are displayed (Fig. 6) and the
size of the CAPTCH image is almost half of the screen. It is very inconvenient
for most of the users to respond to a CAPTCHA challenge due to this limited
size image and the virtual keyboard. One has to type more than once to input
a character when using a virtual keyboard. For example, when typing “c” in
the lowercase letter, one has to press the button for “c” three times (Fig. 7).
When typing “C’ ’ in the uppercase letter, one needs more operations to change
the “lowercase mode” to the “uppercase mode”. Therefore, the total number of
operations becomes enormous if the words are arbitrarily generated using low-
ercase letters, uppercase letters and figures. Moreover, a wrong character may
be inputted by an unintentional typing mistake. For this reason, some existing
CAPTCHA use only figures (0, 1, 2, . . . , 9) without using alphabets to improve
user’s convenience. Note that if uppercase and lowercase letters are allowed in
addition to the figures, 62(= 10+52) characters can be used. This results in the
deterioration of the security; if the challenge is a word consisting of n letters,
there are only 10n cases compared with 62n cases.

When using the proposed CAPTCHA, the entire display is used for showing
the challenge image, and the input is comparatively easy (Fig. 8); no additional
operations such as changing modes are required.

Fig. 6. Existing(num) Fig. 7. Existing(char) Fig. 8. Proposed Method

3 Line Trace Attack

It may seem possible to use the line trace program, which is often used in a
robot, to trace the black coordinate area of the challenge image for attacking the
CAPTCHA. For this attack, the line trace program has to trace on the black area
from the starting point of the character to the terminal point in order to compose
the response data. The attack using a line trace program seems the most plausible
attack as of now. It is necessary for a line trace program to find the starting
point to begin the tracing, however, it seems intractable to find the starting
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point because the line trace program checks the local area and determines the
next action and the starting point is usually given as the input to the program by
a human being. A human being looks at the image, comprehends the character
and finds the starting point using the embodied knowledge. On the other hand,
choosing a starting point is intractable for a line trace program. If a human takes
part in the attack, the attacker consists of not only a program but a human, and
so this approach is excluded as an attack against the proposed CAPTCHA. For
an objective of a CAPTCHA is to prevent programs from accessing without
human beings assistance. Even if the starting point is obtained in some ways
without human assistance, our approach allows challenges such as separated
images (Fig. 3) or deformed images (Fig. 4) to perplex the line trace program,
which give no trouble to human beings as we see in the subsequent section.
Therefore, an attack using line trace programs seems intractable.

3.1 Experiment of Attack Using Line Trace Program

In the following experiments of attacking against the proposed CAPTCHA, a
line trace program tries to make an acceptable response to the challenge images
(Fig. 3, 5, 9, 10, 11, 12, 13, 14). Each experiment is executed provided the starting
point is given to the program beforehand by a human. We use a simulation line
trace program [8] in this experiment.

Fig. 9. Test Image 1 Fig. 10. Test Image 2 Fig. 11. Test Image 3

Fig. 12. Test Image 4 Fig. 13. Test Image 5 Fig. 14. Test Image 6

The line trace program succeeded in making an acceptable response only to
the challenge image in the image 4 (Fig. 12), and it failed against the other images
(see Table 1). By these experiments, we conclude that countermeasures leading
the line trace program to a dead end or putting the pause in the character shape
are considerably effective whereas these do not cause any troubles to human
beings. The line trace program also fails to trace when the angle formed in the
character shape is too big. As we have already mentioned that the line trace
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program is given the starting point as an input by human beings. However the
actual attack must be carried out without human beings’ assistance. Therefore, a
simple attack using a line trace program does not seem a serious threat against
the proposed CAPTCHA. We shall report the detail of the experiments and
discuss more about the results in the expanded version of this paper.

Table 1. Correspondence Table

Image1 Image2 Image3 Image4

Trace Success - - -
√

Trace Failure
√ √ √

-

Image5 Image6 Fig. 3 Fig. 5

Trace Success - - - -

Trace Failure
√ √ √ √

4 Validity of the Proposed CAPTCHA

We examine the validity of the proposed CAPTCHA by experiments; 22 subjects
(humans) are asked to respond to several challenge images that represent the
symbol “α”.

4.1 Experiments

We use a handheld computer (Android 3.1 and processor NVIDIA Tegra 2 mo-
bile processor) equipped with 9.4 type WXGA liquid crystal with the internal
organs display touchscreen of the ITO Grid method mirror electrostatic capac-
ity method as the user machine. The platform of the server is constructed on
Windows 7 Professional 64bit, 2048MB memory, and Intel Core i3, and the au-
thentication program is written by using c/c++ compiler MinGW. The size of
the challenge images is 1200× 700 pixel. The response is accepted if the locus is
passing in a correct order.

The purposes of each experiment are summarized as follows (see Table 2). In
the experiment 1 and 2, the small zone is set 35× 35 pixels and 70× 70 pixels,
respectively, and we investigate the differences between these two cases. In the
experiment 3, the small zone is set 35× 35 pixels and we specify the entry speed
and the input position and investigate the difference between these cases. In the
experiment 4, we investigate the effect caused by the change of characters. In the
experiment 5, we investigate the case that the response is accepted only when
all set coordinates are passed. In the experiment 6, we investigate the tolerance
for human non-intentional errors.

Experiment 1. The instruction “Please trace on the character shape by one
stroke” is displayed and the challenge image Fig.9 is displayed. The small
zone on the grid is 70× 70 pixel(Fig.15).
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Experiment 2. The instruction “Please trace on the character shape by one
stroke” is displayed and the challenge image Fig.9 is displayed. The small
zone on the grid is 35× 35 pixel (Fig.16).

Experiment 3. The instruction “Please trace on the character shape by one
stroke within 5 seconds” is displayed and the challenge image Fig.9 is dis-
played. The small zone on the grid is 35× 35 pixel (Fig.16).

Experiment 4. The instruction “Please trace on the character shape by one
stroke within 5 seconds” is displayed and the challenge image Fig.10 is dis-
played. The small zone on the grid is 35× 35 pixel (Fig.17).

Experiment 5. The instruction “Please trace on the character shape by one
stroke within 5 seconds” is displayed and the challenge image Fig.10 is dis-
played. However, the response is accepted only when every small zone from 1
to 40 is passed in order. The small zone on the grid is 35× 35 pixel (Fig.17).

Experiment 6. The instruction “Please perform the input which is not related
to the displayed character” is displayed and the challenge image Fig.9 is
displayed. The small zone on the grid is 35× 35 pixel (Fig.16).

Table 2. Correspondence Table

Im1 Im2 Im3 Im4 Im5 Im6

Character α
√ √ √

- -
√

Character β - - -
√ √

-

35× 35 pixel -
√ √ √ √ √

70× 70 pixel
√

- - - - -
Specified time

(about 5 seconds) - -
√ √ √

-

Fig. 15. exp 1 Fig. 16. exp 2-3 Fig. 17. exp 4-5

4.2 Result of Experiments

The results of the experiments in Section 4.1 are summarized in Table 3. In the
experiment 1, 2, and 3, one subject is rejected because the responding data is
in the order corresponding to the alphabet “a”. Recall that the image indicates
the symbol “α”. When one writes “α”, the order is different from the alphabet
“a” although the shape is similar. The difference of the handwritten input of
“α” and “a” is due to the culture and a social background in which the subject
has grown up, and this is considered an embodied knowledge.
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By the results of experiments 1 and 2, we can conclude that if the zone is
bigger, then higher acceptance rate is achieved, on the other hand, if the zone is
smaller, then acceptance rate decreased. By the results of experiments 2 and 4, we
can conclude that the shape of the character does not affect the acceptance rate
and the acceptance rate is stable for any (simple) character. We are convinced
that other characters which are written as one-stroke sketch other than “α” can
be used in the proposed CAPTCHA as well. By the result of experiment 3, we
can conclude that if we allow users to write slowly then the acceptance rate will
increase but the transmission data gets larger, which is not desired for network
congestions. By the results of experiments 4 and 5, we can conclude that it
is necessary to permit width of the order of the inputted coordinates to some
degree, that is, we must be tolerant to small errors data, possibly caused by an
unintentional errors. More experiments and detailed analysis will be reported in
the expanded version of the paper.

Table 3. Test Result

Test1 Test2 Test3 Test4 Test5 Test6
Number of Subjects

(People) 22 22 22 22 22 22
Acceptance Number

(Time) 21 20 21 22 9 0
Acceptance Rate

(%) 95.5 90.9 95.5 100 40.9 0

5 Future Work and Summary

We shall discuss several issues on the proposed CAPTCHA for future research.
The response data to a challenge image of the proposed CAPTCHA consists of
a series of coordinates. One coordinate consists of a pointer ID, x coordinate,
and y coordinate and each data is 9 bytes, where, pointer ID indicates a human
action on the touchscreen. The number of input data comprises about 150-200
coordinates in our experiment using the symbol “α”. One coordinate is inputted
per 0.01-0.02 seconds. Therefore, 1.35-1.8 kilobytes transmission is required for
each response for the proposed CAPTCHA. The response data for the existing
CAPTCHA is 6-10 characters, and the transmission data is several bytes. Thus,
the transmission data is bigger than the existing CAPTCHA. The proposed
CAPTCHA is required more computation to check whether or not a response
can be accepted than the existing CAPTCHA. We will study how to reduce
amount of transmission data and server’s information processing.

In our experiment we made the challenge images and the authentication pro-
grams by hand. Automatic generation of the challenge image is necessary when
we use it in a real system. Because one-stroke sketch is an embodied knowledge, it
is important to devise a method to put embodied knowledge in challenge images
and to apply continuous transformations to a character in order not to change
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the writing order. It should be note that there is no difference in the programs
on Android OS but the adjustment of coordinates for platform smartphones is
necessary. We will discuss these issues in the extended version of the paper.

In this paper, we propose a new CAPTCHA technique utilizing touchscreens
to solve an inconvenience caused by the existing CAPTCHAs when using smart-
phones. We implement the proposed technique and carry out experiments to
examine the usefulness and compare with the existing techniques. Using a touch-
screen, one-stroke sketch is captured and represented as ordered series of coor-
dinates. One-stroke sketch can be considered as one of embodied knowledges
of human beings and so computer programs have difficulty to understand one-
stroke sketch. Our technique is based on embodied knowledge of human beings
and so computer programs cannot respond correctly to a challenge image. It is
necessary to study more one stroke sketch as an embodied knowledge of human
beings and validity and security of the proposed technique in the context of
artificial intelligence and cognitive science.
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Abstract. Key PreDistribution (KPD) is one of the standard key management
techniques of distributing the symmetric cryptographic keys among the resource
constrained nodes of a Wireless Sensor Network (WSN). To optimize the se-
curity and energy in a WSN, the nodes must possess common key(s) between
themselves. However there exists KPDs like the Reed Solomon (RS) code based
schemes, which lacks this property. The current work proposes a deterministic
method of overcoming this hazard by merging exactly two nodes of the said KPD
to form blocks. The resultant merged block network is fully connected and com-
parative results exhibit the improvement achieved over existing schemes. Further
analysis reveal that this concept can yield larger networks with small key rings.

Keywords: Key predistribution (KPD), Reed Solomon (RS) codes, Combinato-
rial Designs, Deterministic Merging Blocks, Connectivity, Security.

1 Introduction

The increasing necessity of dealing with classified information from hazardous deploy-
ment area is enhancing the popularity of Wireless sensor networks (WSN). Such net-
works typically consists of Key Distribution Server (KDS) or Base Station (BS), iden-
tical (low cost) ordinary sensors (or nodes) and at times some special nodes. The BS
links the network to the user and sometimes these networks have more than one BS.
This along with other flexibilities like lack of fixed infrastructure imply that such net-
works are Ad Hoc in nature.

Each entity constituting a WSN typically consists of a power unit, a processing unit,
a storage unit and a wireless transceiver. Capacities of each such unit in any ordinary
node is quite limited for any WSN while the KDS is quite powerful. Resource con-
strained nodes are supposed to gather specific information about the surrounding, pro-
cess them and communicate to the neighboring nodes, i.e., nodes within their (small)
radius of communication. The processed data is relayed up to the KDS which has rela-
tively (large) radius of communication for further analysis before informing the user.

In spite of all the weaknesses in the basic building blocks of WSNs, these networks
have several military applications like monitoring enemy movements, etc. Besides they
are utilized for other scientific purposes like smoke detection, wild fire detection, seis-
mic activity monitoring etc. In all its applications, WSNs once deployed are expected
to work unattended for long duration of time while its constituent nodes deals with lot
of sensitive data.

K. Mustofa et al. (Eds.): ICT-EurAsia 2013, LNCS 7804, pp. 141–151, 2013.
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1.1 Related Works

Most recent applications of WSNs require secure message exchange among the nodes.
One ideally likes to apply lightweight symmetric key cryptographic techniques in or-
der to avoid heavy or costly computations within the resources constraints nodes. Such
cryptographic techniques demands the communicating parties to possess the same key
prior to message exchange. Standard online key exchange techniques involving public
parameters or using trusted authorities are generally avoided. Instead, Key PreDistribu-
tion (KPD) techniques are preferred.

Eschenauer and Gligor [5] suggested the pioneering idea of KPD scheme where:

– Preloading of Keys into the sensors prior to deployment.
– Key establishment: this phase consists of

• Shared key discovery: establishing shared key(s) among the nodes;
• Path key establishment: establishing path via other node(s) between a given

pair of nodes that do not share any common key.

Random preloading of keys means that the key rings or key chains are formed randomly.
In [5], key establishment is done using challenge and response technique. Schemes fol-
lowing similar random preloading and probabilistically establishing strategy are called
random KPD schemes. More examples of such schemes are [4,7]. Çamptepe and Yener
[2] presents an excellent survey of such schemes.

On the other hand, there exists KPD schemes based on deterministic approach, in-
volving Mathematical tools. Çamptepe and Yener [1] were first to propose a deter-
ministic KPD scheme where keys are preloaded and established using Combinatorial
Designs. Following their initial work, numerous deterministic KPD schemes based on
combinatorial designs like [6,8,10] have been proposed. There exists hybrid KPDs like
[3,9] that use both random and deterministic techniques.

There exists some interesting designs like one in [8] using Reed Solomon (RS) code
which can be viewed as a combinatorial design. One may refer to [6] for discussions
about various combinatorial designs necessary for this paper. For the sake of complete-
ness, an outline on combinatorial designs is presented in Section 3. The said section
establishes that the RS code based KPD [8] can be treated as a Group–Divisible Design
(GDD) or Transversal Design (TD).

1.2 Contributions in This Paper

The original scheme of [6] lacks full communication among nodes as a pair of nodes
may not share a common key. This involves an intermediate node which increase the
communication overhead. As a remedial strategy, Chakrabarti et al. [3] first suggested
the idea of random merging of nodes to form blocks. Their strategy was to randomly
merge ‘z’ nodes of [6] to form blocks having bigger key rings. The resultant network
thus possessed ‘�N /z�’ blocks where N is the number of nodes in the original KPD
[6]. However full communication was still not guaranteed and many aspects of their
design, like the basic concept of merging, choice of nodes while merging, the heuristic
in [3, Section 4] etc.have not been explained. A similar random merging concept was
proposed by Sarkar and Dhar [9] for the RS code based KPD [8]. Full connectivity is
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guaranteed for z ≥ 4 (see [3, Theorem 1]) The solution to be presented here is entirely
different and performs more efficiently.

Motivated by the merging concept, the present authors thought of proposing a de-
terministic merging technique. Here exactly two (2) nodes of the KPD [8] are merged.
Theorem 2 of Section 4 establishes that merging two nodes of the KPD [8] in a certain
fashion results in full communication among the newly formed (merged) blocks. The
resiliency and scalability are also comparable.

2 Basics of Combinatorial Design

This section briefly describes some basic notion of combinatorial design necessary for
understanding Ruj and Roy [8] scheme.

Group-Divisible Design (GDD) of type gu, block size k: is a triplet (X ,H ,A ):

1. X is a finite set with |X |= gu.
2. H is a partition of X into u parts, that is, H = {H1,H2,H3, . . . ,Hu} with X =

H1 ∪H2 ∪H3 ∪ . . .∪Hu, |Hi|= g ∀ 1 ≤ i ≤ u and Hi ∩H j = φ ∀ 1 ≤ i �= j ≤ u.
3. A is the collection of blocks of X having the following properties: |H ∩ A| ≤

1 ∀ H ∈ H , ∀ A ∈ A , given any pair of varieties x ∈ Hi,y ∈ Hj with i �=
j ∃ unique A ∈ A such that x,y ∈ A.

Transversal Designs (TD(k,n)): are special type of GDDs with g = n,u = k, while the
parameter k remains the same. These can be shown to form (nk,n2,n,k)− configura-
tion. One is referred to [6, Section III] for definition of configuration and other related
concepts.

Common Intersection Design (CID): Let (X ,A ) is a (v,b,r,k)–configuration. Re-
call from [6], (X ,A ) is called a μ−common intersection design (μ–CID) if: |{Aα ∈
A : Ai ∩Aα �= φ and A j ∩Aα �= φ}| ≥ μ whenever Ai ∩A j = φ . While for the sake of
consistency, in case Ai ∩A j �= φ ,∀ i, j one defines μ = ∞ .

Maximal CID: For any given set of parametric values of (v,b,r,k), such that a con-
figuration can be obtained with them, one would like to construct a configuration with
maximum possible μ . This maximal value of μ is denoted μ∗. Theorem 14. of [6, Sec-
tion IV] establishes T D(k,n) designs are k(k− 1)∗−CID.

3 KPD Using Reed Solomon (RS) Codes

This section is devoted to the description of KPD scheme proposed by Ruj and Roy
in [8]. The scheme uses Reed Solomon (RS) codes to predistribute and establish the
communication keys among the sensor nodes. The construction of RS codes has been
given in [8]. Salient features are being sketched below:

To construct (n,ql ,d,q) RS code having alphabet in the finite field Fq (q: prime or
prime power > 2), consider the following set of polynomials over Fq:

P = {g(y) : g(y) ∈ Fq[y] deg(g(y)≤ l − 1}.

Thus the number of elements in P denoted by |P | = ql . Let F∗
q = {α1,α2,α3, . . . ,

αq−1} be the set of non-zero elements of Fq. For each polynomial pm(y) ∈ P , Define
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cpm = (pm(α1), pm(α2), . . . , pm(αq−1)) to be the mth codeword of length n = q−1. Let
C = {cpm : pm(y) ∈ P} be the collection of all such code words formed out of the
polynomials over Fq. This results in a RS code. Since the number of code-words is ql ,
the system can support up to ql nodes.

Now the polynomial pm and the corresponding codeword cpm are given to the
mth node. For the codeword cpm = (a1,a2, . . . ,an), one assigns the keys having key-
identifiers (a1,α1),(a2,α2), . . . ,(an,αn) where a j = pm(α j), j = 1,2, . . . ,n to the mth

node. The node id of the mth node is obtained by evaluating the polynomial pm at x = q
and taking only the numerical value. That is the mth node has the node id pm(q) (without
going modulo ‘p’).

A WSN with 16 nodes based on RS code parameters q = 4,n = 3 and l = 2 is pre-
sented in Table 1. Here ‘2’ means the polynomial ‘x’ and ‘3’ means the polynomial
‘x+ 1’ modulo the irreducible polynomial x2 + x+ 1 over F2[x] which are commonly
referred to as x and x+ 1. Thus 0,1,2,3 forms the finite field F4. The nodes’ polynomi-
als i+ jy ∈ F4[y] for 0 ≤ i, j ≤ 3 are given in 2nd row of Table 1. By evaluating these
polynomials at non-zero points, the keys (pm(b),b),0 �= b ∈ Fq,0 ≤ i, j ≤ 3 have been
derived and tabulated in the corresponding columns.

Table 1 constructed by similar computations is being presented in a slightly different
manner from Ruj and Roy [8]. This GDD form of presentation helps one realize the
similarity of the RS code based KPD of [8] with the TD(q − 1,q) with parameters
q−1,q of [6]. Though in Theorem 6 of [6, Section III], constructions T D(k, p),2 ≤ k ≤
q, p a prime is given, it can be extended to T D(k,q),q= pr. Since the construction of the
KPDs T D(k, p) of [6] utilized the field properties of Fp, one can extend it to Fq = Fpr .
Extending the base field from Fp to Fq = Fpr and following similar constructions as
given in [6, Section III] yields TD(k,q),q = pr,r ∈ N. Now taking k = q− 1 results in
T D(q − 1,q). However it is important to state that in T D(q − 1,q) design is different
from RS code. In T D(q−1,q) design, the evaluation is done for y= 0,1, . . . ,q−2 while
in RS code based design, it is done at non–zero points, y = 1,2,3, . . . ,q− 1.

N0 to N15 denotes the nodes with ids ranging from 0 to 15 whose polynomials are rep-
resented in the column immediately below it. Key ids contained in a node are presented
in the columns below each node. V/C denotes the distinct Variety Classes H1,H2,H3,
where Hd = {(i,d) : 0 ≤ i ≤ 3} for d = 1,2,3. One notes that the scheme under con-
sideration is a (q − 1)(q − 2)−CID as the number of keys per node = k = q − 1 (see
Section 2). Thus for nodes not sharing any key, there are enough nodes which can play
the role of the intermediate node in multi-hop (2-hop) process. This encourages the
search for a deterministic merging design with exactly two nodes per block yielding
full communication among the blocks.

3.1 Weakness of the Above RS Code Based KPD

Apart from other possible weaknesses, the RS code based KPD presented in [8] lacks
full communication among nodes (by the discussions above). So multi-hop commu-
nications occur among the nodes. Here multi-hop means some third party node other
than the sender and receiver decrypts and encrypts the ciphertext. Other than increas-
ing the cost of communication, this enhances the chances of adversarial attacks on such



Code Based KPD Scheme with Full Connectivity: Deterministic Merging 145

communication. Thus the energy efficiency as well as the security of message exchange
of the entire network might be grossly affected.

4 Remedy: Deterministic Merging of Nodes

Lack of direct communication for any arbitrarily chosen pair of nodes of the KPD
[8] can be tackled by merging certain number of nodes. For this, observe that Table
1 indicates the network having 16 nodes can be partitioned into 4 classes each con-
taining 4 nodes on the basis of their key sharing. These classes are separated by dou-
ble column partitioning lines after each set of 4 nodes: N0,N1,N2,N3; N4,N5,N6,N7;
N8,N9,N10,N11; and N12,N13,N14,N15. Every class has the property that the coefficient
of y in their respective polynomials is same. Equating each other’s polynomials i+ jy
with 0 ≤ i ≤ 3 for some fixed j = 0,1,2 or 3 results in no common solution =⇒ no
common key. For eg. with j = 1 with i = 0,1,2,3, the corresponding 4 polynomials:
0+ y,1+ y,2+ y,3+ y do not have any common solution. Hence no shared keys for
corresponding nodes.

Table 1. Polynomials, Node and Key identifiers for q2 = 16 nodes. Table adapted from section
3.1 of Ruj and Roy [8]. Alternative presentation: Group–Divisible Design (GDD) form.

Nodes N0 N1 N2 N3 N4 N5 N6 N7 N8 N9 N10 N11 N12 N13 N14 N15

V/C 0y+0 1 2 3 y y+1 y+2 y+3 2y 2y+1 2y+2 2y+3 3y 3y+1 3y+2 3y+3
H1 (0,1) (1,1) (2,1) (3,1) (1,1) (0,1) (3,1) (2,1) (2,1) (3,1) (0,1) (1,1) (3,1) (2,1) (1,1) (0,1)
H2 (0,2) (1,2) (2,2) (3,2) (2,2) (3,2) (0,2) (1,2) (3,2) (2,2) (1,2) (0,2) (1,2) (0,2) (3,2) (2,2)
H3 (0,3) (1,3) (2,3) (3,3) (3,3) (2,3) (1,3) (0,3) (1,3) (0,3) (3,3) (2,3) (2,3) (3,3) (0,3) (1,3)

The other case for any pair of nodes not sharing any common key is whenever
their constant term is same since only non–zero values of y are allowed. This gives
rise to alternative type of partition: N0,N4,N8,N12; N1,N5,N9,N13; N2,N6,N10,N14; and
N3,N7,N11,N15. This motivates one to visualize the key sharing of the 16 nodes, N0

to N15, like a ‘square-grid’ as presented in Figure 1(a). Any pair of nodes, other than
the ones lying in the same row or column shares exactly 1 key as the equations: ( j −
j′)y = (i′ − i) has unique solution over non–zero points of F4 (since q = 4) that is with
0 ≤ i �= i′, j �= j′ ≤ 3. Merging of nodes in pairs for the case q = 4 can be now achieved
as indicated by the slanted line in Figure 1(a). Basically the strategy is to merge the
nodes: N(i, j) and N(i⊕1, j⊕1) where ⊕: addition in F4 (addition modulo 2), for j = 0,2.

A natural deterministic merging strategy of 2 nodes can now be visualized for q =
2r =⇒ N = q2 = 22r. Figures 1(b) demonstrate the strategy. Nodes occurring at the
ends of a slanted line are merged. Idea is to break up the network into pairs of rows, i.e.
{1,2};{3,4}, . . . ,{2r−1,2r} and apply similar process.

Before explaining the general odd case, it is useful to visualize the case when q = 5,
i.e. a network with q2 = 52 = 25 nodes as presented in Figure 2(a). Rest of the discussion
is similar to that of the case q = 4 = 22 except for the merging of last three rows. As
usual the arrows indicate the merging strategy. The strategy indicated in Figure 2(a) is
same for the first and second rows while differs in the last three rows when compared to
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Figure 1(a). This is because a similar strategy like previous cases would imply one row
is left out. Of course for q = p = 5 all arithmetic operations are ‘modulo 5’ arithmetic
operations as done in F5.

(a) MB Design 1: Particular case
q = 4 = 22 =⇒ N = 16 = 42.
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(b) MB Design 1: General even case for
q = 2r,r ∈ N =⇒ N = 22r nodes

Fig. 1. Deterministic Merging Blocks Strategy for all even prime power cases q = 2r ,r ∈ N

For general odd prime power case q = pr : p is a odd prime, any pair of nodes
among {N(i, j) : 0 ≤ j ≤ q− 1} for every 0 ≤ i ≤ q− 1 (i.e., nodes with ids i+ jq and
occurring in ith row; q−fixed) do not share any common key. Same is the case with
the nodes {Nm, j : 0 ≤ m ≤ q− 1} for every 0 ≤ j ≤ q − 1 with ids m+ jq (occurring
in jth column of Figure 2(b)). For any other pair of nodes, equating corresponding
linear polynomials they find exactly one (1) common shared key between them (since
l = 2). The general case of q2 nodes (l = 2) can visualized as a q× q ‘square-grid’ as
in Figure 2(b) with nodes in same row or column having no key in common while any
other pair of nodes share exactly one common key. This merging strategy is indicated
in Figure 2(b) by slanted arrows as before. Nodes occurring at the ends of a slanted line
are merged. The idea is to look at two rows at a time and form blocks containing one
node of each except for last 3 rows. For fixed 0 ≤ i ≤ q− 2, merge the nodes N(i, j) and
N(i⊕1, j⊕1)(⊕ : addition modulo q), for 0 ≤ j ≤ q−3 (with increment of 2) ∀ q > 4. The
last node of every odd row is merged with the first node of the row above it. Since q is
odd, taking combination of two row would have left out one row, so top three row are
combined separately.

Note that, in case merging of nodes is done randomly, one may end up with merged
pairs like N(0,0)∪N(0,1) and N(0,2)∪N(0,3), (for q ≥ 4) which do not share any common
key, thus not be able to communicate even after merging.

4.1 Assured Full Communication: Theoretical Results

Equating the polynomials of the 4 nodes constituting any 2 merged blocks yields:

Theorem 1. The proposed Deterministic Merging Block Strategy where 2 nodes of the
RS code based KPD [8] are clubbed to form the merged blocks results in full commu-
nication among the merged blocks.

Proof. Consider any two arbitrary blocks A and B. It is evident from the construction
that at least node from block A will never lie in the horizontal line as well as the vertical
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line of either of the two nodes the other block B (refer to Figures 1(a), 1(b) 2(a) and
2(b) for q = 4,2r,5 and for general case). This implies that these two nodes will have
a common key as discussed in Section 4. Hence the blocks A and B can communicate
through this key. As the two blocks were arbitrarily chosen, one is assured of full com-
munication in the new network consisting of blocks constructed by merging two nodes
in the manner explained above (see Figures 1(a), 1(b) 2(a) and 2(b) for q = 4,2r,5 and
for general case respectively).

(a) MB Design 1: Special case for
q= p= 5 =⇒ N = 25= 52 nodes.

(b) MB Design 1: General odd prime /
prime power q = pr,r ∈ N =⇒ q2 nodes.

Fig. 2. Deterministic Merging Blocks Strategy for all odd prime power cases q = 2r ,r ∈ N

Theorem 2. The resulting Merged Block Design has a minimum of one to a maximum
of four common keys between any two given pair of (merged) blocks.

Proof. Any two nodes can share at most one key in original RS code based KPD in [8].
So there are at most 4 keys common between two blocks. This situation occurs only if
both nodes of the 1st block shares two (2) distinct keys with each node of the 2nd block.

Remark 1. Some important features of the merging block design are as follows:

– Merging does not mean that the two nodes combine physically to become one. Just
that they are to be treated as one unit.

– The resultant merged block design has full communication among the blocks
through at least one common key between any two given pair of merged block
ensuring full communication in resultant network.

– Full communication can not be assured when nodes are merged randomly to form
larger blocks. Probably this is the main reason why authors of [3] could not justify
several issues in their random merging model.

– The current authors feel that it is mandatory to have inter nodal communication.
Any communication received by either of the two constituent nodes of a block
can be passed down to the other node and hence make the other node connected.
As such, while proposing the merged block design, this consideration was given
importance.

– Therefore the total number links in the merged scheme is same as that of the original
RS code based KPD of Ruj and Roy in [8]. This fact will be recalled later while
discussing resiliency of the system.
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5 Network Parameters

Some important aspects of the combined scheme like communication probability, com-
putational overhead, resiliency and scalability will be present in this section.

5.1 Communication Probability; Overhead; Network Scalability

Communication Probability or Connectivity is defined to be the ratio of number of links
existing in the network with respect to the total number of possible links. A link is said
to exists between two nodes they share at least one common key. Figure 3 presents a
comparison between the present scheme v/s existing schemes in terms of (E(s)) and
connectivity. The graph in Figure 3(a) is plotted with number of nodes in the network
in x-axis v/s E(s) in y-axis. It compares the resiliency of Merged Block network with
other existing schemes. The graph plotting in Figure 3(b) based on the varying number
of keys per node, k in x-axis) v/s connectivity in y-axis. The original KPD [8] is assumed
to have q = 49,N = 2401 many nodes. So that the merged network has Nmb = 1200
nodes. Clearly the present Merging Block Design provides much better communication
than the original RS code based KPD [8] and the random models of [3,9] (both almost
same) even when no. of keys per nodes, (k) decreases. For the RS code based KPD [8],
taking the key ring of node (i, j) as {(pi+ jq(αc),αc) : h ≤ αc ≤ q− 1},1 ≤ h ≤ q− 2
yields decreasing key rings for increasing h. The present Merging Block Design over
[8] possesses full connectivity ∀ k ≥ � q+7

4 �. This follows from the observations that any
2 block share a min. of 4k−6 keys, there are q keys in the network and the pigeon-hole-
principle. Present design connectivity = 1 ∀ k ≥ 14 as q = 49.

Communication overhead measures the computational complexity of both the key
establishment and the message exchange protocols. During key establishment polyno-
mials of (l −1)th degree are equated which involves computing inverses over Fq. Since
quadratic, cubic and quartic equations can be solved in constant time, this design is
valid for for l = 2,3,4 and 5. However complexity of quadratic, cubic and quartic is
quite high, specially for the nodes. Even the resiliency falls drastically with increasing
value of l. So practically l = 2 is considered. For message exchange, complexity is same
as that of original RS code based KPD [8]. Of course the complexity depends on the
cryptosystem being used. Any cryptosytem meant for embedded systems like AES-128,
is applicable.

5.2 Resiliency

Before proceeding with further analysis in the remaining part of the paper, some ter-
minologies need to be introduced. The term ‘uncompromised node(s)’ associates to
node(s) that are not compromised/captured. The link between any two uncompromised
nodes is said to be disconnected if all their shared key(s) gets exposed due to cap-
ture of s nodes. Standard resiliency measure, E(s) (recalled below) is considered while
analyzing/comparing the scheme with existing KPDs.

E(s) measures the ratio of number of links disconnected due to capture of s nodes
(here blocks) with respect to the total number of links in the original setup.
Mathematically: E(s) = number of links broken due to capture of s nodes (here blocks)

total number of link in the original setup
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One can refer to [8, Section 6.4] for an estimated upper bound of E(s). Construction
of the Merging Blocks clearly indicated that a merged network of size N corresponds
to ≈ 2N sized original KPD, while capture of s merged blocks is almost equivalent 2s
nodes of original. Thus the ratio of links broken (E(s)) remains almost the same (≈ old
E(s)) as observed experimentally. Providing accurate theoretical explanations is rather
difficult due to the randomness of node capture both the original and its merged KPDs.

6 Simulation and Comparative Results

Run results after 100 runs for each data set are tabulated in Table 2. NRS(= q2) de-
notes the number of nodes of the original KPD scheme in [8]. While NMB denotes the

(a) Comparative E(s) values.
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Fig. 3. Graphs showing the comparison between the MB design over RS code based KPD v/s
existing schemes with regards to connectivity and resiliency (E(s)) values

Table 2. Simulated E(s) results for MB over RS code KPD: Comparison with RS code KPD

k = NRS NMB sMB sRS EMB(s) ERS(s)
q−1

28 841 420 5 10 0.297007 0.297155
28 841 420 10 20 0.507596 0.509076
30 961 430 5 10 0.279395 0.280538
30 961 430 10 20 0.483049 0.484641
40 1681 840 5 10 0.219206 0.219512
40 1681 840 10 20 0.390549 0.391530
48 2401 1200 5 10 0.186518 0.186756
48 2401 1200 10 20 0.338435 0.338898

70 5041 2570 10 20 0.247447 0.247348
70 5041 2570 15 30 0.346970 0.347509

100 10201 5100 5 10 0.094725 0.094747
100 10201 5100 10 20 0.180525 0.180588

100 10201 5100 20 40 0.328717 0.328873
102 10609 5304 10 20 0.177422 0.177433

102 10609 5304 30 60 0.443885 0.444061
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number of blocks in merged network. Clearly NMB = �NRS
2 �. Here, p is a prime num-

ber and q = pr is a prime power. Any given pair of nodes has at most 1 key in common
as l = 2. Let sMB and sRS be the number of blocks and nodes captured in the original
and its merged KPD respectively. Then ERS(s) and EMB(s) denotes the resiliency coef-
ficients in the original and merged blocks respectively. The mentioned tables compares
the simulated values of ratio of links disconnected E(s) in the Merging Block model
with its original KPD [8].

7 Conclusions and Future Works

Deterministic merging of nodes of RS code based KPD [8] has been proposed in this
paper. As a result full communication between nodes is achieved. Though the merging
is being done for the particular chosen KPD scheme in [8], the approach can be mod-
ified and generalized to other schemes. This enhances the applicability of the concept.
To understand why deterministic is better than its random counterpart, the mentioned
design is viewed combinatorially. Algebraic as well as design theoretic analysis of the
mentioned KPD paves the logical approach behind the deterministic merging strategy.
Remark 1 of Section 4.1 highlight some of the important features of the deterministic
merging strategy.

One can readily visualize some immediate future research directions. Application
of similar deterministic merging concept to network based on other KPDs which lacks
full communication among its nodes like may result in interesting works. The reason
of preferring such merging strategy over its random counterpart has been sketched. De-
terministic approach can be generalized to other schemes like [6]. Generic survey of
deterministic v/s random schemes (like current scheme v/s [3,9]) yielding fully com-
municating networks can be future research topics.

The assurance of connectivity with lower keys (refer in Figure 3(b)) paves a direc-
tion of achieving fully communicating deterministic schemes having high resiliency. A
priori one must look to design scheme having good node support, small key rings, high
resilience and scalability. Mathematical solutions to such fascinating problems will be
interesting. The deterministic property of the merging technique may enable it to be
combined with other deterministic techniques like the one proposed in [10]. This will
ensure that the merged design is free of ‘selective node attack’ which it still suffers from
as the original KPD did.
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1. Çamtepe, S.A., Yener, B.: Combinatorial Design of Key Distribution Mechanisms for Wire-
less Sensor Networks. In: Samarati, P., Ryan, P.Y.A., Gollmann, D., Molva, R. (eds.)
ESORICS 2004. LNCS, vol. 3193, pp. 293–308. Springer, Heidelberg (2004)
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Abstract. Since its first appearance on early 2000’s at the U.S, the idea that a 
new generation of students called digital natives or net generation has entered 
the world has been widely discussed by parents and educators alike. It is said 
that this generation think, socialize, and act differently; and they will alter roles 
and regulation of work and educational institutes. Now, at the second decade of 
the 21st century, Indonesia has to ready herself to meet this new generation. In 
this paper, we compared information and technology (ICT) access, activities 
within ICT, investment on ICT, and attitude towards ICT between five hundred 
Indonesian in three different groups: those who born before the 1980s; those 
who born between 1980s to 1989’s, and those who born after the 1990s by 
ANOVA. We found that there were no difference on information and technolo-
gy (ICT) access, activities, investment on ICT, and attitude towards ICT  
between the groups. 

Keywords: ICT, Internet, Digital Natives.  

1 Introduction 

Since its emergence in the late 1970s, the internet has growth rapidly and change 
people’s way of life [13]. At the 1980s, electronic mail has complimented face to face 
communication and correspondence communication. World Wide Web (web browser 
tool) made its debut in 1991, followed by the emergence with browser some time 
afterwards. At the end of the 1990s, search engines, portals, and e-commerce started 
to emerge. These innovations in the field of information technology are increasing at 
the 2000'swhen social networking sites and blogs were launched. In late 2008, music 
and video are integrated into the network via iTunes and YouTube [13]. 

Internet have changed the way people interact by eliminating physical boundaries 
and changing the way people manipulate the external world by opening a range of 
possibilities in using collaborative media. In this environment a generation who no 
longer intimidated by the presence of new digital technologies was born. They are 
able to use the technology better than their parent. Tapscott [17] extremely states that 
this digital generation is breathing with the technology. 

In the United States, this generation is made up of citizens who were born after 
1980s. They spent their teenage years in the late 1990s, where the Internet and  
personal computers can be found in every private home. This digital generation is 
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known also known as net generation [17] or digital natives [13, 14]. As a generation 
who are familiar with technology, digital natives have different characteristics than 
the previous generation. Through nGenera survey from 6,000 digital generations, 
Tapscott [17] summarizes these differences into eight main characteristics that  
reduced further to four characteristics by Leung [9] as follows: 

1. Global orientation and emotionally uninhibited: this generation finds it easier to 
share their thoughts online to everyone they can find, protected by the anonymous 
nature of the internet. 

2. Right to information and learning: this generation beliefs in equal opportunity and 
freedom of expressions of opinions. Keeping up with newest information helps 
them to ensure their employability 

3. Technological savvy: this generation has a keen interest not only in new technolo-
gies, but also how they work. 

4. Preoccupied with maturity and adulthood: this generation expect to be treated as an 
adult, no matter how old they are.  

Digital natives also use technology in different ways from their previous generations. 
As the generation that was born and grew up with technology, they are able to use 
technology in a more diverse and more efficient way than their previous generation 
who dealt with technology in older age. A survey from Kvavik [8] shows how digital 
natives use technologies for wide arrays of activities, from productive activities such 
as writing documents and sending e-mails to recreational activities such as random 
browsing and chatting with friends and colleagues. Their activities also varied from 
using basic technology such as word processing and presentation to using advanced 
technologies such as 3D Graphics and web design. These characteristics and compe-
tencies are different from previous generations in which work and entertainment are 
more limited, and most of the work can takes a long time in the settlement process. 

If Prensky [14] calls this digital generation “digital natives,” the previous genera-
tion is called with a digital immigrant. The digital natives born and raised in the tech-
nology, but digital immigrants born before the technology was rampant. The digital 
natives became familiar with the technology at their adolescence, while the digital 
immigrant met these technologies in adulthood. With these different environment, 
comes different characteristics between the generations. 

In the context of work for example, it can already be found digital natives who are 
smarter than the digital immigrants on operating software. The digital natives were 
able to find the information more quickly, and could complete certain work more 
efficiently with the help of the internet [13]. In the context of education, students were 
found correcting information from their teachers, with the help of information found 
in the internet by smart phones [17]. 

In Indonesia, the internet were started to use widely by the end of 1996 [4]. In con-
trast to the characteristics of Internet used in the United States, where each house has 
its own connection, internet connection in Indonesia can be find communally in inter-
net cafes, or commonly known as warnet [4, 10] which has different characteristics 
from private pay system  
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Although having different way to access the Internet, interestingly Indonesian 
people have similar pattern in terms of the diversity of activities done online with 
Western society. Such similarity depicted in a survey conducted by Wiradhany [18], 
which shown that the Indonesian people are familiar with common functions such as 
internet browsing (surfing), chat room, and e-mail. Set of studies summarized by Hill 
and Sen [5] also showed that in general, Indonesia's young generation is using the 
internet. Campus ranks third as a place to access the internet; Undergraduate and High 
School Students ranked first and second levels of internet users; and students and 
youth as the two largest Internet user groups [5]. 

The goal of this paper is to identify ICT usage pattern of young internet user of In-
donesia. From the previous findings, it is expected that it will show similar pattern 
with findings from Western Countries. Secondly, by comparing young internet users 
to their previous generation, this paper also wants to look up how much differently 
young internet user use technology compared to their previous generation. 

The results of this research can enrich the discourse on the impact of technology to 
the people of Indonesia, since a similar study has not been done much. Psychological 
discourse of the digital generation can be widely diverse, ranging from discussion of 
internet addiction [19], the use of technology in the learning process [12], the dynam-
ics of interaction patterns in the family [16], organizations that can maximize the 
potential of this generation [17], and various other areas of Psychology in contact 
with the digital generation. The results of this study can be used as a basis for the 
study of digital natives in Indonesia in the future. 

2 Methods 

There are three variables in this study: age, ICT-related behavior, and ICT-related 
attitudes. Age were grouped by those who were born in the 1970s and before, those 
who born between the 1980 to the 1989, and those who born after 1990s. ICT-related 
behavior was described by (1) accessibility and gadgets owned (2) activities within 
the internet and gadgets and (3) the investment for technologies monthly.  

The data in this study were obtained through a survey on technology ownership, in-
ternet access, use of internet, mobile phone use, computer use, use of game consoles, 
and attitudinal scales of the digital generation. Items in the general survey were de-
veloped based on Wiradhany [18] findings, while the scale of the digital generation 
attributes were adopted from a similar scale made by Leung [9].The digital generation 
attitudinal scale consists of four dimensions, namely (1) the right to information, (2) 
unhibition in the net, (3) technological savvy, and (4) adulthood and confident. The 
overall scale of the attribute consists of 24 items with an internal consistency of each 
of the items ranged from 0.25 to 0.47 and Cronbach Alpha reliability of 0.82. 

Ninety-nine percent of respondents (304 people) write their gender. Of that quanti-
ty, 56.4% (172 people) of respondents are female, while the remainders (132 people) 
are men. They were born in the 1970s, 1980s, and 1990s. The digital generation was 
assumed born in 1990s. Generation born in the two decades prior is used as a compar-
ison to see the contrast between the use of technology between digital generation and 
previous generations. 



 Indonesian Digital Natives 155 

Table 1. Age of Respondents 

Decades Respondents 
<1979 7 
1980-1989 83 
≥1990 199 
Total 289 

Ninety-four percent of the respondents (289) wrote their date of birth. The mean of 
respondent’s age was 21.96 with 4.26 SD. The youngest respondent is 13 years old 
and the oldest respondent is 60 years old by 2012. 

3 Result 

Survey analyses were divided into two parts, namely (A) mapping of the various 
technologies used and (B) attitude toward technology. In the first part, the results of 
this survey will be presented to the (1) Variety of technologies used across generation, 
(2) the activities within Internet, and (3) The amount of the investments made to 
access the technology. 

3.1 Mapping of the Various Technologies Used 

1. Variety of technologies used across the generations 
Figure 1 shows the difference in technology products ownership between digital gen-
eration and the previous generation. For those who were born in the 1970s and 1980s, 
USB flash drive (100% and 94%) are the most widely owned product, followed by 
mobile phones (85.7% and 92.8%), and Internet access/laptops (71.4% and 90.4%). In 
the group that was born in 1990s, three top technologies are a cell phone (95%), lap-
tops (92.5%), and Internet access (90.5%).  
 

 

Fig. 1. Technology Owned across Generation 
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Data management (flash drive and laptops) and communication (mobile phone and 
internet) are agreed by whole groups as essentials technologies. High usage of laptops 
than PC, and mobile phone also shows how important mobility is. Our data from in-
ternet access also shows that internet hotspot, HSDPA modem, and mobile internet 
plays significant role for people to access internet. 

2. Activities within Technologies 
Efforts to understand the intensity and engagement of digital generation with technol-
ogy were done by comparing activities within technology with the previous genera-
tion. Activities compared included: activities on mobile phone, PC/laptop, and inter-
net. While all groups use mobile phone to send text and make phone calls, respondent 
born at the 1990s also used them for social networking and chat. If mobile phone is 
used mainly for organizing schedule, computer is mainly used to work on documents 
related to schoolwork or office. 

All groups of respondents used computer more to access the Internet (100%, 
96.4%, and 94%, respectively). Figure 2 shows that all groups go online mainly for 
checking their e-mails, browsing, downloading data, and social networking. It is in-
teresting that younger people tend to do more recreational browsing while older gen-
eration browses for task-related activity.  

 

 

Fig. 2. Online Activities 
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0
20
40
60
80

100
120

Se
lli

ng
 th

in
gs

 o
nl

in
e

O
nl

in
e 

G
am

in
g

So
ci

al
 n

et
w

or
ki

ng
 …

D
is

cu
ss

in
g 

on
 fo

ru
m

Br
ow

si
ng

 …
Ch

at
tin

g
Po

rn
og

ra
ph

y
Re

ad
in

g …
Bu

yi
ng

 th
in

gs
 o

nl
in

e
Ch

ec
ki

ng
 e

-m
ai

l
W

at
ch

in
g 

vi
de

o
U

pl
oa

di
ng

 d
at

a …
In

te
rn

et
 B

an
ki

ng
Bl

og
gi

ng
D

ow
nl

oa
di

ng
 d

at
a …

Re
ad

in
g 

on
lin

e …
Br

ow
si

ng
 (t

as
k-

…
Ti

ck
et

in
g 

(P
la

ne
, …

Pe
rc

en
ta

ge

Activities

1970s

1980s

1990s



 Indonesian Digital Natives 157 

1990s and 1970s. On average, respondents who were born in the 1970s to spend Rp. 
57,857.14 per week for a mobile telephone, respondents were born in 1980s for Rp. 
43,939.76 - and 1990s Rp. 40,055.13. 

Another interesting investment observed to understand the information technology-
related behavior is in terms of time. The data obtained showed that the range of time 
spent by respondents from each generation tend to be different. The respondents were 
born in the 1970s spent most of the time with their cell phones for non-
communication activities such as listening to a song and taking pictures (31.67 mi-
nutes) and check e-mail. Those born in the 1980s spent more time on non-
communication activities (25.38 minutes) and also for chatting (22.06 minutes). Di-
versity is becoming increasingly different on respondents born in 1990s because they 
mostly use his mobile phone to chat (56.42 minutes) and send short messages (33.10 
minutes). 

Chatting is a synchronous communication activity between two or more users of 
information technology. This mobile phones facilitated communication is widely used 
by the digital generation. Compared with communication via e-mail, chat allowed 
users of Internet technology to obtain near real-time response. Chat usage depicts 
speed as one of the characteristics of the digital generation.Speed is required by the 
digital generation not only in terms of obtaining the response, but also in fulfilling 
their needs of information. Browsing or surfing the internet is an activity done to meet 
these needs.  

For activities within computer, the most time-consuming activities are web design, 
browsing, using Ms. Office, and offline gaming. No perceived differences between 
groups were found here. But interestingly, when asked about online activities, we 
found that respondents born on 1970s spent most of their time online for gaming and 
chat, while younger generation tend to do more browsing for task-related activities. 
Activities done to develop relationships that have been established through chat and 
online gaming seem to be two examples of activities done by1970s generation. 
Prensky [14] refer to this generation who born on the1970s as digital immigrants be-
cause the internet was present at the time they are adult. They are required to live and 
conform to the pattern of life in the era of digital technology. They treat technology as 
a tool to facilitate the achievement of their goals and enrich the quality of communi-
cation that had been established. 

In the country with a collectivist culture, social life is managed by growing need 
among individuals and another. Greeting each other is not just lip service but rather 
form of fulfillment of needs. Media that facilitates the echo-reply brief communica-
tion like chat become a very popular choice in Indonesia. Ramdhani [15] found that in 
the Paperless Office communication media, social topic is the most frequent topic 
discussed among university lecturers. 

Different trend is shown by the generation born at the 1990s. They spent more time 
browsing for task-related activities. Internet technology already exist at the time of 
this generation hit adolescence, so doing job/school related activities are more impor-
tant for them.  
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Fig. 3. Time Spent Online 
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1990s (68.79). The figure also shown that adulthood and confidence score has a posi-
tive correlation with age. This is expected because people tend to be more confident 
as they become older. 

 

 

Fig. 4. Importance of Gadgets (1=Very Unimportant; 4=Very Important) 
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4 Conclusion 

While showing certain characteristics of digital generation, this survey find that those 
assumed as digital generation in Indonesia show no different pattern in technological 
access, activity, cost, time spent, and attitude from their previous two generations. 
These results are in line with Carrier, Cheever, Rosen, Benitez, and Chang [1] who 
found that there were no significant multitasking behavior patterns as sign of digital 
generation across different age groups in the United States. Other surveys done in the 
U.K. [3, 11]; and Australia [2, 7] have also shown similar pattern. While reporting 
themselves as more engaged in using different kinds of technologies, those assumed 
as digital generation are too heterogeneous to be classified as a group: only a minority 
of them is truly technological savvy. Most of individual fall in this group are not more 
technologically illiterate than their previous generation. 

However, results from this survey came from limited numbers of respondents. It 
seems that the digital generation of Indonesia behavioral patterns cannot be described 
with a limited number of respondents in the study. In addition, Indonesia also faced 
the inclusion of Internet technology. The responsiveness of inter-generational Internet 
users in Indonesia still needs to be studied further. 
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Abstract. The desire Quality of Service (QoS) of Voice over Internet Protocol 
(VOIP) is of growing importance for research and study Long Term Evolution 
(LTE) is the last step towards the 4th generation of cellular networks. This 
revolution is necessitated by the unceasing increase in demand for high speed 
connection on LTE networks particularly for under variable mobility speed for 
VoIP in the LTE. This paper mainly focuses on performance of VOIP and the 
impact of resource limitations in the performance of Access Networks 
particularly important in regions where Internet resources are limited and the 
cost of improving these resources is prohibitive. By determine rate 
communication quality, is determined by end to end delay on the 
communication path, delay variation, packet loss. These performance indicators 
can be measured and the contribution in the access network can be estimated 
using simulation tool OPNET Modeler in varying mobility speed of the node. 
The overall performance of VOIP thus greatly improved significantly by 
deploying OPNET Modeler.  

Keywords: Quality of Service (QoS), Voice over Internet Protocol (VOIP), 
Internet, performance, Future, Network Access, analysis, delay. 

1 Introduction 

The startling growth of Internet technology, coupled with the relatively low 
deployment cost of IP networks, has pushed for an integrated “IP-based core” - a 
single network for data, video and voice access. However, the diverse service-
requirements and novel traffic characteristics of the emerging Internet applications 
have posed many technical challenges that the Internet community must address in the 
near future, as the emerging multimedia applications begin to constitute an ever-
increasing fraction of Internet traffic. High quality interactive voice and video 
applications can tolerate little delay variation and packet loss. Quality of Service 
(QoS) is a defined level of performance in a data communications system. As an 
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example, to ensure that real time voice and video are delivered without irritating blips, 
a guaranteed bandwidth is required. The plain old telephone system (POTS) has 
delivered the highest quality of service for years, because there is a dedicated channel 
between parties. However, when data is broken into packets that travel through the 
same routers in the LAN or WAN with all other data, QoS mechanisms are the only 
way to guarantee quality by giving real time data priority over non-real time data. A 
large number of factors are involved in making a high-quality VoIP call. These factors 
include the speech codec, packetization delay, packet loss, delay (coding, 
transmission, propagation and queuing), delay variation, and the network architecture 
to provide QoS. Other factors involved in making a successful VoIP call include the 
call setup signalling protocol, call admission control, security concerns, and the ability 
to traverse Network Access Translation (NAT). Although VoIP involves the 
transmission of digitized voice in packets, the telephone itself may be analog or 
digital. The voice may be digitized and encoded either before or concurrently with 
packetization. In making a high quality VOIP call and the engineering trade-offs that 
must be made between delay and the efficient use of bandwidth [1,3]. VoIP becoming 
popular can be mainly attributed to the cost advantages to consumers over traditional 
telephone networks. The traditional business model for telephone services has been 
that most people pay a flat monthly fee for local telephone call service and a per-
minute charge for long-distance calls.Introduction of Long Term Evolution (LTE), the 
4th Generation (4G) network technology release 8 specifications are being finalized in 
3GPP have developed and planning to globalize extensively compared to 
3rdGeneration (3G) and 2nd Generation (2G) networks [1]. LTE determines goals 
peak data rate for Downlink (DL) 100 Mbps and Uplink (UL) data rate for 50Mbps, 
increased cell edge user throughput, improved spectral efficiency and scalable 
bandwidth 1.4 MHz to 20 MHz [2]. VoIP capacity of LTE has to show better 
performance as Circuit Switch voice of UMTS. LTE should be at least as good as the 
High Speed Packet Access (HSPA) evolution track also in voice traffic. It discusses 
the challenging issues that need to be faced by computer networks to transmit the 
VoIP applications. It gives the description idea about the VoIP over LTE and their 
functionality and design parameters of the LTE networks. After determining the 
problems it is necessary to identify the research questions that lead the research 
process to be in the scope [2]. 

a) How much the maximum throughput is support in the different bandwidth  
(e.g. 1.4 MHz, 3 MHz, 5 MHz, 10 MHz, 15 MHz and 20 MHz)?  

b) What is the impact on the VoIP quality in terms of E2E delay when the network 
is congested with VoIP only? 

c) To what extent do the performances of packet loss for interactive voice vary? 

The 3GPP LTE is a new standard with comprehensive performance targets, therefore 
it is necessary to evaluate the performance and stability of this new system at an early 
stage to promote its smooth and cost-efficient introduction and deployment. The 
motivation behind the design models presented in this report is to discuss issues 
related to traffic behavior for VoIP alone as well as along with other traffic in the LTE 
network. E2E delay for VoIP is a matter of fact for performing real-time application 
efficiently over the Internet. Today, emergence of the real-time application demands 
more resources. The main motivation of our paper work is to ensure fast and reliable 
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voice communication for huge number of users in wireless network. LTE evolved 
packet system (EPS) is the bearer of the QoS level of granularity. This system also 
establishes the packet flow between the user terminal (UE or MS) and the packet data 
network gateway (PDN-GW). The traffic running between a particular client 
application and the service can be wrecked into split service data flows (SDFs). 
Mapping the same bearer, SDFs receive common QoS activities (e.g., scheduling 
policy, queue management policy, rate shaping policy, and radio link control (RLC) 
configuration). A scalar value referred to as a QoS class identifier (QCI) with the help 
of bearer, specifies the class to which the bearer belongs. Set of packet forwarding 
treatments referred by QCI (e.g., weights scheduling, ad-mission thresholds, 
configuration of link layer protocol and queue management thresholds) preconfigured 
through the operator on behalf of each network element. The class-based technique 
applies in the LTE system to improve the scalability of the QoS framework. In the 
LTE framework, bearer management and control follows the network-initiated QoS 
control paradigm that initiated network establishment, modification, and deletion of 
the bearers. Two types of bearers in LTE [2,3,4]:  

a. Guaranteed bit rate (GBR): Dedicated network resources correlated to a GBR 
value connected with the bearer and permanently allocated when a bearer 
becomes established or modified. 

b. Non-guaranteed bit rate (non-GBR): In the LTE system, non-GBR bearer is 
as-signed as the default bearer, similar to the preliminary SF in WiMAX, used to 
establish the IP connectivity. A non-GBR bearer has enough knowledge about 
congestion-related packet loss. In the framework, additional bearer is assigned as 
a dedicated bearer which is GBR or non-GBR.  

Future Research need to cover further analyses could be carried out using the 
measurement data captured. A synthetic workload model for VoIP could be further 
developed, based on the workload characteristics identified in the measurement study. 

2 How Is the Performance for VoIP on LTE System in Access 
Network 

In LTE, the core network operations are completely based on packet switching domain, 
example, all the network interfaces are dependent on IP protocols, and hence it is 
known as Evolved Packet Core (EPC). The essence of EPC is to keep the number of 
operating nodes and interfaces as minimum as possible. The EPC divides the network 
components into control-plane objects such as data/barer-plane entity (i.e. a Serving 
Gateway) and the Mobility Management Entity (MME). The MME is considered as a 
signaling entity and used to represent the control plane function of the EPC. Such 
control functions include, among others, location function, the subscribers’ equipment 
paging, and the bearer establishment and the connections establishment, roaming 
management [4]. The fundamental architecture of LTE system is presented in Figure 1. 
All the network interfaces are based on internet protocols (IP). The LTE system 
comprised of the core network and radio access network which represent the IP 
connectivity layer of LTE system.  
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Fig. 1. Networks Architecture of LTE [16] 

The Serving Gateway (S-GW) functions as switching as well as routing node to 
route and forward the data packets to and from the Base or Evolved-Universal 
Terrestrial Radio Access Network NodeB (eNB) [5]. Between the EPC and the 
external packet data network, a PDN-GW is often used as an inter-face point or an 
edge router. It is also possible that a UE has synchronized connectivity with more 
than one PDN GW. The responsibilities of the PDN-GW include establishment, 
maintenance, and deletion of GTP tunnels to S-GW or SGSN in the case of inter-RAT 
mobility scenarios. The PDN-GW routes the user plane packets by allocating the 
user’s dynamic IP addresses. Apart from that, it provides functions for lawful 
interception, policy/QoS control, and charging [6]. 

3 LTE QoS Framework and Voice over IP (VoIP)  

LTE evolved packet system (EPS) is the bearer of the QoS level of granularity. This 
system also establishes the packet flow between the user terminal (UE or MS) and the 
packet data network gateway (PDN-GW). The traffic running between a particular 
client application and the service can be wrecked into split service data flows (SDFs). 
Mapping the same bearer, SDFs receive common QoS activities (e.g., scheduling 
policy, queue management policy, rate shaping policy, and radio link control (RLC) 
configuration) [19, 20]. A scalar value referred to as a QoS class identifier (QCI) with 
the help of bearer, specifies the class to which the bearer belongs. Set of packet 
forwarding treatments referred by QCI (example, weights scheduling, admission 
thresholds, configuration of link layer protocol and queue management thresholds) 
preconfigured through the operator on behalf of each network element [7]. The class-
based technique applies in the LTE system to improve the scalability of the QoS 
framework. [8].  
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3.1 Two Types of Bearers in LTE 

There are two types of bearer in LTE which are GBR and non-GBR. In the 
framework, additional bearer is assigned as a dedicated bearer which is GBR or non-
GBR. Real Transport Protocol (RTP) is the basic protocol in VoIP engineering, which 
is, not only for transporting media streams but also to initialize the media session in 
concord with SIP. It is also used for media stream supervision and intended to provide 
out-of-band control information for the RTP flow. In response to the media quality 
that supplies to the other members in the media session via separate UDP port, there 
are many additional functionalities of RTP. Audio and video synchronization and 
quality improvements through low compression instead of high compression are a few 
of them. VoIP transmissions are deployed through traditional routing. A typical VoIP 
structural design is shown on the Figure 2, though many “possible” modifications of 
this architecture are implemented in existing systems. In VoIP engineering, original 
voice signal is sampled and is encoded to a constant bit rate digital stream at the end 
of the sending process.In place of circuit-switched voice transmission and traditional 
dedicated lines, these packets flow over a general-purpose packet-switched digital to 
analog signal in the receiving end for it to be easily detected. The VoIP infrastructure 
can be visualized as three layers: end user equipment, network components, and a 
gateway to the traditional telephone network as stated in Figure 3.  

 

 
 

 

Fig. 2. VoIP Architecture of LTE 
 

Fig. 3. VOIP. Network Archtecture 

3.2 Characteristics VoIP Traffic Delay 

AMR codec provides the VoIP traffic along with the Voice Activity Detector, Relieve 
Noise Generation and Discontinuous Transmission. Depending on the speed activity 
of the traffic, AMR provides a constant rate of small packets transmission. During the 
active period, one VoIP packet took at 20 ms intervals and 160 ms interval for one 
Silence Description (SID) packet during silent period. To improve the spectral 
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efficiency of the VoIP traffic, UDP, IP and RTP headers in LTE are also compressed 
with Robust Header Compression (ROHC). According to [9], for voice signal, 250 ms 
is the maximum tolerable mouth-to-ear delay and around 100 ms delay for the Core 
Network and also less than 150 ms acceptable delay for Medium Access Control 
(MAC) buffering and Radio Link Control (RLC). Both end users are LTE users and 
assume less than 80 ms acceptable delay for buffering and scheduling. For 3 GPP 
performance evaluations 50 ms delay has been bound for variability in network end-
to-end delays. End-to-end delay means the time required for a packet to be traversed 
from source to destination in the network and is measured in seconds. Generally, in 
VoIP network there are three types of delays occurring during the packet transverse. 
They are: sender delays when packets are transverse from source node, network delay 
and receiver delay. In one direction from sender to receiver for VoIP stream flow, 
end-to-end delay can be calculated by the equation. Let say in seconds-that a network 
needs to send a message with n bytes as ( ) nnT βα +=

 
 In mathematical terms, this 

is a line equation, where α is the constant, and β is the line slope or gradient [9,10]. 

4 Simulation Design and Methodology 

In real world scenarios, performance evaluation of a well-designed network model 
and the model itself carries significant importance. To cope with the challenge, 
practice using simulator OPNET (Optimized Network Engineering Tool), as kernel 
source code is not open source. [11,12]. In order to determine the maximum number 
of calls that can be supported by an existing network, while limiting VoIP delay 
constraint utilize queuing analysis to approximate and determine the maximum 
number of calls that the existing network can support while maintaining a delay of 
less than 80ms.,the Principles of Jackson theorem for analysing queing [12]. Analysis 
by decomposition is summarized in first isolating the queuing network into 
subsystems, example, and single queuing node[13,14,15,16]. Next, analysing each 
subsystem separately, considering its own network surroundings of arrivals and 
departures. Then, finding the average delay for each individual queuing subsystem 
finally, aggregating all the delays of queuing subsystems to find the average total end-
to-end network delay [17,18,19,20].  

Figure 4 presents an algorithm computes the maximum number of calls considering 
VoIP delay constraint. 

a. Initially, no calls are introduced only traffic in the network background traffic. 
b. A new call is added, according to the call distribution. 
c. For each network element, λ = λVoIP +λbg is computed. Where, λVoIP is the 

total added new traffic from a single VoIP in pps, and λbg is the background 
traffic in pps). The value λbg is known for each element; however, λVoIP can get 
affected by introducing a new call depending on the call traffic flow, i.e. whether 
or not the new call flow passes through the network element. 

d. For each network element, the average delay of a VoIP packet is computed. 
e. The end-to-end delay is computed by summing up all the delays of step (d) 

encountered for each possible VoIP flow. This includes all external and internal 
flows, with internal flows consisting of intra-floor and inter-floor. 
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f. If the maximum network delay is less than 80 ms, then the maximum number of 
calls has not been reached. Therefore a new call can be added, and hence go to 
steps (b)-(f). If not, the maximum delay has been reached. Therefore the number 
of VoIP calls bounded by the delay is one less than the last call addition. 

 
Input n : number of network of elementsλ 1. . n : background  traffic for network element 1,2, … n Delay 1. . n : delay for network element 1,2 … n P: set of call flow paths p where p is a subset of 1,2, … n  
Output: MaxCalls: maximum number of calls λVoip 100pps, or 180.8kbps; VoIP MaxDelay 80; // network delay for VoIP call in ms MaxDelay 0; MaxCalls   1; Delay 1. . n 0; While MaxDelay    MaxCalls MaxCall 1 Generate a call according to call distribution and let PC be its flow path for each element i in Pc do λi λi  , or λvoip if i is a link then Delay 1 λ2µi / µi λi  Else Delay 1 / µi λi  end if end for for each p in P where p  PC  do PathDelay p Delay where i is a network element in path p if PathDelay p    MaxDelay PathDelay p  end if end for 

Fig. 4. Algorithms number of calls VoIP [8] 

5 Result and Analysis 

5.1 End-to-End (E2E) Delay Performance 

For VoIP applications, the packet E2E delay should not exceed 150 ms to evaluate 
that the quality of the created VoIP calls are accepted. In this section, the packet E2E 
delays result for different scenarios are presented in various statistical plots. Scenario 
1, correspond to the Baseline VoIP, while Scenario 2 correspond to the Congested 
with VoIP. In all the scenarios, the sources and destinations happen to be started at 
100 seconds as the start time of the profile and application configuration has been set 
to 40 seconds and 60 seconds, respectively. the figures presented in following 
sections, X axis represents simulation time in seconds; Y axis represents in seconds. 
Figure 5 illustrates the comparable performance of the E2E delay under the different 
case scenarios of Baseline VoIP network. E2E delay is measured for the VoIP traffic 
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flows between source node and destination node through Baseline network with 
various node speeds the blue line shows the E2E delay of the scenario where the node 
speed is fixed (0 mps). The blue line show the E2E delay of scenarios where the node 
speeds are 23.83 mps, whereas red line shows in Figure 6, the congested VoIP 
network level of about 60.84 mps. With the increasing simulation time, the both 
curves settle at Simulation time 2.5 sec. 

Table 1. Statistics of E2E delay of Based-line Congested VoIP Network 

Baseline 
Before 

Congestion 

Congestion 
End to End 

Delay 

Simulation 
time 

 Baseline 
Before 

Congestion 

Congestion 
End to 

End Delay 

Simulation 
time 

23 75 3.26  48.82 49.18 1.01 
23.83 74.17 3.11  49.66 48.34 0.97 
24.67 73.33 2.97  50.49 47.51 0.94 
25.50 72.50 2.84  51.32 46.68 0.91 
26.33 71.67 2.72  52.16 45.85 0.88 
27.17 70.84 2.61  52.99 45.01 0.85 
28.00 70.00 2.50  53.82 44.18 0.82 
28.83 69.17 2.40  54.65 43.35 0.79 
29.66 68.34 2.30  55.49 42.51 0.77 
30.50 67.50 2.21  56.32 41.68 0.74 
31.33 66.67 2.13  57.15 40.85 0.71 
32.16 65.84 2.05  57.99 40.01 0.69 
33.00 65.00 1.97  58.82 39.18 0.67 
33.83 64.17 1.90  59.65 38.35 0.64 
33.83 64.17 1.90  60.49 37.52 0.62 
34.66 63.34 1.83  61.32 36.68 0.60 
35.50 62.51 1.76  62.15 35.85 0.58 
36.33 61.67 1.70  62.98 35.02 0.56 
37.16 60.84 1.64  63.82 34.18 0.54 
37.99 60.01 1.58  64.65 33.35 0.52 
38.83 59.17 1.52  65.48 32.52 0.50 
39.66 58.34 1.47  66.32 31.68 0.48 
40.49 57.51 1.42  67.15 30.85 0.46 
41.33 56.67 1.37  67.98 30.02 0.44 
42.16 55.84 1.32  68.82 29.19 0.42 
42.99 55.01 1.28  69.65 28.35 0.41 
43.83 54.18 1.24  70.48 27.52 0.39 
44.66 53.34 1.19  71.31 26.69 0.37 
45.49 52.51 1.15  72.15 25.85 0.36 
46.32 51.68 1.12  72.98 25.02 0.34 
47.16 50.84 1.08  73.81 24.19 0.33 
47.99 50.01 1.04  74.65 23.35 0.31 

 
Packet loss refers to the failure of one or more transmitted packets to reach their 

destination across a network. A VoIP user is satisfied if more than 98 % of its voice 
packets are delivered successfully. Packet loss is determined using the following 
equation. 
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Packet Loss      100  

 

 

Fig. 5. End-to-End Delay of Baseline 
Network 

Fig. 6. End-to-End Delay of Congested VoIP 
Network 

5.2 Packet Loss Performance for Baseline VoIP Network 

In congested VoIP network. Can observe in figure, sent and received data are 
overlapped between 100 seconds to 140 seconds in all the simulation scenarios. After 
140 seconds when the load is around 95%, the packet loss is found in all the cases. In 
the Congested VoIP and VoIP congested with FTP network scenario, on an average, 
packet loss in the VoIP Congested with FTP network for case 1 is about 74% higher 
than that of Congested VoIP network. In other both cases, average packet losses are 
88%, 95% and 84% higher respectively. To wrap it, all of the voice traffic 
corresponding to each case in VoIP Congested with FTP experience higher packet 
loss than Congested VoIP network. 

6 Conclusion 

Comprehensive study, analysis and evaluation of the end-to-end delay performance 
evaluation for VoIP in the LTE network have been done. The evaluation is made by 
simulating in OPNET Modeler based on performance metrics such as end-to-end delay 
and throughput. Three network scenarios have been simulated: Baseline VoIP network 
scenario, congested VoIP network scenario and VoIP congested with FTP network 
scenario. It has been found that maximum throughput increased as the bandwidth 
incremented. Out of the three methods simulated for throughput measurement, the 
scenario with highest bandwidth (example 20 MHz) exhibited maximum throughput. 
After that, quality measurement of VoIP has been done with respect to E2E delay, both 
for a network congested exclusively with VoIP and VoIP with FTP. Four scenarios 
have been created for this evaluation, one case with stationary node and other three 
cases with mobile nodes (gradually increasing the node speed). The simulation results 
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showed that when the node is not moving, E2E delay is slightly higher for network 
congested with VoIP only. In other cases, better E2E is obtained for this network due 
to the presence of moving node. Finally the rate of packet loss for the remains quite 
minimal for congested with VoIP network regardless of the node speed. Mean-while, 
for VoIP with FTP network, packet loss rate is also quite insignificant for fixed node 
case but the rate upshots as the node starts moving [19,20]. 
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Abstract. Engineering asset maintenance consists of coordinated activities and 
practices for retaining or restoring a piece of equipment,    machine, or system 
to specified operable conditions to achieve its maximum useful life. An inte-
grated high-level maintenance comprising multiple sub-systems requires the 
collaboration of many stakeholders including multiple systems and depart-
ments. Several of specialised technical, operational and administrative systems 
have been invested by engineering asset organisations to enhancing their asset 
management and maintenance systems, however there is no common ground 
among engineering asset organisations about what are collaborative mainten-
ance are required for adoption/implementation.  The lack of systematic ap-
proach, together with the lack of specific requirements to implement mobile 
collaborative maintenance requests a comprehensive framework for guiding en-
gineering organisation to implement of new mobile technologies that meet all 
maintenance collaboration requirements. This research proposes to develop an 
appropriate mobile collaboration framework based on Delphi and Case Study 
investigation.  

Keywords: Mobile technology, Collaboration, Engineering asset, Framework.  

1 Introduction 

An imperative element of business management is having engineering asset manage-
ment (EAM). It is essential to realize a business organization’s mission which is hav-
ing or operate assets. EAM is concerned with the life cycle of engineering or physical 
assets. It is also a critical stage of the continuous life cycle of assets, which includes 
acquisition, design, installation, maintenance and operation, and disposal stages [1]. 
The purpose of EAM is to maximise the total benefits of an enterprise by effectively 
using these assets throughout the whole life cycle.  

The importance of maintenance function has increased because it plays an impor-
tant role in retaining and improving system availability and safety, and product quali-
ty [2]. Reference [3] states that engineering assets in industries rely highly on their 
maintenance division to maintain and ensure assets are delivered properly. This  
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author also revealed that in the last 30 years, the practice of doing maintenance has 
significantly changed due to developments in equipment design, information and 
communication technology, cost pressures, customer acceptance of risk and failures 
[3] and the existence of multiple stakeholders and departments [4]. Moreover, current 
working circumstances are more complex and therefore need to be managed by mul-
tiple and interlinked activities [5]. Hence, an integrated high-level maintenance sys-
tem which contains multiple sub-systems requires the collaboration of multiple stake-
holders such as departments or units to improve resources, information sharing and 
maintenance practices.  

Collaborative maintenance is not a technology or a software solution; rather, it is a 
customized business strategy unique to each situation [6]. Based on a review of some 
relevant references [7][8][9], it is found that many organizations already have a colla-
borative maintenance system in place. However, with proper collaboration and com-
mitment, that system can be expanded in scope and effectiveness.  

To achieve the quality and efficiency of maintenance for engineering assets, this 
research proposes a framework to guide the adoption and implementation of new 
mobile technologies. It aims to facilitate asset maintenance collaboration, where or-
ganizations can expand their existing technology. In this context, efficiency means 
maintaining engineering assets without interrupting the production process for unne-
cessary breakdowns. 

This research is structured as follows: the first section describes the motivation of 
this research. The second section provides a brief review of the concept of mobile 
collaboration technology for engineering or physical asset maintenance (PAM). This 
is followed by a brief description of the proposed framework, research methods, and 
the last section outlines a conclusion.  

2 Research Motivation 

This research is motivated by five factors. First, today’s asset maintenance practices 
rely on access to information and team expertise from dispersed sites. Many business-
es or companies have several interdependent departments and sub-systems that colla-
borate on various issues.  Maintenance personnel in the form of individual and/or 
groups communicate, coordinate, integrate and distribute work. Secondly, informa-
tion exchange in the form of direct communication, discussion, negotiation and deci-
sion making to complete the integrated maintenance (including strategic, tactical and 
operational levels) as well as maintenance information systems for structures a share 
pool of maintenance knowledge between certain maintenance roles (managers, direc-
tors, supervisors, engineers, technicians) in different site (between maintenance per-
sonnel in different offices, between maintenance and a remote help desk expertize 
centre, and between maintenance personnel in the field force in different sites) in any 
time are not supported by current PAM system/technology. Third, the emerging trend 
of mobile technologies is rapidly developing and they are viewed as business enab-
lers, and have the potential to support asset maintenance practice. Fourth, some 
frameworks for mobile collaboration have been identified in this preliminary litera-
ture review, however, only a few of these frameworks are relevant and applicable in 
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this research. Most of the design frameworks in the last decade refer to the technolo-
gical approaches for hardware, software and network. Last but not least, only a few 
studies have explored how mobiles in the context of technological, organizational, 
and personnel requirements support collaborative maintenance in engineering asset 
organizations. Few survey and case studies have been conducted to understand the 
current state of collaboration technologies including mobile technology support engi-
neering asset organizations.  

3 Literature Review 

3.1 Engineering Asset Maintenance 

Maintenance is a combination of actions intended to retain an item in, or restore it to, 
a state in which it can perform the function that is required for the item to provide a 
given service. This concept leads to a first classification of the maintenance actions in 
two main types: actions oriented towards retaining certain operating conditions of an 
item and actions dedicated to restoring the item to supposed conditions. “Retention” 
and “restoration” are denominations for action types that are then converted into 
“Preventive” and “Corrective” maintenance types in the maintenance terminology by 
European Committee for Standardization.  

Reference [10] acknowledges that maintenance processes consists of several tasks 
that must be in line with three levels of business activities, namely: strategic, tactical 
and operational. At the strategic level, business priorities will be transformed into 
maintenance priorities. The transformation process is done by supporting expertise 
within a certain period to address current and/or potential gaps in equipment mainten-
ance action or strategy. A generic maintenance plans (middle and long range) will be 
obtained at this level.  Actions at the tactical level will define the appropriate task of 
maintenance resources such as skills, materials, test equipment, etc. to fulfil a busi-
ness’s maintenance plan. At this level, a detailed program consists of particular tasks 
and the resources allocated would be achieved. At the operational level, maintenance 
tasks would be done accurately by skilled engineers, in the time that has been allo-
cated, following right procedures, and using the appropriate tools. Preventive and 
corrective maintenance procedures are carried out so tasks receive a high level of 
attention.  All maintenance tasks will be completed and the maintenance data history 
would be recorded in the information system at this level.  

3.2 Current IT/IS Capabilities for Engineering Asset Maintenance 

Reference [11] emphasise that in order to manage the sophisticated AM process and 
to provide its data requirements, particular technology and systems are required. The 
system that captures, maintains, and manages all the needed asset information 
throughout the entire asset lifecycle is critical in providing effective asset manage-
ment.  Currently, several of specialised technical and operational systems have been 
invested by EAM organisations to enhancing their asset maintenance systems. These 
technologies and systems aimed at support the whole asset lifecycle.  
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The very popular maintenance information systems that have been implementing for 
engineering asset maintenance are Computerised Maintenance Management Systems 
(CMMS) [12]. However, although CMMS makes a great volume of information availa-
ble for reliability and efficiency analysis of the delivery of the maintenance function, 
most experts agree that successful CMMS is less than 30% of total CMMS applications 
[13]. The main reasons are [14]: Selection errors , insufficient commitment, lack of 
training , failure to address organizational implications, underestimating the project task, 
lack of project resources  and lack of demonstrable use of system output.  

3.3 Collaboration Requirements by Asset Maintenance’ Stakeholders 

Mobile technologies play a key role in this setting, facilitating to establish tightly 
integrated environments between different groups and organizations that bear stakes 
on the performance of the industrial assets [15]. Despite the fact that the use of ad-
vanced application solutions in manufacturing, production, or process facilities takes 
place at a different scale, the emerging trend has already shown that mobile technolo-
gies have a great potential to redefine and re-engineer the conventional setting. They 
have already begun to offer advanced and smart solutions to remotely manage com-
plex, high-risk, and capital-intensive assets, regardless of the geographical location, 
building agile information and knowledge networks [16]. 

In order to encounter good asset maintenance and meet the optimum performance 
of engineering assets, organisations require a collaborative teamwork within key 
functional areas (stakeholders) of the engineering organisations. Shared understand-
ing, coordination, cooperation and collaboration across maintenance stakeholders of 
what asset maintenance is and how the entire maintenance team influence the ability 
to   achieve organisational objectives through those assets are one of the critical suc-
cess factors of asset management. Collaborative asset maintenance is applicable to all 
those who have a role in the maintenance of engineering assets including directors, 
managers, supervisor, engineers, IT and maintenance technicians.  

Mobile collaboration technology required for asset maintenance need to be capable 
of simultaneously handling, processing and delivering technical and operational in-
formation to multiple maintenance crew at multiple locations at any time to enhance 
asset maintenance planning and implementation within the three levels of business 
activities. The requirements are including technological, organisational, as well as 
personal perspectives.  

3.4 Proposed Framework 

In order to develop the mobile collaboration PAM framework, the research questions 
need to be answered. The major question is: How can mobile collaboration technolo-
gies assist asset maintenance in engineering asset management organization?  

Based on the extensive literature review, a conceptual research framework was de-
veloped as shown in Figure 1. It encapsulates the core concept of [17] TOP model as 
a means of studying collaboration requirements from either technical or organisation-
al or personal perspectives. It also includes the alignment of maintenance processes 
with three levels of business activities: strategic, tactical and operational [10]. This 
conceptual framework will guide the planning and activities in the subsequent re-
search for investigating collaboration requirements in physical asset maintenance. 
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Fig. 1. Preliminary Maintenance Collaboration Framework 

4 Research Methods 

This research will be an interpretive study using both quantitative and qualitative 
methodologies. References [18][19][20] have reasoned that interpretive attempts to 
understand phenomena through the meanings that people assign to them are relevant. 
This understanding is particularly relevant in this research because the researcher is 
seeking to understand certain issues by industries survey, Delphi study and interview-
ing people on how mobile collaboration technologies will assist the asset maintenance 
process in a given organization’s context. In order to create a complete set of re-
quirements of collaboration maintenance in engineering organizations, the case study 
results here will be triangulated with the survey, Delphi study and case study findings. 
Triangulation is the use of more than one research strategy to explore the same  
phenomenon so that the credibility of research results is improved [21].  

4.1 The Delphi Technique 

This study is conducted to identify collaboration requirements, current collaborative 
maintenance practice and mobile technology roles in support collaborative engineer-
ing asset maintenance. The Delphi technique is employed to more accurately build the 
consensus from the panel expert’s perception [22]. The Delphi study is a group 
process to solicit expert responses toward reaching consensus on a particular problem, 
topic, or issue by subjecting them to a series of in-depth questionnaires, interspersed 
with controlled feedback [22].  

The Delphi method is employed for several reasons. The topic ‘Mobile collabora-
tion technology in engineering asset maintenance’ is quite new, it is complex, a few 
literatures series have been found, and not much empirical data was available. Those 
are the reasons why Delphi study is useful to confront a mobile maintenance expert’s 
panel. Delphi study is carried out in this research which comprised three rounds [23].  
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Nomination of Experts. A total of 47 experts who have strong academic backgrounds, 
research experience and professional in the area of mobile asset maintenance were 
invited to participate in the Delphi survey. Of these, 20 are willing to participate in 
the research project. They are 8 from universities and 12 professionals worldwide. 
The expert’s profiles are illustrated below in Table 1 and 2. 

Table 1. Participants by Role 

Background of expert Participants 

Frequency Percentage (%) 
Academia   8   40 
Professional 12   60 
Total 20 100 

Table 2. Participants by Geographic Location 

Location of expert Participants 

Frequency Percentage (%) 
Australia   2   10 
Canada   3   15 
France   1     5 
Germany   1     5 
Greece   1     5 
Malawi    1     5 
Qatar   1     5 
Singapore   1     5 
United Arab Emirates   1     5 
US   8   40 
Total 20 100 

 
Delphi Design. Three-round Delphi email-based questionnaire is designed. The first 
round is initial collection of requirements consisted of open-ended solicitation of 
ideas. Respondents were asked mainly about three basic questions, each correspond-
ing to one of the research questions. The questionnaire asked experts to list general 
and the collaborative asset maintenance specific requirements, selecting criteria, ben-
efits as well as initiatives issue that my hinder maintenance collaboration. The second 
round is validation categorized list of requirements. The experts were asked to verify 
the list that the researcher have correctly interpreted and placed them in an appropri-
ate category/group based upon first round responses. In this round the experts were 
also requested to remove, added or regrouped the item (s) into other group/category. 
The third round is ranking relevant requirements. The consensus in the ranking or-
der of the relevant group/category about requirements will be achieved in this final 
iteration. They will also be asked about the correlation between requirements (if any) 
as well as the critical requirements that need to be focus on. 
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4.2 Multiple Case Studies 

Semi-structured interview-based multiple case studies will be conducted to explore 
the collaboration requirements for asset maintenance practices, to obtain information 
on the deficiencies in existing collaboration requirements.  

In order to create a complete set of requirements of collaboration maintenance in en-
gineering organizations, the case study results here will be triangulated with the Delphi 
study findings. Triangulation is the use of more than one research strategy to explore the 
same phenomenon so that the credibility of research results is improved [21].  

5 Preliminary Findings and Discussion 

Delphi question 1: Please mention collaborative maintenance requirements. 
From the responses of 19 panel members, we analyzed 63 individual statements. We 
then grouped into similar requirements and then mapped into Technology (T),  
Organization (O) and People (P) approaches as illustrated in Table 3. 

Table 3. Collaborative maintenance Requirements 

TOP Delphi Round 1 

 
 

Technology 

1. Synchronised multi-user access over a feature-populated 
dashboard 

2. Data and services access through contextualised and 
mobile interfaces 

3. Data and services functionality porting to the cloud 

4. Autonomous information/communication exchange 
5. Linking the maintenance planning and dispatching 

6. Provides different mode for specific maintenance role 
7. Support interoperability between maintenance role 
8. Provide a platform for maintenance knowledge sharing 

across maintenance crew 
9. Social  networking 

Organization 

1. Cross-organisational management communication 

2. Appropriate coordination mechanism of the team 

3. Availability and readiness all of maintenance crews  
4. Maintenance must be profit and customer-centred  

5. Clear maintenance vision (maintenance strategy-business 
objective) 

6. Maintenance crew  using common maintenance language 
on syntactic and semantic consideration 

7. Combine professional experiences to support team work 
8. Provide team building activities to develop team work 

and skills                                                                                
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Table 3. (continued) 

People 

1. Informal social networking between personnel 

2. Craft skill and training 

3. Common understanding of  maintenance processes  
4. Common understanding of the system 

 
Delphi question 2: Please mention the current role of mobile technology in support 
asset maintenance collaboration technical/system 
We coded 19 responses into 42 individual statements. The statements were then clus-
tered by similarity into categories and finally mapped to high-level feature areas as 
can be seen in Table 4. 

Table 4. Mobile technology roles 

Area Feature category 
Flexibility 
(initiate 
application 
at flexible 
sites in un-
structured 
networked) 

Visualising of collected data, parameter history and trending. 
Contextualising access over remote data and services. 
Critical for response time for data or information that can lead to 
early correction and or identification of failures. 
Providing the notification of failure through mobile devices 

Detecting the location of skilled maintenance personel nearby an 
asset that has experienced a  failure through GPS. 
Mobile technology allows at the right place to access directly to a 
set of information coming from all the potential actors involved  
in the decision (CMMS, ERP, sensors, etc.). 

Empowering 
management 

Resources management (material, maintenance people) 
facilitator for continous task monitoring/assignment/reporting. 
Building and identifying process verification tasks, approvals. 

It helps to report failure effectively and report labors actual 
working hours and availability. 
Allowing to take the right maintenance  decision, at the right 
time, at the right place, from the right information. 
Enhancing accuracy of critical data entry for maintenance 
history. 
Off-site (not in office) notifications and live feeds. 
Q/A decisions 

Others early adopters stage in the technology livecycle. stage.  
Extremely limited  use at the moment 
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6 Conclusion 

Through the development of mobile technologies, the processing of information can 
be performed by technical personnel away from the central production office or site. 
Maintenance personnel, when doing their tasks, require relevant information in differ-
ent sites and need to communicate interactively with experts in the back office. Using 
mobiles allows maintenance personnel to continuously receive a daily schedule from 
the head office. This leads to the saving of time and improving customer service and 
profitability. Furthermore, it is expected that the research finding will develop a 
unique framework that addresses the following issues (1) Business process alignment 
at all three levels (strategic, tactical and operational) in company activities through 
the variable of mobile collaboration technologies, (2) Engineering asset management 
with a specific focus on the most critical process – asset maintenance, and (3) Com-
prehensive framework that meet all requirements (technological, organisational and 
people perspectives).  

References 

1. CIEAM, Centre for Integrated Engineering Asset Management, 
http://www.cieam.com/site/34/publications 

2. Tsang, A.H.C.: Strategic Dimension of Maintenance Management. Journal of Quality in 
Maintenance Engineering 8(1), 7–39 (2002) 

3. Hodkiewicz, M.R., Pascual, R.: Education in Engineering Asset Management Current 
Trends and Challenges. Presented at The International Physical Asset Management Confe-
rence (2006) 

4. Snitkin, S.: Collaborative Asset Lifecycle Management Vision and Strategies, Research 
Report, ARC Advisory Group, Boston, USA (2003) 

5. Camacho, J., Galicia, L., Gonzales, V.M., Favela, J.: MobileSJ: Managing Multiple Ac-
tivities in Mobile Collaborative Working Environments. International Journal of e-
Collaboration 4(1), 61–73 (2008) 

6. Laszkiewics, M.: Collaborative Maintenance: a Strategy to Help Manufactures Become 
Learn, Mean, and Agile. Plant Engineering 57(9), 30–36 (2003) 

7. Ferrario, M.A., Smyth, B.: Distributing case-base maintenance: the collaborative mainten-
ance approach. Computational Intelligence 17(2), 315–330 (2001) 

8. Besten, M., Dalle, J.M., Galia, F.: Collaborative Maintenance in Large Open-Source 
Projects. International Federation for Information Processing 23, 233–244 (2006) 

9. Rein, G.L.: Collaboration Technology for Organizational Design. In: Proceedings of the 
26th Hawaii International Conference (1993) 

10. Márquez, A.C.: The Maintenance Management Framework. Springer, London (2007) 
11. Sokianos, N., Druke, H., Toutatoui, C.: Lexikon Produktions Management, Landsberg, 

Germany (1998) 
12. Tam, S.B., Price, J.W.H.: Optimisation Framework for Asset Maintenance investment. 

Monash Business Review 2(3), 1–10 (2006) 
13. Zhang, Z., Li, Z., Huo, Z.: CMMS and its Application in Power System. International 

Journal of Power & Energy Systems 26(1), 75–82 (2006) 



182 F. Syafar and J. Gao 

14. Olszwesky, R.: RCM success starts with CMMS, 
http://www.maintenanceworld.com/Articles/reliabilityweb/ 
RCM_Success_CMMS.pdf 

15. Liang, T.P., Huang, C.W., Yeh, Y.H.: Adoption of Mobile Technology in Business: a Fit-
Viability Model. Industrial Management & Data Systems 107, 1154–1169 (2007) 

16. Monostori, L., Vancza, J., Kumara, S.R.T.: Agent-Based Systems for Manufacturing. An-
nals of the CIRP 55, 697–720 (2006) 

17. Linstone, H.A.: Decision Making for Technology Executives: Using Multiple Perspectives 
to Improve Performance. Artech House Publisher, London (1999) 

18. Klein, H.K., Myers, M.D.: A Set of Principles for Conducting and Evaluating Interpretive 
Field Studies in Information Systems. MIS Quarterly 23(1), 67–93 (1999) 

19. Deetz, S.: Describing Differences in Approaches to Organization Science: Re-thinking 
Burrell and Morgan and their legacy. Organization Science 7(2), 191–207 (1996) 

20. Orlikowski, W.J., Baroudi, J.J.: Studying Information Technology in Organizations: re-
search approaches and assumptions. Information Systems Research 2(1), 1–28 (1991) 

21. Greene, J.C., Caracelli, V.J.: Making Paradigmatic Sense of Mixed Methods Practice. In: 
Tashakkori, A., Teddlie, C. (eds.) Handbook of Mixed Methods in Social and Behavioral 
Research. Sage Publications, Thousand Oaks (2003) 

22. Dalkey, N.C., Helmer, O.: An Experimental Application of the Delphi Method to the Use 
of Experts. Management Science 9, 458–467 (1963) 

23. Linstone, H.A., Turoff, M.: The DelphiMethod: Techniques and Applications. Addison-
Wesley, London (1975) 



A Genetic Algorithm for Power-Aware Virtual

Machine Allocation in Private Cloud

Nguyen Quang-Hung, Pham Dac Nien, Nguyen Hoai Nam,
Nguyen Huynh Tuong, and Nam Thoai

Faculty of Computer Science and Engineering
Ho Chi Minh City University of Technology

268 Ly Thuong Kiet Street, District 10, Ho Chi Minh City, Vietnam
{hungnq2,htnguyen,nam}@cse.hcmut.edu.vn,

{50801500,50801308}@stu.hcmut.edu.vn

Abstract. Energy efficiency has become an important measurement of
scheduling algorithm for private cloud. The challenge is trade-off be-
tween minimizing of energy consumption and satisfying Quality of Ser-
vice (QoS) (e.g. performance or resource availability on time for reserva-
tion request). We consider resource needs in context of a private cloud
system to provide resources for applications in teaching and research-
ing. In which users request computing resources for laboratory classes at
start times and non-interrupted duration in some hours in prior. Many
previous works are based on migrating techniques to move online virtual
machines (VMs) from low utilization hosts and turn these hosts off to re-
duce energy consumption. However, the techniques for migration of VMs
could not use in our case. In this paper, a genetic algorithm for power-
aware in scheduling of resource allocation (GAPA) has been proposed
to solve the static virtual machine allocation problem (SVMAP). Due
to limited resources (i.e. memory) for executing simulation, we created a
workload that contains a sample of one-day timetable of lab hours in our
university. We evaluate the GAPA and a baseline scheduling algorithm
(BFD), which sorts list of virtual machines in start time (i.e. earliest
start time first) and using best-fit decreasing (i.e. least increased power
consumption) algorithm, for solving the same SVMAP. As a result, the
GAPA algorithm obtains total energy consumption is lower than the
baseline algorithm on simulated experimentation.

1 Introduction

Cloud computing [7], which is popular with pay-as-you-go utility model, is econ-
omy driven. Saving operating costs in terms of energy consumption (Watts-Hour)
for a cloud system is highly motivated for any cloud providers. Energy-efficient
resource management in large-scale datacenter is still challenge [1][13][9][5]. The
challenge of energy-efficient scheduling algorithm is trade-off between minimiz-
ing of energy consumption and satisfying demand resource needs on time and
non-preemptive. Resource requirements depend on the applications and we are
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interested in virtual computing lab, which is a cloud system to provide resources
for teaching and researching.

There are many studies on energy efficient in datacenters. Some studies pro-
posed energy efficient algorithm that are based on processor speed scaling (as-
sumption that CPU technology supports dynamic scaling frequency and voltage
(DVFS)) [1][13]. Some other studies proposed energy efficient by scheduling for
VMs in virtualized datacenter [9][5]. A. Beloglazov et al. [5] presents the Modified
Best-Fit Decreasing (MBFD) algorithm, which is best-fit decreasing heuristic, for
power-aware VM allocation and adaptive threshold-based migration algorithms
to dynamic consolidation of VM resource partitions. Goiri, . et al. [9] presents
score-based scheduling, which is hill-climbing algorithm, to place each VM onto
which physical machine has the maximum score. However, the challenge is still
remain. These previous works did not concern on satisfying demand resource
needs on time (i.e. VM starts at a specified start time) and non-preemptive,
in addition to both MBFD and score-based algorithms do not find an optimal
solution for VM allocation problem.

In this paper, we introduce our static virtual machine allocation problem
(SVMAP). To solve the SVMAP, we propose the GAPA, which is a genetic
algorithm to find an optimal solution for VM allocation. On simulated exper-
imentation, the GAPA discovers a better VM allocation (means lower energy
consumption) than the baseline scheduling algorithm for solving same SVMAP.

2 Problem Formulation

2.1 Terminology, Notation

We describe notation that is used in this paper as following:

– VMi: the i-th virtual machine
– Mj : the j-th physical machine
– tsi: start time of the VMi

– pei: number of processing elements (e.g. cores) of the VMi

– PEj : number of processing elements (e.g. cores) of the Mj

– mipsi: total required MIPS (Millions Instruction Per Seconds) of the VMi

– MIPSj: total capacity MIPS (Millions Instruction Per Seconds) of the Mj

– di: duration time of the VMi, units in seconds
– Pj(t): power consumption (Watts) of a physical machine Mj

– rj(t): set of indexes of virtual machines that is allocated on the Mj at time t

2.2 Power Consumption Model

In this section, we introduce factors to model the power consumption of single
physical machine. Power consumption (Watts) of a physical machine is sum
of total power of all components in the machine. In [8], they estimated power
consumption of a typical server (with 2x CPU, 4x memory, 1x hard disk drive,
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2x PCI slots, 1x mainboard, 1x fan) in peak power (Watts) spends on main
components such as CPU (38%), memory (17%), hard disk drive (6%), PCI
slots (23%), mainboard (12%), fan (5%). Some papers [8] [4] [6] [5] prove that
there exists a power model between power and resource utilization (e.g. CPU
utilization). We assume that power consumption of a physical machine (P (.)) is
linear relationship between power and resource utilization (e.g. CPU utilization)
as [8][4][6][5]. The total power consumption of a single physical server (P (.)) is:

P (Ucpu) = Pidle + (Pmax − Pidle)Ucpu

Ucpu(t) =

PEj∑
c=1

∑
i∈rj(t)

mipsi,c
MIPSj,c

In which:

– Ucpu(t): CPU utilization of the physical machine at time t, 0 ≤ Ucpu(t) ≤ 1
– Pidle: the power consumption (Watt) of the physical machine in idle, e.g. 0%

CPU utilization
– Pmax: the maximum power consumption (Watt) of the physical machine in

full load, e.g. 100% CPU utilization
– mipsi,c: requested MIPS of the c-th processing element (PE) of the VMi

– MIPSj,c: Total MIPS of the c-th processing element (PE) on the physical
machine Mj

The number of MIPS that a virtual machine requests can be changed by its
running application. Therefore, the utilization of the machine may also change
over time due to application. We link the utilization with the time t. We re-write
the total power consumption of a single physical server (P (.)) with Ucpu(t) as:

P (Ucpu(t)) = Pidle + (Pmax − Pidle)Ucpu(t)

and total energy consumption of the physical machine (E) in period time [t0, t1]
is defined by:

E =

t1∫
t0

P (Ucpu(t))dt

2.3 Static Virtual Machine Allocation Problem (SVMAP)

Given a set of n virtual machines {VMi(pei,mipsi, tsi, di)|i = 1, ..., n} to be
placed on a set ofm physical parallel machines {Mj(PEj ,MIPSj)|j = 1, ...,m}.
Each virtual machine VMi requires pei processing elements and total of mipsi
MIPS, and the VMi will be started at time (tsi) and finished at time (tsi + di)
without neither preemption nor migration in its duration (di). We do not limit
resource type on CPU. We can extend for other resource types such as memory,
disk space, network bandwidth, etc.
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Algorithm 1. GAPA Algorithm

Start: Create an initial population randomly for s chromosomes (with
s is population size)
Fitness: Calculate evaluation value of each chromosome respectively in
given population.
New population: Create a new population by carrying out follows the
steps:
Selection: Choose the two individual parents from current population
based on value of evaluation.
Crossover: By using crossover probability, we create new children via
modifying chromosome of parents.
Mutation: With mutation probability, we will mutate at some position
on chromosome.
Accepting: Currently, new children will be a part of the next generation.
Replace: Go to the next generation by assigning the current generation
to the next generation.
Test: If stop condition is satisfied then this algorithm is stopped and
returns individual has the highest evaluation value. Otherwise, go to
next step.
Loop: Go back the Fitness step.

We assume that every physical machine Mj can host any virtual machine, and
its power consumption model (Pj(t)) is proportional to resource utilization at a
time t, e.g. power consumption has a linear relationship with resource utilization
(e.g. CPU utilization) [8][2][5].

The objective scheduling is minimizing energy consumption in fulfillment of
maximum requirements of n VMs.

2.4 The GAPA Algorithm

The GAPA, which is a kind of Genetic Algorithm (GA), solves the SVMAP. The
GAPA performs steps as in the Algorithm 1.

In the GAPA, we use a tree structure to encode chromosome of an individual.
This structure has three levels:

Level 1: Consist of a root node that does not have significant meaning.
Level 2: Consist of a collection of nodes that represent set of physical machines.
Level 3: Consist of a collection of nodes that represent set of virtual machines.

With above representation, each instance of tree structure will show that an allo-
cation of a collection of virtual machines onto a collection of physical machines.
The fitness function will calculate evaluation value of each chromosome as in the
Algorithm 2.
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Algorithm 2. Construct fitness function

powerOfDatacenter := 0
For each host ∈ collection of hosts do

utilizationMips := host.getUtilizationOfCpu()
powerOfHost := getPower (host, utilizationMips)
powerOfDatacenter := powerOf Datacenter + powerOfHost

End For
Evaluation value (chromosome) := 1.0 / powerOfDatacenter

3 Experimental Study

3.1 Scenarios

We consider on resource allocation for virtual machines (VMs) in private cloud
that belongs to a college or university. In a university, a private cloud is built to
provide computing resource for needs in teaching and researching. In the cloud,
we deploy installing software and operating system (e.g. Windows, Linux, etc.)
for practicing lab hours in virtual machine images (i.e. disk images) and the
virtual machine images are stored in some file servers. A user can start, stop and
access VM to run their tasks. We consider three needs as following:

i A student can start a VM to do his homework.
ii A lecturer can request a schedule to start a group of identical VMs for

his/her students on lab hours at specified start time and in prior. The lab
hours requires that the group of VMs will start on time and continue in
spanning some time slots (e.g. 90 minutes).

iii A researcher can start a group of identical VMs to run his/her parallel
application.

3.2 Workload and Simulated Cluster

We use workload from one-day of our university’s schedule for laboratory hours
on six classes in the Table 1. The workload is simulated by total of 211 VMs and
100 physical machines (hosts).

We consider there are two kind of servers in our simulated virtualized dat-
acenter, which includes two power consumption models of two power model of
the IBM server x3250 (1 x [Xeon X3470 2933 MHz, 4 cores], 8GB) and another
power model of the Dell Inc. PowerEdge R620 (1 x [Intel Xeon E5-2660 2.2 GHz,
16 cores], 24 GB) server with 16 cores in the Table 2. The baseline scheduling
algorithm (BFD), which sorts list of virtual machines in start time (i.e. ear-
liest start time first) and using best-fit decreasing (i.e. least increased power
consumption, for example MBFD [5]), will use four IBM servers to allocate for
16 VMs (each VM requests single processing element). Our GAPA can finds a
better VM allocation (lesser energy consumption) than the minimum increase
of power consumption (best-fit decrease) heuristic in our experiments. In this
example, our GAPA will choose one Dell server to allocate these 16 VMs. As a
result, our GAPA consumes less total energy than the BFD does.
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Table 1. Workload of a university’s one-day schedule

Day Subject Class ID Group ID Students Lab. Time
Duration
(sec.)

6 506007 CT10QUEE QT01 5 —456———- 8100
6 501129 CT11QUEE QT01 5 123————- 8100
6 501133 DUTHINH6 DT04 35 123————- 8100
6 501133 DUTHINH5 DT01 45 —456———- 8100
6 501133 DUTHINH5 DT02 45 —456———- 8100
6 501133 DUTHINH6 DT05 35 123————- 8100
6 501133 DUTHINH6 DT06 41 123————- 8100

3.3 Experiments

We show results from the experiments in the Table 3 and Figure 1. We use a
popular simulated software for a virtualized datacenter is the CloudSim [14][6]
to simulate our virtualized datacenter and the workload. The GAPA is a VM
allocation algorithm that is developed and integrated into the CloudSim ver-
sion 3.0.

On simulated experimentation, we have total energy consumptions of both
the BFD and the GAPA algorithms are 16.858KWh and average of 13.007KWh
respectively. We conclude that the energy consumption of the BFD algorithm
is higher than the energy consumption of GAPA algorithm is approximately
130%. In case of the GAPA, these GAPA use the probability mutation is 0.01
and size of population is 10, number of generations is {500, 1000}, probability
of crossover is {0.25, 0.5, 0.75}.

Table 2. Two power models of (i) the IBM server x3250 (1 x [Xeon X3470 2933 MHz,
4 cores], 8GB) [16] and (ii) the Dell Inc. PowerEdge R620 (1 x [Intel Xeon E5-2660 2.2
GHz, 16 cores], 24 GB) [15]

Utilization 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

IBM x3250 41.6 46.7 52.3 57.9 65.4 73.0 80.7 89.5 99.6 105.0 113.0

Dell R620 56.1 79.3 89.6 102.0 121.0 132.0 149.0 171.0 195.0 225.0 263.0

4 Related Works

B. Sotomayor et al. [12] proposed a lease-based model and First-Come-First-
Serve (FCFS) and backfilling algorithms to schedule best-effort, immediate and
advanced reservation jobs. The FCFS and backfilling algorithms consider only
performance metric (e.g. waiting time, slowdown). To maximize performance,
these scheduling algorithms tend to choose free load servers (i.e. highest-ranking
scores) when allocates a new lease. Therefore, a lease with single VM can be
allocated on big, multi-core physical machine. This way could be waste energy,
both of the FCFS and backfilling does not consider on the energy efficiency.
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Table 3. Total energy consumption (KWh) of running: (i) earliest start time first with
best-fit decreasing (BFD); (ii) GAPA algorithms. These GAPA use the probability
mutation of 0.01 and size of population of 10. N/A means not available.

Algorithms VMs Hosts
GA’s

Generations
GA’s Prob.
of Crossover

Energy

(KWh) BFD/GAPA

BFD 211 100 N/A N/A 16.858 1
GAPA P10
G500 C25 211 100 500 0.25 13.007 1.296
GAPA P10
G500 C50 211 100 500 0.50 13.007 1.296
GAPA P10
G500 C75 211 100 500 0.75 13.007 1.296
GAPA P10
G1000 C25 211 100 1000 0.25 13.007 1.296
GAPA P10
G1000 C50 211 100 1000 0.50 13.007 1.296
GAPA P10
G1000 C75 211 100 1000 0.75 13.007 1.296

S. Albers et al. [1] reviewed some energy efficient algorithms which are used to
minimize flow time by changing processor speed adapt to job size. G. Laszewski
et al. [13] proposed scheduling heuristics and to present application experience
for reducing power consumption of parallel tasks in a cluster with the Dynamic
Voltage Frequency Scaling (DVFS) technique. We did not use the DVFS tech-
nique to reduce energy consumption on datacenter.

Some studies [9][3][5] proposed algorithms to solve the virtual machine alloca-
tion in private cloud to minimize energy consumption. A. Beloglazov et al. [3][5]
presented a best-fit decreasing heuristic on VM allocation, named MBFD, and
VM migration policies under adaptive thresholds. The MBFD tends to allocate
a VM to such as active physical machine that would take the minimum increase
of power consumption (i.e. the MBFD prefers a physical machine with minimum
power increasing). However, the MBFD cannot find an optimal allocation for all
VMs. In our simulation, for example, the GAPA can find a better VM allocation
(lesser energy consumption) than the minimum increase of power consumption
(best-fit decrease) heuristic in our experiments. In this example, our GAPA will
choose one Dell server to allocate these 16 VMs. As a result, our GAPA consumes
less total energy than the best-fit heuristic does.

Another study on allocation of VMs [9] developed a score-based allocation
method to calculate scores matrix of allocations of m VMs to n physical ma-
chines. A score is sum of many factors such as power consumption, hardware
and software fulfillment, resource requirement. These studies are only suitable
for service allocation, in which each VM will execute a long running, persistent
application. We consider each user job has a limited duration time. In addition
to, our GAPA can find an optimal schedule for the static VM allocation problem
on single objective is minimum energy consumption.

In a recently work, J. Kolodziej et al. [10] presents evolutionary algorithms for
energy management. None of these solutions solves same our SVMAP problem.
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Fig. 1. The total energy consumption (KWh) for earliest start time first with best-fit
decrease (BFD), GAPA algorithms

5 Conclusions and Future Works

In a conclusion, a genetic algorithm can apply to the static virtual machine
allocation problem (SVMAP) and brings benefit in minimize total energy con-
sumption of computing servers. On simulation with workload of one-day lab
hours in university, the energy consumption of the baseline scheduling algorithm
(BFD) algorithm is higher than the energy consumption of GAPA algorithm is
approximately 130%. Disadvantage of the GAPA algorithm is longer computa-
tional time than the baseline scheduling algorithm.

In the future work, we concern methodology to reduce computational time of
the GAPA. We also concern some other constraints, e.g. deadline of jobs. We
also study on migration policies and history-based allocation algorithms.
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Abstract. The increasing research in the areas of information technology have a 
positive impact in the world of education. The implementation of e-learning is 
one of contribution from information technology to the world of education. The 
implementation of e-learning has been implemented by several educational in-
stitutions in Indonesia. E-Learning provides many benefits such as flexibility, 
diversity, measurement, and so on. The current e-learning applications required 
large investments in infrastructure systems regardless of commercial or open 
source e-learning application. If the institution tended to use open source e-
learning application it would need more cost to hire professional staff to main-
tain and upgrade the e-learning application. It can be challenging to implement 
e-learning in educational institutions. Another problem that can arise in the use 
of e-laerning trend today is more likely to institution building their own e-
learning system itself. If two or more institutions are willing to build and use an 
e-learning so they can minimize the expenditure to develop the system and 
share learning materials more likely happened. This paper discuss the current 
state and challenges in e-learning and then explained the basic concept and pre-
vious proposed architectures of cloud computing. In this paper authors also 
proposed a model of cloud-based e-learning that consists of five layer, namely: 
(1) infrastructure layer; (2) platform layer; (3) application layer; (4) access 
layer; and (5) user layer. In addition to this paper we also illustrated the shift 
paradigm from conventional e-learning to cloud-based e-learning and described 
the expected benefits by using cloud-based e-learning. 

Keywords: E-Learning, Cloud Computing, Cloud-Based E-Learning. 

1 Introduction 

Nowadays e-learning widely use by educational institutions for supporting their learn-
ing process and provide anytime service for learners to access learning material and 
information. The implementation of e-learning has been implemented by several edu-
cational institutions in Indonesia. E-Learning provides many benefits such as flexibili-
ty, diversity, measurement, and others [11], even though its implementation still exist 
many difficulties. The main problem experienced when to start applying e-learning is 
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the high initial cost or in other words is the economic factor [2]. It is becoming a ma-
jor focus for the institutions that will implementing e-learning. Institutions are catego-
rized as low budget certainly be very difficult to implement e-learning, even if the 
institution has an adequate budget also expects a minimal budget that can be spent to 
implement e-learning. The inadequate infrastructure becomes a major problem in the 
implementation of e-learning. Institutions that want to implement e-learning difficul-
ties in the procurement of server/PC, storage, and network [3]. Besides provide infra-
structure The next issue is human resources, not all of the institutions have the profes-
sional staff for designing, developing systems to manage e-learning, in addition to the 
growing applying of e-learning as well is required expert in designing teaching mate-
rials commonly known as the instructional designer. It is also a consideration in the 
implementation of e-learning for each institution to implement it. Because institutions 
will also estimate the cost to employ them in order to provide specifically for e-
learning systems. 

Along with the development of the IT world, cloud computing is gradually become 
the new paradigm of innovation in the IT world, cloud computing is a computing 
services that can be used through the Internet in accordance with the needs of users 
with little interaction between service providers and users. Cloud computing technol-
ogy as well described as a computing resource that provides a highly scalable as ex-
ternal services through the Internet. Therefore, cloud computing can be considered as 
an alternative to minimize the cost of infrastructure and human resources for devel-
opment and maintenance process of e-learning systems [4]. 

In this paper the author will discuss the current state and challenges of e-learning 
as well as basic concepts of cloud cover and the implementation of the service model, 
and the author will discuss some of the architecture of cloud-based e-learning that has 
been proposed by previous researchers. In addition the author will introduce the mod-
el proposed in the implementation of e-learning in the cloud environment as an alter-
native to conventional e-learning implementations are widely used in educational 
institutions today. The author will also explain the expected benefit by adopting the 
model of cloud-based e-learning. 

2 E-Learning: Current State and Challenges 

E-Learning is an internet-based learning process which aims to support conventional 
learning process that using internet technology and will not replace traditional 
education method [11]. Usually, e-learning systems are based on client-server 
architecure and web-based technology [17]. This architecture has some limitation so 
that e-learning can not be used to its full potential, because has some limitation such 
as lack of interoperability and accessibility. Based on previous study, in order to solve 
interoperability issue, the use of web services has been implemented by several 
previous researchers as practiced by Grewal et al. (2005), Pankratius et al. (2004), Xu 
et al. (2003). The using of web service has successfully answered the issue of 
interoperability from e-learning with focusing on selecting and combining the 
learning objects [5]. 
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With the development of mobile technology make e-learning is increasingly being 
used. The use of mobile technology in the implementation of e-learning is commonly 
known as mobile learning. There are many definitions of mobile learning, one of 
which is mobile learning defined by Lan & Sie (2010) as a learning model that 
enables participants to achieve the teaching learning materials anywhere and anytime 
using mobile technology and the internet. This definition may mean that mobile 
learning could include mobile phones, smartphones, personal digital assistants 
(PDAs) and their peripherals. Using mobile learning can help address the issue of 
accessibility in accessing the e-learning system.  

Nowadays the use of e-learning applications can be based on commercial products 
or from open source. The advantage of using commercial products are the 
implementation time is quick due to technical support from the vendor and there will 
be ongoing maintenance cost. The disadvantage of using commercial e-learning 
applications are the initial cost of procuring commercial e-learning software is very 
high and there will the cost of insfrastructure [4]. Open source e-learning applications 
widely used in university. The initial cost of e-learning software is very low, but there 
still need expensive investment for the infrastructure and need more cost to hire 
professional staff for maintaining and upgrading the e-learning applications. 

Based on the above phenomenon, the current e-learning applications required large 
investments in infrastructure systems regardless of commercial or open source. If the 
institution tended to use open source e-learning application it would need more cost to 
hire professional staff to maintain and enhance the e-learning application. It can be 
challenging to implement e-learning in educational institutions. Another problem that 
can arise in the use of e-laerning trend today is more likely to institution building their 
own e-learning system itself. If two or more institutions are willing to build and use 
an e-learning so they can minimize the expenditure to develop the system and share 
learning materials more likely happened. 

3 Cloud Computing 

Cloud Computing is a new paradigm to organize and manage ICT resources. There 
are various definitions of cloud computing, one of which is the definition according to 
The National Institute of Standards and Technology (NIST) which defines cloud 
computing as “model for enabling convenient, on-demand network access to a shared 
pool of configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction” [22]. Generally speaking, the 
cloud computing service model consists of three layers [5], among others: (1) 
Software as a Service (SaaS); (2) Platform as a service (PaaS); (3) Infrastructure as a 
service (IaaS) [6].  
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4.1 Previous Cloud-Based E-Learning Architecture  

The research of e-learning in the cloud environment have been carried out by previous 
researchers, such as those conducted by Chuang, Chang, and Sung (2011), Dong et al 
(2009), Vishwakarma & Narayanan (2011), Pocatilu (2010) and Ghazizadeh (2012). 
Research on the application of e-learning in a cloud environment is one form of cloud 
services education services. There are several architectural cloud-based e-learning 
have been proposed by previous researcher. In this paper will discuss three architec-
tural cloud-based e-learning, such as architecture proposed by Phankokkruad (2012), 
Wang, Pai, & Yen (2011), and Masud & Huang (2012). 

Phankokkruad (2012) proposed e-learning architecture based on cloud computing 
consists of three layers: (1) infrastructure layer, (2) platform (middle) layer, and, (3) 
application layer. Infrastructure layer is a hardware layer that supplies the computing 
and storage capacity for the higher level and this layer, which is used as e-learning 
and software virtualization tehcnologies, ensures the stability and reliability of the 
infrastructure. The second layer is Platform layer, this layer is a middle layer consist-
ing middleware that is Web service. It is used for providing the learning resources as 
a service. This layer consists of two modules: item classification module (ICM) and 
course selection module (CSM). They are used for accessing the items from the item 
bank and selecting suitable learning content from the content database. The third layer 
is Application layer which is responsible for interface provision for the students.  

Not much difference can be inferred from the comparison of the architecture deli-
vered by Phankokkruad (2012) and Wang, Pai, & Yen (2011). They proposed an ar-
chitecture of e-learning-based cloud computing consists of three layers, namely: (1) 
infrastructure layer, (2) middleware layer, and, (3) application layer.  

The first layer is infrastructure layer. It is employed as the e-learning resource pool 
that consists of hardware and software virtualization technologies to ensure the stab-
lility and reliability of the infrastructure. This layer also supplies the computing and 
storage capacity for the higher level. The second layer is middleware layer. It focuses 
in providing a sharable platform consisting of two modules: CNRI's (Corporation for 
National Research Initiatives) Handler System Module and Metadata Transformation 
System Module. The final layer is application layer. At this layer, cloud computing 
provides convenient access to the e-learning resources. 

The next architecture proposed by Masud & Huang (2012) consists of five layers. 
The First layer is infrastructure layer. It is composed of information infrastructure and 
teaching resources. Information infrastructure contains internet/intranet, system soft-
ware, information management system and some common hardware. Teaching re-
sources stored up mainly in traditional teaching model and distributed in different 
departments and domain. The second layer is software resource  layer. This layer is 
composed by operating system and middleware. A variety of software resources are 
integrated through middleware technology to provide a unified interface for software 
developers to develop applications and embed them in the cloud. The third layer is 
resource management layer. In order to effectuate on demand free flow and distribu-
tion of software over various hardware resources, this layer utilizes integration of 
virtualization and cloud computing scheduling strategy. The fourth layer is service 
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is application layer. This layer is a specific e-learning application that is utilized for 
sharing learning resources and interaction among users that includes synchronous or 
asynchronous discussion and chatting. We added the access layer in our architecture. 
This access layer is the fourth layer in our proposed architecture. This layer is in 
charge of managing access to cloud e-learning services which is available on the ar-
chitecture such as: types of access devices and presentation models. This study adopts 
the concept of multi-channel access which enables a variety of available services that 
accessible through a variety of devices (such as mobile phones, smartphones, comput-
er, etc.) and a variety of presentation models (such as mobile applications, desktop 
applications, and others) [21]. The purpose of the adoption of this concept is to in-
crease the availability of devices that access the cloud service e-learning can be found 
in the architecture used untrammeled access devices. Besides the addition of the 
access layer, the architecture we propose the user layer consists of various educational 
institutions. 

5 Conventional E-Learning towards Cloud-Based E-Learning 

Based on [8] which is also illustrated in Figure 1, the main advantages of the adoption 
of cloud computing is efficient in terms of cost, this is an interesting point of view 
that can be adapted to develop e-learning based on cloud computing. Conventional e-
learning commonly used by the university developed by the university itself (shown 
in Figure 6) tend to cause lots of problems such as time to designing e-learning sys-
tems will be developed, costs for infrastructure, selecting commercial or open source 
e-learning platform , the cost to hire professional staff to maintain and upgrade the 
system of e-learning, and so on. This process is more likely need more time. 

By introducing cloud computing adopted by e-learning, as shown in Figure 6, insti-
tutions can use a single e-learning based on the cloud provided by a cloud provider of 
e-learning. This model can reduce the initial costs incurred by the institution for the 
implementation of e-learning by using cloud computing services, because institutions 
do not need to pay for the purchase of infrastructure, both in terms of procurement of 
servers and storage. With cloud computing, as an institution of the client can rent the 
infrastructure to cloud computing service providers [7]. Likewise with the human 
resources for the development stage, the cloud environment of e-learning has been 
provided by the cloud service provider, as well as maintenance of the e-learning [9]. 

The paradigm shift in the implementation of e-learning is an innovation that can 
help any institution in implementing e-learning. In general, the implementation con-
ventional e-learning, e-learning web-based design, system development and mainten-
ance as well as by internal governance institutions [10]. It had a lot of problems, both 
in terms of flexibility, scalability, and accessibility [5] [7] [11]. According to [12] are 
discussed in [3], one of the main important features that can be presented in the use of 
e-learning in the cloud is scalability, which allows virtualization provide infrastruc-
ture layer provided by the cloud service provider. Virtualization helps solve the prob-
lem of the physical barriers that are generally inherent in the lack of resources and 
infrastructure to automate the management of these resources as if they were a single 
entity through hypervisor technologies such as virtual machine (VM).  
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enhance e-learning systems. Cloud computing as one of the technologies used cur-
rently rife in the IT world can be utilized for the implementation of e-learning. With 
the implementation of e-learning in a cloud environment, educational institutions no 
longer have to pay for the provision of infrastructure because infrastructure has been 
provided by the cloud service provider of e-learning and agencies that wish to use it 
only pay according to the usage by the institution. For the cost of developing e-
learning systems and staff to maintain and enhance e-learning systems, cloud service 
providers also provide service for it, and educational institutions will only pay for the 
services they already use. 

In this paper we propose the architecture that consists of five layers, namely : (1) 
infrastructure layer; (2) platform layer; (3) application layer; (4) access layer; and (5) 
user layer. The first three layers are the basic of cloud services, then we added two 
additional layers, namely access layer and user layer. Access layer consists of a varie-
ty of devices used to access the cloud e-learning, whether in the form of notebooks, 
PCs, Smartphones, Tablets, etc. At the users layer consists of various educational 
institutions that will use cloud e-learning. As the implementation of the proposed 
architecture, authors have developed a prototype of a cloud-based e-learning is being 
piloted at three higher education institutions that are used in teaching and learning, 
and in the future we will perform an evaluation of the use of cloud-based e-learning. 
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Abstract. This article discusses the Information System (IS) strategic planning 
for a naval hospital in Indonesia. Its purpose is to improve competitive 
advantage among hospitals through the addition of new services and products 
that would lead to improvements in the current patient services. The merging of 
Hospital Information System (HIS), Radiology Information System (RIS), and 
Laboratory Information System (LIS) into a single network with a concept of 
telemedicine is the main topic of this article. The hospital’s website is also 
developed with medical tourism in mind, which attracts more patients, 
generating more revenue for the hospital. 

Keywords: strategic planning, hospital information systems, telemedicine, 
medical tourism. 

1 Introduction 

For a company that is planning to upgrade and improve its IS/IT infrastructure, 
Henderson and Sifonis [1] states it should perform an Information System Strategic 
Planning  (ISSP). The IS Strategic Planning is a useful management tool for 
identifying the main objective, focus, and work needed for the upgrade [2].  

ISSP could also be used as a reference by any organization in designing its IS to 
perform current business strategics [3] as well as creating new business strategy [4] 
and IT architectural policy [5].  A well-designed strategy would lead to a competitive 
advantage [6] while a controlled strategy, which is a critical component in the design, 
would satisfy both the customer needs and the investor demands [7]. 

A naval hospital in Indonesia handles not only patients from the Navy but also 
from the general population that contributes more than 350,000 patients per annum, 
all of whom are covered by government insurance. The hospital itself has had an IS in 
place, maintaining the effectiveness and efficiency of day-to-day operations. 
However, the current system is not equipped for improving service levels or gaining 
more revenue. Upgrading the system to include these practices place the hospital on 
par with other competitors that have identified these potentials.  

The research question that the author attempts to answer is how would the IS 
strategic planning be able to perform the following: support the hospital’s business 
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strategy, provide a competitive edge, improve current services, and eventually, 
become the backbone of the hospital’s day-to-day operations? 

The objectives of the research are to develop an IS strategic planning by analyzing 
the internal and external side of the hospital’s business and the Information 
Technology (IT) infrastructure, and defining the IT/IS management strategy. The 
benefit that the hospital could gain from the development is having IT/IS strategies 
with competitive advantages among the competitors, supporting the hospital’s 
management during the implementation of the IT/IS strategies, and creating new 
services that would strengthen the hospital as a whole. 

2 Methodology 

The development of the ISSP refers to the IS/IT strategy development model by Ward 
and Peppard [8] that consists of five stages. The first stage is preparation and data 
collection. The preparation sub-stage consists of defining the objectives, limitations, 
and the problem statement. The second stage is analyzing both the internal and 
external side of the business environment as well as both the internal and external side 
of the IT/IS infrastructure. 

The tools for analyzing the hospital’s external business environment were PEST 
(Politic, Economic, Social, and Technology), Porter’s Five Forces, and Boston 
Consulting Group (BCG). As for the internal business environment, Value Chain was 
used to identify the hospital’s strengths and weaknesses. Once all the opportunities, 
threats, strengths, and weaknesses were identified, a SWOT (Strengths, Weaknesses, 
Opportunities, Threats) analysis was performed to identify the hospital’s “position” to 
achieve the goals. The next step was to find the Critical Success Factors (CFS) of the 
hospital to find necessary elements required by the hospital for achieving the goals. The 
third step of the analysis was performing a Gap analysis. The fourth was identifying the 
business IS strategy, IS/IT management strategy, and the IT strategy. The last stage was 
planning the IT/IS implementation strategy that would be the blueprint for the hospital. 

In this study, a qualitative descriptive analysis approach was utilized for describing 
the actual hospital condition/environment, identifying the problems, collecting data, 
analyzing data and situation, as well as finding the answers to the research questions 
in IS/IT strategic planning form. 

The study used surveys, observations, and interviews as primary sources for data 
analysis. The naval hospital in central Jakarta and two other hospitals were selected as 
primary data sources. Secondary sources were also collected, such as the population 
data, inflation rate, gross domestic incomes, and gross domestic expenditures from the 
Badan Pusat Statistik (Central Bureau of Statistics) website. 

3 Result and Discussions 

3.1 External Business Environment Analysis 

This analysis was used to identify both the external factors related to the organization 
and the organization’s competitive advantages against the competitor. The analytical 
tools were PEST, Porter’s Five Forces, and BCG. 
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PEST (Politic, Economic, Social, and Technology) Analysis  
PEST is a useful tool for summarizing the external factors of a business. PEST 
prepares a business for handling external factors such as politic, economic, social, and 
technology. PEST factors tests predictive models for current and future scenarios [9]. 
PEST analysis would also be used to test the current practice and develop a new 
framework [10].   

Politic. Indonesian Law No. 4 of 2009 Section 6 states that the hospital financing for 
the poor will incur additional costs for the hospital. Section 7 of the same law states 
that a hospital has to be established at a geographically strategic location with 
sufficient treatments, services, and logistics. 

Economy. High inflation rate and crude oil prices (more than a $100/barrel in 2012) 
resulted in sharp increase in drug prices and medical equipment. These conditions 
place the hospital at an unfavourable disadvantage. 

Social. A dense population around the hospital, an increase in revenue and welfare, 
and various lifestyles are affecting the public health issues of the population. 

Technology. Rapid growth in technology and technological literacy population has 
forced the naval hospital to periodically update its technological infrastructure as 
often as possible. Competitors that frequently update their technology could be a 
threat for the naval hospital’s management. 

 
Porter’s Five Forces 
1. Rivalry among Existing Competitors 
There are four regular hospitals within the naval hospital area’s geographical scope 
that can be considered as competitors: PELNI Hospital, PK St. Carolus Hospital, PGI 
Cikini Hospital, and Jakarta Hospital. These competitors are experienced and 
constantly improving their services, upgrading their medical equipments, renovating 
their faciities, and upgrading their IS. 

2. Threat of New Parties 
Sahid Sahirman Memorial Hospital (SSMH) is a new party to watch in the healthcare 
business competition. SSMH is equipped with modern technology, excellent services, 
big investment support, and a state-of-the-art IT/IS infrastructure. 

3. Threat of Products or Services Substitution 
Healthcare products and services substitution such as small local clinics, accupunture 
clinics, reflexology clinic must also be considered. It is highly likely that patients at 
one point, will opt to try alternative treatments for their illnesses due to several 
reasons, such as healthcare cost and treatment effectiveness. 

4. Bargaining Power of Buyer 
The main customers of the naval hospital are navy officers and the general 
population. The naval hospital has a strong bargaining power because of the 
requirement that navy officers check-in to this hospital when they are on duty. The 
naval hospital also offers a hyperbaric therapy that not many hospitals offer. 

5. Bargaining Power of Supplier 
The large number of suppliers that exist in the healthcare industry is also a big 
advantage for the naval hospital because they do not have to rely solely on one party 
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for its hospital supplies. Thus, the hospital is able to negotiate its payment to the 
suppliers; the negotiation period can last between one to three months.  

 
Boston Consulting Group (BCG) 
BCG Matrix is a trusted and effective technique in product market decisions [11]. The 
matrix is also used to formulate concept-based restructuring of portfolio analysis and 
is useful for strategic decision making [12].  

According to the BCG Matrix as shown in Figure 1, “outpatient” and “radiology” 
are both in the “Question Marks” category, which means that both have a low market 
share but a high market growth. For “inpatient”, “laboratory”, and “Hyperbaric” are in 
the “Dogs” category due to their slow market growth and low market share. “Surgical 
procedure” falls under the “cash cow” category due to its low market growth but high 
market share. The naval hospital could support all other services through the high 
profit and high cash generated from the “surgical procedure” service. With low 
market growth and no recurring investment needed, the naval hospital could keep its 
profit high. All the cash surplus from the “surgical procedure” service can be used to 
transform the “Question Marks” category to a “Share Leader” category. It can also be 
used to subsidize the “Dogs” category, cover the administration fees, fund research 
and development, as well as cover its debt. 

 
Fig. 1. BCG Matrix 
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3.2 Internal Business Environment Analysis 

This analysis is used to identify the strengths and weaknesses of an organization. 
Value Chain, SWOT, and Critical Success Factors (CSF) are all the tools that were 
used to analyze the situation. 

 

Value Chain 
Value Chain model by Martinelly, Riane, and Guinet [13] is specifically developed 
for hospital environment. The main activities from the model include Admissions 
Logistics, Care Services, Discharge Logistics, Marketing and Sales. Other supporting 
activities include Infrastructure, Human Resource Management, Technological 
Development, and Procurement. Figure 2 shows the Value Chain model for the naval 
hospital. 

 
Fig. 2. Value Chain Model 

SWOT Analysis 
SWOT analysis is a tool that can be used to identify the internal and external strengths 
and weaknesses of a company [14]. SWOT analysis can help the organization in 
developing a strategy as well as in preparing for a better future [15]. In an industry, 
SWOT analysis is used to provide the leader/management team with basic 
information regarding the company’s development policies for future growth [16]. 
Figure 3 shows the result of SWOT analysis.   
 
Critical Success Factors (CFS)  
Critical Success Factors are critical activities needed to obtain a successful (or failing) 
company. CSF can help provide a better understanding on the needs of customers, as 
well as better construct the marketing division’s strategy, management, and 
evaluation [17]. The result of the CSF analysis for the naval hospital is shown in 
Table 1. 

 



 Information Systems Strategic Planning for a Naval Hospital 207 

 
Fig. 3. SWOT Analysis 

Table 1. CSF Analysis for the Naval Hospital 

Objective Critical Success Factor Indicator 
To attract out-of-state 
patient (outside DKI 
Jakarta)  

The number of out-of- 
state patient (outside DKI 
Jakarta)  

Out-of-state Patient  
10% 

To develop an IT-based 
data processing 

The number of IT-based 
service  

IT-based service level  
50%  

To have joint agreements 
with other parties  

Joint agreement with 
other parties (educational 
institution, investors, 
competitors, suppliers, 
and hospitals) 

The number of joint 
agreements in the current 
year is larger than the 
previous year’s 

To increase patient 
satisfaction  

Increasing patient 
satisfaction  

The number of 
complaints from patients 
in the current year is 
fewer than the previous 
year’s  

3.3 External IT/IS Environment Analysis  

Progress made in the Hospital Information System (HIS), such as Radiology 
Information System (RIS) and Laboratory Information System (LIS) significantly 
impacts the hospital’s operation. LIS creates a dynamic link among the laboratory 
analyzers, medical technologists, and clinical providers. LIS, combined with an 
automated process, has the potential to increase work efficiency and quality, reduce 
human errors, and lab sample tracking (a task often hampered by human errors) [18]. 
Additionally, developments in telemedicice and SMS gateway can also increase the 
competitive field within the healthcare industry. For the current available services, the 
naval hospital lacks two aspects, the Radiology Information System (RIS) and 
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Laboratory Information System (LIS). On the other hand, both the naval hospital and 
its competitors lack the version of HIS that integrates telemedicine, SMS gateway, 
and medical tourism. Table 2 below lists a comparison between the naval hospital and 
its competitors in terms of their service applications as well as recommended services 
that should be developed in order to improve treatment quality. 

Table 2. Service Applications Comparison 

 
 
Application 

PK St. 
Carolus 
Hospital 

PELNI 
Hospital 

Naval Hospital 

Current 
Under 

Development 
HIS     

• Stand Alone      
• Integrated  X X X  

RIS  X  X  
LIS   X  
Telemedicine Service  X X X  
SMS Gateway Service X X X  
Medical Tourism  X X X  

 
The development of Mobile Clinical Assistant (MCA) C5 from the previous 

version also tremendously impacts the hospital’s operations. The development of 
MCA C5 was propelled by an increase in access patients graphics, especially at the 
point of care, an increase in clinic’s documentation, patient care, and to improve the 
satisfaction of service providers [19].  

3.4 Internal IT/IS Environment Analysis 

The current hospital applications does not cover many hospital operations; it only 
comprises of  outpatient, inpatient, and emergency patient registrations. Additionally, 
the hardware that the hospital owns is rarely upgraded. The Information System 
Management (IMS) that is currently utilized is developed with Microsoft Visual 
Studio .NET 2005 and SQL Server 2005. The architecture is a Web-based and Client-
Server combination. All the modules use a Web-based architecture, except for the 
pharmacy and finance modules, which use the Client-Server architecture. The naval 
hospital application portfolio can be seen in Table 3. 

HIS development is aligned with the business strategy to improve services and data 
processing. Its development also begins with the development of an integrated 
hospital application that is then followed by the online module. The newly designed 
modules consist of Patients Master Index module (contains detailed information o the 
patients), Appointments module (assists patients in appointment set-ups with the 
hospital), Queue Management module (links the data between receptionists and 
schedulers), Registration module (records patient registrations manually, online, or 
through SMS), Outpatient module (manages outpatient transaction), Inpatient and 
Labor module (manages inpatient transaction), Medical Record Tracking module  
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(records and tracks patient medical records), Surgical module (manages surgical 
patients), Emergency module (manages emergency medical records), Pharmacy 
module (records and manages prescriptions), Billing module (tracks all billing and 
payments from patients and/or their affiliated third-party entities), and Logistic 
module (tracks logistical data). 

Table 3. The Naval Hospital Applications Portfolio 

Strategic  High Potential 
 1. HIS 

2. RIS 
3. LIS 
4. Telemedicne 
5. SMS gateway  
6. Medical tourism  
7. Home care, hospice 

Key Operational  Support  
Registration Information Systems: 
1. In-patient Application  
2. Out-patient Application  
3. ER Application 

Microsoft Office  

 
Following the HIS, Radiology Information System (RIS) is developed to meet 

radiology’s needs for consistency in the database that manages modality, material and 
medical equipment, and data delivery. RIS is a repository for reports and patient data, 
as well as electronic records for patient data that could help facilitate appointments, 
track patient information, and provide online reports on diagnostic results [20].  

LIS helps screen more people by increasing the capacity of a health promotion 
center, and brings in more revenue to the center [21]. The LIS, combined with a 
Clinical Information System such as Computerized Physician Order Entry and 
Electronical Medical Record, can support improvements in health care services [22]. 

The next two developments are telemedicine and SMS gateway. Telemedicine is a 
medical application in which information is transferred through an interactive audio 
and visual media. Telemedicine aims to deliver medical consultations and 
examinations to remote area, thereby reducing the patient’s need to travel [23]. 
Telemedicine could potentially overcome geographical barriers, improve access to 
patients, facilitate collaboration between health care providers in patient treatment, 
leading to reduction in patient mortality [24]. This technology is also useful for 
setting primary and specialty care targets in the public health care system, facilitating 
electronic communication within the specialty care’s referral system, assisting 
hospitals with a primary care focus in remote areas, and improving cooperation 
between specialists and the rest of the medical staff [25]. 

Through the use of video conferencing, patients are better prepared at counseling 
and expressing their ailments, which would lead to improvments in patients 
satisfaction levels [26]. Telemedicine could also improve the patients’ well-being, 
independence, self management, medical knowledge, and their overall health.  
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A module of Virtual Communities for Healthcare can also be used as a virtual self-
help guide by the patients [27].  

Short Message Service (SMS) gateway is a platform that provides a mechanism to 
deliver and receive SMS from mobile devices as another way to improve services. It 
can also be used by the organization to monitor, control, and manage the 
organization’s assets [28]. In a service industry, SMS gateway has been used to 
increase customer satisfaction e.g. its usage in the hospitality industry for hotel 
reservations [29]. Additionally, the SMS gateway can also be used to distribute 
information and to ensure that the customers make a wilfull complaints and able to be 
contacted again when needed [30]. 

The high cost of treatments in the United States, Europe, Australia, and other 
developed countries calls for an increasing demand for a more affordable service. 
That demand can be answered by the expansion of medical tourism, which is a sector 
of the healthcare service with a more affordable price [31]. This can be done if the 
system is supported by an international standard for hospital management. Hospital 
website development is one IT/IS strategy that can be implemented to support 
medical tourism in order to recruit patients worldwide as well as provide prospective 
patients with hospital information, such as service rates and available facilities. 

The next development is a collaborative information system that aims to store all 
data from external parties. This module require the collaboration of drug suppliers, 
competitors, referral hospitals, and medical schools. 

 
Fig. 4. Overall Strategy IT/IS Network Infrastructure 
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The last development is an IS patient service that consists of office visits, home care, 
hospice comfort care, and taxi. Office visit is a patient session with physicians at the 
doctor’s office but not necessarily at the hospital.  An appointment module is needed to 
support this effort. It is a strategy that is developed as a follow-up treatment for post-
treatment ambulatory patients. Home care service is provided by the hospital for 
patients who feel uncomfortable being treated at the hospital. This service could lead to 
quality enhancement, error reduction, and patient satisfaction improvement [32]. A 
module needed for this effort is a registration module that can be integrated with the 
registration module from the HIS. A hospice service is for patients who can no longer 
be treated and is given comfort care for the “final call”. This service can also be 
integrated with the HIS especially with the registration, billing, and payment modules. 

Figure 4 shows the overall network architecture for the proposed IT/IS strategic 
planning that includes HIS, RIS, LIS, Telemedicine supported, SMS gateway, 
medical tourism, as well as all other non-medical services.  

4 Conclusion 

The development of information system strategy provided several added values for 
the naval hospital’s competitive edge. Furthermore, it also redesigned the hospital’s 
applications portfolio. The result of this new strategy offered new products and ser-
vices such as telemedicine, medical short message service gateway, medical tourism, 
and home care. 
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Abstract. Water vapor has an important role in the global climate change de-
velopment. Because it is essential to human life, many researchers proposed the 
estimation of atmospheric water vapor values such as for meteorological appli-
cations. Lacking of water vapor data in a certain area will a problem in the pre-
diction of current climate change. Here, we reported a novel precipitable water 
vapor (PWV) estimation using an adaptive neuro-fuzzy inference system 
(ANFIS) model that has powerful accuracy and higher level. Observation of the 
surface temperature, barometric pressure and relative humidity from 4 to 10 
April 2011 has been used as training and the PWV derived from GPS as a test-
ing of these models. The results showed that the model has demonstrated its 
ability to learn well in events that are trained to recognize. It has been found a 
good skill in estimating the PWV value, where strongest correlation was ob-
served for UMSK station (r = 0.95) and the modest correlation was for NTUS 
station (r = 0.73). In general, the resulting error is very small (less than 5%). 
Thus, this model approach can be proposed as an alternative method in estimat-
ing the value of PWV for the location where the GPS data is inaccessible. 

Keywords: PWV, Adaptive neuro-fuzzy inference system, Estimation, Meteo-
rological applications. 

1 Introduction 

One of the most important factors in meteorology is determining the rate of water 
vapor in the atmosphere. Water vapor content and its variability have an important 
role in human activities and environments. It has been balancing the energy in the 
preservation atmosphere, the weather process and ultimately important for operational 
weather forecasting. Water vapor comes from the evaporation of sea water, ground 
water, rivers, swamps, glaciers, snow, and water in the atmosphere in the form of 
clouds. Therefore, accurate estimation of water vapor circulation is of primary impor-
tance for monitoring and prediction of precipitation rates to indicate climate  
change takes place at small scales as well as at regional scales. Many efforts have 
been invested to study the water vapor changes, especially from the science  
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communities such as meteorology, hydrology and climatology [1]. Atmospheric water 
vapor content in terms of precipitable water vapor (PWV) was derived from GPS and 
the surface meteorically data with superior in temporal and spatial resolution [2],[3]. 
This technique is still had good capability in comparison with the ground-based tech-
niques that are traditionally made through balloon-borne radiosondes and water vapor 
radiometers (WVRs). Although the GPS networks currently distributed thousands 
around the world, there is a still lacking of GPS data, especially in the remote loca-
tions that could potentially give the extreme effects on the local weather conditions. 

One of the tools of soft computing is the adaptive neuro-fuzzy inference system 
(ANFIS). ANFIS is a class of adaptive networks that are functionally equivalent to 
fuzzy inference systems. ANFIS represents both the Sugeno and the Tsukamoto fuzzy 
models. It has emerged as a powerful tool in solving problems in engineering and non 
engineering. With uses a hybrid-learning algorithm, it has an ability to do adjustments 
of rules by using learning set of data and allow the rules to adapt. Thus, it is profound-
ly suitable for control, pattern recognition and forecasting task. Several researchers 
have been employed the ANFIS techniques due to its computational speed, robust-
ness, and also its ability to handle complex problems of non-linear functions. Among 
them is estimation of evaporation using Artificial Neural Networks (AAN) and 
ANFIS techniques [4], which found that the ANFIS models are better than ANN al-
though the difference is small. Estimation of time series on earthquake events with 
mapping function [5], and estimation of subsurface strata of Earth [6] reported that 
the interpretation using ANFIS technique will give the promising results with much 
fewer percentage error. 

The main objective of this study is to investigate the potential use of ANFIS model 
to predict PWV that influenced by meteorological factors. The second is to evaluate 
the performance of ANFIS model in estimating the water vapor value by comparing 
the PWV data obtained from the Global Positioning System (GPS). 

2 Methodology 

2.1 Data Collection 

Two types of data were used in proposed ANFIS. There are the surface meteorologi-
cal data (pressure, temperature and relative humidity) as the original input and PWV 
data as the target output. The tested data were taken from the Universiti Malaysia 
Sabah Kota Kinabalu, Malaysia (UMSK: 6.03oN, 116.12oE and height of 63.49 m) 
and Nanyang Technological University, Singapore (NTUS: 1.350oN, 103.680oE and 
height of 75.38 m). Sabah as a main base of this study has an equatorial climate and 
naturally more affected by two types of surges associated with East Asian Winter 
Monsoon that much of the rainfall received during this period. For this work, data 
gathered from 4 to 10 April 2011 is processed. The meteorological data were taken 
data of air temperature, barometric pressure, and relative humidity. The PWV data 
were collected using the ground-based GPS receiver, and the surface meteorological 
data were collected using the Paroscientific MET4A Broadband meteorological sen-
sors. All the data collected were taken at one–minute interval. 
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2.2 Adaptive Neuro-fuzzy Inference System 

Adaptive neuro-fuzzy inference system is a method that combines neural networks and 
fuzzy inference system. This method using Sugeno inference model or Takagi-Sugeno-
Kang (TSK) fuzzy structures interface, which adapt the rules that are used to fix the 
parameters so that resulting in a minimum error. ANFIS consists of five components, 
namely input and output database, fuzzy generator, fuzzy inference system and adaptive 
neuro. To study the estimation of PWV mode, combination between Sugeno model and 
TSK inference as a fuzzy inference system (FIS) and adaptive neuron were employed. 
The optimization method is done by using a hybrid learning algorithm. 

Suppose there are two inputs x1, x2 to the node and one output is y, then there are 
two rules in the base Sugeno models [7]: 

 Rule 1: if x1 =  and x2 =   then     

  Rule 2: if x2 =  and x2   then    

where x1 and x2 are the crisp inputs to the node, and A1 , B1 , A2 , B2 are fuzzy sets, the 
reasoning mechanism on this Sugeno model is 

    (1) 

where w1 and w2 are the degree of membership of a fuzzy set, while f1 and f2 are linear 
equations for the output from a first-order of Sugeno inference model.  

ANFIS network consist of five layers (see Figure 1) as follows: 

 

Fig. 1. Architecture of Adaptive Neuro Fuzzy Inference system 
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Layer 1: This layer serves as fuzzyfication process. The output of node i in layer 1 is 
marked as Ol, i. Every node i in this layer is adaptive to the parameters of an activation 
function or the output: 

 , ,     1,2    (2) 

 , , 3,4  (3) 

where x or y is the input value to node i and Ai or Bi-2 is a linguistic label (fuzzy set) 
associated to the node. While O1,i is membership degree of fuzzy set. For example, 
suppose the membership function of fuzzy set A is given as follows: 

   (4) 

where {a,b,c} are the parameter set, generally value of b is equal to 1. As the value of 
these parameters change, the bell curve shape will change as well. The parameter in 
this layer is usually called the name of the premise parameters. 

Layer 2: Every node from this layer is fixed node with labeled π, which output of the 
result is the incoming signal to entire node. Every output node in this layer present the 
firing strength of each rule, generally used the AND operator (t-norm operator). 

 , 1,2  (5) 

For convenience, outputs from this layer generally are called normalized firing 
strengths. 

Layer 3: Every node in this layer is non-adaptive or fixed with denoted by N. Every 
node serves only to calculate the ratio between the firing strength of ith rule towards 
total firing strength of all rules. 

   (6) 

where  is normalized firing strengths output of layer 3 and  is pa-
rameter set on first order Sugeno fuzzy inference system model. The parameters in 
this layer are referred to as consequent parameters. 

Layer 5: A single node in the fifth layer is a fixed node which is the sum of all in-
coming signals. 

 ∑ ∑∑   (7) 

Thus, the fifth layer will build an adaptive network that is functionally equivalent to 
the first order Sugeno fuzzy inference Model. 
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3 Result and Discussion 

In this study, ANFIS was set with the epoch number of 700, step size 0:01 with a 
membership function 'gaussmf'. The learning method (adaptive network) used the 
hybrid algorithm. The data used in this study is the surface meteorological data and 
the GPS PWV data as mentioned in section 2.1. The data are constructed into two 
parts, training data and checking data. The data used for training as much 2/3 data and 
1/3 the data used for checking. 

Before the data input is processed by the ANFIS, the first work is to construct ini-
tial FIS. In forming the initial FIS, needed a plan. Among them is the establishment of 
membership functions and rule formation. The curve used in the formation of the 
membership function is 'gaussmf'. This is due to the Gaussian curve represent the 
changing of continuous data. PWV is a continuous, which means its value can change 
over time depending on the season changes, particularly temperature and air pressure 
conditions. A Gauss curve using two parameters: the central curve domain and the 
standard deviation that shows the width of the curve. The two values are determined 
by using Fuzzy C-Means clustering. The value of the central domain curve is taken 
from the average value of the data cluster and the standard deviation values were 
obtained from the standard deviation of a data cluster. The formation rules in Sugeno-
Takagi type FIS using a linear equation. There are four linear equations in this FIS 
that has been optimized to estimate PWV. The reasoning mechanisms on this Sugeno 
model after training by ANFIS are: 

 0.1309 2.567 0.6413 196.9 (8) 

 0.06896 2.991 0.6319 157.3 (9) 

 0.1251 2.851 0.6539 39.91 (10) 

 0.3626 3.031 0.8667 421.5 (11) 

where P is the surface pressure (mbar), T is the surface temperature (in degree Cel-
sius), and H is the relative humidity (in percent). If the predicate α for the four rules 
are W1, W2, W3, and W4, then the weighted average can be calculated as 

 PWV = W1f1+W2f2+W3f3+W4f4
W1+W2+W3+W4

=W1f1+W2f2+W3f3+W4f4 (12) 

3.1 PWV Result at UMSK 

Figures 2a and 2b show the PWV result between ANFIS technique and observed by 
GPS at UMSK station. In general, the pattern of PWV predicted by ANFIS follows 
the pattern of PWV observations. Comparing to both figures, data are found blank in 
Figure 2b due to lack of GPS data at that time and only the surface meteorological 
data are available and therefore, the time series is contrast to Figure 2a. This is the 
advantage of the ANFIS model, which use the surface meteorological data as input. 
ANFIS model was successfully estimating the PWV value and clearly follow the 
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pattern of PWV observation. Figure 3 shows the scatterplot standard deviation (STD) 
of PWV between ANFIS and GPS at the UMSK station. The STD calculation was 
done with one-hour interval of data. The STD pattern between ANFIS and GPS 
showed a binomial trend where the maximum curve reached to 2.4 mm.  

 

Fig. 2. PWV results between prediction using ( a )  ANFIS technique and ( b ) observation 
using GPS at UMSK station, Malaysia 

 

Fig. 3. The scatterplot of STD PWV between ANFIS and GPS for UMSK station 

3.2 PWV Result at NTUS 

A similar PWV result between ANFIS and GPS was also found for NTUS station as 
depicted in Figures 4a and 4b. From Figure 4a, the final shape of PWV ANFIS is 
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clearly similar to the shape of PWV GPS. Looking at the Figure 4b, some data blank 
for GPS PWV was recorded at NTUS station. This is same case happened like UMSK 
station, where there is no GPS data provided at this time. From this lacking, ANFIS 
model successfully solved the problem as demonstrated in Figure 4a. Figure 5 shows 
the scatterplot of standard deviation (STD) of PWV between ANFIS and GPS. The 
STD trend at NTUS was found a similar pattern with the UMSK station with a maxi-
mum curve reached to 1.82 mm. 

 

Fig. 4. PWV results between prediction using (a) ANFIS technique and (b) observation 
using GPS at NTUS station, Singapore 

 

Fig. 5. The scatterplot of STD PWV between ANFIS and GPS for NTUS station 
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From two cases of examination of ANFIS technique at UMSK and NTUS stations 
shows that the ANFIS prediction results clearly follow the pattern of PWV  
observed by GPS in the Southeast Asia region, especially, Malaysia and Singapore. 
The results of PWV comparison at two example stations are given in Table 1. 

Table 1. Statistical parameters of the PWV comparison 

Quantity UMSK NTUS 
R 0.95 0.73 
RMSE 
Mean 

1.29 mm 
-0.06 mm 

1.68 mm 
-1.31 mm 

 
The correlations between the predicted results and observational data show that 

the ANFIS technique can be used to predict the PWV value, using meteorological 
data as the input parameter. The relationship with the highest correlation value is 
o b s e r v e d  at UMSK station (r = 0.95), while the modest value is observed at 
NTUS station (r = 0.73). From calculation of RMSE value, the resulting error is very 
small which less than 5%. The PWV difference between the prediction error and the 
observation are obtained -0.06 mm for UMSK station and -1.31 mm for NTUS sta-
tion. The negative value indicates that the PWV value from ANFIS is lower than 
those of PWV obtained from GPS. On the other hands, this method is more conve-
nient, cost-effective and practical when compared to the GPS observations. The 
promising method only needs the meteorological data (pressure, temperature and 
relative humidity) as input parameters and very helpful for meteorological station with 
absent of GPS data. 

4 Conclusion 

In this study, a new method for estimating the PWV value was developed by using 
one of the tools soft computing, ANFIS techniques. The correlation coefficient 
between the predicted results and the observational data was found strongest 
relationship. Looking at UMSK and NTUS stations as an example of examina-
tion, the highest correlation coefficient was found at UMSK and the modest 
correlation coefficient was at NTUS with a resulting error was less than 5%. 

A model approaches adaptive neuro fuzzy system interfaces with the input meteo-
rological data (temperature, pressure and relative humidity) can be used as an alterna-
tive method in the estimation of PWV value when absent of GPS data in a particular 
station. In the future, it is recommended to use more extensive data to improve the 
estimation of PWV value. It is either by adding a new parameter or increases the 
amount of interval data used to further clarify the accuracy of PWV model developed. 

Acknowledgment. This work was partially supported by the Ministry of Higher Edu-
cation Malaysia (MOHE) under grants UKM-LL-07-FRGS0211-2010 and PKT 
1/2003. 
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Abstract. Ontology has been emerged as a powerful way to share common un-
derstanding, due to its ability to chain limitless amount of knowledge. In most 
cases, groups of domain expert design and standardize ontology model. Unfor-
tunately, in some cases, domain experts are not yet available to develop an on-
tology. In this paper, we extend the possibilities of creating a shareable 
knowledge conceptualization terminology in uncommon domain knowledge 
where a standardized ontology developed by groups of experts is not yet  
available. 

Our aim is to capture knowledge and behaviour which is represented by 
data. We propose a model of automatic data-driven dynamic ontology creation. 
The created ontology model can be used as a standard to create the whole 
populated ontology in different remote locations in order to perform data 
exchange more seamlessly. The dynamic ontology has a feature of a real-time 
propagation from the change in the data source structure. A novel delta script is 
developed as the base of propagation. In order to complete the model, we also 
present an information of application support in the form of Jena API mapping 
for propagation implementation. 

Keywords : data-driven, dynamic ontology, propagation. 

1 Introduction 

Ontology has been used as a mechanism to share common knowledge and under-
standing [1]. Groups of domain experts have used ontology to represent certain know-
ledge into semantic structure of information, for instance, in medical health domain. 
However, there are a large amount of domain knowledge is still untouched by domain 
experts. 

To save time, reduce manual work and facilitate communities who may not have 
the technical understanding in constructing an ontology, a few researchers have pro-
posed some approaches to develop ontology from underlying data. Garcia et al. and 
Bohring et al. have done similar research in creating the concept of XML (eXtensible 
Markup Language) to OWL (Web Ontology Language) mapping, which can be found 
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in [2] and [3]. Both research implement XSD (XML Schema) as the source of creat-
ing terminological ontology model. The XSD could be extracted from XML data. 
XSLT (XML Stylesheet Language Transformation) is used as the tool to translate 
XML-based information into ontology knowledge representation. Bohring et al. also 
use XSLT to populate the terminological ontology model. Zhou et al. [4] had research 
in automatic ontology creation from relational database (RDB). They create seven 
rules to map the database structure into the terminological conceptualization in ontol-
ogy, and then populate the records as the ontology instance. 

Data source knowledge can change very often. A method to propagate the ontology 
can be used to keep the ontology dynamic and up-to-date. Sari et al. in [5] propose a 
propagation model to update sub-ontology of SNOMED CT. This methodology prop-
agates sub-ontology extracted from the main SNOMED CT ontology based on the 
change log in the SNOMED CT ontology. 

Collective knowledge from communities can be extracted to form a formal stan-
dard of representation. When it becomes standard, any following knowledge represen-
tation could adopt the same terminology. It enables seamless knowledge sharing. The 
main aim of this research is to create a model for dynamic ontology, derived from a 
dynamic data source. The dynamic ontology is maintained through a systematic prop-
agation method triggered by changes in the data source structure. The propagation 
method uses a delta script that contains the difference of the previous and the current 
data structure. When the remote propagation is needed, the use of delta script can 
save the resource rather than sending the whole new data source or the whole new 
ontology. The novel concept of delta script is also proposed in this paper. 

The paper is organized as follows. Section 1 is the introduction, capturing the 
backgrounds, motivations and aims of the research. Section 2 states the related and 
supporting works for the research. Section 3 elaborates the whole concept model of 
the data-driven dynamic ontology. Section 4 focuses on the propagation features, 
starts from the different types of data changes, the delta script construction and the 
propagation process. Section 5 covers the application support for the propagation 
process in term of delta script and programming framework mapping. It also elabo-
rates the case study as to show the implementation. 

2 Related Work 

The automation of data-driven ontology creation can be very useful for community to 
share their knowledge in the form of ontology. This also addresses the limitation of 
technical capability in ontology building. In general, there are two kinds of data 
sources that are used widely as a data repository, a structured database and semi-
structured XML. A number of researchers have explored the techniques to support 
ontology creation from these two data sources.  

Garcia et al. proposes the XSD2OWL. XSD2OWL contains packages based on an 
XSL (XML Stylesheet Language) that performs a partial mapping from XML Schema 
to OWL [2]. Even though it consists only of partial mapping that transform XML 
Schema to OWL, XSD2OWL covers most of ontology semantic structure. The full 
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mapping table of XSD2OWL is described in [2]. To perform a complete XML-based 
ontology creation, XSD2OWL cannot be used as a single tool. It needs to be collabo-
rated with XSD extraction tools to extract XSD from its XML data source, e.g. Trang 
[6] and oXygen XML Editor [7]. 

Bohring et al. [3] creates a similar mapping concept to translate extracted XSD 
from XML into OWL ontology. This work explicitly states the way to populate the 
ontology using the XSLT and the way to perform a mapping of domain and range in 
ontology properties. 

An approach of semi-automatic ontology creation from RDB schema is introduced 
by Zhou et al. in [4]. The concept is originally created to overcome time consuming 
and tedious work in creating hand-built ontology. Zhou et al. give an extension in 
their concept using WordNet to handle similarities in word term. Zhou et al. made 
seven rules to map the RDB into ontology. All rules can be seen in [4]. 

Table 1 summarizes works in ontology mapping from XML and RDB. For in-
stance, class or concept in ontology is generated from a complexType element in 
XML and from table or fixed instance value in RDB. 

Table 1. General ontology mapping from XML and Relational Database based on Garcia et al. 
[2], Bohring et al. [3] and Zhou et al. [4] works 

Ontology XML Relational Database 

Class/Concept complexType element table, fixed instance value 

ObjectProperty complexType element table relation 

DatatypeProperty 
simpleType element, 

attribute 
column 

Cardinality (Max, Min) 
occurrence (maxOccurs, 

minOccurs) 
constrain (NOT NULL, primary key) 

Property  
Domain and Range 

element, XSD datatype 
table relation, column,  

column data type 

3 System Design and Concept 

The whole system scenario for a data-driven dynamic terminological ontology devel-
opment can be seen in Fig. 1. The data source is dynamic, shown by the dashed arrow 
from the old data to the new data. The data source could be an XML data source or 
RDB data source. The data source consists of data records and data schema. Basical-
ly, there are two main parts of the whole concept scenario, the initial ontology crea-
tion process and dynamic ontology propagation process.  

The initial ontology creation process is depicted using a solid line in Fig. 1. The 
aim of this process is to create a base dynamic ontology as the very first ontology 
model to be shared. Schema to ontology translator performs the creation by mapping 
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the data schema inside the data source into ontology. The dynamic ontology propaga-
tion process handles the update of dynamic shared ontology and it will be updated 
directly when there is a change in the data source. 

 

Fig. 1. Conceptual model for creating data-driven dynamic shared ontology to share communi-
ty knowledge 

The dashed lines in Fig. 1. represents the propagation process. The difference of 
the current and old data schema is stored as delta schema script. Since there would be 
different representation in XML-based schema and RDB schema representation, delta 
ontology is derived from the delta schema to create a common representation, which 
maps directly to the ontology changes. There are two ways of retrieving the current 
terminological ontology from the shared ontology: (i) by requesting directly the cur-
rent ontology or (ii) by requesting the delta ontology script followed by propagating 
the ontology locally using propagation application. In addition, there will be only one 
application needed to use the delta ontology script when updating the ontology, since 
it will be data source type independent. The dynamic ontology propagation process 
and related tools will be elaborated in Section 4. 

4 Dynamic Ontology Propagation 

4.1 Changes in Data 

Propagation is proposed as the solution to update the common terminological ontolo-
gy based on the dynamic changes in the data source structure. The structures changes 
basically consist of delete, insert, rename and move. For XML-based data, all of 
changes operation could happen in every element and attribute. The move change 
operation of element is the changes in tree structure position of parent and child. 
RDB’s table and column could also have the same change operation; however the 
move operation might be happening only in table column. 

4.2 Delta Script 

The differences of data source structure are gathered in a delta script. The purpose of 
the delta script is to patch or upgrade the dynamic ontology. The use of delta script 
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can be useful when the source or the original version is not present in the same loca-
tion and the ontology needs to be updated without sending the original file, which can 
be very big. Cobena et al. in [8] give four main benefits for using DIFF (difference) 
method as change detection: version and querying the past, learning about changes, 
monitoring changes, and indexing. In addition, Cobena et.al. in [9] proposes about a 
set of important criterias for a good delta script. Those aspects are Completeness, 
Minimality, Performance and Complexity, “Move” Operation, and Semantics. All 
aspects mentioned are considered and applied in the proposed delta script. 

4.3 Delta Schema Script 

Delta schema script consists of the difference between the current data schema with 
the previous version of the schema. It lists all of the difference structure from edit 
operations. The list includes delete, insert, rename, and move list.  

Definition DS-1. ΔS ≡ D, I, R, M . Delta schema script comprise of 4 set of list, 

which are delete (D), insert (I), rename (R) and move (M).  

The list is proposed to keep up with the completeness and minimality of the operation. 
Even though command DELETE and INSERT (we use the all capital words to 
describe the programming command and to differentiate them from the delta script’s 
list and their general common usage words) are the primitive operation and the delete 
and insert list could be used to represent rename and move, but the list will keep the 
minimality aspect and can be directly performed to some programming framework. 
Therefore, that list can potentially reduce the complexity and yet it is complete. The 
sequence of listed difference in the delta schema script should be as mentioned in the 
Definition DS-1 to avoid the possible name duplication of the new inserted data and 
the need to state all inserted and renamed component in order to be the target of 
moved component. Therefore the sequence should be as follow: 

Delete(D)  Insert(I)  Rename(R)  Move(M) 

To maintain the semantic information of the data, the following rules need to be 
applied in delta schema script’s list:  

─ DS-Rule 1 - For all type list: There should be an initial sign to differentiate com-
plexType element, simpleType element and attribute name in XML, also table and 
column name in RDB. In XML, sign “(c)” can be used to indicate complexType 
element. As for the attribute, sign “@” can be used as the initial. In RDB, sign “(t)” 
could be used to indicate table. To simplify the representation of each component, 
as an example, it could be written as follows: 

<initial><s><component name> 

where <s> is separator sign. 
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─ DS-Rule 2 - For insert list: The information of data type, constrains and loca-
tion/path (if becomes the child or the part of other component) of the inserted com-
ponent should be stated clearly. As an example, it could be written as follows: 

<initial><s><component name><s><datatype><s><constrain> 
<initial><s><component’s parent>/<initial><s><new component name> 
 
Since the RDB mapping has some additional information to add when there exist 
relations in two tables as foreign key. Those relations will create an inverse object 
property between two concepts. Additional information in the insert list of RDB 
should be added, such as: 

<initial><s><component name> <initial><s><new component name> 
 

─ DS-Rule 3 - For rename list: The list should contain the path or location of the 
renamed component along with the new component name. As an example, it could 
be written as follows: 

<initial><s><component’s parent>/<initial><s><component name> 
<initial><s><component’s parent>/<initial><s><new component name> 
 

─ DS-Rule 4 - For move list: The list should contain the path or location of the 
moved component along with the new component’s parent name. For the new loca-
tion path, information about data type and constrains need to be incuded to main-
tain the whole semantic information. As an example, it could be written as follows: 

<initial><s><component’s parent>/<initial><s><component name> 
<initial><s><component’s new parent>/<initial><s><component 
name><s><datatype><s><constrain> 

4.4 Delta Ontology Script 

Delta ontology script consists of the list of ontology structure change, which is de-
rived from the delta schema script based on the mapping in Table 1. There are three 
types of list in delta ontology script; delete, insert and rename list respectively. The 
move operation of column in RDB will affect in changing domain and range of 
property in ontology. Since there is no move operation for domain and range in the 
ontology, it will trigger the insert and delete operation instead. The move element 
operation in XML will affect in the ontology restriction. It will not move the 
restriction to other ontology class but it will trigger a delete and insert operation of the 
restriction. These two conditions are some reasons why the move list is absence in 
delta ontology. The following is the proposed syntax in writing delta ontology list: 

─ Delete List : 

• For Class/Concept  c(name) 
• For ObjectProperty  op(name) 
• For DatatypeProperty  dp(name) 
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─ Insert List : 

• For Class/Concept  c(name, superClass name) 
• For ObjectProperty  op(name, domain, range, minC**, maxC**) 
• For DatatypeProperty  dp(name, domain, range, minC**, maxC**) 
• For ObjectProperty domain and range change  opdr(property name, domain, range, 

minC**, maxC**) 
• For DataTypeProperty domain and range change  dpdr(property name, domain, range, 

minC**, maxC**) 
 

**minC and maxC is an optional minimum cardinality and maximum cardinality information. 

─ Rename List : 

• For Class/Concept  c(previous name, current name) 
• For ObjectProperty  op(previous name, current name) 
• For DatatypeProperty  dp(previous name, current name) 

When transformed to delta ontology, a first character “C”, “op” and “dp” is used to 
stated Class, ObjectProperty and DatatypeProperty respectively. The following 
example is about the translation process in RDB. The sample from XML is stated 
along the case study in Section 5. 

Example. RDB. There is an additional column created named “author” in “book” 
table. The data type of “author” is string. The “author” column has NOT NULL 
constrain. This change could be listed in delta schema and delta ontology as follows: 

DELTA SCHEMA 

INSERT  
  author | string | min-1 
  (t)book/author 

DELTA ONTOLOGY 

INSERT 
  dp(dpauthor, Cbook, string, 1) 

5 Application Support 

To demonstrate the application support, especially in the dynamic ontology 
propagation concept using delta script, the OWL propagation mapping into Apache 
Jena™ [10] API within a Semantic Web application is developed. The application is 
used to update OWL ontology from changed data structure. The pattern to apply the 
Jena API in the application is shown in Fig. 2.  

There are three main parts of the Jena programming command block that is ap-
plied. (1). Call/open the base OWL ontology model. First, createOntologyModel() 
method is used to create a new ontology model which will be processed in-memory 
and it is expressed in the default ontology language (OWL). Then read() method will 
call/open OWL file path. (2). Apply and execute Jena API for the propagation. This 
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part can be filled with any method needed to do the propagation. The types of method 
are shown in Table 2. (3). Write output of the updated OWL ontology. The write() 
method is used to perform this operation. 

 

Fig. 2. Jena API Pattern for Propagation Implementation 

Table 2. Delta ontology mapping to Jena API 

Process Delta Ontology Jena API 

DELETE 

- Class/Concept 
- DatatypeProperty 
- ObjectProperty 
- MinCardinality 
- MaxCardinality 

- getOntClass() then remove() 
-  getDatatypeProperty() then remove() 
- getObjectProperty() then remove() 
- listRestrictions() then remove() 
- listRestrictions() then remove() 

INSERT 

- Class/Concept 
- DatatypeProperty 
- ObjectProperty 
- Set Property Domain 
- Set Property Range 
- MinCardinality 
- MaxCardinality 

- createClass()
- createDatatypeProperty() 
- createObjectProperty() 
- setDomain() 
- setRange() 
- createMinCardinalityRestriction() 
- createMaxCardinalityRestriction() 

RENAME 
Class/Concept or  
DatatypeProperty or 
ObjectProperty 

renameResource() 

 

As a study case, a section of the version 2012 of PubMed/MEDLINE [11] citation 
XML sample1 is used. The PubMed/MEDLINE citation XML for the case study and 
the sample of change in the data can be seen in Table 3. Afterwards, the delta schema 
and delta ontology script could be generated as mentioned in Table 4. Fig. 3 depicts a 
JSP page for the ontology propagation built using Jena API. The input ontology 
model path, the propagation process step and the output file path can be seen in Fig. 3. 
Finally, Fig. 4. depicts the Protégé visualization for the propagated ontology based on 
the change stated in Table 3. It consists of the Class, DatatypeProperty, 
ObjectProperty and Restriction in the ontology. Due to the limitation of the page, it 
shows the Restriction for “PubDate” only. From the result, it can be said that the delta 
is complete and holds enough semantic information. 

                                                           
1 Downloaded from 
 http://www.nlm.nih.gov/databases/dtd/medsamp2012.xml 
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Table 3. Data sample changes 

Previous Data Current Data 

<Journal> 
<ISSN IssnType="Print">0950-382X</ISSN>
 <JournalIssue CitedMedium="Print"> 
  <Volume>34</Volume> 
  <Issue>1</Issue> 
  <PubDate> 
   <Year>1999</Year> 
   <Month>Oct</Month> 
  </PubDate> 
 </JournalIssue> 
 <Title>Molecular microbiology</Title> 
 <ISOAbbreviation>M.M./ISOAbbreviation>
</Journal> 

<Journal> 
<ISSN IssnType="Print"  
CitedMedium="Print">0950-382X</ISSN> 
 <JournalIssue> 
  <Vol>34</Vol> 
  <Issue>1</Issue> 
  <PubDate> 
   <Year>1999</Year> 
   <Month>Oct</Month> 
   <Date>4</Date> 
  </PubDate> 
 </JournalIssue> 
 <Title>Molecular microbiology</Title>  
</Journal> 

Table 4. Delta script from sample data changes 

Delta Schema Delta Ontology 

DELETE 
  ISOAbbreviation 
INSERT  
  Date | int | min-1 | max-1 
  (c)PubDate/Date 
RENAME 
  (c)JournalIssue/Volume  (c)JournalIssue/Vol
MOVE 
  (c)JournalIssue/@CitedMedium  
(c)ISSN/@CitedMedium | string | min-1 | max-1 

DELETE 
  dp(dpISOAbbreviation) 
INSERT  
  dp(dpDate,CPubDate,int, 1, 1) 
dpdr(dpCitedMedium,CISSN,string,
1,1) 
RENAME 
  dp(dpVolume,dpVol) 

 

Fig. 3. JSP page for ontology propagation built using Jena API 
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Class 
Restriction 

(CPubDate only) 
Object Property Datatype Property 

 
 

 

 
 

Fig. 4. Protégé visualization of the updated ontology 

6 Conclusion 

The need to create a common conceptualization from dynamic knowledge has moti-
vated us to create a model for a data-driven dynamic ontology with propagation sup-
port. The propagation process updates the base ontology based on the underlying data 
structure changes. The use of delta script gives an advantage in updating remote on-
tology by sending the minimum source that can provide complete updates. A simple, 
minimized yet complete delta script is designed, and the mapping of the delta script 
list into a Jena API method within a Semantic Web application is demonstrated. 
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Abstract. Normally, a common user sign license agreement without 
understanding the agreement. License agreements are a form of information, 
which describes product's usage and its terms and conditions. Habitually, users 
agree with it but without understanding. In the today’s information age, there is 
no integration of license agreements with any current technology. The contents 
of license agreements are out of scope for search engines. Management of 
license agreements using Semantic Web is a multi-disciplinary challenge, 
involving categorization of common features and structuring the required 
information in such semantics that is easily extendable and fulfilling the 
requirements of common user.  

In this paper construction of Semantic Web model for Online Shopping 
license agreement is discussed. The user requirements facilitate the construction 
of License Ontological model. Moreover, rules are used to capture the complex 
statements of “terms and conditions”. Finally, an explicit semantic model for 
agreements is constructed that facilitates users’ queries. 

Keywords: License Agreements, Semantic Web, License Ontological Model, 
Digital License Agreement. 

1 Introduction 

In general, installing software or using any services requires the user’s agreement to 
terms and conditions. The terms and conditions describe issues such as functionality, 
restrictions of use, and about other legal acts such as jurisdiction restriction and intel-
lectual property rights. These terms and conditions describe various legal acts of an 
agreement. The legal acts contained in agreements are often difficult for a user to 
understand. Therefore, users do not read such lengthy agreements and bypass the 
agreement by signing, without understanding. In such situations user might commit 
illegal act unintentionally. Therefore, an easy understandable solution is required in 
order to facilitate user's requirements. Hence, a solution in form of agreements' repo-
sitory is provided that is easy for a user to select an appropriate product. Moreover, 
Semantic model for online shopping license agreements is discussed in this paper. 
With the help of the Semantic model user queries are answered in conjunction with 
user's requirements. 
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License Agreements: The agreement is a legal binding between two parties and if 
any violation occurs then defined penalties are applied. Similarly, using web services 
requires the user's agreement to the terms and conditions. Agreements describe issues 
related to product's functionality, restrictions on its use, may specify the number of 
users that can work in a connected environment, state relevant laws if any, rules per-
taining to the distribution of the product, modifications that can be made and the 
payment procedure [1]. In online shopping centers a legal contract occurs between a 
buyer and seller while purchasing a product. 

The concepts contained in agreements are often difficult for a user to understand. 
Moreover, the terms and conditions are different nearly in every license agreement. 
Therefore, user agrees with agreement, without deeper understanding, which might 
lead to a user's inadvertent implication in an illegal act. Approximately every agree-
ment applies penalties, if terms and conditions are violated. 

User Awareness: For the awareness and understanding agreements, few efforts are 
done for example; GPL-violations, it is an awareness project about the violation of 
GNU licensing agreements. “GPL-violation” is a communication platform between 
all parties that are involved in licensing of open source software for example authors 
and copyright holders, vendors and users [2]. 

Business Software Alliance (BSA) is an IT industry group that helps their member 
groups in controlling piracy of software and hardware tools. BSA provides awareness 
and educate people about the ethical and digital security risk associated with use of 
unlicensed software [3]. 

The work done by GPL-violations and BSA serves for user awareness; while the 
Semantic model provides a solution, in selecting a required license according to the 
needs of a user, and also make awareness of penalties. 

2 Related Work 

In the literature, a plethora of studies has been conducted for developing a Semantic 
Web model to fulfill user requirements. The research is based on two sections, initial-
ly, it summaries fundamental concepts of license agreements, by considering different 
type of existing licenses. Secondly, it highlights the use of ontology in information 
retrieval, management, automatic extracting of meta-data and different concepts re-
lated to Semantic Web. According to the multifaceted nature of the research work, we 
will describe the problem from more than one angle. 

2.1 License Agreements 

Organizations do their best to control the misuse of License Agreements. Hence, pe-
nalties are defined to assure the legal use, defined in “terms and conditions”. 

Various license verifying systems have been developed. These systems help to en-
sure that a licensed version of a product is properly and legally installed on each com-
puter in an organization. Microsoft verifies the installing products online, before 
completing the installation of the software product on a system [4]. This clarifies that 
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the granter of license wants her product to be used legally and according to the terms 
and conditions defined in the license agreement. 

Online shopping agreements are mostly similar to each other and have a lower de-
gree of complexity as software licenses [5]. In these types of agreements, rights of 
service providers and customers are clearly defined. In some agreements service pro-
viders are the sellers and provide a facility of purchasing from Web sites. While other 
agreements are totally different from service provides, for example in case of eBay. 
Only two types of online shopping agreements are explained and used as pars pro toto 
in this paper, i.e. Amazon [6] and eBay [7, 8] license agreements. 

2.2 Semantic Web 

Digital Right Expression Languages and Policy Management are the two areas, cov-
ered in this paper. Digital Right Management is an access control technology that is 
used to impose limitations on usage of digital contents and devices. It controls the 
illegal use of digital media by preventing access, copy or conversion to other formats 
by end users. Semantic Web technologies facilitates in creating ontology for copy-
right agreements. These copyright agreements are digital rights used to implement 
legal limitation. 

Digital Rights Expression Languages 
Rights Expression Languages (REL) reflects licenses legal requirements, by gathering 
terms and required relations of contents. REL creation is based on an ontology using 
existing standards for example ODRL, XrML and Creative Commons. Usage of con-
tents depends on the rights of a license provider, granted to licensee. REL with DRM 
translates licenses and uses ontology to deduce copyrights, context description and 
different type of expressions used in a license agreement. The REL ontology terms 
are mapped to a legal dictionary, which consists of legal classifications and legal rules 
used in the license law [9]. 

Privacy Policy Matching 
Nyre discusses the issues related to “privacy policy matching” [10]. They suggested, 
arranging policies of service providers according to customer requirements. Customer 
requirements are translated to policies using privacy preferences of the provider, for 
matching the customer requirements with the service provider polices. Privacy prefe-
rence provider is introduced as an intermediate channel between service provider and 
customers; to solve, the issue of matching and arranging the policies for service  
providers.  

The word “policy” used in this method is similar as terms and conditions of license 
agreement. These policies are defined by the service provider, for example in online 
shopping license agreements. The main problem of this method is to maintain an in-
termediate channel as “privacy preference provider” for updates of customer require-
ments. The second problem is to translate customer’s requirements to policies, at this 
intermediate level, and then match these policies to service provider’s policies.  
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Handling these problems, according to the above method, is worse in case to deal 
with complex policies of service providers. To solve the above mentioned problem, 
we propose in this paper a solution using Semantic Web technologies. 

3 Use Case Scenarios 

Use case scenario elaborates user's requirements to achieve specific results. License 
model is constructed to facilitate a common user. Therefore, each license is catego-
rized similarly. The model facilitates a common user to acquire her required informa-
tion from a license. The model is designed to easily adopt documented agreement 
using Semantic technologies. The Semantic Web model of agreements covers all 
common features of an agreement. A user scenario is discussed below; 

Online Shopping 
Using services of online shopping web sites, the policies should be agreeable by both 
sellers and buyers. Sellers defined their own polices, without conflicting the police of 
online shopping. In case of conflicting policies, seller has either to face penalties or in 
worst case could be ban to use the services. This scenario is explained below: 

A seller wants to sell her items through online shopping web site. The used items 
are placed for biding by the seller. One of the buyers received the item, with functio-
nality problem. According to polices of online shopping, a buyer can claim for reim-
bursement. Therefore, the buyer claimed for reimbursement. In this case, the seller 
didn’t define a proper procedure for reimbursement. The online shopping company 
paid for the damages, and ceased the seller’s account and banded him from selling her 
item from the site. Such problems normally happens when user bypass the agreement, 
before using services. 

4 Semantic Web and License Agreements 

Semantic Web uses ontology as its basic component and uses taxonomy of informa-
tion as an expressing knowledge to design ontology. Defining a domain of knowledge 
for license agreements, a root ontology (named; License Ontology) is created using 
bottom up approach, as discussed in [5, 11].  

The ontological structure for license agreements is categorized in two parts, i.e. Li-
cense Ontology and sub license ontologies. The License Ontology is developed from 
common features of different license agreements. The License Ontology is extended 
to sub license ontologies, in order to design ontology as a meaningful license agree-
ment. Sub-license ontology describes a specific license agreement.  

The resulting model is equipped with rules according to license agreements. Func-
tionality of entire process depends on search and comparison of user requirements 
using License Ontology. Query results obtained from sub license ontologies are sent 
to user for final approval.  
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4.1 Sub License Ontology 

Sub ontology is extracted from parent ontology to elaborate a section of domain 
knowledge. The extracted sub-ontology has following two features 1) consistency and 
2) completeness. Sub-ontology concept is explained by proposing four methods i.e. 
extend, add, merge and replace. We used extended method of sub-ontology concept. 
The extend method depends on new features of sub-ontology engineering, which 
includes concepts, properties, relationships and mapping. These sub license ontolo-
gies are categorized into Online Shopping License Ontology and Software License 
Ontology. The Software License Ontology is explained in detail in [5]. 

Online Shopping License Ontology 
Construction of Online Shopping License Ontology is based on two different agree-
ments. These include Amazon license agreement and eBay license agreement. These 
agreements have most common features. Online Shopping License Ontology is an 
extension of License Ontology, as shown in Fig.1. The Online Shopping License On-
tology extends all the features of License Ontology. A class named “Reimbursement” 
is added to Online Shopping License Ontology. The class is required to provide a 
concept of reimbursement method for customer, after purchasing product. Required 
properties are added to define the relationship of reimbursement class with customer 
and seller classes in the Online Shopping License Ontology. 

Online Shopping License Ontology has defined individuals. These defined individ-
uals are connected with each other, according to agreements, to define complete 
meaning of License Ontology 

5 Rules Used for Constructing License Ontology 

Rules are needed for inference about classes and properties, mapping ontologies, 
transforming data in different format, using complex queries, axioms and many more. 
The aim is to populate the domain of License Ontology by means of rules, created 
form analyzing set of text documents. The entities are used in License Ontology and 
sub license ontologies on basis of terms and condition of agreements. Rule applied on 
Online Shopping License Ontology is described as follows; 

Disjoint Classes in Ontology 
In License Ontology only those classes that have information related to terms and 
conditions of agreement are considered disjoint. In License Ontology, classes used 
under “Agreement Items” class, i.e. “Breach”, “Core Agreement” and “Non Core 
Agreement”, and also the sub-classes of these defined classes are disjoint to each 
other. 
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Fig. 1. Online Shopping License Ontology 

Restriction Used for Product Class 
Details about product’s legal usage are documented by license agreement i.e. reflected 
as below;  

Product          isDocumentedBy . License 

It states that for all values of product should have an agreement (i.e. “License”). Vice 
verse the restriction applied also on “License” class because both properties are in-
verse to each other; 

isDocumented ≡ documents- 



 Using Semantic Web to Enhance User Understandability 239 

6 Reasoning License Ontology 

Acquiring information from ontology can be determined by rules. After having in-
formation from ontology by applying rules, then the next step is to represent the in-
formation. In this section, ten rules are introduced that are built according to previous-
ly discussed user scenarios. These rules describe complete requirements of a user, to 
search for appropriate license using ontologies. 

Online Payment 
Rule for online payment provides information, about procedure of payment according 
to an agreement. The rule describes, that a product have ontology. And according to 
the ontology, it is inquired that payment procedure supports online payment of the 
product or not. Then availability of user permissions is checked, for online purchasing 
of the product, according to the ontology. Thus, according to this rule, an end user is 
allowed to purchase the product according to an agreement as described below; 

 
(?product LicenOnto:hasLicense ?license) (?license LicenOn-
to:supportPaymentMethod LicenOnto:Online) (?user profile:paymentMethod pro-

file:Online) →  (?user profile:canPayOnline ?product) 

Method of Receiving a Product 
The following rule is about downloading a product according to ontology. It states 
that a product having agreement and allows a user to download the product. The rule 
examines whether a user can download the product or not. According to ontology, if 
antecedent part holds answer then consequent part of the rule will also hold answer 
and allow user to download the product online. The product could be e-book, etc. 

 
(?product LicenOnto:hasA ?license) (?license LicenOnto:receiveMethod SoftOn-

to:Download) (?user profile:receiveMethod profile:Online) → 
 (?user SoftOnto:canDownload ?product) 

Replacing of Damaged Product 
“Replacing of Damaged Product” rule is about replacing a product, if the product is 
damage before receiving. Therefore, according to ontology the availability of replac-
ing damaged product is evaluated against respective agreement. If a method of replac-
ing a damaged product is allowed according to ontology then the product is allowed 
for replacement. According to this rule, the possibility of replacing the damaged 
product is determined according to agreement. 

 
(?user profile:ownsProduct ?product) (?product LicenOnto:hasLicense ?license) (?li-

cense LicenOnto:replaceMethod SoftOnto:Return) → 
 (?user SoftOnto:canReturn ?product) 
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Reimbursement of Payment 
Rule of reimbursement describes the method of reimbursement of expenses after iden-
tifying fault in a received product. In agreement normally the reimbursement proce-
dure is defined for customers. Therefore, in ontology a rule is used to inform custom-
er about availability of reimbursement procedure according to an agreement. When-
ever, such situation occurs then following rule is used to find out the availability of 
reimbursement method, according to agreement.  

 
(?user profile:hasPurchased ?product) (?product LicenOnto:hasLicense ?license) (?li-

cense LicenOnto:replaceMethod OnliShopOnto:reimbursement) → 
 (?user OnliShopOnto:canReturn OnliShopOnto:reimbursement) 

7 Conclusion 

Initially, undertaking an agreement without understanding is a major issue. Habitually 
customers agree with terms and conditions of an agreement without understanding. 
Incomplete knowledge and understanding about a license agreement in general and 
agree with an agreement without understanding specifically - is a main problem for 
one’s own self. To solve the issue, a License Ontology is constructed, which is not 
only a platform for different license agreements to reside but users can access their 
required information by querying ontology. The application is designed in such a way 
that different license agreements can be easily plotted on same platform with minor 
changes according to agreement. 

Based on ontologies, Digital License Agreement application (user interface of Li-
cense Ontology) uses triples to define a meaningful sentence. Therefore, the results 
are based on the triples. These triples are defined so that the meaning of a statement in 
a license agreement should not be changed and the triples should be meaningful ac-
cording to common user understanding. 

8 Future Work 

The Semantic Web model for license agreements is extendable, to adopt other license 
agreements, for example agreements of service providing companies, hardware prod-
ucts, etc. Following agreements could also be model using the License Ontology. 

Cross Boundary Agreements and its Conflicts 
“Airline's Terms and Condition” could be constructed with similar method, as used 
for previous explained sub ontologies. Whenever, centralization of same categories of 
license agreements are achieved, then the ontology will be able to find out the con-
flicts between different laws (i.e. terms and conditions or license agreements). For 
example, airlines have to make agreements to use airports and airspace of other terri-
tories. Normally, settling downing the conflicts in agreements, consumes maximum 
time. Such system will not only explain the terms and conditions of each partner but 
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will also explain the compromising statements that took place between them. These 
compromising statements will be helpful for upcoming organization to settle down 
their conflicts with the same/other organization. 

SLAs and Business Processes 
Cloud computing is a blend of concepts evolved from the SOA, grid computing and 
Virtualization. Adapting to this new way of computing is a hindrance for the compa-
nies to meet their requirements [12]. Laws and policies issues that must be addressed 
while adopting cloud computing for particular jurisdiction. Some of the challenging 
issues are; access, reliability, security, liability, IPR, ownership, portability and audit-
ability. The failure of these issues causes resistance to provide services. Lingering 
mistrust has a negative impact on service providers. Cloud providers also face juris-
dictional issues, such as: government intervention and costs of doing business [13]. 

We propose a Semantic solution for SLA cloud services which supports the con-
sumers in finding the appropriate services that matches their specific requirements. As 
well as with awareness, consumers have choices to select the proper service according 
to their requirements. The proposed approach aims at globally unified SLA ontology. 
Organizations using this approach are believed to be benefited as (i) the categoriza-
tion of agreements helps to define their “terms and conditions” using Semantic Web 
technology accordingly (ii) easy in understanding and comparing the different agree-
ments for choosing a better option.  

Mapping ontology will be used to relate business process and functions to cloud 
computing. Semantic rules encapsulate the tacit knowledge of enterprise business. 
The rules and relations used in Semantic Web technology facilitates businesses in 
selecting proper service of cloud computing. The selection of services depends on the 
requirements of customers according to business processes and functions. 
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Abstract. With the advent of cloud computing, secure outsourcing
techniques of sequence comparisons are becoming increasingly valuable,
especially for clients with limited resources. One of the most critical func-
tionalities in data outsourcing is verifiability. However, there is very few
secure outsourcing scheme for sequence comparisons that the clients can
verify whether the servers honestly execute a protocol or not. In this
paper, we tackle the problem by integrating the technique of garbled
circuit with homomorphic encryption. As compared to existing schemes,
our proposed solution enables clients to efficiently detect the dishonesty
of servers. In particular, our construction re-garbles the circuit only for
malformed responses and hence is very efficient. Besides, we also present
the formal analysis for our proposed construction.

Keywords: Outsourcing, Garbled Circuit, Verifiable Computation.

1 Introduction

Several trends are contributing to a growing desire to outsource computing from
a device with constrained resources to a powerful computation server. This re-
quirement would become more urgent in the coming era of cloud computing.
Especially, cloud services make this desirable for clients who are unwilling or un-
able to do the works. Although attractive these new services are, concerns about
security have prevented clients from storing their private data on the cloud.
Aiming to address this problem, secure outsourcing techniques are developed.

Among the existing secure outsourcing techniques, a specific type receives
great attention, namely sequence comparisons. Atallah et al. first propose this
concept in [1], which achieves the nice property of allowing resource-constrained
devices to enjoy the resources of powerful remote servers without revealing their
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private inputs and outputs. Subsequent works [2, 3] are devoted to obtain effi-
ciency improvements of such protocols. Techniques for securely computing the
edit distance have been studied in [5, 6], which partition the overall computa-
tion into multiple sub-circuits to achieve the same goal. Besides, [7, 8] introduce
the Smith-Waterman sequence comparisons algorithm for enhancing data pri-
vacy. Blanton et al. [4] utilize finite automata and develop techniques for secure
outsourcing of oblivious evaluation of finite automata without leaking any infor-
mation. In particular, considering highly sensitive individual DNA information,
it is indispensable to privately process these data, for example, [17] encrypts
sensitive data before outsourcing. Furthermore, when the length of sequences is
large, it is not surprising to alleviate clients from laborious tasks by outsourcing
related computation to servers.

Recently, Blanton et al. [11] propose a non-interactive protocol for sequence
comparisons, namely, a client obtains the edit path by transmitting the compu-
tation to two servers. However, the scheme [11] is impractical to some extent
in that it does not achieve verifiability. Also, the scheme [11] has to garble
each circuit when the sub-circuit is processed and hence is not efficient. As we
know, there seems few available techniques for secure outsourcing of sequence
comparisons, which can provide verifiability and enjoy desirable efficiency si-
multaneously. Among, [15] also achieves the verifiability that can be done by
providing fake input labels and checking whether the output from the servers
matches a precomputed value, but it verifies with some probability by using the
technologies of commitment and Merkle hash tree that differ from our scheme.

Our Contribution. In this paper, we propose a construction for secure and ver-
ifiable outsourcing of sequence comparisons, which enables clients to efficiently
detect the dishonesty of servers by integrating the technique of garbled circuit
with homomorphic encryption. Specially, our solution is efficient in that it re-
garbles the circuit only for malformed responses returned by servers. Formal
analysis shows that the proposed construction is proved to achieve all the de-
sired security notions.

2 Preliminaries

2.1 Edit Distance

We briefly review the basic algorithm for the edit distance [1]. Let M(i, j), for
0 ≤ i ≤ m, 0 ≤ j ≤ n, be the minimum cost of transforming the prefix of λ of
length j into the prefix of μ of length i. So, M(0, 0) = 0, M(0, j) =

∑j
k=1 D(λk)

for 1 ≤ j ≤ n and M(i, 0) =
∑i

k=1 I(μk) for 1 ≤ i ≤ m. Furthermore, we can
recurse to obtain the results:

M(i, j) = min

⎧⎨⎩
M(i− 1, j − 1) + S(λj , μi)
M(i− 1, j) + I(μi)
M(i, j − 1) +D(λj)
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where S(λj , μi) shows the cost of replacing λj with μi, D(λj) shows the cost of
deleting λj , and I(μi) shows the cost of inserting μi.

2.2 Grid Graph Measures

The relevances among the entries of the M -matrix induce an (m+ 1)× (n+ 1)
grid directed acyclic graph (DAG). It is apparent to see that the string editing
problem can be regarded as a shortest-path problem on DAG. An l1× l2 DAG is
a directed acyclic graph whose vertices are the l1l2 points of an l1 × l2 grid, and
such that the only edges from point (i, j) are to points (i, j + 1), (i + 1, j), and
(i + 1, j + 1). Figure 1 shows an example of DAG and explains that the point
(i, j) is at the ith row from the top and the jth column from the left. As special
cases of the above definition, the meanings of M(0, 0) and M(m,n) are easy to
be obtained.

Fig. 1. Example of a 3 × 5 grid DAG

Such edit scripts that transform λ into μ are in one-to-one correspondence to
the edit paths of G that start at the source (which represents M(0, 0)) and end
at the sink (which represents M(m,n)).

2.3 Yao’s Garbled Circuit

We summarize Yao’s protocol for two-party computation [9], which is initiated
by introducing the millionaire problem that is the same as [16]. For more details,
we refer to Lindell and Pinkas’ description [12].

We assume two parties, A and B, wish to compute a function F over their
private inputs a and b. First, A converts F into a circuit C. A garbles the circuit
and obtains G(C), and sends it to B, along with garbled input G(a). A and B
then engage in a series of OTs so that B obtains G(b) with A learning nothing
about b. B then applies the garbled circuit with two garbled inputs to obtain
a garbled version of the output: G(F (a, b)). A then maps this into the actual
output.

In more detail, A constructs the garbled circuit as follows. For each wire w

in the circuit, A chooses two random values k0w, k
1
w

R←− {0, 1}λ to represent
0/1 on that wire. Once A has determined every wire value, then forms a gar-
bled version of each gate g (See Fig.2). Let g be a gate with input wires wa and
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Fig. 2. Circuit’s garbled table

wb, and output wire wz . Then the garbled version G(g) consists of simply four
ciphertexts:

γij = Eki
a
(Ekj

b
(kg(i,j)z )), where i ∈ {0, 1}, j ∈ {0, 1} (1)

When kαa , k
β
b , and the four values γij are given, it is possible to compute k

g(α,β)
z .

By then B transmits k
g(α,β)
z to A, A can map them back to 0/1 values and hence

obtains the output of the function.

3 Secure Model and Definitions

In our work we transfer the problem of the edit distance computation by a
client C for strings μ1, ..., μm and λ1, ..., λn to two computational servers S1 and
S2. Furthermore, the security requirement is such that neither S1 nor S2 learns
anything about the client’s inputs or outputs except the lengths of the input
strings and the alphabet size. More formally, we assume that S1 and S2 they
are semi−honest and non−colluding, they follow the computation but might
attempt to learn extra information. Here, we assume that S2’s ability is more
powerful than S1, we only prove that the attempt of S2’s attack fails in latter
proof. Since the powerful adversary can not attack client successfully, neither
can the weak one. Security in this case is guaranteed if both S1’s and S2’s views
can be simulated by a simulator with no access to either inputs or outputs other
than the basic parameters, and such simulation is indistinguishable from the real
protocol. We introduce several definitions in the following:

Definition 1. We say that a private encryption scheme (E,D) is Yao-secure if
the following properties are satisfied :

– Indistinguishable encryptions for multiple messages
– Elusive range
– Efficiently verifiable range

Definition 2. (Correctness). A verifiable computation scheme V Cedit is cor-
rect if for any choice of function F , the key generation algorithm produces keys
(PK, SK) ← Keygen(F, λ) such that, ∀x ∈ Domain(F ), if ProbGenSK(x) →
σx, ComputePK(σx) → σy, then y = F(x)←VerifySK(σy).
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We then describe its correctness by an experiment:

Experiment ExpveriA [V Cedit, F, λ]
(PK, SK) ← Keygen(F, λ);
For i = 1, ..., l = poly(λ); poly(·) is a polynomial.
xi ← A(PK, x1, σ1, ..., xi, σi);
(σi) ← ProbGenSK(xi);
(i, σ̂y) ← A(PK, x1, σ1, ..., xl, σl);
ŷ ← V erifySK(σ̂y)
If ŷ �= ⊥ and ŷ �= F (xi), output ‘1’, else ‘0’;

The adversary succeeds if it produces an output that convinces the verification
algorithm to accept on the wrong output for a given input.

Definition 3. (Security). For a verifiable computation scheme V Cedit, we de-
fine the advantage of an adversary A in the experiment above as :

AdvV erif
A (V Cedit, F, λ) = Prob[ExpverifA [V Cedit, F, λ] = 1] (2)

A verifiable computation scheme V Cedit is secure, if

AdvV erif
A (V Cedit, F, λ) ≤ negli(λ) (3)

where negli(·) is a negligible function of its input. The F in the above descriptions
is the function to calculate the θ(·) in our protocol.

Definition 4. (One-time secure). It is the same as Definition 3 except that

in experiment ExpV erif
A , the adversary can query the oracle ProbGenSK(·) only

once and must cheat on that input. V CY ao is a special case of V C1 when the
input is single.

Similar to formulas (2)(3), we can obtain:

AdvV erif
A (V CY ao, F, λ) = Prob[ExpverifA [V CY ao, F, λ] = 1] (4)

AdvV erif
A (V CY ao, F, λ) ≤ negli(λ) (5)

4 Secure and Verifiable Outsourcing of Sequence
Comparisons

4.1 High-Level Description

To gain the edit path, we can use a recursive solution: In the first round, instead
of computing all elements of M , we compute the elements in the “top half” and
the “bottom half” of the matrix respectively. Then calculate each M(m/2, j)
and determine the position with the minimum sum from top to bottom. In [11]

1 This verifiable computation V C can be consulted in [14].
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this position is expressed as M(m/2, θ(m/2)). Then, we discard cells from the
top right and lower left of M(m/2, θ(m/2)). We recursively apply this algorithm
to the remaining of the matrix. But this case exposes M(m/2, θ(m/2)) to the
servers. With protecting θ(m/2), we form two sub-problems of size 1/2 and 1/4
of the original [11].

We now introduce how this computation can be securely outsourced. First,
client produces garbled circuit’s random labels corresponding to its inputs (two
labels per input bit). Then it sends all the labels to S1 for forming the circuit
and one label per wire that corresponds to its input value to S2. Once the circuit
is formed, S2 will evaluate it using the labels. The novelty of this way is, scheme
without OT protocols is also feasible.

An advanced non-interactive protocol has been proposed in [11]. Based on
this paper, we achieve the multi-round inputs verifications by integrating the
garbled circuit with fully homomorphic encryption [10]. Specifically, the client
will encrypt labels under a fully homomorphic encryption public key. A new
public key is generated for each-round input in order to prevent being reused.
The server can then evaluate labels and send them to the client, who decrypts
them and obtains F (x). This scheme can reuse the garbled circuit until the client
receives a malformed response, which is more efficient than generating the new
circuit every time.

4.2 The Proposed Construction

The following is a safe and verifiable protocol to achieve the calculation of the
edit path. Among, C stands for the client, S1, S2 as two servers. m, n are the
lengths of two private strings. This allows us to obtain the overall protocol as
follows:

Input: C has two private sequences as well as their cost tables, C must generate
min(m,n) key pairs of the fully-homomorphic encryption against all the sub-
circuits. Besides, using generated keys,C encrypts the private input label’s values
and delivers these into the circuit.
Output: C obtains the edit path. S1 and S2 learn nothing.
Protocol V Cedit:

1. Pre-computing: C generates two random labels (lt0, l
t
1) for each bit of its

input μ1, ..., μm, λ1, ..., λn, I(μi) for each i ∈ [1,m], D(λj) and S(λj , ·) for
each j ∈ [1, n], I(·), D(·), and S(·, ·), t ∈ [1, SΣ(m+ n) + SC(m+ 2n+ nσ)].
C also generates min(m,n) key pairs of the fully-homomorphic encryption
and runs the encryptions, (σx ← Encrpyt(PKi

E
, ltbt), i ∈ [1,min(m,n)])

against all the sub-circuits.
2. Circuit’s construction: C sends all (lt0, l

t
1) to S1, S1 uses the pairs of

labels it received from C as the input labels in constructing a garbled circuit
that produces θ(m/2), strings μ

′
1, ..., μ

′
m/2, λ

′
1, ..., λ

′
n and the corresponding

I(μ
′
i), D(λ

′
j), and S(λ

′
j , ·), as well as strings μ

′′
1 , ..., μ

′′
m/2, λ

′′
1 , ..., λ

′′
n/2 and the

relevant I(μ
′′
i ), D(λ

′′
j ), and S(λ

′′
j , ·). Let the pairs of the output labels that
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correspond to θ(m/2) be denoted by (l̂t0, l̂
t
1), where t ∈ [1, �log(n) ], the labels

corresponding to the output labels for the first sub-problem be denoted by
(l

′t
0 , l

′t
1 ), where t ∈ [1, SΣ(m/2 + n) + SC(m/2 + n + nσ)] and the labels

corresponding to the output labels for the second sub-problem be denoted
by (l

′′t
0 , l

′′t
1 ), where t ∈ [1, SΣ(m/2 + n/2) + SC(m + n + nσ)/2]. Then, S1

stores three types of labels.

3. Keygen: S1 transfers (l̂t0, l̂
t
1) to the client as private key SK. In the pre-

computing above,C has already generated key pairs of the fully-homomorphic
encryption, ((PKE, SKE) ← Keygen(λ)). C stores SK and SKE and exposes
PKE to S2.

4. Evaluation: C transmits all the labels σx in the pre-computing to S2 for
storing and evaluation. Then, S2 uses PKE to calculate Encrypt(PKE, γi).
Next, runs Evaluate(C,Encrypt(PKE, γi), Encrypt(PKE, l

t
bt)) with homo-

morphic encryption’s property, we can obtain the σy ← Encrypt(PKE, l̂tbt),
which is stored in S2 later.

5. Sub-circuits evaluation: S1 and S2 now engage in the second round of the
computation, where for the first circuit S1 uses pairs (l

′t
0 , l

′t
1 ) as the input wire

labels as well as the pairs of the input wire labels from C that correspond
to cost tables I(·), D(·), and S(·, ·). After the circuit is formed, S1 sends to
S2 who uses the encrypted labels stored before to evaluate this circuit. S2

saves every result value of the evaluation as σ
(i)
y .

6. Verification: When S1 and S2 reach the bottom of recursion, S2 sends the

all σ
(i)
y from each circuit to C. C uses SKE stored before to decrypt σ

(i)
y to

get l̂tbt. Further, converts the output labels into the output of the function
(e.g., F (x) = θ(a), a = 1, ...,m) by using SK, from which it can reconstruct
the edit path.

5 Analysis of the Proposed Construction

5.1 Robust Verifiability

In practice, the view of the client will change after the evaluation. How to deal
with this situation that client receives a malformed response? One option is to
ask the server to run the computation again. But this repeated request informs
the server that its response was malformed, server might generate forgeries.
The client aborts after detecting a malformed response, but it can hinder our
protocol’s execution. We will consider it as follow:

There is indeed an attack if the client does not abort. Specifically, the ad-
versary can learn the input labels one bit at a time by XOR operation [13]. So,
it can generate cheating. When a malformed response come to the client, this
paper needs to continue running the protocols V Cedit instead of terminating.
we must ask the client to regarble the circuit, every time when a malformed
response is received.
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5.2 Security Analysis

Theorem 1. Let E be a Yao-secure symmetric encryption scheme and E be a
semantically secure homomorphic encryption scheme. Then protocol V Cedit is a
secure and verifiable computation scheme.

Proof: Since E is a Yao-secure symmetric encryption scheme, then V CY ao is a
one-time secure verifiable computation scheme (Proof of Theorem 3 in [13]). Our
method is transformming (via a simulation) a successful adversary against the
verifiable computation scheme V Cedit into an attacker for the one-time secure
protocol V CY ao. Next, for the sake of contradiction, let us assume that there is
an adversary A such that AdvV erif

A (V Cedit, F, λ) ≥ ε, where ε is non-negligible

in λ. We use A to build another adversary A
′
which queries the ProbGen oracle

only once, and for which AdvV erif

A′ (V CY ao, F, λ) ≥ ε
′
, where ε

′
is close to ε.

Once we prove the Lemma 1 below, we have our contradiction and the proof of
Theorem 1 is complete.

Lemma 1. AdvV erif

A′ (V CY ao, F, λ) ≥ ε
′
where ε

′
is non-negligible in λ.

Proof: This proof proceeds by defining a set of experiments.
Hk

A(V Cedit, F, λ): For k = 0, ..., l− 1. Let l be an upper bound on the number of
queries that A makes to its ProbGen oracle. Let i be a random index between 1
and l. In this experiment, we change the way the ProbGen oracle computes its
answers. For the jth query:

– j ≤ k and j �= i: The oracle will respond by (1) choosing a random key pair
for the homomorphic encryption scheme (PKj

E
, SKj

E
) and (2) encrypting

random λ-bit strings under PKj
E
.

– j > k or j = i: The oracle will (1) generate a random key pair (PKi
E
, SKi

E
)

for the homomorphic encryption scheme and (2) encrypt σx (label by label)
under PKi

E
.

We denote with AdvkA(V Cedit, F, λ)= Prob[Hk
A(V Cedit, F, λ)=1].

– H0
A(V Cedit, F, λ) is identical to the experimentExpV erif

A [V CY ao, F, λ]. Since
the index i is selected at random between 1 and l, we have that

Adv0A(V Cedit, F, λ) =
AdvV erif

A (V Cedit, F, λ)

l
≥ ε

l
(6)

– Hl−1
A (V Cedit, F, λ) equals the simulation conducted by A′ above, so

Advl−1
A (V Cedit, F, λ) = AdvV erif

A′ (V CY ao, F, λ) (7)

If we prove Hk
A(V Cedit, F, λ) and Hk−1

A (V Cedit, F, λ) are computationally indis-
tinguishable, that is for every A

| AdvkA[V Cedit, F, λ] −Advk−1
A [V Cedit, F, λ] |≤ negli(λ) (8)
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if we are done above, then that implies that

AdvV erif
A′ (V CY ao, F, λ) ≥ ε

l
− l · negli(λ) (9)

The right of inequality is the desired non-negligible ε′. �
Remark: Eq.(8) follows from the security of the homomorphic encryption
scheme. The reduction of the security of E with respect to Yao’s garbled cir-
cuits to the basic security of E is trivial. For more details, please refer to [13].

6 Conclusions

This work treats the problem of secure outsourcing of sequence comparisons by
a computationally limited client to two servers. To be specific, the client ob-
tains the edit path of transforming a string of some length into another. We
achieve this by integrating the techniques of garbled circuit and homomorphic
encryption. In the proposed scheme, client can detect the dishonesty of servers
according to a response returned from those servers. In particular, our construc-
tion re-garbles the circuit only when a malformed response comes from servers
and hence is efficient. Also, the proposed construction is proved to be secure in
the given security model.
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Abstract. Social network services such as Twitter and Facebook can be 
considered as a new media different from the typical media group. The 
information on social media spread much faster than any other traditional news 
media due to the fact that people can upload information with no constrain to 
time or location. Because of this reason, people got fascinated by SNS and it 
sinks into our life. People express their emotional status to let others know what 
they feel about information or events. However, there is a high possibility that 
people not only share information with others, but also they expose personal 
information unintentionally such as place to live, phone number, date of birth, 
and more. This will be serious problem if someone has impure mind. It is 
actually happening in cyber-stalking, offline stalking or others. There are also 
many spam messages in SNS because of the fact that information in SNS spread 
much faster than any other media and it is easy to send a message to others. In 
other words, SNS provides vast backbone environment to spammers to hunt 
normal pure users. In order to prevent information leakage and detect spam 
messages, many researchers traditionally have been studied for monitoring 
email systems, web blogs, and so on. In this paper, we dealt with text message 
data in Twitter which is one of the most popular social network services over 
the world in order to reveal various hidden patterns. Twitter data is severely 
dangerous to organizations and more is that anyone who has Twitter account 
can access to any users by “following” function. The following function does 
not require permission from the requested person to confirm to ready their 
timelines. This study will be focused on the user to whom exchange text 
messages and what types of information they reciprocated with others by 
monitoring 50 million tweets on November in 2009 which was collected by 
Stanford University.  

Keywords: Information flow, Social network services, Information leakage, 
Twitter. 
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1 Introduction 

People are living in the place to find and share information with no constrains to time 
or location due to the huge enhancements of wireless internet infrastructure and 
Smartphone devices. We used to have to go back to home or internet cafe to search 
information or upload photos in very few years ago. However, we no longer have to 
go back to place to find desktop which has an internet access. We are simply able to 
obtain and share diverse information using Smartphone via mobile web browser or 
social network service (SNS) platform. Traditionally, the Web provides convenient 
and useful services to find information, knowledge, and more. People are willing to 
upload what they have been experienced during their travel or knowledge from their 
researches. Despite of this great convenience, there is a high possibility of personal 
private information leakage. The problem is that this personal information is leaking 
more seriously due to SNS. SNS is an online web platform to provide social activities 
among people. They share interests, activities, knowledge, events and more to 
strengthen their social relation with others in anytime and anywhere. There was a 
popular event make Twitter2 got famous after U.S. Air ways jet crashes into the 
Hudson River on 15th of January 2009. The first photograph of this crash had 
appeared on Twitter earlier than any even local news media arrived at the accident 
place. This event brings an aspect that Twitter is not just a social web page but it is 
one of media. People got fascinated by this event so the popularity of Twitter was 
increased dramatically and it sinks into our life. The fastest social media is not always 
positive to people. Because of the fact that information on Twitter spread within a few 
second to all over the world, this might bring big obstacle to us all. The main reason 
why Twitter data is severely dangerous to organizations and more is that anyone who 
has Twitter account can access to any users by “following” function. The following 
function does not require permission from the requested person to confirm whether 
he/she will grant authority to read their timeline (or text message with others) or not. 
If user A send a following request to user B, user A automatically will be confirmed 
that he hereby can read timelines of user B based on the Twitter policy.  

Let assume that user C sends a message to their friends to share information that 
tomorrow is his/her birthday. Or user D sends a message to celebrate his/her friend’s 
birthday. In this case, although the date of birth is highly related to personal 
information, people normally expose precise date of birth unintentionally. The 
problem here is that as long as user E is following user C or D, user E is able to 
acquire personal text messages between user C and D. Moreover, people send a text 
to others with their real name or place to live. This is the main reason why we want to 
monitor personal information leakage on Twitter. Many researchers believe that SNS 
has great potential to reveal unknown personal attitude or sentiments but it still has an 
information leakage problem. This will be a serious problem if someone who has 
impure mind track personal information for cyber stalking. In order to prevent this 
problem on Twitter, we dealt with text message data in Twitter to reveal various 
hidden patterns related to personal information. This study will be focused on the user 
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to whom reciprocated with by monitoring 50 million tweets on November in 2009 
which was collected by Stanford University. We defined simple syntactic patterns to 
uncover date of birth in human written text messages. 

The reminder of the paper is organized as follows: Section 2 describes related 
works; Section 3 explains a method for monitoring personal information leakage on 
Twitter based on syntactic patterns; Section 4 gives example for tracking breaking-
events using Twitter; and finally Section 5 presents a conclusion to this work and 
makes suggestions for the future work. 

2 Related Works 

Digital personal information or personal identifiable information (PII) is always 
secured from other users. PII is information to uniquely identify or distinguish a 
single person identity. Full name, national identification number, driver license 
number, credit card number, date of birth, and more are commonly used to distinguish 
individual identity [1]. For example, if there is person who wants to withdraw huge 
amount of money from his/her bank accounts, he/she will be asked for presenting a 
valid PII to authenticate his/her identity. Moreover, when people forgot passwords for 
certain webpage, he/she will be asked for input PII data such as date of birth or email 
address. This digitized data can be easily duplicated to others and it tends to be 
exposed to others more readily than traditional physical resources [2]. This can be a 
serious crime if someone who has impure mind obtains digital PII intentionally or 
even accidently.  

Over the years, many researchers have been studied for prevent personal 
information leakage not only in Internet web pages but also in SNS. Traditionally, 
packets which contain encrypted messages considered as an important factor to 
improve personal information security by monitoring transferring packets in networks 
[3]. Moreover, there was a research proposed a model to support a supply chain to 
make understand how confidential information of companies may be leaked using a 
conceptual model [4]. In order to infer private information in SNS, authors in [5] 
studied Facebook 3  data based on Naïve Bayes classification to predict privacy 
sensitive trait information among users. This research analyzed links among users to 
determine that personal information can be leaked to unknown person. [6] presented a 
new architecture for protecting personal private information published on Facebook 
for mitigating the privacy risks. Moreover, there was another research to trace social 
footprint of user’s profile in order to uncover the fact that diverse personal 
information is leaking on multiple online social networks such as Flickr 4 , 
LiveJournal5, and MySpace6 [7]. There is a big issue we have to give great attention 
that is personal information in SNS is leaking involuntarily [8]. People have been 
starting to take good care of preventing their personal information leakage when they 

                                                           
3 http://facebook.com 
4 http://flickr.com 
5 http://livejournal.com 
6 http://myspace.com 
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make web documents. However, the problem is happened in SNS that SNS is full of 
freedom and enough metadata to infer someone’s personal information. Users in SNS 
are likely to expose their private information unintentionally. This is why this paper 
focused on text messages in timeline on Twitter to reveal the fact that people 
reciprocate their personal information with others without any attention. Even they do 
beware of it, private information is leaking unintentionally.  

3 Monitoring Personal Information Leakage on Social Network 
Services 

This section describes a method for monitoring personal information leakage on Twitter. 
Twitter is a one of the most popular online SNS and microblogging service to share 
information by sending text-based messages restricted to 140 characters, known as 
“tweets” [9, 10]. Twitter users can freely follow others or are followed in contrary to 
most online SNS, such as Facebook or MySpace. Most of the SNS requires permission 
when users want to access others social web pages but not in Twitter. According to the 
Twitter policy, being a follower on Twitter means that users are able to obtain all the 
tweets from those users are following [9]. This issue guarantees a freedom of information 
sharing among anyone. However, personal information does not be exposed to everyone. 
In order to protect user personal information from unknown third parties, we define 
syntactic patterns to detect date of birth in human written text messages in Twitter. Let us 
assume that when people celebrate someone’s birthday by a text message via Twitter or 
other SNS, the text message normally includes given keywords “birthday,” “b-day.” 
According to this assumption, we can obtain tweets which contain those keywords from 
huge amount of Twitter data set by simple text matching approach. The Twitter data set 
(8.27GB) which was collected by Stanford University [11] consists of time, user and 
tweet message information described in following Table 1.  

Table 1. Examples of the Twitter data set 

Type Information 
T 2009-11-02 14:49:31 
U http://twitter.com/jhernandez48 
W alright well off to cal class, I agree w/ Valentine on mike and mike but its a 

good things he is not the Philies manager, so oh well 
T 2009-11-02 14:49:31 
U http://twitter.com/kamanax 
W This is the month of months and the week of weeks... Looking forward to the 

celebraaa on Friday, satday and Sunday! (cont) http://tl.gd/qkuu 
T 2009-11-02 14:49:31 
U http://twitter.com/koreainsider 
W freezing waiting for bus, sweating on the bus and freezing again outside...I love 

that winter is here ? 
… … 
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T means the time when a given tweet was uploaded on Twitter and U indicates the 
Twitter user id who wrote the tweet. W represents the tweet at time T by user U.  

In order to uncover the pattern hided in human natural language on Twitter, we 
simply extract tweets only include “birthday” and “b-day” from the data set. The size 
of extracted tweets was only approximately 30MB consist of around 189 thousand 
tweets. The following Table 2 shows examples of the extracted tweets.  

Table 2. Examples of the extracted tweets from Twitter data set 

Type Information 
T 2009-10-31 23:59:58 
U http://twitter.com/nadiamaxentia 
W @Anissarachma happy birthday to you, happy birthday to you, i wanna 'traktir' 

dont forget it, happy birthday to you. Haha 
T 2009-11-01 00:01:45 
U http://twitter.com/1crazy4justinb 
W @justinbieber today is my b-day and it would mean the world to me if you told 

me happy birthday i love u!MAKE MY DREAM COME TRUE!<3 
T 2009-11-01 00:10:04 
U http://twitter.com/rgttos 
W Kyny td udaah yaaa va, hahaha RT @virania: @rgttos happy birthday hhaaaa 
… … 

 
Twitter has several functions such as ‘RT,’ ‘@,’ ‘#,’ and more. ‘RT’ means 

retweet, ‘@’ indicates specific person (user id) whom user wants to send a tweet 
message and ‘#’ is a hashtag that represents keywords or topics of tweets. We hereby 
define patterns to infer personal data of birth from the extracted tweets as described in  
Table 3. In order to define those patterns, we checked entire 189 thousand tweets by 
manually.  

Table 3. Syntactic patterns for detecting date of birth 

Index Pattern information 
1 someone (name or user ID) happy birthday (b-day) to someone (name, userID, or pronoun) 

ex) @Anissarachma happy birthday to you 
Frank happy happy birthday from my heart 

happy birthday to my cousin Nathan and @Franklero 
2 someone (name or userID) happy birthday (b-day) someone (name, userID, or pronoun) 

ex) @LauraThomas34 happy birthday friend 
@kerronclement happy birthday 

Lolo happy birthday 
3 date (such as today or tomorrow) is possessive birthday (b-day) or it is possessive birthday 

ex) @justinbieber today is my b-day 
@JackAllTimeLow today is my birthday loooooh 

@Teairra_Monroe Its my birthday and 
4 wish someone (name, user ID, or objective) a birthday 

ex) @krystyl: On the east coast - its @drew's birthday! Everyone wish him happy bday 
will you please wish me a happy birthday 

@MixMastaMario I wish her a happy birthday 
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According to patterns described in Table 3, pattern 1 and 2 is for celebrating 
someone’s birthday but pattern 3 is for celebrating his/her own birthday. Pattern 4 is 
for celebrating not only for themselves but also others. In the case of pattern 1 and 2, 
the first “someone” indicates name of user, user ID, or @user ID. The second 
“someone” represents name of user, user ID, @user ID, or pronouns. In order to 
detect name of user in text messages, we collect every name lists of boys and girls 
from the website7 which contains 10,532 names. Moreover, it is easy to detect user 
ID due to the fact that users on Twitter are most likely to add “@” function when they 
send a text message to others. Therefore, if tweet is satisfied with pattern 1 and 2 
when user ID comes at first, the date when this tweet was uploaded will be the date 
for use ID’s birthday. In case for pattern 3, the important factors to determine which 
date is the date of someone’s birthday are date and possessive words. The date can be 
one of words such as today, tomorrow, or specific date and possessive represents 
words e.g. my, his, her, name’s, and user ID’s. “Someone” in pattern 4 can be a name, 
user ID, or objective word such as “me, her, him, etc.” In order to detect personal date 
of birth on Twitter, we developed simple extraction program based on above patterns 
using Python.  

4 Experiment 

In order to protect user personal information such as date of birth on Twitter, we 
conducted simple experiment using syntactic patterns described in Table 3 based on 
following Fig 1. The test Twitter data set which only includes “birthday” and “b-day” 
words contains 189,247 tweets with time, user address, and text message. 
 

 

Fig. 1. Personal date of birth detection process 

                                                           
7 http://www.momswhothink.com 
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Table 4. Example of experiment results 

User Date of birth User Date of birth 
JanetRN 1st of November davematthewsbnd 2nd of November 

Larry 1st of November sethredcast 2nd of November 
1crazy4justinb 1st of November Queen_MuLa_BaBy 2nd of November 

dhilaloma 1st of November ly_dalena 2nd of November 
joseph 1st of November dhardiker 2nd of November 

Robert C Pernell 1st of November glennmc 2nd of November 
Brian Walker 1st of November DJAYBUDDAH 2nd of November 

rgttos 1st of November TwentyFour 2nd of November 
twephanie 1st of November SoleHipHop 2nd of November 

… … … … 

 
According to the proposed detection process in Fig 1, we can infer the user’s date of 
birth as described in Table 4. 

Let us assume that we have a tweet “RT @rhonda_ Happy birthday @JanetRN” by 
user apostlethatroks. This given text message indicates that user apostlethatroks send 
a celebration message which was originally written by user rhonda to user JaneRN. In 
other words, it was the birthday of user JanetRN. However, there is a problem that it 
is not guarantee the extracted date of birth is the precise date of user’s birthday due to 
the fact that the proposed syntactic patterns cannot represent various human written 
text messages. In order to test how the proposed method can detect personal date of 
birth precisely, we randomly selected a hundred results to compare its accuracy 
manually. As a result, we can infer 61 percent of date of birthday from test data set 
with 75 percent of accuracy rate despite of fact that we only defined four kinds of 
syntactic patterns.  

5 Conclusion and Future Works 

In this paper, we proposed a method for monitoring personal information leakage on 
Twitter by inferring date of birth using proposed syntactic patterns. People can upload 
diverse information on social network services with no constrain to time or location. 
This fact brings great convenience to us all but it is still challenging issue. The serious 
problem is that people are likely to expose their personal information unintentionally 
via SNS. Therefore, we proposed simple syntactic patterns to give an idea to protect 
personal private information. Considering that only four kinds of patterns were 
applied, we believe that the inference rate from test data set is acceptable. If we can 
define syntactic patterns in detail, the results will be much better than this work. 
However, it is difficult to determine users when test tweets have pronouns, 
possessive, or objective words. In the nearest future, we are planning to apply named 
entity disambiguation approach to enhance the performance.  
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Abstract. The problem of efficiency in the IT systems is now widely
discussed. One of the factors affecting the performance of IT systems is
implementation and maintaining a high level of security. In many cases
the guaranteed security level is too high in relation to the real threats.
The implementation and maintenance of this protection level is expensive
in terms of both productivity and financial costs.

The paper presents the analysis of TLS Handshake protocol in terms
of quality of protection performed by the Quality of Protection Modelling
Language (QoP-ML). The analysis concerns efficiency.

1 Introduction

In the design of teleinformatic systems, the analyst must consider the system
performance. One of the aspects which influence system performance is its secu-
rity. System security is represented by means of the security attributes [7] which
precisely define the system security requirements. Finally, the security require-
ments are guaranteed by using different types of security measures [5] which are
realized by means of cryptographic protocols. Cryptographic protocols can be
run with different parameters which affect system performance [6]. Security and
efficiency analysts must decide which security measures and efficiency param-
eters should be used for the protocol realization and whether the selection is
sufficient. Such an approach can be achieved by means of the Quality of Pro-
tection systems where the security measures and efficiency factors are evaluated
according to their influence on the system security and performance.

1.1 Related Work

In the literature the security adaptable models are introduced as the Quality
of Protection (QoP) models [4, 5, 8–10, 12, 13]. S.Lindskog and E.Jonsson at-
tempted to extend the security layers in a few Quality of Service (QoS) archi-
tectures [9]. Unfortunately, the descriptions of the methods are limited to the
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confidentiality of the data and based on different configurations of the crypto-
graphic modules. Y.Sun and A.Kumar [13] created QoP models based on the
vulnerability analysis which is represented by the attack trees. The leaves of the
trees are described by means of the special metrics of security. These metrics
are used for describing individual characteristics of the attack. In the article
[5] B.Ksiezopolski and Z.Kotulski introduced mechanisms for adaptable security
which can be used for all security services. In this model the quality of protection
depends on the risk level of the analysed processes. A.Lua et al [10] presents the
quality of protection analysis for the IP multimedia systems (IMS). This ap-
proach presents the IMS performance evaluation using Queuing Networks and
Stochastic Petri Nets. E. LeMay et al [8] created the adversary-driven, state-
based system security evaluation, the method which quantitatively evaluates
the strength of systems security. In the article [12] D.C. Petriu et al present
the performance analysis of security aspects in the UML models. This approach
takes as an input a UML model of a system designed by the UMLsec exten-
sion [2] of the UML modelling language. This UML model is annotated with
the standard UML Profile for schedualability, performance and time and is then
analysed for performance. In the article [4] B.Ksiezopolski introduced the Qual-
ity of Protection Modelling Language (QoP-ML) which provides the modelling
language for making abstraction of cryptographic protocols that put emphasis
on the details concerning quality of protection. The intended use of QoP-ML is
to represent the series of steps which are described as a cryptographic protocol.
The QoP-ML introduced the multilevel [15] protocol analysis that extends the
possibility of describing the state of the cryptographic protocol.

In the QoP-ML the time of analysis is an important factor. The analysis
engine is the part of the core system so the analysis can be performed in real
time systems. In the article we present the new method and construction for
modelling the efficiency of cryptographic protocols by means of the QoP-ML. The
advantage of this approach is that the efficiency can be modelled simultaneously
with security attributes and can be done for real time systems. For illustration
of the QoP analysis process we choose one of the most popular cryptographic
protocols - TLS [16]. In the article [4] the syntax, semantics and algorithms of
the QoP-ML are presented.

2 Case Study: TLS Handshake Protocol

In this section we are going to present the case study of QoP modelling of TLS
cryptographic protocol. We are analysing the two versions of the protocol, the
first one with compression of the transmitted data and the second one without
compression. The flow of the TLS Handshake protocol is realized in five steps
and the scheme is presented in Fig. 1
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Notation for Fig. 1:

PKX - the public key of the X;

IDSX - the id of the session X;

SKX - the secret key of the X;

VTLS - the version of TLS protocol;

VTLS(SET ) - the established version of

TLS protocol;

CipX - the available cipher suite for the

session X;

ComX - the compression method for the

session X;

CA - the certificate authority;

PKX(cert) = (PKX , IDX , T )SKCA - the

certificate of the X;

T - the timestamp;

IDX - the id of the site X;

NX - the nonce of the X.

1. C → S : IDS1, VTLS , Cip1, Com1, N1

2. S → C : VTLS(SET ), Cip1(SET ), Com1(SET ), N2, PKS(cert),Done(S)
3. C → S : (K1)PKS(cert), ReadyEnc(C), F in(C)
4. S → C : ReadyEnc(S), F in(S)
5. C → S : (Data)K1

Fig. 1. The protocol flow of the TLS Handshake protocol

The version of the TLS protocol presented in the Fig. 1 is the standard one.
This protocol is fully analysed and described in [16].

The QoP analysis process includes the five steps: protocol modelling, security
metrics definition, precess instantiation, QoP-ML processing and QoP evalua-
tion. The following subsections describe these steps during modelling of the TLS
protocol.

2.1 Protocol Modelling

In the first step one has to model all operations required in the TLS Hand-
shake protocol. These operations are generally described in the protocol flow
scheme (Fig.1). The complete QoP analysis of cryptographic protocols should
contain many aspects like: the use of any security mechanism (not only cryp-
tographic operation), key management operations, security policy management,
legal compliance, implementation of the protocol and cryptographic algorithms,
communication process, data storage and other factors which influence the sys-
tem security. These aspects can be modelled by means of QoP-ML but this
process is very complex and its presentation would have to be described on
many pages. Therefore in the article we present one level analysis where only
the efficiency factors which refers to cryptographic operation will be considered.
The QoP analysis can refer to different security attributes and each of them
must be proceeded according to the dedicated algorithms. In case of efficiency
analysis we are focused on protocol time analysis which can be performed by
means of availability algorithm which is introduced in [4].

The protocol modelling step includes the four operations [4]: function defin-
ing, equation defining, channels defining and protocol flow description.
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Functions
For modelling of the TLS protocol we define the functions which refer to the
cryptographic operations and affecting protocol efficiency. These functions are
presented below. In the round bracket the description of these functions is pre-
sented.
fun id() (creating id of a session);

fun date() (create timestamp);

fun Vlist() (TLS versions list);

fun Clist() (creating ciphers list);

fun Comlist() (creating compression method list);

fun data() (prepare data);

fun set(X) (setup the X parameter);

fun info(X) (creating information message about X);

fun ReadyEncClient();

fun FinClient();

fun ReadyEncServer();

fun FinServer();

fun Done();

fun sk(id)[Av.:bitlength, algorithm] (compute secret key for id);

fun pk(sk)[Av.:bitlength, algorithm] (get public key from secret key);

fun cert(pk,id,t,ca)[Av.:bitlength, algorithm](compute certificate);

fun nonce() [Availability:bitlength, algorithm] (compute new nounce);

fun skey()[Availability:bitlength, algorithm] (compute symmetric key);

fun enc(data,key)[Availability:bitlength, algorithm, opt] (encrypt the data);

fun dec(data,key)[Availability:bitlength, algorithm, opt] (decrypt the data);

fun hmac(data)[Avail.: algorithm, block size in MB] (hmac generation);

fun ver(X1,X2) (comparing X1 to X2);

fun com(data)[Avail.:data type, blocksize in GB, algorithm](compression);

fun decom(data)[Av.:data type, blocksize in GB, algorithm](decompression);

fun newstate(state) (state of the protocol);

fun st active() (active state);

fun st closed() (closed state);

Equations
After defining the functions one can describe the relations between them.
eq dec(enc(data,pk(SKid)),SKid) = data (asymmetric enc/dec)

eq dec(enc(data,K),K) = data (symmetric encryption/decryption)

eq ver(hmac(data),data) = true (verification of hmac digests)

eq decom(com(data)) = data (data compression/decompression)

Channels
In the presented example we define five synchronous channels.
channel ch1,ch2,ch3,ch4,ch5(100)[10 mbits];
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Protocol Flow
The last and the most important operation during the modelling process is ab-
stracting the protocol flow. In the presented case study we analyse two versions
of the TLS protocol. In the Listing 1 the TLS client is modelled and in the
Listing 2 the TLS server is modelled.

Listing 1. The client of TLS protocol modelled in the QoP-ML

host Client (rr)(*)
{
#D1 = data();

process C(ch1,ch2,ch3,ch4,ch5)
{
ID1 = id();
V1 = Vlist();
C1 = Clist();
Com1 = Comlist();
N1 = nonce()[256,Linux PRNG];
M1 = (ID1, V1, C1, Com1, N1);
out(ch1:M1);

in(ch2:Y);
PKScert=Y[4];
K1=skey()[256,Linux PRNG];
K1E=enc(K1,PKScert)[2048,RSA,pk];
ReadyEC=info(ReadyEncClient());
FinC=info(FinClient());
M3=(K1E, ReadyEC,FinC);
out(ch3:M3);

in(ch4:Q);
Status=newstate(st_active());

subprocess Cv1(*)
{
D1Com=com(D1)[bin,1.14,Deflate];
D1ComE=enc(D1Com,K1)[256,AES,CBC];
D1all=hmac(D1ComE)[SHA1,1];
M5=(D1ComE,D1all);

}

subprocess Cv2(*)
{
D1E=enc(D1,K1)[256,AES,CBC];
D1all=hmac(D1E)[SHA1,1];
M5=(D1E,D1all);

}

out(ch5:M5);
Status=newstate(st_closed());

}
}

Listing 2. The server of TLS protocol modelled in the QoP-ML

host Server (rr)(*)
{
# S = id();
# CA = id();
# SKS=sk(S)[2048,RSA];
# PKS=pk(SKS)[2048,RSA];
# T1=date();
# PKScert=cert(PKS,S,T1,CA)[2048,RSA];

process S(ch1,ch2,ch3,ch4,ch5)
{
in(ch1:X);
V1ok=set(X[1]);
C1ok=set(X[2]);
Com1ok=set(X[3]);
N2=nonce()[256,Linux PRNG];
DoneS=info(Done());
M2=(V1ok,C1ok,Com1ok,N2,PKScert,DoneS);
out(ch2:M2);

in(ch3:Y);
ReadyES=info(ReadyEncServer());
FinS=info(FinServer());
M4=(ReadyES, FinS);
out(ch4:M4);

Status=newstate(st_active());

in(ch5:Z);

subprocess Sv1(*)
{
K1E=Y[0];
D1ComE=Z[0];
D1all=Z[1];
K1=dec(K1E,SKS)[2048,RSA,sk];
D1ComEbis=hmac(D1ComE)[SHA1,1];
Vres=ver(D1all,D1ComEbis);
D1Com=dec(D1ComE,K1)[256,AES,CBC];
D1=decom(D1Com)[bin,1.14,Deflate];

}

subprocess Sv2(*)
{
K1E=Y[0];
D1E=Z[0];
D1all=Z[1];
K1=dec(K1E,SKS)[2048,RSA,sk];
D1Ebis=hmac(D1E)[SHA1,1];
Vres=ver(D1all,D1Ebis);
D1=dec(D1E,K1)[256,AES,CBC];

}

Status=newstate(st_closed());
}

}
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To analyse them, one does not have to design these two versions separately,
these two versions can be abstracted in one protocol flow. During defining the
protocol instantiation, one can specify the parameters characteristic of specific
versions of TLS Handshake protocol.

2.2 Security Metrics Definition

When modelling the protocol, the designer needs to define the security met-
rics for all functions connected with each security attribute which he wants to
test. In the presented case study we test the availability of two different config-
urations of TLS Handshake protocol. Hence, we need metrics for all functions
that may affect the availability. We have checked the execution times of op-
erations used in the TLS protocol that may be configured (ie. compression,
encryption).

Many of security metrics may be obtained from the benchmarks present in
both official hardware specifications and literature [14]. However, some metrics
may depend on the hardware on which protocol is executed [1]. Therefore, de-
signers should be able to compute those metrics on hosts on which the protocol
will be executed. In our case study we have applied commonly used software to
compute metrics, so that everyone can compute them on their host.

For encrypting, decrypting (both symmetric and asymmetric) we have used
the openssl program with speed library [11]. It executes the checked operation
over and over for a period of time (ie. 10s) and returns the results which were
converted to ms per byte.

In the case of compression and decompression we used gzip/gunzip to compute
metrics. It contains the zlib library that has implementation of compression
algorithm based on deflate. It is called the standard reference implementation
used in a huge amount of software.

For the functions which generate the nonce and asymmetric keys we prepared
the software which architecture is described in the article [4].

In order to compare the results from the QoP estimation with the real im-
plementation, we have performed a test in which we copied an Linux MEPHIS
iso file (1.14GB) using the scp program (secured copy). We configured the ssh
connection (used by scp program) to use the same algorithms as we modelled
in the presented case study. The ssh uses the TLS Handshake protocol for data
transition.

In the QoP-ML the security metrics are defined by the operator metrics and
the body of the metrics is closed in the curly brackets. Details about other op-
erators used for defining security metrics can be found in [4]. The metrics for
analysed versions of TLS protocol are presented on Listing 3.

Listing 3. The metrics for TLS protocol

metrics

{

conf(host1)
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{

CPU = Intel Core i7-3930K 3.20GHz;

CryptoLibrary = openssl 0.9.8o-5ubuntu1.2;

OS = Ubuntu 11.04 64-bit;

}

data(host1)

{

primhead[function][bitlength][algorithm][opt][Av:time(ms)];

primitive[enc][2048][RSA][pk][0.049];

primitive[dec][2048][RSA][sk][1.611];

#

primhead[function][bitlength][algorithm][opt][Av:time(mspB)];

primitive[enc][256][AES][CBC][0.0000000049];

primitive[dec][256][AES][CBC][0.0000000049];

#

primhead[function][algorithm][block_size_in_MB][Av:time(ms)];

primitive[hmac][SHA1][1][2.475];

#

primhead[function][output_size:exact(B)];

primitive[id][8];

primitive[data][1224065679];

}

data+(host1.1)

{

primhead[function][bitlength][algorithm][Av:time(ms)]\\

[output_size:exact(B)];

primitive[nonce][256][Linux PRNG][0.0025][8];

primitive[skey][256][Linux PRNG][0.0025][8];

#

primhead[function][data_type][blocksize_in_GB][algorithm]\\

[Av:time(ms)][output_size:ratio];

primitive[com][bin][1.14][Deflate][31150][1:0.1];

primitive[decom][bin][1.14][Deflate][6506][1:10];

}

set host Client(host1.1);

set host Server(host1.1);

}

2.3 Process Instantiation

During the process instantiation one can define the versions of the modelled
protocol. In the presented example we set two versions of the TLS protocol
(Listing 4), the first version with data compression and the second one without
compression. In these versions two high hierarchy processes are executed: host
Client and host Server.
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In version 1 inside the process host Client, the process C is executed (func-
tion - run) with the subprocess Cv1. Inside the process host Server the process
S is executed with the subprocess Sv1. The TLS protocol versions can be mod-
elled by defining the subprocess which will be executed in the specific protocol
instantiation.

Listing 4. The process instantiation for TLS protocol

version 1

{

run host Client(*)

{

run C(Cv1)

}

run host Server(*)

{

run S(Sv1)

}

}

version 2

{

run host Client(*)

{

run C(Cv2)

}

run host Server(*)

{

run S(Sv2)

}

}

The second version of the TLS protocol is similar to the first one with one
exception, the data is not compressed. The data processing without compression
is modelled as the subprocesses Cv2 and Sv2 so the process C will execute the
subprocess Cv2 and the process S the subprocess Sv2.

2.4 QoP-ML Processing and QoP Evaluation

The final step in the QoP analysis process is QoP-ML processing and QoP
evaluation which can investigate the influences of the security mechanisms for
the system efficiency. The total execution time (TTotal) of the two analysed
versions of the TLS protocol is calculated. For the first version of the protocol the
TTotal = 42.86 s. In the second, without data compression, the TTotal = 5.79 s.
The execution time for the second version of the protocol is 86.49% shorter than
in the first version.

During the analysis one can notice that the first version of the TLS protocol
is very inefficient in the case of transmitting the big binary file. The compression
ratio for the binary file is only 10% and the time of compression has the largest
contribution to the total execution time. The reason for using compression is
to reduce the size of data thanks to which the execution time for the creating
message authentication code and the transmission will decrease. Reducing the
data is justified when the transmitted data is a text, then the compression ratio
for the algorithm Deflate is about 70%.
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3 The Runtime of TLS Protocol Implementation

For validation of the presented case study we compare the results of the protocol
runtime estimated in the QoP-ML to runtime of an actual TLS protocol imple-
mentation. During the analysis we omit the computational overhead for packet
transmission time, bit string comparison time, any hard drive operation time.
The test was performed by means of the scp program which transmits the data
using the TLS protocol. During the test we transmit the MEPHIS Linux iso
file analysed in QoP-ML. The first and the second versions of the TLS protocol
were executed 50 times and the average value was calculated with the standard
deviation. In Tab. 1 we present the test results and the runtime estimated in
QoP-ML. Comparing the results of the protocol runtime estimated in the QoP-
ML to the runtime of the actual TLS protocol implementation, one can conclude
that the protocol runtime estimated in the QoP-ML is in the range specified by
the standard deviation. These results confirm the correctness of the efficiency
modelling based on the QoP-ML approach.

Table 1. The TLS protocol runtime

TTotal [s] TTotal [s] standard
QoP-ML estimation scp tests deviation

Version 1 42.86 41.44 2.22

Version 2 5.79 6.47 0.80

4 Conclusions

The aim of this study was to present a new method and construction in new
language QoP-ML [4] and show how to perform an efficiency analysis of cryp-
tographic protocols. A full, multi-level cryptographic protocol analysis is very
complex and exceeds the opportunity to be presented in this article. The per-
formed study includes two selected versions of the TLS protocol and only crypto-
graphic algorithms were taken into account. The QoP modelling language allows
to analyse protocols in terms of different security attributes. This paper presents
an analysis in terms of availability. Based on the algorithms presented in the ar-
ticle [4] we calculate the total protocol runtime for two versions of the TLS
protocol. The protocol runtime estimated in the QoP-ML was validated by the
real usage of the TLS protocol and confirms the correctness of modelling based
on the QoP-ML approach.

The main feature of QoP-ML is that the cryptographic protocol can be anal-
ysed on different levels of security analysis. Owing to that, the QoP analysis can
take into consideration many factors which influence the overall system security
and efficiency.
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Abstract. Malware obfuscation obscures malware into a different form
that’s functionally identical to the original one, and makes syntactic
signature ineffective. Furthermore, malware samples are huge and grow-
ing at an exponential pace. Behavioral signature is an effective way to
defeat obfuscation. However, state-of-the-art behavioral signature, be-
havior graph, is although very effective but unfortunately too compli-
cated and not scalable to handle exponential growing malware samples;
in addition, it is too slow to be used as real-time detectors. This paper
proposes an anti-obfuscation and scalable behavioral signature genera-
tion system, DiffSig, which voids information-flow tracking which is the
chief culprit for the complex and inefficiency of graph behavior, thus,
losing some data dependencies, but describes handle dependencies more
accurate than graph behavior by restrict the profile type of resource that
each handle dependency can reference to. Our experiment results show
that DiffSig is scalable and efficient, and can detect new malware samples
effectively.

Keywords: Behavioral Signature, Anti-obfuscation, Scalable, Resource
Differentiation, Iterative Sequence Alignment, Handle Dependency.

1 Introduction

Malware, short for malicious software, is software designed to disrupt computer
operation, gather sensitive information, or gain unauthorized access to a com-
puter system [1]. Malware includes computer viruses, worms, botnet, trojan
horses, spyware, and so on. As we are know, Malware are the most serious
threats in Internet for a long period. In fact, malware is the cause of most In-
ternet problems such as spam e-mails and DoS (Denial of Service) [2].

The number of new malware samples is huge and growing at an exponential
pace. Symantec observes 403 million new malware samples in 2011 [3], average
1.1 million malware samples per day. Efficiently analyzing such a scale malware
samples and automated generating signatures for them is an interesting and
challenging task.

Furthermore, obfuscated malware has become popular because of pure bene-
fits brought by obfuscation: low cost and readily availability of obfuscation tools
accompanied with good result of evading syntactic signature (e.g. byte-signature)

K. Mustofa et al. (Eds.): ICT-EurAsia 2013, LNCS 7804, pp. 271–284, 2013.
c© IFIP International Federation for Information Processing 2013



272 H. Lu et al.

based anti-virus detection as well as prevention of reverse engineer from under-
standing malwares’ true nature. Obfuscated malwares use code obfuscation in
software engineering to make the samples of a malware family look differently
but have the same functionality.

The obfuscation techniques commonly used in malware obfuscation are Dead-
Code Insertion, Register Reassignment, Instruction Substitution and Instruction
Reordering [4]. Dead-code insertion is a simple technique that adds some inef-
fective instructions to a program. Register reassignment switches registers from
generation to generation while keeping the program code and its behavior same.
Instruction substitution evolves an original code by replacing some instructions
with other equivalent ones. Instruction Reordering obfuscates an original code
by changing the order of its independent instructions in a random way.

A system call (syscall) is how a program requests a service from an operat-
ing system’s kernel, include hardware related services (e.g. accessing the hard
disk, network card), creating and executing new processes, and so on [5]. The
behavior of a program can be thought as its effect on the state of the system on
which it executes. Thus, treating behavior in terms of the syscalls invoked by a
program is reasonable, and this allows us to succinctly and precisely capture the
intent of the malware [6]. syscalls are non-bypassable interfaces, so malware in-
tending to unsafely alter the system will reveal its behavior through the syscalls
that it invokes [7]. The current perfect way to describe malware behavior is the
dependencies between syscalls [8].

The dependencies between syscalls can be presented by behavior graph, in
which nodes are syscalls and an edge is introduced from a node x to node y when
the syscall associated with y uses as argument some output that is produced by
system call x. For example, if a program has a function merging two files (A,B)
into a new file (C), the behavior graph for the function is shown in the Fig. 1.
Ntreadfile(A, BufferA) uses the handle of file A as source, while handle of file A
is produced by Ntopenfile(A), thus, there is an edge from the node Ntopenfile(A)
to node Ntreadfile(A, BufferA). And Ntwritefile(C, BufferA +BufferB) writes a
buffer which is computed from buffers produced by Ntreadfile(A, BufferA) and
Ntreadfile(B, BufferB), and handle of file C produced by Ntcreatefile(C), there-
fore, there are a edge from nodes Ntreadfile(A, BufferA), Ntreadfile(B, BufferB)
and Ntcreatefile(C) to node Ntwritefile(C, BufferA +BufferB) respectively. De-
pendent syscalls cannot be reordered without changing the semantics [8]. Thus
behavior graph can defeat various obfuscated technologies naturally. Although
effective, it is unfortunately too complex to be obtained and used, and it often
requires cumbersome virtual machine technology [2].

A syscall sequence is the ordered sequence of syscalls that a process per-
forms during its execution. Syscall sequence keep the orders assigned by behav-
ior graph, that is saying, given an edge from a syscall x to syscall y in behavior
graph, syscall x must be executed before syscall y. Besides the order of syscalls
decided by behavior graph, we can gain handle dependencies between syscalls.
In computer, a handle is an abstract reference to a resource, such as a file, a reg-
istry key, a process, a (network) socket, or a block of memory [9]. The syscall y is
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Ntopenfile(A)

Ntreadfile(A, BufferA)

Ntclose(A)

Ntopenfile(B)

Ntreadfile(B, BufferB)

Ntclose(B)
Ntcreatefile(C)

Ntwritefile(C, BufferA +BufferB)

Ntclose(C)

Fig. 1. Merging two files (A,B) into a new file (C)

dependent on syscall x on a handle only and only if the handle that is produced
by syscall x and used by syscall y as input. we can figure out the dependency
of syscalls on handles by simply checking the equality of handles in arguments
of syscalls. In the Fig. 1, the dependency of Ntreadfile(A, BufferA)on Ntopen-
file(A) is handle dependency. Therefore, the syscall sequence keeps the order and
the dependency on handles presented by behavior graph, just losing other data
dependencies that their data is modified between syscalls by mathematical or
logical operations. The dependency Ntwritefile(C, BufferA +BufferB)on Ntread-
file(A, BufferA) and Ntreadfile(B, BufferB) are such data dependencies. All in
all, syscall sequence is an approximate edition of behavior graph while evading
strenuous information-flow tracking which is the chief culprit for the complex
and inefficiency of graph behavior.

Dead-Code Insertion, Register Reassignment of malware obfuscation have no
effect on syscall sequence. Instruction Substitution will evolves an original syscall
sequece by replacing some syscalls with other equivalent syscalls. However, as
limited syscalls in ordinary operating system, e.g., about 300 syscalls in Mi-
crosoft Windows OS, giving a syscalls block ,there is usually rare equivalent one
to replace it. Therefore, syscall substitution has limited effect, we consider it
in the future works. Instruction Reordering will lead to reorder the orders be-
tween independent syscalls. we present an Iterative Sequence Alignment (ISA)
to perfectly defeat the syscalls reordering caused by malware obfuscation.

As executed in different environment or random tactics used, various samples
of the same malware may bind the same handle to resource with different at-
tributes, e.g. samples create files in different directories with the same purpose
and writing to files with same contents, while looking the file path attributes
of the handles, the handles are different and it is hard to relate them together.
Thus, those differences hamper us to obtain handle dependency relation between
different samples, and hamper us to gain a generalized behavior signature for
those samples. We propose a resource differentiation scheme to seek common
attributes of resource with same affect while hiding the differences of execut-
ing environment and the differences introduced by random tactics. The resource
differentiation scheme aims to abstract the resources and to find handles with
same usage from different samples. Thus it is called DiffHandle. DiffHandle is
someway like DiffServ in IP QOS architecture of Internet.
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After using DiffHandle to replace a handle with differentiated type of the
resource that the handle reference to, and utilizing ISA to gain sub-signature
(common non-consecutive ordered syscalls) set from syscall sequences of the
same family, we obtain handle dependencies between syscalls in sub-signature
set by backtracking those syscalls into original syscall sequences, at the same
time, we gain the order restrictions between those syscalls. Finally, we generate
a DiffHandle-signature consisting of syscalls that have handle dependencies –the
handle can only relate to the designated type of resource– with others, and that
have order restrictions between syscalls.

Comparing to behavior graph, DiffHandle-signature loses the data dependen-
cies that their data is modified between syscalls by mathematical or logical oper-
ations, but, adds resource type (the type is defined by our resource differentiation
scheme) restriction to handle dependencies. However, the most outstanding ad-
vantage of our method is avoiding complicated information-flow tacking, instead
of it, gaining syscall sequence simply by hooking the SSDT (System Services De-
scriptor Table) table [11,16], even stirring advantage is that DiffHandle-signature
can naturally be used as real-time detectors.

This paper proposes a resource differentiation based, anti-obfuscation, effec-
tive and efficient malware behavioral signature generation system, DiffSig, which
is efficient, voiding complicated information-flow tacking which needs to use dy-
namic analysis infrastructure (virtual machine with shadow memory), generates
a simplified but accurate malware behavioral signature for each malware family.
In detail, the main contributions of this paper are as follows:

1. we propose a resource differentiation scheme (DiffHandle) to generalize
syscall sequence by classifying resources while hiding the differences intro-
duced by different executing environment or random tactics used by malwre.

2. we present an Iterative Sequence Alignment (ISA) to anti-obfuscation and
gain sub-signature (common non-consecutive ordered syscalls ) set from gen-
eralized syscall sequences.

3. we raise a concise but accurate behavioral signature presentation –DiffHandle-
signature. Comparing to perfect but complicated behavior graph, DiffHandle-
signature ignores some data dependencies that their data is modified between
syscalls bymathematical or logical operations, but, adds resource type restric-
tion to handle dependencies and avoids complicated information-flow tacking.
It naturally suits to be used as real-time detector.

The rest of this paper is organized as follows. In section 2, we describe the
system overview of DiffSig. And then we present the main three steps of DiffSig :
DiffHandle, ISA and Backtracking refinement in sections 3, 4, 5 respectively. We
validate our system using real malware samples in section 6. Finally, we conclude
it and present future works in section 7.

2 System Overview

DiffSig consists of a kernel syscall monitor and three main steps to generate
behavioral signature, as Fig. 2 shows.
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Malware   samples

Original    syscall sequences

Generalized    syscall sequences

Sub-signature sets

DiffHandle-signatures 

Fig. 2. Architecture of DiffSig

The kernel monitor collects syscall information for a designated process. In
order to intercept and log system call information, the kernel monitor hooks the
SSDT (System Services Descriptor Table) table [11,16] in Windows OS. It logs
the timestamp, syscall name, arguments and return value of syscalls. Accordingly
to timestamp of syscalls, all the syscalls of the process form a syscall sequence.
This kind of sequence in which each syscall with raw arguments and return value
is called original syscall sequence.

Resource Differentiation scheme (DiffHandle) classifies resource with same
affect together, hiding the differences introduced by different executing envi-
ronment or random tactics used by malware. For example, DiffHandle classifies
file into: system files which generally locate under directory ”C:\WINDOWS\
system32”; private files which are operated only by a designated application,
e.g. files under ”C:\Program Files\iTunes” are private files of iTunes; and other
types. The step of DiffHandle replaces a handle with differentiated type of the re-
source that the handle reference to, deletes the non-handle arguments of syscalls,
and thus produces generalized syscall sequences in which each syscall is only with
the types of resources it operates on.

Iterative Sequence Alignment (ISA) aims to extract all the common syscalls
among various samples of the same family. We use sequence alignment to gain
common syscalls. But, traditional sequence alignment can only gain partial
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common syscalls because of syscall reordering, thus, we propose a new alignment
method —Iterative Sequence Alignment (ISA). ISA applies multiple ways of tra-
ditional sequence alignment. The ith way runs traditional sequence alignment on
residual syscall sequences which consist of non-matched syscalls of (i− 1)th way.
ISA ends iterating when matched syscalls is less than predefined threshold. Some
common non-consecutive ordered syscalls gained by each way are called as sub-
signature. Multiple ways produce a sub-signature set.

Backtracking refinement finds out the handle dependencies that happens be-
tween syscalls in sub-signature set by putting those syscalls back to original
syscall sequences of a same family. Backtracking refinement also obtains the
order restriction among syscalls, especially, among syscalls from different sub-
signatures. After the above three steps, we generate a concise but accurate
DiffHandle-signature for each family.

DiffHandle-signature is formalized as a 3-tuple: {S,D,O}. S = {s1, s2, · · · , sn}
presents the common n syscalls extracted by DiffSig; D = {d1, d2, · · · , dm} where
dk = {si, sj, T ypeij}(1 ≤ k ≤ m; si, sj ∈ S) presents that there is a handle
dependency which can only reference to resource type Typeij between syscall si
and sj ; and the order restriction O = {o1, o2, · · · , ol} where ok =< si, sj > (1 ≤
k ≤ l; si, sj ∈ S) presents that syscall si must be invoked before the syscall sj .

3 Resource Differentiation Scheme (DiffHandle)

Resource Differentiation scheme (DiffHandle) classifies resource with same affect
together, hiding the differences introduced by different executing environment or
random tactics of malware. It is someway like DiffServ in IP QOS architecture
in Internet. This step replaces a handle with differentiated type of the resource
that the handle reference to, and delete the non-handle arguments of syscalls,
produces generalized syscall sequences. We describe the differentiation scheme
of three permanent resources: file, register key and network as follows.

3.1 File Differentiation Scheme

we classify all the files in Windows OS into four categories preliminarily accord-
ing to their usage: System file, Private file, User file and Temporary file. Table 1
describes the four categories concisely. System files normally locate under direc-
tory ”C:\WINDOWS\system32\”, and are Windows system related services and
data. Private files are normally only be operated by its owner application, e.g.
files under the installation directory of a application is the private files of the ap-
plication, thus, files under directory ”C:\Program Files\” are private files to dif-
ferent applications, files under ”C:\Documents and Settings\xxxx\Application
Data” stores data of applications, and also are private files to corresponding
application, another type of private file is the files under directory set by user
for application , e.g. files under download directory of BitComet is private of
BitComet. User files is files owns to a specified user or all users, such files
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are created and modified during corresponding user active, files under direc-
tory ”C:\Documents and Settings\Administrator\” are files of Administrator,
and ones under ”C:\Documents and Settings\All Users\” are shared among all
users. Temporary files are intermediate files generated during applications exe-
cution, e.g. files under ”C:\Documents and Settings\Administrator\Local Set-
tings\Temp” are temporary files when user Administrator is active. Files not
belong to above categories are treated as ”other” file category.

Table 1. File Differentiation Scheme

TYPE ID Location Description

System file 1 C:\WINDOWS\system32\ Windows System related execution and data

Private file 2 C:\Program Files\or others Be operated only by its owner application normally

User file 3 C:\Documents and Settings\ Files owns to a specified user, such as Administrator

Temporary file 4 C:\Documents and Settings\ Intermediate files

xxxx\Local Settings\Temp\
Others 64 * *

3.2 Register Key Differentiation Scheme

The most important type of register key is Autoruns. Autoruns are config-
ured to run during system bootup or user login and they can make malwares
run without any conscious or direct user interaction. Typical locations used
by malwares are: ”HKLM\System\Currentcontrolset\Services\%\Imagepath”,
”HKLM\Software\Microsoft\Windows\Currentversion\Run%”, ”HKLM\Soft-
ware\Microsoft\Active Setup\Installed Components%”, ”HKLM\Software\Mi-
crosoft\Windows\Currentversion\Runonce%”,and so on [15]. According to nor-
mal usage, locations are classified into seven categories preliminarily: Autoruns,
HKLM\SYSTEM, HKLM\Software, HKLM\SECURITY, HKLM\SAM,
HKEY USER, HKEY CLASSES ROOT (HKCR). Table 2 gives a concise de-
scription to each of the seven categories. Register keys not belong to above
categories are treated as ”other” register key category.

3.3 Network Differentiation Scheme

We cluster network traffic into different categories according to higher-layer pro-
tocol (e.g. application-layer protocol). Network traffic are classified as Table 3.
Application-layer types are identified by utilizing dynamic application-layer pro-
tocol identification technologies [14]. New category will be added as needed. The
one not belong to above categories is treated as ”other” network traffic.

All the resources can add new category as needed. We use longest prefix
matching methods to identify which category the resource belongs to for File
and Network traffic.
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Table 2. Register key Differentiation Scheme

TYPE ID Location Description

Autoruns 65 e.g. HKLM\Software\Microsoft\ Shows what programs are configured to run

Windows\CurrentVersion\Run during system bootup or user login

HKLM\SYSTEM 66 HKLM\SYSTEM \ information about the Windows system setup

HKEY CURRENT CONFIG\
HKLM\Software 67 HKLM\Software\ software and Windows settings, mostly

modified by application and system installers

HKLM\SECURITY 68 HKLM\SECURITY\ linked to the Security database of the domain

into which the current user is logged on

HKLM\SAM 69 HKLM\SAM\ reference all Security Accounts Manager (SAM)

databases for all domains

HKEY USER 70 HKEY USERS\ user profile actively loaded on the machine

HKEY CURRENT USER\
HKCR 71 HKEY CLASSES ROOT information about registered applications,

e.g. file associations and OLE Object Class IDs

others 128 * *

4 Iterative Sequence Alignment (ISA)

In this section, the most simple and basic sequence alignment, pairwise sequence,
is introduced first; then we describe our Iterative Sequence Alignment (ISA).

4.1 Pairwise Sequence Alignment Algorithm

A pairwise sequence alignment is a matrix where one sequence is placed above the
other to find and align common elements. Gaps (’-’) are inserted to help in align-
ing matching characters. A mismatch occurs if elements in the same column are
not identical. Fig. 3 shows results for pairwise sequence alignment between syscall
sequences ”O(A), R(A), CL(A),O(B), R(B), CL(B),CR(C), W(C), CL(C)” and
”O(B), R(B), CL(B),O(A), R(A), CL(A),CR(C), W(C), CL(C)”, where O(X)
presents Ntopenfile(X), R(X) presents Ntreadfile(X, BufferX), CL(X) presents
Ntclose(X), CR(X) presents Ntcreatefile(X), W(X) presents Ntwritefile(X,
BufferX); assuming File A is a user file, File B is a temporary file, and File C also
a user file, then the generalized syscall sequences is: ”O(3), R(3), CL(3),O(4),
R(4), CL(4),CR(3), W(3), CL(3)” and ”O(4), R(4), CL(4),O(3), R(3), CL(3),
CR(3), W(3), CL(3)”. Since various samples of malware may bundling File A,
B, C with different filename or file path, syscall generalization removes those dif-
ferences and keep the rough profile of resource. In the rest of the paper, syscall
sequences of the example are expressed in the same manner. The two syscall
sequences in Fig. 3 are possible syscall sequences according to behavior graph
described in Fig. 1. The common signature produced by the pairwise sequence
alignment is ”O(4)R(4)CL(4)*CR(3)W(3)CL(3)”, which loses the operations on
another user file.
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Table 3. Network Differentiation Scheme

TYPE ID Description

DNS requests 129 *

HTTP-traffic 130 *

IRC-traffic 131 *

SMTP-traffic 132 *

P2P-traffic 133 *include some popular P2P types

FTP-traffic 134 include FTP-control, FTP-data and TFTP

SSL-traffic 135 associated to HTTPS connections

NetBIOS 136 *

TCP-traffic 137 TCP traffic other than those above-mentioned

UDP-traffic 138 UDP traffic other than those above-mentioned

ICMP-traffic 139 *

Listen 140 Listen on a port

others 192 *

4.2 Iterative Sequence Alignment (ISA)

In the above section, we introduce traditional one way sequence alignment which
will lose some reordered syscalls. So, we propose a new sequence alignment mode,
iterative sequence alignment, to defeat syscall reordering introduced by mal-
ware obfuscation. Fig. 4 shows results for iterative sequence alignment between
syscall sequences ”O(3), R(3), CL(3),O(4), R(4), CL(4),CR(3), W(3), CL(3)”
and ”O(4), R(4), CL(4),O(3), R(3), CL(3),CR(3), W(3), CL(3)”. There are two
ways alignment for the two sequences. The first way alignment is the same as
traditional one way pairwise sequence alignment, and the second way alignment
first obtain the mismatched elements in the previous way, then apply traditional
sequence alignment on those mismatched elements . Thus, the sub-signature set
is {O(4)R(4)CL(4)*CR(3)W(3)CL(3), O(3)R(3)CL(3)*}, it covers all the oper-
ations common in the two sequences. We define the regular iterative sequence
alignment formally in the following.

Fig. 3. Example of Pairwise Sequence Alignment between Syscall Sequences
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Definition 1. Iterative Sequence Alignment Problem
INPUT: A generalized sequence set W = {g1, g2, · · · , gnw}, a matched syscalls
threshold to end the iteration: θscore, and a noise threshold θnoise.
OUTPUT: a sub-signature set Sigw common among (�(1 − θnoise)(nw) ) se-
quences of W . Sigw satisfies the Formula 1 and Score(SubSigi) satisfies the
matched syscalls threshold. Score(SubSigi) is the number of matched syscalls
in ith way sequence alignment.

Maximize Score(Sigw) =
∑

j(Score(SubSigj))

subject to Score(SubSigj) ≥ θscore
(1)

Fig. 4. Example of iterative Sequence Alignment between Syscall Sequences

5 Signature Refinement by Backtracking into Original
Syscall Sequences

Result of iterative sequence alignment on the example is {O(4)R(4)CL(4)*CR(3)
W(3)CL(3), O(3)R(3)CL(3)*}. However, we do not know whether the handle
of CR(3) and the one of R(3) are same, syscall CR(3) and R(3) are handle
dependable, and syscall R(3) must execute before W(3) from the result of ISA.
This is what our signature refinement step do.

Definition 2. Signature Refinement Problem
INPUT: the selected (�(1−θnoise)(nw) ) generalized sequences SG = {sg1, sg2,
· · · , sg	(1−θnoise)nw
}, and corresponding (�(1− θnoise)(nw) ) original sequences
SO = {so1, so2, · · · , so	(1−θnoise)(nw)
}. Result of ISA: sub-signature set
SubSigSet = {subsig1, subsig2, · · · , subsign isa} where each sub-signature
subsigj = (syscallj1, syscallj2, · · · , syscalljnj)(1 ≤ j ≤ n isa) is some ordered
syscalls that syscallj(i−1) must be invoked before syscallji.
OUTPUT: a DiffHandle-signature FinalSig = {FS, FD,FO} that satisfies as
Formula 2. DiffHandle-signature FinalSigmatches a original sequence sgi means
that there exists a map function which maps each handle type in FD to a handle
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in sgi and maps each syscall sx ∈ FS to a syscall sy in sgi, satisfying that for
each element {si, sj , T ypeij} ∈ FD, the mapper of si and the mapper of sj are
handle dependency in sequence sgi and the type of the dependency is Typeij,
and for each element < si, sj >∈ FO, the mapper of si stands before the mapper
of sj in sequence sgi.

Maximize ‖FD‖
subject to ∀syscallk ∈ FS, ∃subsigj that syscallk ∈ subsigj
and FinalSig matches all sgi (1 ≤ i ≤ �(1− θnoise)(nw) )

(2)

6 Evaluation

In this section, we compare our DiffSig with previous famous system, Hamsa
[12]. And verifies the effectiveness of DiffSig to detect new malware samples. we
set following default parameters unless otherwise specified: matched threshold
to end the iteration θscore is 10, and a noise threshold θnoise is 30%.

6.1 Data Set

We obtained a set of malware executables from mwanalysis.org [10] in the pe-
riod from January 16, 2011 to March 21, 2011. According to the scan results
of kaspersky anti-virus, we cluster the malware executables into different fam-
ilies. As a result, we gain 8 families and 331 malware executables described
in Table 4 . The column ”Family Name” is the scan results of kaspersky anti-
virus pruning the variant name. Excepting detection result by heuristic methods,
normally, the scan results consists of family name and variant name, while vari-
ant name is the string locating behind the last ’.’ in the scan result. E.g. in
scan result of malware executable (MD5: 763ceb3a9127a0b9fac1bcf99a901d19):
”Backdoor.Win32.Bifrose.usc”, ”Backdoor.Win32.Bifrose” is the family name,
and ”usc” is the variant name. The column ”NUM of variants” presents the
number of different variant names in a family. The column ”NUM of executa-
bles” describes the number of different MD5 values in a family.

Since the kernel module hooking SSDT table not implemented yet, we utilize
WUSStrace[13] to gain syscall sequences with detailed information. Besides run-
ning malware executables with WUSStrace to gain malicious syscall sequences,
we also running normal application with WUSStrace to gain benign syscall se-
quences. Those normal programs contains firefox, iTunes, BitComet, Windows
Office Word, realplay, FoxitReader, Skype, PartitionTableDoctor3.5, NokiaPC-
Suite7, PersonalBankPortal,Win32python2.7, and so on, totally 22 applications.

6.2 Performance of DiffSig

we compare our DiffSig with Hamsa [12] on above section mentioned malicious
syscall sequences of malware executables and benign syscall sequences of normal
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Table 4. The Families and Characteristics of Malware Executables

Family Name NUM of variants NUM of executables

Trojan-Downloader.Win32.CodecPack 13 48

Trojan-Dropper.Win32.VB 12 28

Trojan.Win32.VBKrypt 50 79

Worm.Win32.VBNA 14 75

Trojan.Win32.Refroso 21 27

Trojan.Win32.Cosmu 9 26

Trojan.Win32.Scar 7 21

Backdoor.Win32.Bifrose 19 27

Total 145 331

Table 5. The Performance of Our DiffSig Comparing to Hamsa

Family Name Number of signatures Detection rate False Positive

DiffSig Hamsa DiffSig Hamsa DiffSig Hamsa

Trojan-Downloader. 1 3 95.8% 79.2% 0.045 0.135

Win32.CodecPack

Trojan-Dropper.Win32.VB 1 1 100% 78.6% 0 0

Trojan.Win32.VBKrypt 2 6 93.7% 88.6% 0 0

Worm.Win32.VBNA 2 5 93.3% 86.7% 0.045 0.18

Trojan.Win32.Refroso 1 4 92.6% 74.1% 0 0.090

Trojan.Win32.Cosmu 1 2 88.4% 76.9% 0 0

Trojan.Win32.Scar 1 — 90.4% — 0 —

Backdoor.Win32.Bifrose 1 — 85.1% — 0.045 —

average 1.25 3.5 92.4% 80.1% 0.0169 0.068

applications. Hamsa [12] extracts syscall token (consecutive syscalls) set,to form
a signature as a set of common tokens, it aims to cover the most sequences under
predefined false positive. Malicious syscall sequences are cut into two parts: one
part as training set to generate behavioral signature and the other part as testing
set to test the effectiveness of signature generated. Each part has half number
of MD5 values and half number of variants.

Table 5 shows the performance of our DiffSig and Hamsa. The column ”Num-
ber of signatures” describes the number of signatures generated by DiffSig and
Hamsa respectively; The column ”Detection rate” shows the detection ability of
signatures to detect malware executables in testing set; The column ”False Posi-
tive” presents the rate of treating normal application as malicious by



DiffSig: Resource Differentiation 283

applying generated signatures to benign syscall sequences. From table 5, we can
see that our DiffSig can generate signature for any family while Hamsa can not
generate signature for Trojan.Win32.Scar and Backdoor.Win32.Bifrose because
the two families have no invariable token in their syscall sequences. And we can
see that our DiffSig produces fewer signatures since our Diffhandle-signature is
more generalized, that the detection rate of our DiffSig is much higher and the
false positive rate is much lower. In summary, our DiffSig generates more gener-
alized and accurate signature, and our Diffhandle-signature is more suitable to
anti-obfuscation than token set signature of Hamsa. Comparing the computing
performance and detection performance with current behavior graph methods is
our future work.

7 Conclusions

To surmount the complication of behavior graph but still to keep its effective-
ness. We propose an anti-obfuscation and scalable behavioral signature gener-
ation system, DiffSig, which voids information-flow tracking which is the chief
culprit for the complex and inefficiency of graph behavior, but describes handle
dependencies more accurate than graph behavior by restrict the profile type of
resource that each handle dependency can reference to. DiffSig is effective and
efficient, generating concise but accurate signatures. Comparing with previous
famous signature generation system, Hamsa, our DiffSig produces fewer signa-
tures, detects more malware samples, and has lower false positive. Comparing
the computing performance and detection performance with current behavior
graph methods is our future works.
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Abstract. Selection of proper security mechanisms that will protect the
organization’s assets against cyber threats is an important non-trivial
problem. This paper introduces the approach based on statistical meth-
ods that will help to choose the proper controls with respect to actual
security threats. First, we determine security mechanisms that support
control objectives from ISO/IEC 27002 standard and assign them mean-
ingful weights. Then we employ a factor analysis to reveal dependencies
among control objectives. Then this knowledge can be reflected to secu-
rity mechanisms, that inherit these dependencies from control objectives.

Keywords: Risk Evaluation, Information Security, Security Standards,
Security Mechanisms, ISO/IEC 27002 standard.

1 Introduction

Operational cybersecurity is becoming more significant area of Computer Sci-
ence. It is difficult to demonstrate a progress in this area, all the systems con-
nected to the Internet are periodically under attack and the statistics about
successful attacks still show the same ratio. In [4] authors analyze the progress
in the automobile safety and compare it to the computer security. It is easier
to eliminate known threats that do not change over time, as in the automobile
industry the adversaries are natural laws that remain the same. In terms of com-
puter security there are human adversaries that are evolving over time, therefore
it is impossible to define static goals and to reach them.

We have to define security mechanisms that will help us to face the actual
threats. There are numbers of these mechanisms, some are very effective, others
have greater costs, but provide necessary industry protection controls and a
number of them becoming useless as the Internet and computer networks evolve.

According to Baker et. al. [2], organizations tend to think more about quantity
than quality. They are not aware, which mechanisms are the best for their pur-
poses, so they often deploy as many as possible. Wrong mechanisms can actually
add deficiencies to the system instead of increasing the security state.

In this paper we will try to find a way of defining proper security mechanisms
for the organization. We will inspect the control objectives from ISO 27002:2005
[8] standard and assign one or more security mechanisms to each of 131 control
objectives. We will also inspect dependencies between these mechanisms in order
to correctly determine an evaluation criteria.

K. Mustofa et al. (Eds.): ICT-EurAsia 2013, LNCS 7804, pp. 285–294, 2013.
c© IFIP International Federation for Information Processing 2013
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The main motivation for using security mechanisms is the clarity of their
measurement. We cannot effectively measure the quality of control objectives
implementation in the organization, but it is much easier with security mech-
anisms. If we have to use for example a mechanism called ’Implementation of
authentication and authorization mechanisms - passwords, tokens, biometrics,’
it is easy to decide whether it is fulfilled or not.

The overall goal is to determine whether the organization has satisfiable se-
curity controls in accordance to the ISO 27002:2005 standard and therefore it is
able to demonstrate compliance with the ISO 27001:2005 [7] standard.

The rest of this paper is structured as follows. Section 2 provides an overview
of a related work dealing with the problem of security mechanisms selection.
Section 3 proposes our approach and describes methods used for choosing proper
security mechanisms and for identification of relationships between them. Section
4 concludes this paper and provides a motivation for further work.

2 Related Work

In the field of security mechanisms and controls there are a few papers trying
to propose an approach for their selection and implementation into the organi-
zation’s information systems.

Singh ans Lilja [11] use Plackett & Burman (PB) design for determining the
critical security controls [10]. This design requires minimum number of experi-
ments to determine the effect of individual controls. For N controls it requires
N+1 experiments. Each control can be implemented either as a low quality com-
ponent or as a high quality component. These controls are then arranged in a
matrix in a following way. Each row represents one experiment with numbers in
columns either +1 or -1, indicating the control quality. Using these values to-
gether with the cost of each experiment we can determine the effect of particular
security controls.

Authors compare 17 technical security controls, such as firewall, log analyzer,
browser settings, etc.. They set up an experiment and provide an example of
their method to prove its benefit in measuring impact of security enhancements.

Llanso [9] introduces CIAM - an approach that provides an initial prioritiza-
tion of security controls. His approach uses data related to security incidents,
vulnerabilities, business impact, and security control costs. He selects security
controls from NIST 800-30 [12], assign them weights with support of security
experts and estimate their efficiency against security breaches.

There are security standards, like the ISO 27002:2005 [8] or NIST 800-30
[12] that provide a database of security controls. But they fall short on choosing
proper controls for the organization and on evaluation of quality of these controls.
They also do not take in consideration relationships and dependencies over the
security controls.

In [3] and [5] the authors deal with the similar problem looking at a more
technical aspect - they introduce a scalable firewalling architecture based on
dynamic and adaptive policy management facilities which enable the automatic
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generation of new rules and policies to ensure a timely response in detecting
unusual traffic activity as well as identify unknown potential attacks.

3 Methods

This section provides an overview of methods for selection of security mech-
anisms. Our approach emanates from the ISO/IEC 27002:2005 standard. We
identify security mechanisms for each control objective from this standard and
consider the importance and implementation quality of these mechanisms.

This section is divided into three subsections, the first one, the 3.1, provides
the overview of the proposed weighting methods, the second one, the 3.2, de-
scribes relationships between security mechanisms and the last one, the 3.3,
explains how to select and evaluate them.

3.1 Security Mechanism Weighting

Since there are many security mechanisms, an organization has to decide, which
of them are useful and which are ineffective in contribution to its security goals.

There are eleven security clauses in the standard and each one is dealing with
the different part of security, we have to use different types of security mecha-
nisms. A NIST classification of security mechanisms constitutes three categories
[12]. From our point of view, mechanisms used in our model also fits to one of
these categories, therefore it is not necessary to use a new classification. Every
security mechanism can be assign to one of the following groups: Management,
Operational or Technical. It is much easier to measure the quality of the techni-
cal mechanisms, like firewall or intrusion prevention system, but it is impossible
to quantify the quality of management or operational mechanisms, like infor-
mation security policy. Because of character of ISO/IEC 27002 security clauses,
that are mostly policy-based, we cannot measure all the mechanisms incorpo-
rated in the evaluation process automatically. But we can significantly improve
the objectivity and simplicity of the evaluation.

We have to inspect them in two ways: how do they prevent against security
breaches and how do they contribute to control objective fulfillment. Llanso [9]
introduces an approach for selecting and prioritizing security controls (in the
terminology of this paper, we use the term ’security mechanism’ instead of the
’security control’ because the latter term could indicate the usage of NIST 800-
30 security controls). First, he computes weights of these controls, using three
component weights - Prevention, Detection and Response (P/D/R) against an
attack. The weight of a control i is computed by following equation:

RawWeightingi = wPi.owPi + wDi.owDi + wRi.owRi (1)

where overall weightings have values owPi = 0.5, owDi = 0.25, owRi = 0.25,
because prevention is more valuable than the other two. Control’s contribution to
these three actions (wPi, wDi, wRi) are scores. These are determined by subject
matter experts (SMEs) and each of them holds a value in interval < 0, 1 >.
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After this step, he computes relative weighting as a ratio between one security
control and all the other controls:

RelativeWeightingi =
RawWeightingi∑n
j=1 RawWeightingj

(2)

Then he is able to compute the priority, using relative weightings, scores, attack
step frequencies, CVSS impacts and costs.

Since we do not have the cost dimension in our model, we will not use the
whole prioritization approach. We will adopt the relative weighting process and
adjust it in a meaning of contribution of security mechanisms to control objec-
tives. We are not weighting these mechanisms with respect to possible attacks,
but we are looking at how well do they assure the control objective function.
So instead of P/D/R components we will use Implementation, Maintenance and
Policy (I/M/P) components. The equation remains the same, just with another
components and with another overall weightings:

RawWeightingi = wIi.owIi + wMi.owMi + wPi.owPi (3)

where overall weightings have values owIi = 0.6, owMi = 0.20, owPi = 0.20. The
implementation is the most important component, whithout them the main-
tenance components does not have a meaning, so we have to take them into
consideration. That is why it has the highest value. The maintenance ensures
the correct function of the control objective and the policy component speci-
fies, whether the security mechanism supports also a formal policy. The relative
weighting formula remains the same as in Equation 2.

Table 1 presents the “Controls against malicious code” control objective from
“Communications and operations management” security clause. We assigned
five security mechanisms to this control objective and used the same approach
for determining weights as Llanso [9] did. We constituted a group of security
professionals for this purpose, so they could discuss if the security mechanisms
are properly assigned and what values can they achieve in each of three com-
ponents. The last column represents a relative weighting of particular security
mechanisms. Each component weight has a value on a discrete scale from 1 to
10, 1 means minimal importance, 10 is the most significant importance.

3.2 Correlation of Security Mechanisms

There is another dimension in the security mechanisms selection problem - a
correlation between individual mechanisms. We cannot look on particular mech-
anisms as on the independent attributes, each one can affect the implementation
of another one. It is usually better to have implemented for example three of them
at an average implementation quality level than just one individual mechanism
at a comprehensive level [6]. The cost is also a dimension that plays significant
role in the above statement - the maximal quality of the implementation de-
mands usually excessive resources. Commonly, it is more efficient to choose the
way of implementing reasonable amount of mechanisms at a reasonable quality.
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Table 1. Controls against malicious code

Security Mechanism wI wM wP RW

Implementing operating system policies prohibiting the
use of unauthorized software, downloading unsigned ex-
ecutable files and working with other than data files on
workstations without privileges.

9 5 7 0.244

Implementing strong account policies with separated
privileges and clear accountability and non-repudiability.

7 3 9 0.206

Deployment of antivirus software on each system with the
real-time check of unwanted code and periodical update
of this software.

9 9 2 0.238

Ensuring that installed programs are up to date. 3 9 7 0.156

Providing business continuity plan - backuping and ver-
sion management.

3 7 9 0.156

Since there are 131 control objectives and around 3-5 security mechanisms
assigned to each of them at average, it would take a huge amount of time to
determine correlation among each pair. We decided to choose a higher level of
abstraction and to inspect a correlation between control objectives. We integrate
this part of the model with the protection against security breaches, stated in
the beginning of this section.

Verizon publishes Data Breach Investigations Reports [1] every year. It con-
tains statistical records of incidents collected from various companies, divided
into categories, providing detailed information about the overall state of the
cyber security in our society.

We will use the Top 10 threat action types by number of breaches from this
record and inspect, how particular control objectives provide prevention against
these breaches. Ideal for this purpose is the Factor Analysis (FA) method, which
describes variability among observed correlated variables. In this method, the
measured variables depend on a smaller number of latent factors. Each factor
can affect several variables in common, so they are known as common factors.
Particular variables can be then represented as a linear combination of the com-
mon factors. The coefficients in this combination are known as loadings. FA can
be used to reduce the redundant information contained in several correlated
variables. However we will use it to reveal these correlations and to insert these
dependencies in our measurement model.

To save the space, we will not use the whole set of control objectives, but we
will pick one sample objective from each security clause. These are listed in Table
2 among columns in the following order: Information security policy document
(CO1), Confidentiality agreements (CO2), Inventory of assets (CO3), Informa-
tion security awareness, education, and training (CO4), Physical entry controls
(CO5), Disposal of media (CO6), User password management (CO7), Input data
validation (CO8), Reporting information security events (CO9), Business conti-
nuity and risk assessment (CO10), Protection of organizational records (CO11).
The evaluation is based on a discrete scale from 1 to 10, 1 means no protection
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Table 2. Control objectives’ protection against Top 10 security threats

���������Breach
Sec. Clause

CO1 CO2 CO3 CO4 CO5 CO6 CO7 CO8 CO9 CO10 CO11

Keylogger/Form-
grabber/Spyware

7 1 1 7 3 1 5 5 5 1 3

Exploitation of default
or guessable credentials

7 3 1 8 3 1 9 1 4 1 3

Use of stolen login cre-
dentials

3 1 1 5 7 3 7 1 5 1 5

Send data to external
site/entity

5 1 1 7 3 3 5 1 3 1 5

Brute force and dictio-
nary attacks

7 1 3 9 5 3 9 1 5 1 5

Backdoor 5 3 1 7 5 1 5 5 5 1 3

Exploitation of backdoor
or command and control
channel

5 1 1 5 3 1 5 3 5 1 7

Disable or interfere with
security controls

7 3 1 7 8 1 5 2 5 1 5

Tampering 8 3 1 8 3 1 1 1 5 1 3

Exploitation of insuffi-
cient authentication

7 3 1 8 7 1 5 1 3 1 5

and 10 means maximal protection. We can see that there are control objectives
which are important in the view of these breaches, like Information security
policy document, Information security awareness, education, and training, or
User password management. On the other hand, there are objectives that have
negligable importance, like Inventory of assets or Business continuity and risk
assessment. The purpose of this evaluation is not to determine the control ob-
jectives’ significance, but to reveal possible hidden relationships between them.
Then we can reflect these findings in the security evaluation.

Now we can use the factor analysis on the matrix obtained from Table 2.
Besides other important characteristics we get the Pearson’s correlation matrix.
In this matrix we can see dependencies between each two control objectives:

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

CO1 CO2 CO3 CO4 CO5 CO6 CO7 CO8 CO9 CO10 CO11

CO1 1 0.484 0.208 0.788 −0.171 −0.498 −0.208 −0.092 −0.043 −0.715 −0.400
CO2 0.484 1 −0.333 0.410 0.263 −0.655 −0.273 −0.063 −0.124 −0.333 −0.469
CO3 0.208 −0.333 1 0.519 0.053 0.509 0.515 −0.232 0.207 −0.111 0.156
CO4 0.788 0.410 0.519 1 −0.073 −0.054 0.127 −0.265 −0.254 −0.573 −0.473
CO5 −0.171 0.263 0.053 −0.073 1 0.103 0.139 −0.190 0.033 0.404 0.255
CO6 −0.498 −0.655 0.509 −0.054 0.103 1 0.417 −0.456 −0.135 0.509 0.307
CO7 −0.208 −0.273 0.515 0.127 0.139 0.417 1 −0.190 −0.056 0.212 0.128
CO8 −0.092 −0.063 −0.232 −0.265 −0.190 −0.456 −0.190 1 0.432 −0.232 −0.267
CO9 −0.043 −0.124 0.207 −0.254 0.033 −0.135 −0.056 0.432 1 0.207 −0.097
CO10 −0.715 −0.333 −0.111 −0.573 0.404 0.509 0.212 −0.232 0.207 1 0.156
CO11 −0.400 −0.469 0.156 −0.473 0.255 0.307 0.128 −0.267 −0.097 0.156 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Table 3 shows us the unrotated component matrix, consisting of three main
factors. This matrix represents the significance of elements within each factor.
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Table 3. Unrotated component matrix

F1 F2 F3

CO1 0.858 0.313 0.048

CO2 0.690 -0.145 -0.434

CO3 -0.128 0.851 0.436

CO4 0.693 0.720 -0.023

CO5 -0.195 0.040 -0.303

CO6 -0.727 0.540 -0.027

CO7 -0.317 0.432 0.082

CO8 0.176 -0.573 0.671

CO9 -0.081 -0.188 0.413

CO10 -0.720 -0.121 -0.218

CO11 -0.506 0.059 -0.073

For better visualisation, the results are stated in Figure 1. By inspecting fac-
tor 1, we can see that it depends on the following control objectives: Informa-
tion security policy document, Confidentiality agreements, Information security
awareness, education, and training. It means that these control objectives are
somehow bounded together from the view of security breaches. Factor 2 has
higher loadings for control objectives Inventory of assets, Information security
awareness, education, and training, and Disposal of media. The last factor has
higher loading only for Input data validation, so we can say there will be no
dependence emanating from this factor.

Obviously, the dependence cannot be determined only by mathematical meth-
ods because of the character of particular control objectives. For example, if
we have an objective that supports implementation of antivirus software and
the other objective, implementing periodical software updates, these are clearly
highly correlated. However, we can say that the second one supports the first
one highly, but it does not work in the opposite way. Software updates are not
affected by implementation of antivirus software, so there is only one-way de-
pendence. We have to use a group of security professionals to determine the
character of dependencies.

We can explicate the results in the following way. Information security policy
document is clearly an important control objective, Confidentiality agreements
and Information security awareness, education, and training objectives depend
on it. The latter two do not contribute to the first one, so there will be only
one way correlation. Similarly, they do not have cross-dependency. Disposal of
media and Inventory of assets are dependent on Information security awareness,
education, and training. Disposal of media is also dependent on Inventory of
assets. So we have five relationships in total, each of them is only one way
dependence. Now we can use the correlation values to affect the evaluation of
security mechanisms.

In Equation 4 we can see the evaluation of control objective i. SCOi is the
score of control objective i, obtained by the evaluation, RWCOi is its weight,
SCOj is the score of control objective j, that is correlated with i and CORij is
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Fig. 1. Components and control objectives

the correlation between them. It is easy to see that the fraction can gain values
from interval < 0, 0.5 > and can significantly improve the value of the final score,
if both the correlation and the correlated control objective’s score are high.

FinalScoreCOi = RWCOi ∗
(
SCOi +

SCOj ∗ CORij

1 + CORij

)
(4)

The score of SCOi depends on evaluation of security mechanisms associated to
the control objective i and it is the product of the security mechanism’s weighting
and its score. The calculation of SCOi is stated in Equation 5. The score of the
security mechanism’s implementation (S(Mj)) is determined by security analyst
and can have a value in interval < 0, 1 >, 0 means no implementation and 1
means that it is implemented well, tested and verified in a real environment.

SCOi =

n∑
j

SMj ∗RWMj (5)

The evaluation of control objective’s weight (RWCOi) is not in the scope of this
paper, since we do not propose the complete evaluation model, we only designate
a selection method for security mechanisms and identify their relationships and
dependencies.
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3.3 Security Mechanism - Selection Process and Evaluation

To summarize the previous sections, the assignment of security mechanisms to
control objectives consists of following steps:

1. Assignment of the security mechanisms with respect to control objective’s
description. Usually there are three to five mechanisms supporting one con-
trol objective.

2. Definition of the weight of each mechanism - this parameter shows us, how
important is this mechanism for the contol objective fulfillment. We use the
I/M/P model with three weight components for this purpose. The sum of
relative weights of mechanisms is 1.

3. Determination of weights of control objectives - these weights have to re-
flect the organization’s security goals, for example necessary requirements
for confidentiality, integrity or availability of organization’s assets.

4. Estimation of dependencies with the factor analysis method, adjusted by the
security analyst’s judgement.

4 Conclusions

In this paper we proposed a way of choosing proper security mechanisms that
will protect the organization’s assets. We defined a method for the determination
of importance of these mechanisms by assigning weights. These weights express,
how well the particular mechanism contributes to the implementation, mainte-
nance or policy fulfillment of the control objective, to which it was allocated.
The whole model consists of about four hundred security mechanisms, that were
allocated for each of 131 control objectives from the ISO/IEC 27002:2005 stan-
dard.

We also proposed the approach for determining relationships between secu-
rity mechanisms. For this purpose we choosed the factor analysis, a statistical
method that can reveal hidden correlation among observed variables. We ex-
plore these correlations on the control objectives layer, because inspecting every
security mechanism would be exceedingly comprehensive and space consuming.
The factor analysis gave us meaningful results that need to be further adjusted
by security professionals to express the dependencies correctly.

Verendel [13] claims that quantitative security evaluation is still very unclear
and it is almost impossible to validate the methods against empirical data. We
would like to confute this claim by building a quantitative evaluation method
that will be based on a number of smaller components, that work together and
could be verified standalone. In this paper we presented the component dealing
with the security mechanisms problem.

In the future, we would like to use the results of this work to construct a
security evaluation system, that will measure the real security state in an orga-
nization by evaluating the quality of implemented security mechanisms.
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Abstract. Nowadays, forensic on flash memories has drawn much attention. In 
this paper, a recovery method for SQLite database history records (I.e. updated 
and deleted records) form YAFFS2 is proposed. Based on the out-of-place-write 
strategies in NAND flash memory required by YAFFS2, the SQLite history re-
corders can be recovered and ordered into timeline by their timestamps. The 
experiment results show that the proposed method can recover the updated or 
deleted records correctly. Our method can help investigators to find the signifi-
cant information about user actions in Android smart phones by these history 
recorders, although they seem to have been disappeared or deleted. 

Keywords: Digital forensics, Android, YAFFS2, SQLite, Recovery. 

1 Introduction 

With the growth of Android smart phones, the need for digital forensics in this area has 
shown a significant increase. For the small size, and fast running speed, SQLite is 
widely used in application software that needs to save simple data in a systematic 
manner or adopted into embedded device software. In the Android, a large amount of 
user data is stored in the SQLite database, such as short messages, call logs, and con-
tacts [1]. Considering that deletion of data is frequently practiced in order to manage 
storage space or to update with the latest data, acquiring deleted data information is 
equally as important as retrieving undamaged information from the database. 

Although since the beginning of 2011 with version Gingerbread (Android 2.3), the 
platform switched to the EXT4 file system, there are still many devices in use running a 
lower version than 2.3 and using YAFFS2. Therefore, insights into the amount and quality 
of evidence left on YAFFS2 devices are still of major interest. Compared to databases in 
some other physical environments, because of the write-once limitation of NAND flash and 
YAFFS2 page allocation mechanism [2-3], SQLite in restoring means are different. This 
paper proposed a recovery method of updated or deleted record for SQLite database based 
YAFFS2. Consequently, with sequence number and timestamps for SQLite database file, 
we can construct timeline of SQLite operating log and then analyze user actions. 

2 Related Work 

Researches of database record recovery are already begun in 1983 by Haerder [4]. He 
suggested that the deleted record can be recovered using transaction file. This method 
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can be applied to traditional database on PC when the information of deleted record is 
included in transaction file. 

A study conducted by Pereira [5] attempted recovering deleted records in Mozilla 
Firefox 3 using rollback journal file. In the paper, an algorithm to recover deleted 
SQLite entries based on known internal record structures was proposed and an excep-
tion was used that the rollback journal is not deleted at the end of each transaction when 
the database is used in “exclusive locking” mode.  

While the objective of deleted data recovery in SQLite is on the line of Pereira’s 
work, a tool using recovery method that approaches actual data files instead of a journal 
file that would offer improved practical availability was suggests by Sangjun Jeon [6]. 
They analyzed the file structure of SQLite database and proposed a method to recover 
deleted records from the unallocated area in page. However, this method is hard to 
recover deleted records because remained data are partial in deleted area and the length 
of each field is difficult to estimate. For the android phone that implemented 
wear-leveling by YAFFS2, the deleted records can be recovered from previous ver-
sions of file. 

3 Recovery Elements of SQLite Deleted Records 

From the “out-of-place-write” strategy of YAFFS2 and atomic commit in SQLite [7], a 
deleted SQLite file could be recovered. Therefore, the deleted records can also be 
restored. In YAFFS2, obsolete chunks can only be turned into free chunks by the 
process of garbage collection. Whenever one or more obsolete chunks exist within a 
block, the corresponding data is still recoverable until the respective block gets garbage 
collected. And from the perspective of the storage mechanism of YAFFS2, it can be 
concluded that every object header corresponds to a version of file. Once a transaction 
occurs, there will be an object header and a new version is created. So, the deleted file 
can be recovered until the respective block gets garbage collected. And versions of each 
database can be restored as much as possible. 

4 The Proposed Method 

The process framework of the proposed algorithm is shown in Fig. 1. 

Pre-processingAcquiring image Recovering Sqlite database file Extracting records Constructing timeline
 

Fig. 1. The process framework of the proposed algorithm 

There are two ways to acquire Android image—physical and logical method. Physical 
method is carried by JTAG [8] while logical method is carried out by “DD” or 
“NANDdump” instruction after rooting is executed. In this paper, only the logical 
method is considered. 

The pre-processing sequentially records each chunk’s objectID, objectType, chun-
kID, and chunkType in accordance with the allocation order on chip. All the blocks of a 
flash chip are sorted by sequence number from the largest to the smallest. And then 
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these sorted blocks are scanned from the one with the largest sequence number to the 
one with the smallest, and within a block, its chunks are scanned from the last one to the 
first. During this process, objectID, objectType, chunkID and chunkType of each chunk 
are stored into an array csq[] separately. A simplified algorithm of recovering sqlite 
database file in pseudo-code is shown below. 

 
Algorithm: Recovering SQLite database file 

Input: the array of structures csq[] and the image 

Output: all SQLite files group by the filename 

1.for each chunk in csq[] do /*scan the entire image reversely 

in chronological order*/ 

2. if (chunkType=0x80) and (objectType=0x10) then 

/*recognize a file’s object header chunk*/ 

3.  Find the data chunk of chunkID=1; 

4.  if (magic number=”SQLite format 3”) then  
/*Read the magic number in file header and de- 
termine sqlite database file*/ 

5.   if the folder named by database’s filename does not 

exist then  

6.    create this folder; 

7.   Extract information such as timestamps, objectID and 

file’s length and store it; 

8.   Calculate the num_chunks of the file by formula (1); 

9.   Find all data chunks for the file; 

10.   Calculate all data chunks’ physical address by formula 

(2~4); 

11.   Reassemble this file named by filename and its  

objectID in the folder; 

 _ / _num chunks length size chunk=     (1) 

Here num_chunks is the number of chunks the file occupies, length is the file’s length, 
and size_chunk is the size of a page on NAND flash chip. 

 _ [ / ]block offset bsq k N=  (2) 

 _ ( % )chunk offset N k N= −  (3) 

 _ _ _chunk address block offset chunk offset= +  (4) 
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Here k means the kth chunk which was stored, N is the number of chunks in a block, 
block_offset is the chunk’s physical block offset, chunk_offset is the chunk’s relative 
offset in a block, and chunk_address is its physical address. 

When scanning the whole chip, all sqlite database file are recovered indicated by 
object header. During this process, all files are grouped by the filename, and then 
distinguished by the history version number. In next step, all the records are extracted 
from each recovered integrated database file and stored into a CSV file, and verify that 
the integrity of the file that we restored. 

When all recoverable history version of a same database file are recovered, a time-
line for SQLite CRUD operations can be constructed by timestamp recorded in object 
header. In contrast of the SQLite records extracted from the two adjacent versions files, 
the SQL event from one change to another can be inferred. Then, through the analysis 
of the low-level SQL events corresponding to each user action, a user actions timeline 
can be constructed by analyzing the entire timeline of SQL event. Finally, we can have 
a global awareness about what the user did and when. 

5 Experiments 

In this part, a publicly dataset experiment is used to verify the effectiveness of the 
recovery method we proposed in the real scene. 

The DFRWS has created two scenarios for the forensics challenge in 2011[9]. Im-
ages for Scenario 2 were acquired through NANDdump that OOB area can be acquired. 
269MB File mtd8.dd for Scenario 2 was used in this experiment because it is the user 
image that contains a large number of user information. 110 sqlite files of different 
versions are recovered. Comparing our experimental results with the DFRC team's 
result, the latest version of all files in our result is equal to the DFRC team's result. In 
addition, the older versions of the sqlite file can be recovered using our method and the 
user actions can be analyzed using these files. 

For example, the recovered file mmssms.db contains the user’s short messages sent 
and received using this device. In our result, 16 versions file are recovered. Then a 
timeline Fig. 2 and Fig. 3 can be constructed according to these files. In the Fig. 3, you 
can clearly see what the user did and when. For instance, insert a record of id=17 in 
04:43:04 represents the user received a short message. Update a record in 04:43:13 
represents the user read it. Similarly, other database files can be analyzed too. Through 
a joint analysis of the results of all databases, a whole timeline of user behavior can be 
obtained. Experiment in this part shows that our proposed method is suitable for the 
real case and play an important role in forensic work. 

 
Fig. 2. Timeline of the SQL event about mmssms.db 
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Fig. 3. Timeline of the user action about mmssms.db 

6 Conclusions and Future Work 

In this paper, a recovery method for SQLite record based YAFFS2 is proposed. Then 
construct timeline for SQLite CRUD operations by utilizing timestamp recorded in 
object header, and these may supply significant information about user behaviors to 
forensic investigations. The experimental results show the efficiency of the proposed 
method. This paper proves that file recovering from flash chips is practical, but as ext4 
file system is widely used in android phone and Linux system, more forensic research is 
needed on ext4 in digital forensic perspective. Thus the technology of recovering data 
records from SQLite in ext4 file system will be our research direction. 
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Abstract. Hypervisors act a central role in virtualization for cloud computing. 
However, current security solutions, such as installing IDS model on hypervi-
sors to detect known and unknown attacks, can not be applied well to the virtua-
lized environments. Whats more, people have not raised enough concern about 
vulnerabilities of hypervisors themselves. Existing works mainly focusing on 
hypervisors’ code analysis can only verify the correctness, rather than security, 
or only be suitable for open-source hypervisors. In this paper, we design a bi-
nary analysis tool using formal methods to discover vulnerabilities of hypervi-
sors. In the scheme, Z notation, VDM, B, Object-Z or CSP formalism can be 
utilized as suitable modeling and specification languages. Our proposal se-
quently follows the process of disassembly, modeling, specification, and verifi-
cation. Finally, the effectiveness of the method is demonstrated by detecting the 
vulnerability of Xen-3.3.0 in which a bug is added. 

Keywords: hypervisor, security, model checking, formal analysis. 

1 Introduction 

Cloud computing is a significant technology at present. The software that controls 
virtualization is termed as a hypervisor or a virtual machine monitor (VMM) that is 
seen as an efficient solution for optimum use of hardware, improved reliability and 
security.  

Although there are many benefits, cloud computing encounters critical issues of 
security and privacy. Hypervisors have already become the path of least resistance for 
one guest operating system to attack another and it is also the path of least resistance 
for an intruder on one network to gain access to another network. The most important 
security issues for hypervisors are typically the risk of information leakage caused by 
information flow security weakness, etc. Some vulnerabilities of hypervisors have 
already been reported[1][2].  

                                                           
* Corresponding author. 
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Our Contribution. In this paper, we propose UVHM to detect vulnerabilities of 
hypervisors. In order to find as many vulnerabilities in the hypervisors as possible, the 
evaluation process must include demonstration of correct correspondences between 
security policy objectives, security specifications, and program implementation. Thus, 
we could use model checking theory[3][4] to discover vulnerabilities.  

Related Work. Vulnerability analysis on hypervisors basically remains as a chal-
lenge. There are some existing works heavily focusing on code verification and 
hypervisor analysis. VCC[5] focuses on verifying the correctness of software rather 
than the security of it. Moreover, it can only verify C language. The Xenon project[6] 
is only suitable for open-source hypervisors. For Maude[7], the algebraic specifica-
tion-based approach does not apply to analyze the vulnerabilities of VMMs. The ex-
isting models have a lot of limitations and can not pretend to address all of the securi-
ty requirements of a system. Most of the available model checkers[8][9] use a pro-
prietary input model. In summary, new studies have to be carried out basically start-
ing from scratch.   

2 Formal Analysis on Hypervisors 

In UVHM, we develop suitable formal models, verification tools and related security 
policies according to our own needs to conduct more comprehensive studies on dif-
ferent aspects of hypervisor’s security. Practical hypervisors’ different design, archi-
tectures and working mechanisms will lead to different models, security policies, etc.  

2.1 Formal Analysis on Binary Code 

The scheme follows the process of disassembling – modeling – specification – verifi-
cation. The general flow chart of UVHM is shown below. 

 

Fig. 1. The Flow Chart of UVHM 

We shall first disassemble the hypervisor’s binary file, and then formally model 
definitions of security, capture the behaviours of hypervisor’s interfaces with such 
formal model, and verify the security using self-developed prover under the 
verification conditions.  
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1) Disassembling 

We present static analysis techniques to correctly disassemble binaries and use at least 
two different disassemblers. The latter disassembler shall help fulfil some special 
requests/cases which cannot be handled by the former. 

2) System Modeling 
1. The self-developed formal models are needed. This model should contain the 

following characteristics: accurate, unambiguous, simple, abstract, easy to un-
derstand and only related with security. Only related with security means that 
the models only pay attention to the security features, and will not involve too 
many about functions and details of the implementation.  

2. A great many hypervisors need hardware-assistant virtualization. Thus, we 
could adopt Z notation, VDM, B, Object-Z or CSP formalism to analyze con-
current process, and choose these formalism to define security. The partial or-
ders of the system can be modelled into a lattice[10]. The most important rela-
tionship to be captured is probably the triangular dependency between three 
major entities from the state space: virtual contexts for guest domains, virtual 
instruction set processor VCPUs, and virtual interrupts or event channels. The 
mutual dependence between key components is a common feature in kernel de-
sign.  

3) Specification 

Unambiguous, precise specification of our requirement is needed. Integrality of secu-
rity policy’s specifications need to pay attention to. We could define some special 
hypercall interface sequences in security policy to identify illegal codes which ex-
ecute in either guest or host domain and attempt to access another domain without 
permission.  

For inter-domain security infringement, covert channel analysis will be adopted. 
Meta-flows[11] are combined to construct potential covert channels. Figure 2 shows 
the scene that the extension of f to mf is supervised by a series of rules. In this frame-
work, we should define illegal flows in the form of information flow sequence, i.e., 
define the flow security policy. 

  

Fig. 2. Framework of Covert Channel Identification 
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4) Verification 

Automated verification of a representative subset will be able to provide some critical 
insights into the potential difficulties and reveal the approaches that should be 
avoided. 

3 System Implementation and Testing 

We choose Xen-3.3.0 as our experimental subject. We use UVHM to verify whether 
the Xen contains the bug numbered 1492 in Xen’s official website.  

Before disassembling, we add this bug to Xen and compile it into hypervisor’s bi-
nary file. Then, we use UVHM to get the whole formal analysis tool.  

3.1 Adding the Bug 

Add “free(buf); buf=NULL” to the file "tools/python/xen/lowlevel/acm/acm.c". Xen 
with the bug above could not detect the installed DEFAULT policy and reports the 
DEFAULT policy as "None" after initializing XSM-ACM module successfully. 

There are two pictures to make a comparison between the installed Xen with the 
bug and without it. 

 

Fig. 3. Comparison Picture 

Figure 3A shows that the DEFAULT security policy in the secure Xen is ACM 
whose version is 1.0, and it could be used as normal. Figure 3B shows that for the 
vulnerability added Xen, the DEFAULT security policy could not be used. 

3.2 Implementation Module 

1) Disassembling  
We use IDA Pro, and BitBlaze to disassemble acm.o file. We could build up our 
models through analyzing the assembly language they gives us. 

2) Modeling  
What we concern about is whether the buffer where ACM policy loaded in is ‘NULL’ 
after the XSM-ACM module was initialized successfully.  
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Only several states that related with the buffer’s state are being defined. We don’t 
capture assignment instructions’ behaviors which appeared in the assembly code 
which have nothing to do with the buffer’s state.  

3) Specification 
If the buffer is ‘NULL’, of course, there is no policy could be used. We define this 
situation as a vulnerability. If not, the bug which the Xen contains is not the one de-
fined above. Thus, we can define the following secure policy:  

1) The buffer is ‘NULL’: This is a vulnerability caused by some wrong opera-
tions to the buffer, flag = 1 ; 

2) The buffer is not ‘NULL’: Success, flag = 0. 

4) Verification 
Combining the model and specification together, we can get the tool. The input va-
riables and relations among these variables can be regarded as an initial state. Based 
on the different range of the variables, the branch conditions will send them to differ-
ent states. We could judge whether this is the vulnerability we defined through detect-
ing the value of the flag. The following chart shows the visible model of the assembly 
code. 

 

Fig. 4. The Visible Model 

Now, the binary analysis tool is accomplished. We could use this tool to detect Xen 
hypervisors whether contains the vulnerability or not. 

3.3 System Testing and Results Analysis 

First, we disassemble the acm.o binary file. According to the assembly code and the 
defined model, we then sequently input needed variables or relations between them 
after analyzing the semantics of its assembly code.  

1) For Xen with the bug, we input the following information after analysis: 
x_handle=32, x_op =1, buf != NULL, errno != EACCES. The system’s report tells us 
this Xen contains the vulnerability we defined in the secure policy. 

2) For Xen without the bug, we input the information: x_handle=6, x_op=-9, 
buf != NULL , errno != EACCES. The report says this Xen doesn’t contain the vulne-
rability we defined. 
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Thus, without installing Xen, we are able to kown whether the Xen contains this 
bug. 

This demonstrates the effectiveness of our formal binary analysis framework. The 
model and specification are all written in C language. They are linked through the 
flag. 

4 Conclusion 

There are security challenges in the cloud, and a secure cloud is impossible unless the 
virtual environment is secure. Aiming at this problem, we present our formal method 
which follows the process of disassembling – modeling – specification – verification 
to analyze the vulnerabilities of various hypervisors, etc.  

We use this idea to realize a system that could verify whether the Xen contains the 
bug that will prevent the ACM policy from being used although the XSM-ACM mod-
ule has been initialized successfully through analyzing its binary code. This demon-
strates the effectiveness of the above method. This approach can be applied to detect 
vulnerabilities of various kinds of hypervisors. 
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Abstract. With the rapid development and wide application of the Web servic-
es, its security flaws and vulnerabilities are increasing. Security has become one 
of the key issues to constrain the development of Web services technology. In 
this paper, we focus on how to build a security architecture for Web services to 
meet the security requirements of Web service applications. On the basis of 
analyzing the existing methods, a new security implementation approach for 
Web services is proposed to meet both the common security requirements of 
Web services platform and the specific security requirements of Web service 
applications. Then a security architecture for Web services is proposed. The ar-
chitecture supports separating the functional implementations of Web service 
from the non-functional implementation of Web service, and ensures the porta-
bility of the platform. 

Keywords: Web service, Security, Architecture. 

1 Introduction 

As a new Web application model, Web service is heterogeneous, dynamic and loose 
coupling, and introduces a great deal of special threats to Web service applications, 
and makes that traditional security techniques are inadequate to solve the security 
issues in Web services. 

In recent years, many research institutions, organizations and companies devote to 
the research of security for Web Services. Organizations and research institutions for 
Standardization mainly concern in security standards for Web service. The academic 
community tries to solve the security issues from the theoretical aspect. Middleware 
companies and open source organizations try to provide security protection tools for 
customers by providing a set of software or toolkit. 

In the paper, we focus on how to build security architecture for Web services to 
meet the security requirements of Web service applications. On the basis of the im-
proved approach, a security architecture for Web services named SA4WSs (Security 
Architecture for Web Services) is proposed. The architecture supports separating 
function implementation of service from non-functional implementation of service, 
meanwhile ensure the portability of the platform. 
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The remainder of this paper is organized as follows. In section 2, the related works 
are reviewed. In section 3, the security architecture for Web services is set forth. Fi-
nally, in Section 4, we conclude the paper. 

2 Related Works 

Many Organizations for Standardization, research institutions and companies research 
on the security architecture for Web services. 

2.1 Security Standards 

In order to assure the end-to-end security for SOAP message and improve the intero-
perability of Web service, OASIS and other organizations define the Web Service 
Security model consisting of multiple standards [1]. The model is insufficient. It is 
only to protect the two trust sides to communication by a secure connection, and not 
address the security problem caused by anonymous consumers invoking Web service 
or SOAP API. 

W3C proposed a standard named XML Signature Syntax and Processing specifica-
tion, which defines how to sign part or all of one XML document [2]. W3C also pro-
posed a standard named XML Encryption Syntax and Processing, which defines how 
to encrypt part or all of one XML document [3]. 

2.2 Security Architecture 

U.S. DISA (Defense Information Systems Agency) released a specification named 
"Network Centric Enterprise Services security architecture (version 0.3)" in 2004, 
provides a service-oriented information security reference architecture to ensure the 
security of services in network-centric environment [4]. 

IBM proposes the service-oriented security reference modeling and architecture 
based on its own SOA infrastructure and business scenarios to cope with information 
security issues for work flows [5]. The service-oriented security architecture proposed 
by IBM is meaningful, but its portability is restricted because it relies heavily on its 
own SOA technologies and products. 

GSI provides basic security services for grid computing environments. It is an in-
tegrated solution to solve the security issues in grid computing and becomes a stan-
dard of GGF [6]. The major security functions in GSI include Certificates, Mutual 
Authentication, Confidential Communication, Securing Private Keys, and Delegation 
and Single Sign-On. GSI also has some disadvantages, such as frequent, complex and 
poor scalable authentication between entities. 

OGSA is proposed by Ian Foster et al. on the basis of five-level hourglass structure 
and Web services [7]. A basic premise of OGSA is that everything is represented by a 
service, not excepting security. All kinds of security mechanisms such as encryption, 
access control, and audit are represented as services to facilitate the implementation of 
the security-related policies. 
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The service oriented security architecture named SOSIE presented by [8] is realiz-
ing the security functions into modular, stand-alone security services. The article [9] 
addresses the question of security mechanisms that are usually used and that can be 
used in Web services based SOA implementation from standardized as well as tech-
nical and implementation point of view, and gives an overview of SOA security solu-
tions. The article [10] provides a set of software architecture viewpoints that allow 
security architects to construct a holistic system design based on a set of views. Other 
related works focus on the special issues of security service [11] [12] [13]. 

2.3 Supporting Platform 

In addition, some research institutions and companies have also developed multiple 
security platforms and middlewares for Web service. 

Microsoft proposed a solution for Web services security problems named WSE 
(Web Services Enhancements) on the basis of .NET platform [14]. WSE is a service 
security middleware for .NET platform, including authentication and encryption li-
brary. It allows developers to develop secure Web service by implementing the latest 
WS-Security specification. 

Globus Toolkit is the reference implementation of OGSI. It provides basic security 
services required by grid computing, including message protection, authentication, 
authorization, and audit/log [15]. 

The Apache WSS4J project provides a Java implementation of the primary security 
standard for Web Services, namely WS-Security [16]. WSS4J ships with handlers that 
can be used in Axis-based web services for an easy integration. 

3 Security Architecture for Web Services 

3.1 Improved Security Implementation Approach 

Web service applications face threats including the threats the Web services platform 
faced where service located and the threats the service implementation faced, i.e. 
common threats the platform faced and specific threats the application faced. The first 
approach [8] can cope with specific threats the application faced, but cannot cope 
with the common threats the platform faced. The second and the third approaches can 
cope with the common threats the platform faced, but cannot cope with the specific 
threats the application faced. 

We try to improve the three approaches to meet the security requirements of Web 
service applications. The first approach cannot cope with a lot of attacks (such as 
SOAP message replay attacks) the platform faced, no matter how to transform it, 
because the communication between service implementation and resource gateway is 
no longer via SOAP message. The third approach is similar to the firewall, and it is 
not suitable to add application-specific security mechanisms to cope with specific 
threats the application faced. 

Therefore, we focus on improving the second approach to cope with both common 
threats the platform faced and specific threats the application faced. Analysis on the 
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Web services platform showed that the platform can be logically divided into two 
parts. One part of it is Web services runtime environment, mainly providing the func-
tions including deployment, management, publishing and finding for Web service. 
The other part is resource gateway, which are a set of interfaces between Web servic-
es runtime environment and service implementation. It provides the protocol conver-
sion functions for specific application-related invoking. In view of the above analysis, 
an improved security implementation approach is proposed, as shown in Figure 1. 

 

Fig. 1. The improved security implementation approach 
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In this approach, the security mechanisms are divided into two parts. One part of it 
is common security mechanisms, which is not relevant to applications and resides in 
the Web services runtime environment. The other part is specific security mechan-
isms, which is relevant to applications and resides in the resource gateway. The im-
proved approach not only remains separating functional implementation from non-
functional implementation, but also assures the portability of the platform. 

3.2 Architecture 

A security architecture for Web services named SA4WSs is proposed, as shown in 
Figure 2. 

In the architecture, the module of Basic Security Services provides basic services 
for implementing the basic security functions, including authentication, authorization, 
access control and audit, etc. [8]. The module of Security gateway is responsible for 
the application-specific security functions, and the service implementation is respon-
sible for the business logic. The Security gateway interacts with the service imple-
mentation via various protocols (The protocol type is decided by the type of service 
implementation). 

4 Conclusion 

In this paper, a security architecture for Web services is proposed. The architecture 
described in the paper supports separating the functional implementations from the 
non-functional implementation, and ensures the portability of the platform. SA4WSs 
has been partially implemented based on Apache Axis. Future work consists of im-
plementing a Web Services security supporting platform to support the development 
and management of security Web service. 

Acknowledgements. This research is supported by National Natural Science Founda-
tion of China (Grant No. 61100223 and No. 61271252). 
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Abstract. With the rapid development of cloud computing services, it
is common to have a large server shared by many different users. As the
shared server is involved in a criminal case, it is hard to clone a copy of
data in forensic investigation due to the huge volume of data. Besides,
those users irrelevant to the crime are not willing to disclose their private
data for investigation. To solve these problems, Hou et al. presented a so-
lution to let the server administrator (without knowing the investigation
subject) cooperate with the investigator in performing forensic investi-
gation. By using encrypted keyword(s) to search over encrypted data,
they realized that the investigator can collect the necessary evidence
while the private data of irrelevant users can be protected from disclos-
ing. However, the authenticity and integrity of the collected evidence are
not considered there. The authenticity and integrity are two fundamen-
tal requirements for the evidence admitted in court. So in this paper,
we aim to prove the authenticity and integrity of the evidence collected
by the existing work. Based on commutative encryption, we construct
a blind signature and propose a “encryption-then-blind signature with
designated verifier” scheme to tackle the problem.

Keywords: confidential forensic investigation, authenticity and integrity,
commutative encryption, signcryption.

1 Introduction

With the rapid development of cloud computing technology, forensic investiga-
tion is becoming more and more difficult as crimes occur. The traditional tech-
nique disk cloning may be impossible to conduct for collecting evidence from a
data center due to the massive volume of data and the distributed manner of
storage device(s). Besides, it is common to have a large server shared by many
different users in the cloud computing environment. The shared server stores not
only suspicious data relevant to the crimes but also stores an enormous amount
of data involving sensitive information that is totally irrelevant to the crimes.
The users irrelevant to the crimes may not want to release their information
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for investigation especially as it involves confidential or privacy information. To
improve the investigation efficiency and protect the privacy of irrelevant users,
one strategy is to let the server administrator search, retrieve and hand only the
relevant data to the investigator, where the administrator is supposed to be re-
sponsible for managing the data in a secure manner. Due to some special crimes,
the investigator may not want the administrator to know what he is looking for.
In short, it is indispensible to consider how to protect both confidentiality of
investigation and privacy of irrelevant users in such forensic investigation. For
simplicity of description, we refer to this problem as “server-aided confidential
forensic investigation”.

To solve the problem “server-aided confidential forensic investigation”, Hou
et al. [1,2] presented several solutions under the assumption that the server ad-
ministrator is willing to cooperate with the investigator to search the relevant
data. The detail of their solutions is as follows: (1) the investigator specifies a
single keyword or multiple keywords based on the investigation subject, encrypts
it or them with his public key and sends the encrypted keyword(s) to the ad-
ministrator; (2) with the investigator’s public key, the administrator encrypts all
the data files stored on the server. Then, he uses the encrypted keyword(s) to
search over encrypted data files, retrieves and sends only the relevant data (i.e.,
those encrypted files whose corresponding plaintext files contain the specified
keyword(s)) to the investigator; (3) the investigator decrypts the relevant data
with his private key and performs investigation only on such relevant data for
capturing the criminal evidence. The irrelevant data (those files without contain-
ing the keyword(s)) will never be sent to the investigator, so can be protected
from exposing to the investigator. By using encrypted keyword(s) to search over
encrypted data, the administrator has no idea of what the investigator is looking
for.

In the above solutions, the administrator is supposed to have responsibility
for protecting the irrelevant data against disclosing, and at the same time he
is prevented from learning the relevant data due to some special crimes. But
without learning what the relevant data is, the administrator cannot judge if
the relevant data is really relevant to the crimes and neither can check if the
investigator obtained other irrelevant data from the server. Regarding this prob-
lem, the work [1,2] assume that the administrator can require the investigator
to show what data is collected based on what keyword(s) when the relevant
data is presented as evidence in court. However, even if the assumption works,
no measures can guarantee that the presented data is the one that comes from
the server and no alteration occurs to it. In other words, the authenticity and
integrity of the evidence collected in the work [1,2] are not considered. The au-
thenticity and integrity are two fundamental requirements for admissibility of
evidence in court and they are crucial to win a case. Therefore, we put our major
concern on how to prove the authenticity and integrity of the evidence collected
in the work [1,2].

In this paper, we propose a “encryption-then-blind signature with designated
verifier” scheme to prove the authenticity and integrity of the evidence. When
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the above-mentioned relevant data is presented as evidence during a trial, we aim
to realize that the administrator (or the third party the administrator trusts) can
verify whether the presented evidence is the data that comes from the server and
whether the evidence is altered or not. In addition, we implement the proposed
system based on commutative encryption and examine its security.

2 Preliminaries: Commutative Encryption

In our proposed scheme, commutative encryption plays an important role.

Definition 1. Let M denote a message space, K denote a key space and C
denote a cipher message space, respectively. A commutative encryption func-
tion is a family of bijections E : M×K→C such that for a given m∈M we have
Ek1(Ek2(m))= Ek2(Ek1(m)), for any k1,k2∈K.

It follows that if a message is encrypted by two different keys k1 and k2, it can
be recovered by decrypting the cipher message with k1 followed by decrypting
with k2. The message can also be recovered by decrypting with k2 followed by
decrypting with k1.

The RSA cryptosystem is commutative for keys with a common modulus n. It
was introduced by Rivest, Shamir and Adleman in 1978 ([3]) and one description
of the system is described below.

RSA Cryptosystem. Let n=pq where p and q are a pair of large, random
primes. Select e and d such that ed=1 (mod φ(n)) where φ(n)=(p−1)(q−1).
n and e are public while p,q and d are private.
The encryption operation is:

c = ENCRY PT (m) = me mod n

The decryption operation is:

m = DECRY PT (c) = cd mod n

Where m is the plaintext message and c is the resulting ciphertext.

Using Ek(·) to denote the encryption operation with key k, it is obvious that

Ee1(Ee2(m)) = (me2)e1 mod n

= me2e1 mod n

= me1e2 mod n

= (me1)e2 mod n

= Ee2(Ee1(m)) mod n

i.e., the RSA cryptosystem is commutative for keys with a common modulus n.
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3 Proposed Scheme: Encryption-Then-Blind Signature
with Designated Verifier

3.1 Requirements of “Server-Aided Confidential Forensic
Investigation”

For clarity, we summarize the requirements of “server-aided confidential forensic
investigation” below.

From investigator’s viewpoint, he hopes to fulfill the following:

– Collect evidence only from relevant data for saving time and effort, so as to
improve the investigation efficiency;

– Let server administrator search and retrieve relevant data but without letting
him know what he is searching and retrieving;

– Verify the authenticity and integrity of the relevant data so that it can be
admitted in court when it is presented as evidence.

From administrator’s viewpoint, he hopes to fulfill the following:

– Protect irrelevant data against exposing while cooperating with investigator
in collecting evidence, i.e., ensuring that no privacy of irrelevant users leaks
during investigation;

– Be able to verify the authenticity and integrity of the relevant data when it
is open or presented as evidence in court. That is, the administrator needs
to protect user data against unauthorized disclosing. If some data has to be
open, it should be open in a secure manner.

3.2 Details of Proposed Scheme

For the brevity of description, we take single keyword case as an example and
adopt the following notation. The single keyword specified by the investigator is
denoted as w∗, which is l-bit long; The data stored on the server is assumed to
be a set of documents, denoted as {W 1, W 2, . . ., WL}. A document W∈{W 1,
W 2, . . ., WL} consists of a sequence of words, denoted as W={w1, w2, . . ., wv}
where every word wi is l-bit long. We also assume that both w∗ and W come
from the same domain. It should be pointed out that a document does not always
consist of equal-length words, but we can transform the variable-length words
into fixed-length words through hashing. The encryption of w∗ and W is denoted
as E(w∗) and E(W )={E(w1), E(w2), . . ., E(wv)}, where E(·) is the encryption
function.

Assume that there is a secure channel between server administrator and inves-
tigator. Based on commutative encryption, the “encryption-then-blind signature
with designated verifier” scheme works as follows.

1. Encryption for confidentiality and privacy
For the confidentiality of investigation, the investigator encrypts his specified
keyword w∗ with his public key pI and sends the administrator the encrypted



316 S. Hou et al.

keyword EpI (w
∗) as well as his public key pI ; on server side, the administrator

encrypts all the documents {W 1,W 2, . . .,WL} with the public key pI , where
the resulting documents are denoted as {EpI (W

1), EpI (W
2), . . ., EpI (W

L)}.
Both the keyword and the documents are encrypted, which are assumed to
be provably secure in the sense that the administrator cannot learn anything
about the specified keyword as it is encrypted and the investigator cannot
learn more than the searching results. The searching results must contain the
specified keyword, so the investigator can treat them as potential evidence.

2. Blind signature for authenticity and integrity
On server side, the administrator performs the following.
– uses EpI (w

∗) to search over all the encrypted documents {EpI (W
1),

EpI (W
2), . . ., EpI (W

L)}, and retrieves EpI (W ) such that the plaintext
document W contains the keyword w∗ (i.e., W"w∗).
There are several ways to judge whether the plaintext document W
contains the keyword w∗ based on the relation between the ciphertext
E(W ) and E(w∗). As E(·) is a deterministic encryption (e.g., RSA cryp-
tosystem), we can get W"w∗ if E(W )"E(w∗), i.e., there exist one word
wi ∈ W such that E(wi)=E(w∗); as E(·) is a probabilistic encryption,
W"w∗ can be shown by applying techniques like zero-knowledge proof
(please refer to the work [1] where Paillier cryptosystem is used).

– signs W blindly by computing EA(EpI (W )) if W"w∗ and sends the in-
vestigator EpI (W ) as well as EA(EpI (W )), where EA(·) is commutative
encryption with EpI (·) and the subscript ‘A’ means that it is the ad-
ministrator’s encryption function. As EA(·) is public key encryption,
EA(EpI (W )) means encrypting EpI (W ) with the public key of the ad-
ministrator. As EA(·) is secret key encryption, the secret key is only
known to the administrator. In the following, we consider that EA(·) is
public key encryption. Here, the other documents without containing the
keyword w∗ will never be sent to the investigator, so their privacy can
be protected completely.
The signature has the following properties: (a) Selective signature:
the administrator signs only the relevant data W (W"w∗) instead of
all the data stored on the server for less computational cost; (b) Blind
signature: the administrator wants to verify the authenticity and in-
tegrity of the original relevant data W (W"w∗) rather than its illegible
encrypted form EpI (W ), so he needs to sign W blindly, that is, sign W
without knowing what the W is. Here, the administrator signs W blindly
by computing EA(EpI (W )), i.e., computing encryption of W twice; (c)
Designated verifier signature: the administrator wants to check if the
relevant data is really relevant to the crimes and ensure that the investi-
gator does not obtain other irrelevant data from the server. The admin-
istrator needs to control the signature verification. On the other hand,
the investigator also needs the administrator’s cooperation to prove that
the relevant data does come from the server and no alteration occurs
to it when it is presented as evidence. In a word, a designated verifier
signature rather than public verified signature is required here. In our
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scheme, only the administrator knows signing key and verification key,
so only the administrator can verify the signature. The administrator
can also delegate the verification key to the third party he trusts and let
the third party verify the signature.

3. Decryption
The investigator decrypts EpI (W ) (W"w∗) with his private key and performs
investigation onW for capturing evidence. He also decrypts EA(EpI (W ))(which
is EpI (EA(W )) as EpI (·) and EA(·) are commutative) for obtaining the signed
W , i.e., EA(W ). He keeps the EA(W ) for the later signature verification.

4. Signature verification
When theW is presented as evidence in court, the administrator (or the third
party the administrator trusts) verifies the signature by test ifDA(EA(W ))=W
is true, where DA(·) is the inverse of encryption process EA(·). In other words,
the administrator (or the third party the administrator trusts) verifies if the
evidence is the W that comes from the server and if it is altered or not. At
the same time, this also helps the investigator to show the authenticity and
integrity of the evidence.

4 Conclusions

The scheme proposed in the paper can be shown to satisfy all security require-
ments. We also implemented our scheme based on an RSA cryptosystem. The re-
sults show that the performance is acceptable. Due to the space limitation, both
the details of the security analysis and the experimental results will be given
in the full paper. For future work, we will consider multi-dimensional search
(e.g., range search, equality search, etc. ) over encrypted data to overcome the
restriction of the keyword search.
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Abstract. In this paper, we first give a short introduction to the security situa-
tion of virtualization technology, and then analyze the implementation chal-
lenges of the CPU virtualization component of a hybrid system virtual machine 
with support of running a guest machine of the IA-32 instruction set. Based on a 
formal definition of the CPU’s execution state, we propose a fuzzing test case 
generation technique for both the operands and operators of instructions, which 
can be applied to fuzz testing the virtual machine monitor (VMM) of a hybrid 
system virtual machine. 

Keywords: VMM, fuzzing, IA-32. 

1 Introduction 

In the name of cost savings, more and more critical systems and business systems 
have been virtualized. Growing interests in cloud computing will fuel further demand 
on virtualization. Thus the attentions on virtualization system security, specifically on 
business virtualization system have grown as interest has grown.  

As a most-widely used virtualization technology, system virtual machines make it 
possible that multiple OS environments (guest machine) coexist on the same physical 
computer (host machine), and the ISA (instruction set architecture) of guest machines 
can be different from the host machines. This technology not only provides huge sav-
ing of hardware costs, but also brings many security advantages. Virtualization can 
offer isolated execution environment make services of different security policies run-
ning in separate virtual machines which is actually the same computer, without any 
interference of each other.  

Virtual Machine (VM) has become a new battle of security attacks and defenses [1, 
2, 3]. More and more malwares and attacks turn to choose VM as their targets, and in 
recent years, many traditional defense techniques have their corresponding counter-
part of VM platforms, such as VM-based intrusion detection system, intrusion preven-
tion system and honeypot. However, the security of virtual machine [4] itself is still a 
problem to solve. On the other hand, the business system has high requirements on 
security. The system needs to give the right users access to the right resources at the 
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right time, protect sensitive business data, keep applications available and keep away 
from malicious or fraudulent use. 

An increasing number of virtualization system vulnerabilities have been reported. 
As reported by the IBM X-force [5], nearly one hundred vulnerabilities on virtualiza-
tion system have been disclosed every year since 2007. And among 40% of them have 
high severity, which is easy to be exploited, and provide full control over attacked 
systems due to the intrinsically high privilege level of virtual machine monitor 
(VMM) itself. Among all these vulnerabilities, the VMM vulnerabilities and VMM 
escape vulnerabilities are of the most severe, since they will compromise all guest 
VMs. For instance, by modifying the processor status register, a local attacker can 
cause the Xen kernel to crash [6], and an error in the virtual machine display function 
on VMware ESX Server allows an attacker in a guest VM to execute arbitrary code in 
the VMM [7]. More and more attention has been paid to VM security, especially 
VMM security. 

The rest of the paper is organized as follows: Section 2 discusses implementation 
challenges of IA-32 ISA based VMM. Section 3 introduces the test case generation 
technique for VMM fuzzing. Section 4 draws the conclusions. 

2 Implementation Challenges of IA-32 ISA Based VMM 

To provide an isolated execution environment for guest OS, the system VM needs to 
interpret, translate and emulate the Instruction Set Architecture (ISA) of guest ma-
chine. The guest ISA in this paper is the pervasive Intel IA-32 instruction set, a Com-
plex Instruction Set Computing (CISC). Compared with the Reduced Instruction Set 
Computing (RISC), IA-32 is more complex in instruction type (e.g. different kinds of 
memory access instructions exist), and complicated instruction encoding method .The 
encoding length of IA-32 is not fixed and there is redundancy at the opcode level. 
Instruction prefixes can further complicate the instruction semantics. All of these lead 
make it hard to emulate the IA-32 instructions. Therefore, IA-32 cannot be virtualized 
efficiently. For example, to guarantee the security of the virtualization system, some 
special handle needs to be employed to some instruction of IA-32 ISA. 

The inherent complexity of IA-32 instructions makes it very hard to precisely 
model the semantic behavior of IA-32 instructions. In modern processers, there are 
two types of instructions according to execution mode, privileged instructions and 
non-privileged instructions. The privileged instructions only can be executed in the 
system mode, and when executed in the user mode, it will cause a trap. However, 
there are some non-privileged instructions in IA-32, may access some sensitive re-
sources in the CPU, and modify the resource configuration of the system. We call 
these sensitive instructions as critical instructions [8]. Robin and Irvine [9] have fig-
ured out there is seventeen critical instructions that cannot be efficiently virtualized, 
which can be divided into two categories: the system-protection instructions and reg-
ister-sensitive instructions. The system-protection instructions may access and modify 
the memory allocation system, including LAR, LSL, VERR, VERW, POP, PUSH, 
CALL, JMP, INT n, RET STR and MOVE. And the register-sensitive instructions 
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may access and modify the configuration or CPU state register, including SGDT, 
SIDT, SLDT, SMSW, PUSHF and POPF. These instructions may have side effect, 
that is to say, the execution of an individual instruction may alter values of CPU sta-
tus register (e.g. EFLAGS), thus may have an effect on the behavior of other instruc-
tion implicitly.  

To guarantee the security of the whole VM system, VMM have to introduce a so-
called scan and patch mechanism to detect such critical instructions and when execute 
these instructions, trigger a trap instead. Then the VMM handle the trap by emulating 
these instructions properly. 

It is hard to prove a VMM is security in formal, so we need tests to validate the se-
curity of VMM. It was proved that fuzzing [10] is a useful test method for many sys-
tems, especially when input space is rather large. In this paper, we employ the fuzzing 
for validating the security of VMM.  

From above discussion, it is prone when executing the critical instructions on 
VMM, so we can conclude that the key aspect to test whether a VMM is security is 
test the execution of the critical instructions. In this paper, we focus on testing such 
critical instructions. In next section, we will introduce the proposed test case  
generation technique on VMM fuzzing. 

3 Test Case Generation and Execution 

3.1 Test Procedure Overview  

The machine can exist in any one of a finite number of states where each state has 
four components, we represent the state of the abstract machine with the tuple s = 
(PC; R; M; E). The registers state R is a mapping from registers to their values stored 
there. The memory M is a mapping from memory addresses to values the particular 
location store. M store the instructions and R store data, which is similar to text sec-
tion and data section. The program counter PC can refer to any memory address 
where stored the next instruction CPU is to execute; E is to denote the termination of 
the execution or exception. In this way, the CPU can be regarded as a finite state  
machine. 

Virtualization transparency characteristics mean that one cannot tell whether a pro-
gram is executed in physical machine or a virtualized one. According to the transition 
system definition given above, a virtual machine is transparent if and only if for any 
possible equivalent beginning states pairs (denoted as Sb and Sb’), that is, after arbi-
trary legal instructions executed simultaneously on the physical machine and virtual 
machine from same beginning state Sb , the states both machines reach (denoted as Se 

and Se’) are semantically equivalence.  By feeding testcases mutating the type of 
instructions, prefixes and operand instructions, we can find a crash report or get both 
final states and then compare them to find differences. A difference always indicates a 
virtualized machine have a violation of Virtualization transparency, which means the 
final states are not same with same beginning state and same operation. Fig.1 shows 
the overview of the test procedure. 
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Fig. 1. The overview of test procedure 

void main(){ 

    void *p; 

    char *code_str = "The test case code" 

    //Initialise the memory using random data 

    for ( p = 0x0; p < MEMORY_SIZE; p += FILE_SIZE ){ 

        FILE *f = open("file with random data","r"); 

        mmap(p, f, 0); 

    } 

    //Initialise the registers using random data 

    asm("mov $random, %eax"); 

    ... 

    //Execute the code of the test case 

    PC = code_str; 

    ((void (*))code_str)(); 

} 

Fig. 2. Test procedure example 

3.2 Test Case Generation and Execution 

Test case is a small piece of assembly programs. We use a hand written xml template 
to automate the test cases generation procedure, and then define some macros to gen-
erate random operands and prefixes of a particular instruction. Both the memory and 
register are initialized by mapping with random data at first. It’s worth noting that we 
do not need to allocate the entire address space because only part of it may vary. After 
a preprocessing process, all the macros representing a variable fuzzing component 
have been replaced with concrete value. We can modify the number of the number of 
generated test cases directly in our preprocessing procedure, and also customize the 
test procedure. An example template is in Fig 3. 
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<testcase ring="0"> 
 <ring0> 
  mov $0x200, %eax; 
  orl FTG_BITS32, %eax; 
  mov %eax, %cr4; 
 </ring0> 
</testcase> 

Fig. 3. Template example 

We only test a single instruction, and the other instructions are designed for the ma-
chine to reach a testing state, which play a role of providing execution contexts for the 
fuzzed instruction. Our final test cases consist of a bootable kernel, a test case program, 
some initialization code, which initialize the state of the environment, and transfer the 
control to the fuzzed instruction. For this reason, we start by executing the test-case 
program only in one environment and, as soon as the initialization of the state is com-
pleted, we replicate the status of the registers and the content of the memory pages to 
the other environment. Then we execute the code of the test case in the two environ-
ments and at the end of the execution, we compare the two final states. Utilizing the 
built-in snapshot functionality of virtual machine, we can easily get the final state. 

The technique we proposed can be used to find VMM crash bugs or the VMM 
transparency violation defeats. For the latter, we must audit manually to confirm 
whether it is the VMM’s fault or not because it may be a result of undefined behavior 
in specifications of an ISA. 

We choose the 32bit protection mode of CPU to test herein, but for the other mod-
es ( the real mode, the virtual 8086 mode, and system mode) which  are used less 
frequently and thus perhaps more buggy resulting from less testing efforts have made, 
this technique also works with little changes. 

4 Conclusion 

In this paper, we first introduce the background of VM and VM security, and then 
figure out the challenges of implementing an IA-32 ISA based VMM. Based on these 
discussions, we propose a novel test case generation technique for VMM fuzzing, 
which is focus on testing the critical instructions in IA-32. Benefited from the novel 
test case generation, the proposal in this paper can find the potential vulnerabilities 
with fewer test cases compared with other test case generation techniques. 
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Abstract. In non-adaptive group testing (NAGT), the time for decod-
ing is a crucial problem. Given an unknown string x ∈ {0, 1}N with at
most d ones, the problem is how to determine xi = 1 using as few tests
as possible so that x can be decoded as fast as possible. A NAGT can
be represented by a t × N matrix. Although we do not know x, this
matrix, which is called d -disjunct matrix, can reconstruct it exactly. In
this paper, we consider a general problem, in which x is an array of N
non-negative integer elements and has up to d positive integers. From
nonrandom construction, we prove that we can decode a d -disjunct ma-
trix, which is built from [n, k]q-Reed-Solomon codes and identity matrix
Iq, and recover x defined above in poly(d) · t log2 t+O(d3n log(d logN))
with t = O(d2 log2 N). We also discuss this problem when x contains
negative integer elements.

Pay-Television internet-based can be applied these results directly.
Since the number of customers is very large, our system must be pre-
vented from illegal buyers. This problem is called traitor tracing. To the
best of our knowledge, this is the first result that raises a variant of
NAGT and gets how to trace traitors without using probability.

Keywords: Group Testing, Traitor Tracing, Pay-TV via Internet.

1 Introduction

In the World War II, the authorities in USA enlisted millions of citizens to
join the army. At that time, infectious diseases such as gonorrhea, syphilis, are
serious problems. The cost for testing who was infected in turn was very expen-
sive and it also took several times. They wanted to detect who was infected as
fast as possible with the lowest cost. R. Dorfman [19], a statistician worked for
United States Army Air Forces, proposed that we got N bloods samples from
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N citizens and combined groups of blood samples to test. It would help him
detect infected/disinfected soldiers as few tests as possible. This idea formed a
new research field: Group Testing. However, he did not give an explicit way to
detect who was infected. D.-Z. Du and F. K. Hwang [18] gave a naive algorithm
to solve this problem. If the test is negative, all soldiers, whose blood samples
belong to this test, are not infected. Otherwise, at least one is infected. When
we know who is not infected, the remaining soldiers are infected. For a formal
definition, we represent Group Testing as a t×N binary matrix M , where each
column stands for a sample and each row stands for a test. Mij = 1 means the
jth sample belongs to the ith test, and vice versa. The N infected/disinfected
samples are considered as a vector X = (x1 x2 ... xN )T , where xj = 1 if and
only if (iff) j th sample is infected. An outcome vector, or an outcome of testing,
is equal to C = MX . It is easy to map Ci ≥ 1 to ith test which is infected.
The time to decode C using naive algorithm is O(tN). The decoding time is
very important, however, not be considered for the long time. In 2010, P. In-
dyk, H.Q. Ngo and A. Rudra [1] proved that we could decode d-disjunct matrix
in poly(d) · t log2 t + O(t2). They also showed that these d-disjunct matrices
were strongly explicit construction, e.g. any entry in M could be computed in
time poly(t). The other critical problem in Group Testing is how to generate
d-disjunct matrices. There exists two approaches for this problem: probability
(t = O(d2 logN)) and non-randomness (t = O(d2 log2 N)). In many high accu-
rate applications, e.g. cryptography, we can not use random construction because
we want to control everything. Therefore, nonrandom construction is very impor-
tant. In this paper, we only consider the nonrandom construction of d-disjunct
matrix. For applications, NAGT can be found in data stream [24], data forensics
[23] and DNA library screening [25].

List decoding has developed about 50 years. The initial works by [14] defined
what list decoding was and gave some bounds for this code. For more details,
please refer to the thesis of V. Guruswami [15]. List decoding has many appli-
cations and traitor tracing is a one of them [16]. Although A. Silverberg et.al.
[16] found the relationship between the traitor tracing and list decoding in 2001,
traitor tracing had already raised by Chor B. et. al. [12] seven years ago. Traitor
tracing is very useful in systems which have pirated users.

Group testing, list decoding and traitor tracing have a strong relationship. In
2010, Indyk P., Ngo H.Q. and Rudra A. [1] proved that list decoding and group
testing could be constructed in the same way. Next year, M. Peter, and T. Furon
[3] proved that group testing and traitor tracing could be interchangeable since
they had the same goal. However, they used probability to solve their problem.
Therefore, the output might contain errors.

Digital television (TV) is widely used and studied [8]-[10]. However, when
Pay-TV with cable and satellite TV become more and more popular, Pay-TV
via internet is also a promising business using the advantages of broad-band
networks. There would be a large number of users at the same time for live pro-
grams such as football matches or music live shows. One of the threats of this
system is their customers can share their account with others. This would lead
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to bandwidth overload in rush hours. In 2002, C. Lobbecke et. al. [6] studied
German’s internet-based TV market. Although the entrance feasibility (include
technology) is not clear, they believed that it will be popular. In 2011, accord-
ing to [7], the world population was 7 billions. Among it, China’s and India’s
population are 1,345.9 and 1,241.3 millions, respectively. Therefore, if only small
fraction (assume 0.1%) of their population use Pay-TV internet-based, the num-
ber of users is over 1 million. Therefore, the rising problem is how to prevent
and detect illegal users in this system. Shuhui HOU, et al. [11] showed that they
could detect k colluders (d traitors in our term) with code length k3 and support
up to about k4 users (N users in our terms). Using group testing, we can treat
this problem better than them.

Our Main Result: In this paper, we present a variant of NAGT, show that the
traitor tracing problem can be solved without using probability and illustrate
these results through an application in Pay-TV via internet. To the best of our
knowledge, this is the first result that raises variants of NAGT and gets how to
trace traitors without using probability.

Paper Outline: In Section 2, we present some preliminaries and prove the
efficient decoding time of the variant of Group Testing. In Section 3, we describe
its application in Pay-TV internet-based, compare the efficiency of our proposed
solution and raise some open problems. The last Section is conclusion.

2 Preliminaries

2.1 d-disjunct Matrix, Reed-Solomon Codes and Concatenated
Codes

An t × N binary matrix M is a d-disjunct matrix iff the union of at most d
columns does not contain another columns. The rising problem is how to con-
struct matrix M . Kauzt and Singleton [17] had a strongly explicit way to con-
struct a binary superimposed code of order m based on Unique-Decipherable
of order m + 1 (UDm+1) or Zero-False-Drop of order m (ZFDm). There has a
strong relationship between the binary superimposed code and the disjunct ma-
trix. A matrix M being d -disjunct matrix is equivalent to a binary superimposed
code of order d.

G. David Froney Jr. [20] presented a basic knowledge about concatenated
codes. The concatenated codes are constructed by an outer code Cout : [q]

k1 →
[q]n1 , where q = 2k2 , and a binary inner code Cin : {0, 1}k2 → {0, 1}n2 . Let
C = Cout ◦ Cin be a concatenated code. C’s size is (n1n2) × qk1 . In [17], the
authors chose Cout as a q-nary code and Cin as an identity matrix.
Reed-Solomon (RS) codes, which were invented by Reed, I.S. and Solomon, G.
[21], are the famous codes that are applied in many fields [22]. They are not
only q-nary codes but also the maximum distance separable codes. A [n, k]q-
code C, 1 ≤ k ≤ n ≤ q, is a subset C ⊆ [q]n of size qk. The parameters n, k
and q are known as the block length, dimension and alphabet size. In this model,
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we choose Cout as [q − 1, k]q-RS code and Cin as an identity matrix Iq . A d-
disjunct matrix (d = �n−1

k−1 �) is achieved from Cout ◦ Cin by putting all N = qk

codewords as columns of the matrix. According to [17], given d and N , if we
chose q = O(d logN), k = O(logN), the resulting matrix is t × N d -disjunct,
where t = O(d2 log2 N). In 2010, P. Indyk, Hung Q. Ngo and A. Rudra [1] gave
a random construction of d -disjunct matrices with t = O(d2 logN) and cited to
[17] for non-random construction with t = O(d2 log2 N), that can be decoded in
poly(d) · t log2 t+O(t2).

2.2 A Variant of Group Testing and the Connection between
Traitor Tracing and Group Testing

In 2011, P. Meerwald and T. Furon [3] pointed out that there exists a connection
between Group Testing and Traitor Tracing. Researchers in these fields aim to
find very few specific people in a huge population. The authors used probability
to illustrate their model. After estimating d (K in [3]), they computed Scorej for
j th user and checked whether Scorej was larger than a threshold. If the answer is
”Yes”, j th user is infected, and vice versa. This procedure is called single decoder
with likelihood ratio test. Since this method was relied on probability and the
threshold, which was ”ambiguous” parameter, their result might contain some
false positive users. To improve the performance, the authors calculated scores
for τ -tuples and reduced significantly the number of tests in practice. However,
in general, since the probability of exact recovery is never equals to 1, using this
solution may lead us accuse wrong users. Moreover, the time to find infected
users is still questionaire for this approach.

The main question in Group Testing is how to identify the positive val-
ues in binary vector x from y = Mx, where Mt×N is d -disjunct and x =
(x1 x2 · · ·xN )T . The value xi represents ith person. If this individual is infected
iff xi = 1. In 2012, T.D. Nguyen, T.V. Bui, V.H. Dang and D. Choi [2] ex-
tended this problem turn out: given Mt×N is d -disjunct and y = Mx, where

x = (x1 x2 · · ·xN )T is a non-negative vector and wt(x) =
∑N

i=1,xi �=0 1 ≤ d,
find x from y and M .

For the convenience, the phrase ”the frequency of j th user” and ”the frequency
of his keys” are equivalent. We also denote Ij is the j th column of Iq and Mx(y)
is (x, y) entry of [n, k]q-RS codes. The following theorem describes the efficient
decoding time of variant of Group Testing.

Theorem 1. If any d-disjunct matrix Mt×N is constructed by concatenated
codes, which is built from [n, k]q-RS codes and identity matrix Iq, we can re-
cover a non-negative integer vector xN×1 from y = Mx in poly(d) · t log2 t +
O(d3n log(d logN)), where wt(x) ≤ d.

Proof. According to Corollary C.1 [1], [n, k]q-RS codes are (d,O(d2

log(d logN)))-list recoverable codes (N = qk and q = d logN). They can be de-
coded in poly(d, q) [5] or poly(d).t log2 t [4], and output μ = O(d2 log(d logN))
candidates. We denote the index of μ candidates of x is τ = {τ1, τ2, · · · , τt}. After
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that, we split the result vector y into n blocks C = {S1, S2, . . . Sn}, each block’s
size is q. For each block, we decompose this block into set of symbols (in Fq) by the
following rule: If Si = fi1Ii1 +fi2Ii2 + . . .+filIil , where fik > 0 for k = 1, 2, . . . , l,
then Si can be represented as follow: Si = {{i1, fi1}, {i2, fi2}, . . . , {il, fil}}, where
i = 1, 2, · · · , n. According to [2], the frequency of τjth user is min{fik : Mi(τj) =
ik ∈ Si, ∀i = 1, . . . , n}. τjth user is infected iff fτj �= 0. Since |Si| ≤ d, the time
for finding infected users is dn.O(d2 log(d logN)). Therefore, the overall time is:
poly(d) · t log2 t+O(d3n log (d logN)).

3 The Application in Pay-TV Internet-Based and
Comparison

In [12], Chor B. et. al. proposed the scheme that although server only keeps t keys,
it could support N users, where t $ N . The key idea is each user holds a set of
keys F , |F | ≤ t. A pirated user will use a set of keys, that may be combined from a
small group of traitors. The authors trace the traitors by using probability, which
may create error tolerant. To overcome this issue, we propose a method that can
find exactly who are traitors and how many times their keys are used.

3.1 Algorithm

In this scenario, at the time we check whether who is traitor, assume that all
users log in our system and the pirated users are at most d. A d -disjunct matrix
Mt×N is generated by the system. Assume sum = M × 1N×1 and C = 0t×1.
Every j th user is represented by a unique column Mj of M . Server stores t
keys, denote that Fkey = {k1, k2, · · · , kt} and j th user stores a subset Fj =
{kh : Mhj = 1, where h = 1, . . . , t} of Fkey . The key distribution procedure
can apply the way that D. Boneh and M.Franklin proposed in [13]. When j th
user is authenticated, server will increase the counter C = C + Mj. After this
procedure, we calculate trace = C − sum and use the Theorem 1 to find who is
traitor and the frequency of his keys.

If j th user is disinfected, the frequency of the set Fj is 1. Therefore, if all

users are disinfected, the vector counter will be equal to C =
∑N

j=1 Mj = sum.
Note that there exists the bijection between Mj and Fj , if any hth user is
infected, C will turn out: C = sum+Mh. Thus, after authentication phrase, if
trace = C − sum is not equal to zero, some users are counterfeited.

3.2 Comparison

In practice, the authors [11] only generate up to p = 11 (d in our term), the
code length is 1332 and support at most 13431 users. Using MATLAB, we can
generate d -disjunct matrices as defined in Section 2 and support the number
of users as much as we want. For examples, a matrix that is generated from
[31, 3]32-RS codes and identity matrix I32 can support up to 323 = 32768 users,
detect at most d = � 31−1

3−1 � = 15 where the code length is t = 31× 32 = 992.
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In theory, since the authors built ACC code from BIBD code, they faced many
problems from this approach. D.-Z. Du and F. K. Hwang [18] pointed out that for
the same d and N , the code length that was achieved from random construction
is always smaller than BIBD construction. Last, in [11], the authors did not show
how to find p colluders. In our solution, we satisfy this requirement as well. In
the above model, we are only successful if the number of authenticated users is
larger than N and all users who are legal must be log in your system. It seems to
be practical since users pay money for this service. However, though the number
of users is larger than N , some legal users are missing (they do not log in at that
time). Hence, there are some illegal users. In this case, how can we identify them
when the system that contains both pirated and missing users? The following
proposition will answer who traitors are and also be other variant of NAGT.

Proposition 2. Given d-disjunct matrix Mt×N is constructed by concatenated
codes, which is built from [n, k]q-RS code and identity matrix Iq, the positive
integer vector xN×1 = (x1, x2, . . . , xN )T and binary vector yN×1 such that: xi >
wt(y) if xi > 0 for i ∈ [N ] and wt(x) + wt(y) ≤ d. If z = M(x − y), we can
identify the index of positive elements of x in time poly(t).

Proof. Let denote γ = x−y. Since wt(x)+wt(y) ≤ d, |γ| ≤ d. Assume the index
set of positive elements of x is I = {i1, i2, . . . , ih}. Thanks to xk > wt(y) where
k ∈ I, the positive elements of x are also the positive elements of z. The output
vector z = (z1, z2, . . . , zt)

T will be converted in to positive/negative vector by
the following rule: ith test is positive iff zi > 0. After this conversion, using the
Corollary C.1 in [1] to find the index of positive elements of x.

4 Conclusion

We present for the first time the variant of NAGT and the connection between
traitor tracing and group testing without using probability. Simultaneously, we
show that these results can be applied in Pay-TV via internet. Our future work
aims at lowering the cost of decoding d -disjunct matrices which are constructed
randomly, detect who is missing and find the frequency of pirated users in Pay-
TV internet-based.
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Abstract. It is important to assure the security of systems in the course of de-
velopment. However, lack of requirements analysis method to integrate security 
functional requirements analysis and validation in upper process often gives a 
crucial influence to the system dependability. For security requirements, even if 
extraction of menaces was completely carried out, insufficient countermeasures 
do not satisfy the security requirements of customers. 

In this paper, we propose a method to describe security cases based on the 
security structures and threat analysis. The security structure of the method is 
decomposed by the Common Criteria (ISO/IEC15408).  

Keywords: Security Case, Security Requirements Analysis, Common Criteria. 

1 Introduction 

It is important to show how a request such as “The system is acceptably secure” is 
supported by objective evidence for customers. We show the description method by 
using Assurance Case and Common Criteria as the objective evidence. 

In Chapter 2 “Related work,” we explain assurance case [1-4] and security case 
approaches [6-8], as well as an overview of common criteria (CC) [5]. In Chapter 3, 
we show security case reference patterns based on CC. In Chapter 4, some considera-
tions on the method are described. Chapter 5 explains future issues. 

2 Related Work 

2.1 Assurance Case 

Security case is an application of Assurance case, which is defined in ISO/IEC15026 
part 2. Security cases are used to assure the critical security levels for target systems. 
Standards are proposed by ISO/IEC15026 [2] and OMG’s Argument Metamodel 
(ARM) and [3] Software Assurance Evidence Metamodel (SAEM) [4]. ISO/IEC 
15026 specifies scopes, adaptability, application, assurance case’s structure and con-
tents, and deliverables. Minimum requirements for assurance case’s structure and 
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contents are: to describe claims of system and product properties, systematic argu-
mentations of the claims, evidence and explicit assumptions of the argumentations; to 
structurally associate evidence and assumptions with the highest-level claims by in-
troducing supplementary claims in the middle of a discussion. One common notation 
is Goal Structuring Notation (GSN) [1], which widely used in Europe for about ten 
years to verify system security and validity after identifying security requirements. 

2.2 Security Case 

Goodenough, Lipson and others proposed a method to create Security Assurance case 
[6]. They described that the Common Criteria provides catalogs of standard Security 
Functional Requirements and Security Assurance Requirements. They decomposed 
Security case by focusing on the process, such as requirements, design, coding, and 
operation. The approach did not use the Security Target structure of the CC to de-
scribe Security case. 

Alexander, Hawkins and Kelly overviewed the state of the art on the Security As-
surance cases [7]. They showed the practical aspects and benefits to describe Security 
case in relation to security target documents. However they did not provide any pat-
terns to describe Security case using CC. 

Kaneko, Yamamoto and Tanaka recently proposed a security countermeasure deci-
sion method using Assurance case and CC [8]. Their method is based on a goal 
oriented security requirements analysis [9-10]. Although the method showed a way to 
describe security case, it did not provide Security case graphical notations and the 
seamless relationship between security structure and security functional requirements. 

2.3 Common Criteria 

Common Criteria (CC: equivalent to ISO/IEC15408) [5] specifies a framework for 
evaluating reliability of the security assurance level defined by a system developer. In 
Japan, the Japan Information Technology Security Evaluation and Certification 
Scheme (JISEC) is implemented to evaluate and authenticate IT products (software 
and hardware) and information systems. In addition, based on CC Recognition Ar-
rangement (CCRA), which recognizes certifications granted by other countries’ eval-
uation and authorization schemes, CC accredited products are recognized and distri-
buted internationally. As an international standard, CC is used to evaluate reliability 
of security requirements of functions built using IT components (including security 
functions). CC establishes a precise model of Target of Evaluation (TOE) and the 
operation environment. And based on the security concept and relationship of assets, 
threats, and objectives, CC defines ST (Security Target) as a framework for evaluat-
ing TOE’s Security Functional Requirement (SFR) and Security Assurance Require-
ment (SAR). ST is a document that accurately and properly defines security functions 
implemented in the target system and prescribes targets of security assurance. ST is 
required for security evaluation and shows levels of adequacy in TOE’s security func-
tions and security assurance. 
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3 Security Case Reference Patterns 

3.1 Issues to Describe Security Case 

Product and process are both important to assure system security. In this paper we 
propose a hierarchical method to describe Security case. We decompose Security case 
based on Security Target structure in the upper part. And then we describe bottom 
part of the Security case based on security analysis process.  

3.2 Security Case Based on Security Target Structure 

Fig.1. describes an example pattern for Security case based on CC.  

 

Fig. 1. Security case pattern for CC based Security Structure 

The figure shows the Security Target structure and security analysis process con-
sists of the two decomposition layers. In the first decomposition, ST overview, TOE 
description, TOE security environment, Security measures and policies, IT security 
requirements, and TOE summary specification are described. For each decomposed 
claim, arguments are also attached to decompose it by security analysis process. For 
example, to assure the dependability of the TOE security environment, the security 
analysis process is decomposed by three claims, i.e., Analyzing protection policies, 
Clarifying security policies, and threat analysis. 
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3.3 Security Case to Assure Security Requirements against Threats 

Fig.2. describes security case to assure security functional requirements. It consists of 
the following hierarchical layers, Threats category, Activity of threats, and Security 
function layers. The security case can be considered as the decomposition of the claim 
G_6 in Fig.1. 

 

Fig. 2. Security case pattern for security function specification based on CC 

The sample case is created based on PP [13] provided by IPA (Information-
technology Promotion Agency) and is not the example of actual specific system. 
Thus, the sample case should be regarded as a reference model of Security case. 

4 Considerations 

Describing Security case according to ST structure of CC has an advantage in validat-
ing objective assurance levels based on an international standard notation. It is  
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possible to properly define and implement security functions in line with ST structure 
and appropriate threat analysis. We also can implement negotiated security functions 
based on structured way of Security case and international standardized terminologies 
in CC of catalogued security function levels. 

The relationship between security structure of CC and Security case structure is 
mandatory for compatibility. As shown in the examples of section 3, the Security case 
structure is seamlessly correspondent to CC.  

We also confirmed a way to integrate Security cases between Security Target 
structure and Security functional requirements as shown in the goal relationship of 
two figures. 

5 Future Issues 

There are some unsolved issues in security case development presented in this paper. 
Our study is still in a preliminary phase and further evaluation needs to be done in 

future. It is necessary to evaluate the proposed method for designing actual system 
development. The proposed approach provides a reference Security case structure. 
Therefore, it can also be used to effective validation of the target systems compatibili-
ty to CC. This kind of application of our method will provide a simple integration 
process between security design and validation.  

We also have a plan to develop Security case patterns based on this paper. This 
will ease to reuse Security cases based on CC. This research is an extension of Safety 
case pattern proposed by Kelly and McDermid [11]. 

In terms of CC based security requirement analysis, goal oriented methods and 
use-case based methods are proposed [12]. Therefore, it is desirable to verify effec-
tiveness of our method by comparing our method with these methods. 
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Abstract. Future many-core processors may contain more than 1000
cores on single die. However, continued scaling of silicon fabrication tech-
nology exposes chip orders of such magnitude to a higher vulnerability
to errors. A low-overhead and adaptive fault-tolerance mechanism is de-
sired for general-purpose many-core processors. We propose high-level
adaptive redundancy (HLAR), which possesses several unique proper-
ties. First, the technique employs selective redundancy based application
assistance and dynamically cores schedule. Second, the method requires
minimal overhead when the mechanism is disabled. Third, it expands the
local memory within the replication sphere, which heightens the replica-
tion level and simplifies the redundancy mechanism. Finally, it decreases
bandwidth through various compression methods, thus effectively bal-
ancing reliability, performance, and power. Experimental results show a
remarkably low overhead while covering 99.999% errors with only 0.25%
more networks-on-chip traffic.

Keywords: Many-Core, Redundant Execution, Adaptive Dependable,
Low-Overhead.

1 Introduction

Transistors continue to double in number every two years without significant
frequency enhancements and extra power costs. These facts indicate a demand
for new processors with more than 1000 cores and an increasing need to utilize
such a large amount of resources [1]. As transistor size decreases, the probability
of chip-level soft errors and physical flaws induced by voltage fluctuation, cosmic
rays, thermal changes, or variability in manufacturing further increases [2], which
causes unavoidable errors in many-core systems.

Redundant execution efficiently improve reliability, which can be applied in
most implementations of multithreading such as simultaneous multithreading
(SMT) or chip multi-core processors (CMP). Current redundant execution tech-
niques such as SRT, CRT and RECVF [3] entail either high hardware costs such
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as load value queue (LVQ), buffer, comparer, and dedicated bus, or significant
changes to existing highly optimized micro-architectures, which may be afford-
able for CMP but not for general-purpose many-core processors (GPMCP). Same
core-level costs in many-core processors result in an overhead up to 10 or 100
times higher than that in CMP. High overhead may be reasonable for fixed high-
reliable applications but not for all applications in GPMCP as the latter induce
large overhead for applications that do not require reliability.

GPMCP present two implications. First, not all applications require high
reliability. Second, the chip contains more than 1000 cores and some cores usually
become idle. We proposed high-level adaptive redundancy (HLAR), an adaptive,
low-overhead mechanism based application assistance and system resource usage
for GPMCP. Our evaluation-based error injection shows that HLAR is capable
of satisfying error coverage with minimal NoC traffic that covers 99.999% errors
with 0.25% more NoC traffic.

2 Background and Related Work

Many-core architectures such as Tilera Tile64, Intel MIC, and NVIDIA Fermi,
among others show good perspective. A challenge for many-core architecture is
that hardware-managed Cache entail unacceptable costs. As alternative model,
software-managed local memory (LM), exposes intermediate memories to the
software and relies on it to orchestrate the memory operations. The IBM C64 is
a clear example of a device that benefits from the use of LMs.

Applications in GPMCP are parallel and consist of threads with different
reliability requirements. Some applications are critical. Wells [4] managed two
types of applications: reliable applications and performance applications. Kruijf
[5] argued that some emerging applications are error-tolerant and can discard
computations in the event of an error.

The following have prompted this study: DCC [6] allows arbitrary CMP cores
to verify execution of the other without a static core binding or a dedicated
communication hardware. Relax [5] proposed a software recovery framework in
which the code regions are marked for recovery. Fingerprinting [7] proposed com-
pressing architectural state updates into a signature, which lowers comparison
bandwidth by orders of magnitude.

3 HLAR Mechanism

Redundancy overhead. HLAR redundancy are not executed for the whole
chip, thus, we define redundancy entry as cores that execute redundancy and
outside redundancy entry as cores that do not execute redundancy. Considering
processors without redundancy as the baseline, we classify redundancy overhead.

(i) Fixed overhead in all cores because of hardware cost or performance lost
due to hardware modification (OFA).

(ii) Special overhead in redundancy entry (OSRE).
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(iii) Temporal overhead in redundancy entry (OTRE).
(iv) Overhead outside redundancy entry due to bandwidth and other shared

resources (OORE). If redundancy cores utilize additional shared resources, other
cores may cost more to obtain the resources. NoC bandwidth is a global resource
and affects the performance of the die.

HLAR Architecture. HLAR is a low overhead GPMCP redundancy mecha-
nism It supports redundancy between arbitrary cores and causes minimal modifi-
cations to the core. Fig.1 shows the HLAR architecture. HLAR employs a many-
core processor interconnected with a mesh network. For each core, we added a
redundancy control module called redundancy manager (RM). RM consists of
small control circuits and two FIFO buffers. The RM area is small, compared
with cores/networks. HLAR uses the existing chip networks in transferring trace
data and supports input replication via a remote value queue (RVQ).

Fig. 1. HLAR architecture

HLAR cores can be a checked core, a checker core, or a non-redundancy
core. Non-redundancy cores do not execute redundancy. In the checked core, the
RM receives register updates from the core and writes these updates onto the
sender FIFO. Typically, the register update information consists of address/value
pairs (8bit/32bit). The RM interfaces with the NoC, compresses the trace data,
and sends messages to the checker core. The RM of the checker core writes
its compressed register updates into its sender FIFO. A comparator compares
elements in the two FIFOs. When these two vary, the RM raises a redundancy
error exception. The RM controller includes a simple state-machine that stalls
the processor when the FIFOs become full.

Input Replication. Unlike the previous work, only the remote value but the
load value requires replication in HLAR. HLAR supports input replication via
RVQ. The checker core reads values from the RVQ rather than access the remote
node. Programs and data in the checked core’s local memory must be copied onto
the checker core’s, thus, address space replication is needed. A register named
reg addr remap is used to replicate the address space.

Trace Compression. We employed CRC-1, CRC-5, and CRC-8 to obtain an
adaptive compression rate, and found that these methods adequately satisfy
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coverage. To obtain more effective compression, HLAR summarizes many up-
dates for once CRC check. CRC-1/10 means one-bit CRC-1 check for every set
of 10 trace values, hence, CRC-5/100, CRC-8/1000 and so on. NoC overhead is
very small in HLAR(for example, CRC-8/1000 only costs 0.025% more band-
width)

Recovery. Redundant execution is often combined with a checkpoint retry to
gain recovery. However, the checkpoint overhead increases, especially if a short
checkpoint interval is employed. HLAR indicates the checkpoint interval for a
configurable checkpoint mechanism. Aside from the checkpoint, a simple forward
error recovery (FER) mechanism is employed, which discards incorrect results
and continues to make progress.

Application Framework in HLAR. HLAR for applications can be as simple
as system devices, in which only require configuring and enabling. The device
views simple usage in applications and management in system. The application
first configures HLAR through HLAR config() and the control registers in RM
are then set. When HLAR enable() is prompted, the Hypervisor selects the ap-
propriate core, copies the state from the checked core to initialize the checker
core, and then begins the redundant execution. The hypervisor completes the
redundancy and disables the RM until HLAR disable() is called.

4 Evaluation

4.1 Methodology

HLAR is implemented based on the OpenRISC 1200 (OR1200) [8] core. The
OR1200 configuration is used as the default parameter, except for the following:
8 KB local instructions Cache, 8 KB local data Cache, and 32 KB local memory.

Our experimental results are based on OR1200 cores in Altera Stratix IV
FPGA prototyping boards. The primary advantage of using prototyping boards
instead of simulation is speed. We evaluated the error coverage and latency by
error injection and evaluated the overhead based hardware counters and EDA
tools(Quartus II 11.0).

Workload and Fault Model.The applications evaluated include the following:
MatrixMult (4M) and BubbleSort (5M). The fault model consists of single bit-
flip (95%) and double bit-flip (5%). The number of experiments is 20,000 +
40,000 + 100,000 (fault sites for CRC-1, CRC-5, and CRC-8) * 6 (summarized
interval) * 2 (applications) = 1,920,000.

Error Injection. One register from the 32 GPRs and 6 control registers (PC,
SR, EA, PICMR, PICPR, and PICSR) were randomly chosen. Likewise, 1- or
2-bit out of 32-bit locations were randomly selected and flipped.

4.2 Experimental Results

Temporal Overhead in Redundancy Entry. OTRE is usually shown as per-
formance degradation. Performance degradation shown in Fig.2(a) is 0.71% for
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MM and 0.68% for BS at 100,000 instructions of the checkpoint. These rates
increase to 12.2% and 9.8% at 1000 instructions. When a discard recovery mech-
anism is employed, the degradation is negligible at 0.42% and 0.23%, as shown
in Fig.2(b).

Fixed Overhead. The only fixed overhead in HLAR is RM. Logic utilization
is shown in Fig.2(c). RM utilizes 359 combinational ALUTs and a 160 byte
memory, which only use 2.46% and 0.25% of the total (OR1200 core and router).
The fixed overhead in HLAR is much less compared with Reunion or RECVF.

Fig. 2. Result: (a)Temporal overhead for checkpoint and for (b)discard mechanism;
(c)Fixed overhead; (d)Error coverage rate for MM and (e)BS; (f)Mean detection latency
for MM and (g)BS.

Error Coverage. HLAR compresses traces with CRC-1, CRC-5, CRC-8, and
summarizes CRC to balance reliability and NoC performance. The uncoverage
error rate is shown in Fig.2(d) and (e). Comparing traces without compression
can obtain a 100% coverage. CRC-1/1 reduces bandwidth by up to 40 times
without losing coverage, 0.53% for MM, and below 0.001% for BS. When the
summarized interval increases by 10 times, uncoverage increases (denoted by a
line) on a small scale. Uncoverages in CRC-5 and CRC-8 are low even at inter-
vals of 10,0000 instructions; uncoverage rates are 1.5% and 0.8%, respectively,
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for MM and are 0.086% and 0.012% for BS. As the interval decreases, uncov-
erage decreases significantly. An uncoverage rate below 0.001% in Fig.2(d) and
(e) indicates that no SDC occurs after error injection. Minimal uncoverage (be-
low 0.001%) occurs at 10 and 100 instructions in CRC-5 and at 100 and 1000
instructions in CRC-8 in MM and BS, respectively, which means only 0.25% or
0.025% more NoC traffic.

Detection Latency. NoC communicating with a distant core may incur greater
latency than communicating with an adjacent core. The summarized CRC may
also lead to larger latency. However, the results in Fig.2(f) and (g) show that the
detected latency in HLAR is bounded. Mean error detection latency (MEDL) for
MM is consistent with the summarized interval, increasing from 27 in CRC-1/1
to 86,490 in CRC-1/100000. CRC-5 and CRC-8 show lower MEDL than CRC-1.
For instance, at the interval of 1000 instructions, MEDL is 1424 in CRC-1, 539
in CRC-5, and 515 in CRC-8.

5 Conclusion

We analysed the redundant execution overhead and proposed HLAR, an adap-
tive low-overhead redundancy mechanism for GPMCP. Unlike prior mechanisms,
HLAR can sense application requirements and system resource usage to reconfig-
ure redundancy. Thus, HLAR decreases the overhead by executing only the nec-
essary redundancy and using the idle core for this redundancy. HLAR expands
the local memory within the replication sphere, which provides relaxed input
replication, distributes the memory access, and allows the core pairs to progress
simultaneously. HLAR is capable of perfect error coverage with a minimal over-
head, covering 99.999% of errors with less than 0.25% more commutation.
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Abstract. Many governments around the world have a strategy to make
electronic communication the primacy choice for interaction between the
citizens and public services. Identity management makes the foundation
for secure and trusted communication, and government frameworks for
authentication and identity assurance are therefore developed to sup-
port the strategies. This paper examines three existing authentication
and identity assurance frameworks, and is a good example to show the
importance of specifying assurance frameworks that takes a holistic view
of the identity management lifecycle and related threats.

1 Introduction

A (digital) identity is the information used to represent an entity in an ICT
system [4]. In the context of this paper we think of entity as a human being,
meaning that we think of identity as a digital representation of a physical person.
A digital identity consist of three key elements [6]: 1) an identifier used to identify
the owner of the identity 2) attributes, which describes different characteristics
of, or related to, the identity owner 3) credentials which is evidence/data that
is used by the identity owner to establish confidence that the person using the
identity in the digital world corresponds to the claimed person. There must be
processes in place to create, use, update, and revoke digital identities, and policies
must exist to govern each of these activities. This is called Identity Management
(IdM), and the IdM lifecycle is illustrated in Figure 1. The rigor and quality of all
steps of the IdM process can vary substantially between different organizations,
and this affects the level of trust that can be associated with a digital identity.
Dishonest individuals can exploit weaknesses in any of the identity management
lifecycle steps to gain unauthorized access to resources, and as such threaten
confidentiality, integrity and availability of assets.

Security requirements can be specified for each phase and each activity in the
IdM lifecycle to mitigate threats towards it. The purpose of defining security
requirements in relation to identity management is to increase the confidence
in the identity establishment phase, and increase the confidence that the indi-
vidual who uses a digital identity is the individual to whom it was issued [7].

K. Mustofa et al. (Eds.): ICT-EurAsia 2013, LNCS 7804, pp. 343–352, 2013.
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Fig. 1. Identity Management Lifecycle. Adapted from [6]

Requirements for each lifecycle activity can be bundled to form identity assur-
ance levels, where a low assurance level specifies IdM requirements for systems
with limited risk levels and high assurance levels define IdM protection strategies
in high-risk environments. Examples of assurance levels with associated require-
ments targeted at the activities in the IdM lifecycle can be found in Identity
Assurance Frameworks, such as those defined by the Norwegian government [1],
the Australian government [2], and the US government [7].

In this paper we will look at each step of the identity management lifecycle,
and identify relevant threats to each lifecycle phase (section 2). The government
frameworks mentioned above [1] [2] [7] are examined to determine whether they
specify security requirements that can mitigate the identified threats, and they
are used in this paper to illustrate the need for holistic identity assurance frame-
works that cover all phases of the IdM lifecycle (section 3). Then we provide a
discussion of our findings in section 4, and conclude the paper in section 5.

2 Identity Management Lifecycle and Threats towards It

Identity management life cycles have been presented in different shapes, for
instance in by International Standards Organization [4], Baldwin et. al [5] and
Bertino and Takahashi [6]. Even though the lifecycle presentations vary between
these, they treat the same concepts. The following structure, which is illustrated
in Figure 1 is inspired by Bertino and Takahashi. More information about threats
towards IdM can be found in [7] and [5], while more technical insight to most
threats can be found in the CAPEC database1.

2.1 Creation

The first phase in the IdM lifecycle is identity creation. Identity attributes will
be collected and registered, credentials will be defined, and finally issued to the

1 CAPEC, Common Attack Pattern Enumeration and Classification,
http://capec.mitre.org/
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user during this process. Identity proofing including screening and vetting of
users [4] can be part of these activities. The creation process is the foundation
for all subsequent use of digital identities, and as such rigor in this phase is of
utmost importance for systems that require a high to moderate security level.

Threats to the Creation Process. There are numerous motives for attackers
to somehow manipulate the identity creation process, and where one example is
to assume the identity of another person during the establishment of a digital
identity. This can e.g. be done by presenting forged identity information (e.g.
false passport) during the identity proofing process, or exploit the fact that iden-
tity proofing is not operationalized in the creation process. University enrollment
under a fake alias, establishment of credit cards or establishment of phone sub-
scriptions in another persons name are examples of this threat. The consequence
of this is that the attacker obtains full access to resources by means of a valid
user identity. Further, invalid attributes can be inserted in the user database,
attributes can be modified by unauthorized entities or valid, and false attributes
can be registered during the attribute registration if proper countermeasures
against these threats are not in place. These threats can have serious conse-
quences knowing that attributes can be used to determine access level e.g. based
on group memberships/roles in role based access control (RBAC) schemes or
possibly any other attribute in attribute-based access control (ABAC) schemes.
Also the credential registration process must be protected so that attackers can-
not steal or copy credentials, such as username password pairs. If attackers get
access to valid credentials, they can impersonate valid users to obtain protected
information. These challenges also exist during delivery of digital identities. At-
tackers can obtain access to digital identities, which can be used in subsequent
malign activities by intercepting the communication channel used to deliver the
credentials, such as mail or e-mail.

2.2 Usage

Once a digital identity is created and issued, it is time to start using it in elec-
tronic transactions. Digital identities are often being associated with the authen-
tication process. The issued credentials are being used for this purpose. It is also
becoming more and more common that electronic services provide personalized
content based on identity attributes, and even to base access control decisions
on certain identity attributes. The use of digital identities can vary from use
on one separate service, to use on multiple services. Single-sign-on (SSO) is a
concept where users obtain a security assertion after a successful authentication,
and where this assertion is used as authentication evidence towards the sub-
sequent services the user visits. SSO is commonly used in enterprise networks
where employees’ authentication provides them a security assertion (e.g. Ker-
beros tickets in Microsoft environments) that can be used to access their e-mail,
file shares, intranet and so on. Federated single-sign-on is an extension of the
SSO concept, where organizations can cooperate on technology, processes and
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policies for identity management. Federated SSO allows security tokens to be
used to achieve single-sign-on across organizational borders.

Threats to the Use Phase. There are many threats towards the use of digital
identities. Access credentials can be lost, stolen or cracked so that attackers can
authenticate, and thereby impersonate, valid users. There are many attack vec-
tors used to obtain valid credentials. Communication lines can be intercepted
to copy plaintext data, password files can be stolen and decrypted, social en-
gineering can be used to trick users into giving away their credentials, and so
on. The introduction of SSO and federated SSO has added to this complexity
in that security assertions are issued based upon a successful authentication.
This security assertion is stored by the client and used as proof of identity in
subsequent service request. This means that an attacker can copy assertions and
add them to malign service requests, or replay previously sent messages. If the
receiving service trusts the assertions it will provide information as requested.
Since authentication data (assertions) are shared across services in SSO and
across services within different trust domains in federated SSO, the attack sur-
face in weakly designed systems is highly increased compared to having separate
systems. As already mentioned, RBAC- and ABAC-models allow taking access
control decisions based on identity attributes. If attackers can modify attributes
during transmission, they can be allowed to elevate their privileges by manipu-
lating attributes. Another scenario is that attackers modify e.g. shipping address
so that one user orders and pays the goods, which are then sent to the attacker’s
destination. The disclosure of identity attributes may also violate users privacy,
or reveal company internal information.

2.3 Update

While some identity attributes are static, such as date of birth, eye color and
hight, others can change over time. Employees’ role in a company can change,
people can move and change address, and credit cards, digital certificates and
so on can expire. The identity management process must therefore include good
procedures to keep identity attributes up to date to ensure their correctness.
Identity adjustment, reactivation, maintenance, archive and restore are activities
part of the identity update process [4].

Threats to the Update Phase. The threats related to the update phase
are similar to those presented in the creation phase. Credentials can be copied
or stolen and false attributes can be provided. In operative environments one
can experience that the responsibility for identity creation and identity update
are placed at different levels in the organization. While the human resource
department may be responsible for creation of user identities e.g. in relation
with a new employment, the responsibility for updating user profiles may lie
at the IT-support department. Consequently, attackers can approach different
parts of an organization to achieve the same goals. Attackers can also exploit
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weaknesses specific to the update procedures. Delays in the update procedure
can allow users to access content based on old but still valid access credentials
and attributes, and attacks towards update management interfaces can allow
unauthorized reactivation of user accounts.

2.4 Revocation

Identities, including credentials should be revoked if they become obsolete and/or
invalid [6]. Revocation can be separated into identity attribute suspension and
identity deletion [4]. The former means that some or all identity attributes are
made unavailable so that access rights associated with these attributes are made
temporarily unavailable to the user. An example of this can be that the asso-
ciation between a user and a certain group membership is removed to reduce a
user’s access rights. Another is the deactivation of all access rights associated
with a user. Identity deletion means the complete removal of registered identity
information. Information about revocation should be distributed to all relevant
stakeholders to ensure that access is not given based on invalid credentials.

Threats to the Revocation Phase. Suspension and deletion of identity in-
formation can primarily be misused to block authorized users from accessing
resources. Additionally, insufficient distribution of revocation lists to distributed
services can allow attackers to use stolen identities even after the access rights
have been formally revoked.

2.5 Governance

There is a need to have policies in place and govern all steps of the identity man-
agement lifecycle. Regarding creation of identities, for instance, there should be
policies in place that regulate e.g. who can create identities, how they are cre-
ated, how the quality of attributes can be assured, how credentials are issued and
so on. Identity management governance is closely related to identity assurance
and identity assurance levels, where requirements for all phases are specified.

Threats to Identity Management Governance. Password policies are
among the policies that affect all phases of the identity management lifecycle, so
we continue to use this as an example to illustrate the lack of, or weak, policies.
Password policies should include requirements for password length, complexity
and validity period. Non-existent or weak policies will allow users to associate
their digital identities with insecure passwords. Weak passwords are easily being
hacked e.g. through brute force attacks or guessing attacks. Insufficient pass-
word policies therefore lead to concerns whether an identity can be trusted or
not. Non-existent or poor requirements for password change (update) and re-
vocation also affect the trustworthiness of credentials. With infinite password
lifetime, attackers can exploit compromised credentials as long as the user ac-
count is active. Policy incompliance means that policies exist, but that they are
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not being followed to e.g. due to lack of policy enforcement. It does not help
to have password length and complexity requirements if the technical platform
still allows users to select shorter and weaker passwords. Further, many users
will continue to reuse their passwords after expiry, despite a policy stating that
passwords are valid for 90 days and that reuse is not allowed. Lack of policies in
other IdM areas will similarly lead to weaknesses that can be exploited.

3 Identity Assurance Frameworks

The previous section introduced the steps of the IdM lifecycle and threats that
are relevant to each of these. Baldwin et al. [5] state that identity assurance is
concerned with the proper management of risks associated with identity manage-
ment. Identity assurance contributes to ensure confidence in the vetting process
used to establish the identity of the individual to whom the credential was issued,
and confidence that the individual who uses the credential is the individual to
whom the credential was issued [7]. Identity assurance frameworks consider the
threats associated with each IdM lifecycle phase, and specify security require-
ments to mitigate them.

Many governments around the world, including the Norwegian, the Australian
and the US, have developed government strategies to provide online services to
their citizens, and to make electronic communication between citizens and the
public services a primary choice. There are several legal requirements that regu-
late such communication, and proper identity management and proper manage-
ment of identity assurance levels are essential to fulfill them. Consequently, each
of these governments have developed identity assurance frameworks: The Nor-
wegian Framework for Authentication and Non-repudiation with and within the
Public Sector (FANR) [1], the Australian National e-Authentication Framework
(NeAF) [2] and the US National Institute of Standards and Technology (NIST)
Electronic Authentication Guideline [7].

Security requirements for each IdM lifecycle phase are bundled to form iden-
tity assurance levels; the higher the assurance level, the stricter requirements.
Assurance levels can be seen as the levels of trust associated with a credential
[9], and information about the assurance level of a digital identity can be used
by service providers to determine whether they trust the identity presented to
them or not. The US government, for instance, defines four identity assurance
levels [3]:

– Level 1: Little or no confidence in the asserted identity’s validity
– Level 2: Some confidence in the asserted identity’s validity
– Level 3: High confidence in the asserted identity’s validity
– Level 4: Very high confidence in the asserted identity’s validity

Identities that fulfill requirements at level 1 can be used to access content that
has limited concerns regarding confidentiality, integrity and availability, while
identities fulfilling level 4 requirements can be used to access assets at the highest
classification level. This will balance needs for usability and security.
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In Table 1 we provide a summary of the IdM lifecycle phases and activities
we presented in section 2, and a third column to illustrate which of the lifecycle
phases and activities each assurance framework cover2. Our claim is that identity
assurance frameworks should cover all phases, and all important activities of the
IdM lifecycle to establish trustworthy IdM. Non-existence of requirements may
lead to situations where identity risks are not being properly managed.

Table 1. IdM Lifecycle and assurance framework coverage

IdM Lifecycle
Phase

Lifecycle activity Framework coverage

FANR NeAF NIST

Credential delivery x x x
Create Identity proofing x x

Attribute registration x

Authentication x x x
Use Use of assertions (SSO/federated

SSO)
x

Attribute sharing

Renew credential x x
Update Update attributes

Reactivate user account x x

Suspend attributes x
Revoke Delete identity x x

Distribute revocation lists x x

4 Discussion

As Table 1 illustrates, the most extensive assurance framework of the three we
have investigated is the NIST Electronic Authentication Guideline. Both the
Australian and the Norwegian frameworks have shortage of requirements for
several of the IdM lifecycle activities. Madsen and Itoh [8] state that if there are
factors in one lifecycle activity causing low assurance, then this will determine
the total assurance level, even if other areas are fully covered at higher assurance
levels. In practice this means that even if services offered e.g. by the Norwegian
government use authentication mechanisms that satisfy assurance level 4, the
full service should be considered to satisfy assurance level 1 at best, since there
are no requirements for use of SSO assertions (online services offered by the
Norwegian government use federated single-sign-on). We will primarily use the
Norwegian framework [1] as example in the following discussion.

The Norwegian framework specifies requirements for the creation phase only
targeted at credential delivery. Consequently, threats towards the other activ-
ities in the creation phase will not be mitigated unless the identity providers

2 An x indicates that the framework includes requirements for the given activity,
however, the completeness and quality of the requirements are not considered.
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implement security controls specified outside the scope of the framework. There
are theoretical possibilities that false identity attributes can be registered for a
person, and that identities are created for persons with false aliases and so on
since there are no common rules for identity proofing and attribute registration.
One can also question the quality of created credentials if there are no further
specifications regarding credential generation, including key lengths, password
strengths and the like.

For the use phase there are requirements targeted at authentication activity. In
isolation, the authentication requirements in the Norwegian framework seems to
be sufficient in that the quality of the authentication mechanisms shall improve
with increasing assurance levels. However, since the identity proofing and other
credential quality requirements during the creation phase are not in place there
is still a risk that credentials in use are of low quality, and therefore exposed
to guessing attacks or brute force attacks. Further, the framework does not
specify any protection requirements for use of assertions. If the assertions in
SSO and federated SSO environments are not properly protected, an attacker
can intercept the communication between a user and a public service, copy the
assertion, and craft his own service requests with valid assertions included. In
this way an attacker can impersonate a user without a need to know access
credentials. None of the three investigated identity assurance frameworks specify
requirements for the attribute sharing activity. Thomas and Meinel [10] claim
that a verification of an attribute might not be desired as long as a user is not
involved in transactions that require it. As such, the lack of attribute sharing
requirements may indicate that there is only a very limited set of attributes
being shared in the government systems and that attributes are not being used
as source for authorization decisions. If this is not true, however, Thomas and
Meinel’s advice to implement mechanisms to verify the quality and integrity of
shared identity attributes should be followed [10].

Both the Australian (NeAF) and US (NIST) frameworks cover important as-
pects of the identity update and revocation phases, except that they do not
specify requirements on updating and suspending attributes. The reason for
omitting such requirements may be similar to what we identified for attribute
sharing in the use phase. The Norwegian framework, on the other hand, fails to
target the update and revocation phases at large. Users of the Norwegian frame-
work must therefore on an individual basis define security controls to mitigate
the threats against the update and revocation phases.

All the government frameworks are developed to facilitate common identity
management practices throughout government agencies, and reuse of authenti-
cation services or access credentials across online services offered by the gov-
ernments. Based on the discussion above one can argue that this goal can be
fulfilled by following NeAF and NIST guidelines. The Norwegian identity assur-
ance framework [1], on the other hand, has considerable limitations. The Norwe-
gian framework states that ”the factors used to separate between security levels
[read: assurance levels] are not exhaustive.”. This understatement is consistent
with our analysis that shows there are many factors that are not considered at
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all. The consequence is that service providers independently need to fill in the
gaps where the framework is incomplete. The probability that two independent
organizations solves this task completely different is high. There are at least two
challenges related to this:

– Specifications, policies and technical solutions will likely be inconsistent. This
will result in lack of interoperability between systems, and thus prevent reuse
of solutions.

– Each organization will specify different requirements and policies for each
assurance level. It will be difficult to assess the assurance level against trust-
worthiness of the digital identities if there are no common definitions of what
each assurance level include.

Madsen and Itoh [8] took at technical view to explain challenges related to iden-
tity assurance, and related technical interoperability issues. Our results show
that challenges with identity assurance can be elevated to a higher level if iden-
tity assurance frameworks are not developed with an holistic view on the identity
management lifecycle, i.e. it must be developed to include security requirements
that mitigate current threats towards each lifecycle phase. The trust an entity
will associate with a digital identity will depend on all the processes, technolo-
gies, and protections followed by the identity provider and on which the digital
identity were based [8]. That being said, the Norwegian Government and public
administrations have had success with implementation of a common authentica-
tion service for the public sector. The main reason for this is that one common
entity, the Agency for Public Management and eGovernment (Difi)3, has been
responsible for realization of a public authentication service (MinID/ID-porten).
Norwegian public administrations can integrate their online services with this
common authentication portal. The chance of having interoperable, federated
SSO enabled, authentication services without this model would have been low
without considerable efforts to improve the common Norwegian identity assur-
ance framework, or without substantial coordination activities between the pub-
lic services.

5 Conclusion

The essence of information security is to protect confidentiality, integrity and
availability of assets. To achieve this we need to know whether the entity re-
questing an asset is authorized or not, and consequently we need to determine
the identity of the requestor. Identity management defines the processes and poli-
cies to create, use, update and revoke digital identities. IdM is as such essential
to ensure information security. Identity assurance frameworks specify require-
ments targeting the different phases of the identity management lifecycle, and
are intended to specify and determine the trustworthiness of digital identities.

3 www.difi.no
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In this paper we studied the Norwegian Framework for Authentication and
Non-repudiation in Electronic Communication with and within the Public sec-
tor, the Australian National e-Authentication framework, and the US Electronic
Authentication Guideline as examples of existing identity assurance frameworks.
We saw that these frameworks have considerable deviations in coverage when
it comes to targeting security requirements towards the identity management
lifecycle phases and activities. The paper illustrates the importance of specify-
ing assurance frameworks that takes a holistic view of the identity management
lifecycle and related threats.
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Abstract. In this paper we propose a lattice-based anonymous broad-
cast encryption scheme obtained by translating the broadcast encryption
scheme of Paterson et al. [7] into the lattices environment. We use two
essential cryptographic primitives for our construction: tag-based hint
systems secure under Ring-LWE hardness and IND-CCA secure cryp-
tosystem under LWE-hardness. We show that it is feasible to construct
anonymous tag-based hint systems from Ring-LWE problem for which we
use a variant with ”small” secrets known to be as hard as regular Ring-
LWE. We employ an IND-CCA-secure public key encryption scheme from
LWE [12] for the PKE component of the anonymous broadcast encryp-
tion scheme.

Keywords: broadcast encryption, anonymity, Learning With Errors,
Lattices.

1 Introduction

In this paper, we translate the anonymous broadcast encryption scheme from
[7] into the lattices environment. Lattices are more and more studied recently
and lattices environment is becoming wider and more populated with different
cryptographic primitives. They offer certain undeniable advantages over tradi-
tional cryptography based on number theory: hard problems which form the
security basis of many cryptographic primitives, great simplicity involving linear
operations on small numbers and increasingly efficient implementations. A very
important issue is that they are believed to be secure against quantum attacks
in an era where quantum computers are a great promise for the near future. It
is not surprising that lately we are witnessing a great development of crypto-
graphic constructions secure under lattice-based assumptions. This is the main
motivation for our current work: we want to propose a lattice-based variant of
this cryptographic primitive (i.e. anonymous broadcast encryption) existent in
classical cryptography.

Authors from [7] use two cryptographic primitives in order to achieve anony-
mous broadcast encryption: IND-CCA public key encryption scheme and
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anonymous tag-based hint system. We employ variants of both these primitives
derived from the Ring-Learning With Errors problem (RLWE) introduced re-
cently in [10]. This problem is the ring-based variant of Regev’s Learning With
Errors problem [13]. Lyubashevsky et al. [10] show that their problem can be
reduced to the worst-case hardness of short-vector problems in ideal lattices.
The advantage of RLWE based cryptographic primitives over LWE-based cryp-
tographic primitives is that they achieve more compact ciphertext and smaller
key sizes by a factor of n, thus adding more efficiency.

The RLWE problem has already been used as underlying hardness assumption
for many cryptographic constructions, starting with the original cryptosystem
from [10] and continuing with efficient signature schemes [9], [12], pseudo-random
functions [2], fully homomorphic encryption [3] and also NTRU cryptosystem
[14]. So it is a natural question to ask if we can achieve anonymous broadcast
encryption from lattices. As one can see in the rest of the paper, we found it is
not hard to construct this kind of primitive. IND-CCA cryptosystem based on
LWE problem (and also RLWE) were already introduced in the literature (see
section 6.3 [12] for LWE-based IND-CCA cryptosystem). We also prove that it
is feasible to construct tag-based hint anonymous systems from RLWE following
the model of DDH hint system from [7]. For this specific task, we deal with the
Hermite Normal Form variant of RLWE and with an equivalent version of DDH
problem based on RLWE introduced in [5].

1.1 Related Work

There is another candidate in the literature for lattice-based broadcast encryp-
tion scheme introduced in [15]. Anyway, there are some important differences
between our scheme and this one: the latter does not offer anonymity but it
is an identity-based scheme. Our scheme can also be transformed into identity-
based broadcast encryption by replacing the LWE-based IND-CCA secure PKE
with identity-based encryption (IBE) from LWE as the one from [4]. On the
other hand, the CCA-secure PKE scheme from [12] we employ in our construc-
tion has better efficiency and simplicity due to the simple structure of the new
trapdoor they introduce, thus also making our construction more efficient.

2 Preliminaries

2.1 Lattices

Let B = {b1, ...bn} ∈ Rn×k be linearly independent vectors in Rn. The lattice
generated by B is the set of all integer linear combinations of vectors from B

L(B) = {
n∑

i=1

xi · bi : xi ∈ Z}.

Matrix B constitutes a basis of the lattice. Any lattice admits multiple bases,
some bases are better than others.
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We introduce here a function that we’ll apply in section 3.1, the round(·)
function. This function was first used with its basic variant in [13] for decryption,
and later on to almost all the lattice-based cryptosystems :

round(x) =

{
1, x ∈ [0, �q/2�]
0, otherwise

In our construction, we use the extended variant of the function which rounds
to smaller intervals, namely round(x) = a if x ∈ [a · q/A, (a+ 1) · q/A] where A
is the total number of intervals. We suggest setting A = 4.

We employ this function in order to derive the same value from numbers that
are separated only by a small difference (Gaussian noise).

2.2 The Learning with Errors Problem

The learning with errors problem (LWE) is a recently introduced (2005, [13])
but very famous problem in the field of lattice-based cryptography. Even if it
is not related directly to lattices, the security of many cryptographic primitives
in this field rely on its hardness believed to be the same as worst-case lattice
problems.

Informally, the problem can be described very easily: given n linear equations
on s ∈ Z

n
q which have been perturbed by a small amount of noise, recover the

secret s.
We present here the original definition from [13].

Definition 1. (The Learning With Errors Problem [13])
Fix the parameters of the problem: n ≥ 1, modulus q ≥ 2 and Gaussian error
probability distribution χ on Zq (more precisely, it is chosen to be the normal
distribution rounded to the nearest integer, modulo q with standard deviation αq
where α > 0 is taken to be 1/(poly(n))). Given an arbitrary number of pairs
(a, aTs+ e) where s is a secret vector from Zn

q , vector a is chosen uniformly at
random from Zn

q and e is chosen according to χ, output s with high probability.

Proposition 1. [13] Let α = α(n) ∈ (0, 1) and let q = q(n) be a prime such that
αq > 2

√
n. If there exists an efficient (possibly quantum) algorithm that solves

LWEq,χ, then there exists an efficient quantum algorithm for approximating
SIVP in the worst-case to within O(n/α) factors.

2.3 The Ring-Learning with Errors Problem

The ring learning with errors assumption introduced by Lyubashevsky et al. [10]
is the translation of the LWE into the ring setting. More precisely, the group Zn

q

from the LWE samples is replaced with the ring Rq = Zq[x]/ 〈xn + 1〉, where n is
a power of 2 and q is a prime modulus satisfying q = 1 mod 2n. This is in fact a
particularization of the ring-LWE problem introduced in the original paper, but
for our construction, as for many others, it is enough. The ring Zq[x]/ 〈xn + 1〉
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contains all integer polynomials of degree n− 1 and coefficients in Zq. Addition
and multiplication in this ring are defined modulo xn + 1 and q.

In ring-LWE [10], the parameter setting is as follows: s ∈ Rq is a fixed secret,
a is chosen uniformly from Rq and e is an error term chosen independently from
some error distribution χ concentrated on ”small” elements from Rq. The ring-
LWE (RLWE) assumption is that it is hard to distinguish samples of the form
(a, b = a ·s+e) ∈ Rq ×Rq from samples (a, b) where a, b are chosen uniformly in
Rq. A hardness result based on the worst-case hardness of short-vector problems
on ideal lattices is given in [10]. An important remark is that the assumption
still holds if the secret s is sampled from the noise distribution χ rather than the
uniform distribution; this is the ”Hermite Normal Form (HNF)” of the assump-
tion (HNF-ring-LWE). The advantage of the RLWE problem is that it represents
a step forward in making the lattice-based cryptography practical. In most ap-
plications, a sample (a, b) ∈ Rq × Rq from RLWE distribution can replace n
samples (a, b) ∈ Zn

q ×Zq from the standard LWE distribution, thus reducing the
key size by a factor of n.

We note that in our construction of the broadcast encryption scheme, we will
make use of the HNF form of the RLWE problem.

We present in the following the correspondent of the Decisional Diffie-Hellman
based on the Ring-LWE problem, which was first introduced in [5] and which
is derived from the ring-LWE cryptosystem from [8], section 3.1. The security
of this cryptosystem is proven conditioned by the fact that an adversary cannot
solve the below problem, which is essentially its view from the cryptosystem.

DDH-RLWE Problem. [5] Given a tuple (s, y1 = s ·x+ ex, y2 = s · y+ ey, z)
where s is chosen uniformly at random from Rq, x, y, ex, ey are sampled from
χ distribution, one has to distinguish between the tuple where z = y1 · y + e3,
with e3 sampled independently from χ and the same tuple where z is chosen
uniformly and independently from anything else in Rq.

We present a hardness result for the above problem but, due to lack of space,
we defer a complete proof to [5].

Proposition 2. [5]
The DDH-RLWE problem is hard if the RLWE problem in its ”Hermite normal
form” (HNF) is hard.

3 Anonymous Broadcast Encryption

In this section we recall a general Broadcast Encryption model from [7] which
allows anonymity.

Definition 2. A broadcast encryption scheme with security parameter λ and
U = {1, ..., n} the universe of users consists of the following algorithms.

Setup(λ, n) takes as input security parameter λ and the number of users and
outputs a master public key MPK and master secret key MSK.
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KeyGen(MPK,MSK, i) takes as input MPK, MSK and i ∈ U and outputs the
private key ski corresponding to user i.

Enc(MPK,m, S) takes as input MPK and a message m to be broadcasted to a
set of users S ⊆ U and it outputs a cipheretxt c.

Dec(MPK, ski, c) takes as input MPK, a private key ski and a ciphertext c and
outputs either the message m or a failure symbol.

We provide the same security model as in [7] for the anonymous broadcast en-
cryption scheme we’ll describe later.

Definition 3. We define the ANO-IND-CCA security game (against adaptive
adversaries) for broadcast encryption scheme as follows.

Setup. The challenger runs the Setup to generate the public key MPK and the
corresponding private key MSK and gives MPK to the adversary A.

Phase 1. A can issues two types of queries:
– private key extraction queries to an oracle for any index i ∈ U ; the oracle

will respond by returning the private key ski = KeyGen(MPK,MSK, i)
corresponding to i;

– decryption queries (c, i) to an oracle for any index i ∈ U ; the oracle will
respond by returning the Dec(MPK, ski, c).

Challenge. The adversary selects two equal length messages m0 and m1 and
two distinct sets S0 and S1 ⊆ U of users. We impose the same requirements
as in [7]: sets S0 and S1 should be of equal size and A has not issued any
query to any i ∈ (S0\S1)∪(S1 \S0). Further, if there exists an i ∈ S0∩S1 for
which A has issued a query, then we require that m0 = m1. The adversary
gives m0, m1 and S0, S1 to the challenger. The latter picks a random bit
b ∈ {0, 1}, computes c∗ = Enc(MPK,mb, Sb) and returns it to A.

Phase 2. A continues to issue private key extraction queries with the restriction
that i /∈ (S0 \ S1) ∪ (S1 \ S0); otherwise it is necessary that m0 = m1. A
continues to issue decryption queries (c, i) with the restriction that if c = c∗

then either i /∈ (S0 \ S1) ∪ (S1 \ S0) or i ∈ S0 ∩ S1 and m0 = m1.
Guess. The adversary A outputs a guess b′ ∈ {0, 1} and wins the game if

b = b′.

We denote A′s advantage by AdvANO−IND−CPA
A,KT (λ) = |Pr[b′ = b]− 1

2 | where λ
is the security parameter of the scheme.

Generic constructions for anonymous broadcast encryption can be obtained
exactly as in Section 3 and 4 from [7], but they require linear time decryption.
Thus, we follow the idea of introducing tag-based anonymous hint system as in
[7], but we construct it from the ring-LWE problem. The construction has the
advantage of achieving constant time decryption.

3.1 Tag-Based Anonymous Hint Systems

A tag-based anonymous hint system (TAHS) [7] is a sort of encryption under a
tag t and a public key pk. The output is a pair (U,H) where H is a hint. This
pair should be hard to distinguish when using two different public keys. Such a
system consists of the following algorithms:
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KeyGen(λ) on input security parameter λ, outputs a key pair (sk, pk).
Hint(t, pk, r) takes as input a public key pk and a tag t; outputs a pair (U,H)

consisting of a value U and a hint H. It is required that U depends only on
random r and not on pk.

Invert(sk, t, U) takes as input a value U, a tag t and a private key sk. It outputs
either a hint H or ⊥ if U is not in the appropriate domain.

Correctness implies that for any pair (sk, pk) ← KeyGen(λ) and any random r,
if (U,H) ← Hint(t, pk, r), then Invert(sk, t, U) = H .

Definition 4. [7]
A tag-based hint system as defined above is anonymous if there is no polynomial
time adversary which has non-negligible advantage in the following game:

1. Adversary A chooses a tag t′ and sends it to the challenger.
2. The challenger generates two pairs (sk0, pk0), (sk1, pk1) ← KeyGen(λ) and

gives pk0, pk1 to the adversary.
3. The following phase is repeated polynomially many times: A invokes a ver-

ification oracle on a value-hint-tag triple (U,H, t) such that t �= t′. In re-
ply, the challenger returns bits d0, d1 ∈ {0, 1} where d0 = 1 if and only if
H = Invert(sk0, t, U) and d1 = 1 if and only if H = Invert(sk1, t, U).

4. In the challenge phase, the challenger chooses random bit b ← {0, 1} and
random r′ ← Rq and outputs (U ′, H ′) = Hint(t′, pkb, r′).

5. A is allowed to make any further query but not involving target t′.
6. A outputs a bit b′ ∈ {0, 1} and wins the game if b′ = b.

To show that this primitive can be constructed in the lattice-based environment,
we give an example of an anonymous hint system based on the DDH-RLWE
assumption. This is the equivalent of the hint system based on the classical
DDH assumption from [7].

Let Rq be the ring of polynomial integers as described in section 2.3 i.e.
Rq = Zn

q / 〈xn + 1〉 where n is a power of 2 and q is a prime modulus such
that q = 1 mod 2n. Remember that χ is the noise distribution concentrated on
”small” elements from Rq; s is a fixed element from Rq.

We draw attention to the fact that, unlike in the tag-based hint system from
[7], the Hint algorithm outputs a value H1 which is slightly different from the
value H2 recovered by Invert algorithm (by a small quantity from χ as shown
below) and only the holder of the secret key sk can derive a value H from bothH1

andH2. We stress that the final value H is the same for every use of the tag-based
hint scheme, just that is somehow hidden by the output of Hint algorithm.

KeyGen(λ) take random x1, x2, y1, y2, e1, e2, e
′
1, e

′
2 ← χ and compute Xi = s ·

xi + ei and Yi = s · yi + e′i. The public key is pk = (X1, X2, Y1, Y2) and the
private key is sk = (x1, x2, y1, y2).

Hint(t, pk, r) choose e, ex, ey from χ distribution and compute (U,H1) as

U = s · r + e; H1 = (V,W ) = ((X1 · t+ ex +X2)r, (Y1 · t+ ey + Y2)r)
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Invert(sk, t, U) parse sk as (x1, x2, y1, y2), compute

H2 = (V,W ) = (U(t · x1 + x2), U(t · y1 + y2))

and then check if the difference H2 −H1 is small (i.e. from χ distribution).
If this is true, then output
round(H2) = (round(U(t ·x1+x2)), round(U(t ·y1+y2))) = round(H1) = H

Let us now check the correctness of the scheme. We note that the output of Hint
algorithm is the pair (U,H1) where U = s · r+ e. After some simplifications, we
obtain

H1 = (s ·r ·(t ·x1+x2)+(e1 · t+ex+e2) ·r, s ·r ·(t ·y1+y2)+(e′1 · t+ey+e′2) ·r)
where (e1 · t+ ex + e2) · r and (e′1 · t+ ey + e′2) · r are ”small” since they both

belong to the χ distribution.
On the other hand, H2 will be computed as
H2 = (s · r · (t · x1 + x2) + (t · x1 + x2) · e, s · r · (t · y1 + y2) + (t · y1 + y2) · e)

again with (t · x1 + x2) · e and (t · y1 + y2) · e both small from χ.
Therefore, the difference H2 − H1 is small and belongs to χ. Thus, by com-

puting both round(H1) and round(H2), one gets exactly the same value, which
is in fact hidden in the output of Hint algorithm.

Lemma 1. The above tag-based hint system is anonymous if the DDH-RLWE
assumption holds in the ring Rq.

Proof. The proof of this lemma follows closely that of Lemma 1 from [7] adapted
to the LWE environment. We will give a sketch of it in the following.

The proof is modeled by a sequence of games, starting with the first game which
is the real game.

Game 0 is the real attack game.
Game 1 differs from Game 0 in the following two issues: the challenger’s bit

b is chosen at the beginning of the game and in the adversary’s challenge
(U∗, (V ∗,W ∗)), W ∗ is replaced by a random element of Rq.
We show that a computationally bounded adversary cannot distinguish the
adversary’s challenge (U∗, (V ∗,W ∗)) from the one where W ∗ is replaced by
a random element from Rq, under the DDH-RLWE assumption.
We construct a DDH-RLWE distinguisher B for Game 0 and Game 1 which
takes as input (s,X = s ·x+ ex, Y = s · y+ ey, Z) where x, y, ex, ey are from
χ and aims at distinguishing whether Z = X · y + ez or Z is random in Rq.
At the beginning of the game, B chooses θ1 and θ2 from χ and defines
X ′ = s · θ1 +X · θ2. When the challenge bit b is chosen, B generates pk1−b

by choosing x1−b,1, x1−b,2, y1−b,1, y1−b,2, e1−b,1, e1−b,2, e1−b,1, e1−b,2 ← χ and
setting X1−b,i = s · x1−b,i + e1−b,i, for i ∈ {1, 2}. For pkb, B chooses
α, β1, β2 ← χ and computes Xb,1 = X ′, Xb,2 = X ′ · (−t∗) + s · β1, Yb,1 =
s · β2 +X ·α and Yb,2 = s · (−β2) · t∗. The adversary is given the public keys
(X0,1, X0,2, Y0,1, Y0,1) and (X1,1, X1,2, Y1,1, Y1,1).
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To answer a verification query (U, (V,W ), t) with t �= t∗ coming from adver-
sary A, B can run algorithm Invert(sk1−b, t, U) since he knows sk1−b. As
for Invert(skb, t, U), he computes

Z1 = (V − U · β1) · 1/(t− t∗) Z2 = (w − U · β2(t− t∗)) · 1/αt
and answers that db = 1 if and only if round(Z1) = round(U · θ1 · Z2 · θ2).
First of all, we note that we are working in the ring Zn

q / 〈xn + 1〉 which is a
field , since q is prime and xn+1 is irreducible. Therefore, the multiplicative
inverse is defined and we can compute (1/(t− t∗)) for example.

Finally, in the challenge phase, B constructs the challenge pair (U∗, (V ∗,W ∗))
as U∗ = Y, V ∗ = Y · β1, W ∗ = T · αt∗. If T = X · y + exy with exy ← Rq,
then A’s view is the same as in Game 0 (except with small probability) while
if T is random in Rq A’s view is the same as in Game 1. Therefore, we have
|Pr[S1]− Pr[S0]| ≤ AdvDDH(B) + ”small”.

Game 2 is identical to Game 1 but in the challenge phase both V ∗ and W ∗ are
chosen uniformly in Rq and independent of U∗. We argue that adversary A
cannot see the difference as long as the DDH-RLWE assumption holds. In
this game, the challenge is just a sequence of random ring elements and we
have Pr[S2] = 1/2.

By combing the above informations, we obtain

Advanon−hint(A) ≤ 2AdvDDH(B) + 2q/p.

3.2 Anonymous Broadcast Encryption

In this subsection we construct the anonymous broadcast encryption scheme
from anonymous hint system Shint = (KeyGen, Hint, Invert) based on LWE
and LWE-based public key encryption scheme Spke = (Gen, KeyGen, Encrypt,
Decrypt). We also need a LWE-based signature scheme Σ = (G,S,V). We re-
mark that this is precisely the construction from [7], since in this stage of de-
scription, we don’t have any contribution to it. Our contribution was mainly to
translate the TAHS scheme in the lattice-based environment.

Setup(λ, n) : Obtain par ← Gen(λ) and, for i = 1 to n generate encryption
key pairs (skei , pk

e
i ) ← Spke.KeyGen(par) and hint key pairs (skhi , pk

h
i ) ←

Shint.KeyGen(λ); the master public key consists of

MPK = (par, {pkei , pkhi }ni=1, Σ)

and the master secret key is MSK = {skei , skhi }ni=1

KeyGen(MPK,MSK, i) : parse MSK = {skei , skhi }ni=1 and output ski = (skei ,
skhi ).

Enc(MPK,M,S) : to encrypt a message M for a set of users S = {i1, ..., il} ⊆
{1, ..., n}, generate a signature key pair (SK, V K) = G(λ). Then choose ran-
dom r, e ← χ and compute (U,Hj) = Shint.Hint(V K, pkhij , r) for j = 1 to l.

Then, for each user index j ∈ {1, ..., l} compute a ciphertext
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Cj = Spke.Encrypt(pkeij ,M ||V K). Choose a random permutation π : {1, ..., l} →
{1, ..., l} and output the final ciphertext as

C = (V K,U, (Hπ(1), Cπ(1)), ..., (Hπ(l), Cπ(l)), σ)

where σ = S(SK,U, (Hπ(1), Cπ(1)), ..., (Hπ(l), Cπ(l)))
Dec(MPK, ski, C) : for ski = (skei , sk

h
i ) and

C = (V K,U, (Hπ(1), Cπ(1)), ..., (Hπ(l), Cπ(l)), σ), return ⊥ if
V(V K,U, (Hπ(1), Cπ(1)), ..., (Hπ(l), Cπ(l)), σ) = 0 or if U is not in the appro-

priate space. Otherwise, computeH = Shint.Invert(skhi , V K,U). IfH �= Hj

for all j ∈ {1, ..., l}, return ⊥. Otherwise, let j be the smallest index such
that H = Hj and compute M ′ = Spke.Decrypt(skei , Cj). IfM

′ can be parsed
as M ′ = M ||VK, return M. Otherwise, return ⊥.

We already presented an anonymous tag-based hint system secure under Ring-
LWE problem. As for the PKE component of the above scheme, we suggest using
the IND-CCA secure scheme described in [12]. As the authors claim, it is more
efficient and compact than previous lattice-based cryptosystems since it uses a
new trapdoor which is simpler, efficient and easy to implement. Under the same
reasons, we suggest also employing a lattice-based signature scheme from [12],
section 6.2.

Due to lack of space, we can not present any of these two suggested crypto-
graphic primitives here but we refer the reader to [12] for more details. We just
mention that they were proven to be secure under LWE-assumption. We note
that the tag-based hint system and the PKE cryptosystem employed are inde-
pendent in our lattice broadcast encryption scheme. Therefore, the fact that the
components of the ciphertext are elements from different algebraic structures is
not prohibitive. In order to apply the signature scheme, one needs to first apply
a hash function on the input with the aim of ”smoothing” it.

Theorem 1. The above broadcast encryption scheme is ANO-IND-CCA secure
assuming that Shint scheme is anonymous, the Spke scheme is IND-CCA secure
and the signature scheme Σ is strongly unforgeable.

We remark that the proof of Theorem 4 from [7] is also valid for our theorem
since it deals with general IND-CCA encryption scheme and tag-based hint sys-
tems, and not with some specific constructions in a certain environment (like
traditional cryptography or lattice-based cryptography).

4 Conclusions

We introduced a lattice-based variant of the anonymous broadcast encryption
scheme from [7]. We showed that it is feasible to construct anonymous tag-based
hint scheme from the RLWE assumption in order to achieve anonymity of the
scheme. We used a variant of RLWE assumption with ”small” secrets and proved
that the hint scheme is anonymous based on a RLWE-based DDH assumption.
For public key encryption, we suggested the use of the IND-CCA secure LWE-
based encryption scheme and digital signature scheme from [12] as they gain in
efficiency and simplicity over the previous similar constructions from lattices.
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Abstract. Provenance of data is a documentation of the origin and
processes that produce the data. Many researchers argue that the prove-
nance should be immutable: once a provenance is submitted, it should
not be changed or updated. A main reason is that the provenance repre-
sents the history of data, and the history should not be altered or changed
because it represents the fact in the past. Provenance can be represented
by a graph, where each node represents the process executed by a party
and an edge represents the relationship between two nodes (i.e. a child
node uses the outputs of the parent nodes). A method to ensure that
the provenance has not been updated is by using signature chain, where
the signatures of the parent nodes are recorded in the children nodes so
that any changes to the parent nodes will raise inconsistencies between
the parent and the children. However, sticking to the requirement that
the provenance should be immutable requires unlimited data storage and
also we have problems whenever we need to update the provenance for
an accidental error. In this paper, we propose a method that allows up-
dates in the signature chain-based secure provenance, while keeping the
signature consistent. The main idea is by keeping the ”provenance” of
the provenance itself, that is the history of update of the provenance,
in the form of the signatures of the previous versions of the nodes. We
implement the idea by keeping the signatures of the previous version in a
signature tree similar to the Merkle-tree, where the a parent node in tree
is the aggregate signature of the children. Using this method, the stor-
age requirement to store signatures is always smaller than the number
of updates.

Keywords: Provenance, Provenance Security, E-science, Data lineage.

1 Introduction

Provenance is a documentation of data history. It records the processes that
produce the data and relationship between the processes. A simple example of
the provenance is the documentation about how to produce a patient record in
a hospital [2,6,12,13]. The patient record contains the data about the medical
treatment or medical test of the patient which is produced by the physicians and
laboratory staffs in the hospital. In this case the processes to produce data are
executed by the physicians or the laboratory staffs. A process may have relation-
ships with the other processes, for example: to produce a medical treatment, a
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physician uses the data produced by another physicians (i.e. medical diagnosis)
or data used by a laboratory staffs (i.e. a result of blood or urine test of the
patient).

Provenance can be represented by a graph [14,7,1,5], where the nodes repre-
sent the processes and the data while the edges represent relationships between
processes. An example of the graph model for provenance is the open provenance
model which is proposed as a standard for provenance [16,15]. The open prove-
nance model specification defines some types of the nodes (i.e. actor, process
and artifacts), and some types of the relationships between the nodes.

Some of the the important research problems with the provenance are related
to security [21,10,11,12,19,20]. The security problems are caused by malicious
update and deletion to the provenance. For example in a hospital, if we allow
update to the provenance and the patient record, there can be inconsistencies
between provenance and data created by a physician with another physician or
laboratory staffs. A physician A may decide a medical treatment based on the
diagnosis created by physician B, or medical test produced by a laboratory staff
C. If B or C updates/deletes the provenance of diagnosis or medical test, the
treatment by A may be incorrect because it is based on the previous versions
of the diagnosis or medical tests produced by B or C. If the patient who takes
the medical treatment complains about a misconduct by A, A cannot refer to
B or C to explain why he/she decides the treatment. In an extreme case, it is
possible B or C may maliciously/intentionally try to frame A for a misconduct
charge.

1.1 Problem Definition

As a history record, many researchers argue that the provenance should be im-
mutable (no change is allowed in the history records) [5,18,15,16,8,7,17]. How-
ever, without being able to update a submitted provenance, the provenance stor-
age is always growing (indefinitely). In this paper, we try to address the problem
on how to allow updates/deletes the provenance to save spaces on the storages,
while keeping the provenance consistent. The methods are useful in the case
the actors who produce the provenance honestly update the provenance for an
accidental/unintentional errors and in the case the storage is limited. The main
security requirement is: no actor is allowed to exploit the update/deletion fea-
tures to do a malicious behaviors or avoid responsibilities for the data produced
in the past.

1.2 Contributions

The idea of our solution is by keeping the ”provenance” of the provenance,
where using this method, we allow updates/deletions to the provenance but we
keep the history of the previous versions of the provenance in the forms of the
signatures of the previous versions. So that, even if an actor has updated the
provenance and the data, the actor cannot reject the previous versions of the
provenance and data. To save the spaces, we store the signatures in a tree similar
to the Merkle-tree and combines the signatures using the aggregate signatures
techniques. Using this method, for any number of updates the grow of signatures
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storage for the previous versions of the provenance and data is much smaller than
the normal updates in the provenance (where we should keep all signatures and
data of the previous versions).

2 Related Work

2.1 Hash/Signature Chain, Stamping and Countering

The integrity scheme to timestamp digital documents using hash/signature chain
was first proposed by Haber el al. [9] . It uses a Trusted Timestamping Service
(TTS) that issues signed timestamps and also links two timestamps requested
consecutively. The TSS links two timestamps by storing the hash value of the
first timestamp in the second timestamp. Any changes to the first timestamp can
be detected by checking the hash value in the second timestamp. This method
is applied by Hasan et al. [12] to a chain model of the provenance where the
provenance is modeled as a chain. Aldeco-Perez et al. [1] and Syalim et al. [20,19]
extend the hash/signature chain to the provenance graph model.

To detect the problem of the deletion to a provenance node, Syalim et al. pro-
posed countering provenance [20]. The basic idea is a Trusted Counter Server
(TCS) assigns a unique consecutive counter number for each node in the prove-
nance graph, so that any deletion to the nodes can be detected from the missing
counter number in the nodes. To detect deletion of the newest node, the TCS
should store the latest counter number in a trusted storage.

2.2 Aggregate Signatures

Aggregate signatures is a technique to combine signatures on many different
messages into a short signature. Some aggregate signatures have restriction that
they can only be verified if there is no duplicate messages or public keys. However,
it is possible to develop a scheme that does not have any restriction [3].

Aggregate signatures can be implemented using bilinear maps [4], that is
with the requirement of the existence of a mapping between groups for example
the map e : G1 × G2 → GT where |G1| = |G2| = |GT | with bilinear (for
all u ∈ G1, v ∈ G2 and a, b ∈ Z, e(ua, vb) = e(u, v)ab) and non-degenerate
(e(g1, g2) �= 1) properties. A particular aggregate signature scheme proposed by
Boneh et al [4] is as follows:

Key Generation the user picks random secret key x
R← Zp and computes the

public key v ← gx2
Signing to sign a message M , compute h ← H(M), where h ∈ G1, and the
signature σ ← hx.
Aggregation for a set of signatures {σ1, σ2, ..., σk}, compute the aggregate sig-

nature σ ←
∏k

i=1 σi.
Aggregate Verification for all users ui ∈ U with public keys vi ∈ G1 and
the original messages Mi, computes hi ← H(Mi) and accept if e(σ, g2) =∏k

i=1 e(hi, vi) holds.
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3 Preliminaries

3.1 Definition

Definition 1 (Provenance definition). Provenance related to the data set
D = {d0, d1, ..., dn−1} stored in a database DB for n > 0 is a set of provenance
nodes P = {p0, p1, ..., pn−1} and a binary relation E recorded in a Provenance
Store PS. A provenance node pi consists of an identification PID, a process
description A, a process executor CID, the list of references to a set of inputs
{ref(Ii)}, for I ⊆ D and a reference to an output ref(di) for di ∈ D. E is a
binary relation in PIDSET where PIDSET is a set of PID of all provenance
nodes. E represents the provenance edges such that for (x, y) ∈ PIDSET ×
PIDSET and for x �= y the process documented in provenance node with PID
y takes the output of process documented in node with PID x as its input.

In this definition, we store four kind of information about the process execution
in the provenance: the description of the process, the information about the
process executor, the list of the inputs and an output.

3.2 Participants in the Provenance System

The provenance system consists of the following participants:

– A data storage DB, where the data is stored
– A provenance storage PS, where the provenance of data is stored for a long

term storage
– Process executors C with identification CID is the actors who execute the

process, produce the data, submit data to DB, and submit the provenance
to PS

– An auditor ADT , is the actor who checks the integrity of the provenance
and data

3.3 The Basic Provenance Recording Method

A simple model of the provenance recording system is as follows. The process
executor Ci queries the inputs I ⊆ D from DB and a set of {PIDin}, that is the
provenance ID of I. Ci executes the process that produces the data output di,
creates the provenance node pi and a set of edges, stores di to DB and submits
provenance node pi and edges to PS. The provenance edges are a set of mapping
from the PID of provenance pi to the parents that produce I, so we write the
edges as {PID, PIDin}. We define the simple protocol as follows [Note: we use
the index in to refer to the parents that produce the inputs I, for example PIDin

is a PID of the parent, Cin is a process executor at the parent]:

DB → Ci : I

PS → Ci : {PIDin}
Ci → DB : di

Ci → PS : node = pi, edge = {PID, PIDin}
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3.4 Aggregate Signature Aggr and TreeAggr

We define a function Aggr which aggregates the signatures of different messages
created by one or many different parties into one signature. A function TreeAggr
aggregates the signatures into a set of signatures where the number of element
is less or equal to the total number of the original signatures. The method to
aggregate the signatures using TreeAggr is explained in Section 5.

4 Integrity Scheme for Provenance by Keeping “The
Provenance” of the Provenance

4.1 Provenance Recording: Securing Provenance with
Signature-Chain

For a secure provenance recording, when querying inputs I and the provenance
of the inputs PIDin, the process executor also queries the collection of signature
of inputs, that is the signnode in all parent nodes. In the scheme, we include
a new participant, a Trusted Provenance Mediator (TPM), which is a trusted
party who mediates the provenance recording. We assume that this party is
trusted and will not cheat for any purposes. The complete provenance recording
protocol is as follows:

DB → Ci : I

PS → Ci : {PIDin, SignCin(pin, din)}
Ci → DB : di

Ci → TPM : Insert(node = pi, edge = {PID, PIDin},
signnode = SignCi(pi, di),

signedge = {SignCin(pin, din)})
TPM → PS : node = pi, edge = {PID, PIDin},

signnode = SignCi(pi, di),

signedge = {SignCin(pin, din)},
signtpm = SignTPM (signnode, signedge)

The main difference of this scheme with the basic provenance recording method
in Section 3.3 is we include signature chain to the provenance, by recording
the signature of the node (signnode) and signatures of all edges that connect
the node to the parents (signedge – represented by the parent signatures). The
signatures are signed by the TPM before submitted to the provenance store PS
(signtpm).

4.2 Provenance Update: Allowing Update in the Signature Chain

Update to a node by the same process executor is allowed, but we should keep
the aggregate of the previous versions of the node. For example, Ci updates pi
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to p′i and di to d′i and no update to the edges, so that no change to signedge.
This update will delete the previous version of pi, and change it to p′i. However
it records the signatures of the previous versions in the form of an aggregate
signature.

Ci → DB : Update(d′i)
Ci → TPM : Update(node = p′i, edge = {PID, PIDin},

signnode = SignCi(p
′
i, d

′
i),

signedge = {SignCin(pin, din)})
TPM → PS : node = p′i, edge = {PID, PIDin},

signnode = Aggr{SignCi(pi, di)}, SignCi(p
′
i, d

′
i)),

signedge = {SignCin(pin, din)},
signtpm = SignTPM (signnode, signedge)

The second update by Ci changes p′i to p′′i and d′i to d′′i and no change to
signedge.

Ci → DB : Update(d′′i )
Ci → TPM : Update(node = p′′i , edge = {PID, PIDin},

signnode = SignCi(p
′′
i , d

′′
i ),

signedge = {SignCin(pin, din)})
TPM → PS : node = p′′i , edge = {PID, PIDin},

signnode = Aggr{SignCi(pi, di), SignCi(p
′
i, d

′
i))}, SignCi(p

′′
i , d

′′
i ))

signedge = {SignCin(pin, din)},
signtpm = SignTPM (signnode, signedge)

We can accept any number of updates, however we only store the signatures of
the previous versions of the nodes whose outputs are used by at least one child
node.

4.3 The Case of Updates of the Parent Nodes

In Section 4.2, we assume no updates to signedge which means that no change
to the input used by the node. However, a child may update the parent to
the newest outputs of the parent. In this case, the child should keep the sig-
nature of the previous version of the parent using TreeAggr. For example,
Cin updates pin to p′in and din to d′in. Cin does exactly the same update as
described in Section 4.2. After Cin updates the provenance and data, Ci also
wants to update the parent to the newest version. So, Ci update signedge to
{SignCin(p

′
in, d

′
in)}. The scheme to update the provenance in this case is as

follows.
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DB → Ci : I

PS → Ci : {PIDin, SignCin(p
′
in, d

′
in)}

Ci → DB : Update(d′i)
Ci → TPM : Update(node = p′i, edge = {PID, PIDin},

signnode = SignCi(p
′
i, d

′
i),

signedge = {SignCin(p
′
in, d

′
in)})

TPM → PS : node = p′i, edge = {PID, PIDin},
signnode = Aggr{SignCi(pi, di)}, SignCi(p

′
i, d

′
i)),

signedge = {TreeAggr{SignCin(pin, din), SignCin(p
′
in, d

′
in)}},

signtpm = SignTPM (signnode, signedge)

In this case, we aggregate all versions of signedge using TreeAggr.

4.4 Signature Verification

To verify consistency between a node and all of its children, the auditor ADT
queries the signnode on the parent and all signedge(s) on the children. The
ADT combines the signedge(s) to get an aggregate signatures of the parent and
compares the result with signnode. A detailed example is described in Section 5.

5 Aggregating Signatures of Previous Versions of a
Provenance Node Using TreeAggr

In the provenance, we use the aggregate signature to save the spaces needed for
storing the signatures of all previous versions of the provenance nodes. Rather
than verifying the aggregate signatures using the messages and the public key
of the signers, we verify the signatures by comparing the aggregate signatures
stored at a node with the aggregate of all signatures stored at all children of the
nodes (we cannot verify the signatures by checking the messages – the previous
versions of the provenance – because they have been deleted to save the spaces
in each update). The motivation to use TreeAggr is because each child may not
store all versions of the parent. So, if we use normal aggregate signatures Aggr
to save the spaces, and stores the aggregates in each child, we may not be able
to combine the signatures to form a full aggregate of all versions of the parent.

Using TreeAggr, at first we represent all versions of the parent in all leave
nodes in the signature tree. The child can aggregate the signatures of two con-
secutive versions (even and odd) in the leave nodes and stores the aggregate in
the parent of the leaves. The same method is applied for each level of nodes in
the tree to combine the signatures into a smaller number of signatures stored
in the nodes at the higher level until we cannot get two consecutive nodes to
aggregate.

We give an example of the aggregation as follows. The nodeQ created by a pro-
cess executor C has four versions: Q,Q′, Q′′, Q′′′, it has 6 children R,S, T, U, V,
W . R and S use the output of the first, second and third versions of Q, while T
and U only uses the output of the second version. V and W use the output of



370 A. Syalim, T. Nishide, and K. Sakurai

the third version of Q. After sometimes, the children nodes S,U and W update
the parent version to the latest version (Q′′′).

In the above case, in Q, we store the aggregate signatures of the previous
version of Q, that is Aggr{SignC(Q), SignC(Q

′), SignC(Q
′′} and the latest sig-

natures (SignC(Q
′′′)). For each child, we store the TreeAggr of all the parent

signatures of the child. So, that for each child we store the signatures as follows:

signedgeR = TreeAggr{SignC(Q), SignC(Q
′), SignC(Q

′′)}
= Aggr{SignC(Q), SignC(Q

′)}, SignC(Q
′′)

signedgeS = TreeAggr{SignC(Q), SignC(Q
′), SignC(Q

′′), SignC(Q
′′′)}

= Aggr{SignC(Q), SignC(Q
′)}, Aggr{SignC(Q

′′), SignC(Q
′′′)}

= Aggr{SignC(Q), SignC(Q
′), SignC(Q

′′), SignC(Q
′′′)}

signedgeT = TreeAggr{SignC(Q
′)}

= SignC(Q
′)

signedgeU = TreeAggr{SignC(Q
′), SignC(Q

′′′)}
= SignC(Q

′), SignC(Q
′′′)

signedgeV = TreeAggr{SignC(Q
′′)}

= SignC(Q
′′)

signedgeW = TreeAggr{SignC(Q
′′), SignC(Q

′′′)}
= Aggr{SignC(Q

′′), SignC(Q
′′′)}

To check the integrity of the child nodes, we aggregate the signatures in some
child nodes and compare the aggregate with the aggregate signatures on the par-
ent. The parent Q stores an aggregate of the previous and the latest versions in
signnode = Aggr{SignC(Q), SignC(Q

′), SignC(Q
′′}, SignC(Q

′′′). Because the
aggregation can be performed incrementally we may aggregate the signatures
into

signnode = Aggr{Aggr{SignC(Q), SignC(Q
′), SignC(Q

′′)}, SignC(Q
′′′)}

= Aggr{SignC(Q), SignC(Q
′), SignC(Q

′′), SignC(Q
′′′)}

We can compare the aggregate signatures on children with signnode stored at
the parent by finding correct combination of the tree-aggregate on the children
to form the same aggregate signature as stored in signode. Some examples of
the correct combinations are shown as follows (note: we get SignC(Q

′′′) from
signedgeU):

signnode = Aggr{signedgeR, SignC(Q
′′′)}

= signedgeS

6 Security Analysis

To show that a child is a node that uses an output of a version of the parent,
the auditor ADT should query all signedge of all children of the node, find
a combination of signatures that can reproduce signnode and compare with
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signnode on the parent. Using the scheme explained in the previous versions, it
is always possible to find a combination of signatures in the children of a node
which produce exactly the same signature as signnode.

Theorem 1. The Auditor ADT can always find a combination of the signatures
singedge on the children which produce signnode in the parent.

Proof. The parent node stores the signatures of the latest version and the sig-
natures of the previous versions of the node, except for the versions that do not
have any children. So, that a signature of a previous version of the parent node
is stored in at least one child node. Each child only aggregates the signature of
two consecutive versions of the parent, so that there are only two cases of the
signatures: (1) the signature is not combined with another signature, in this case
the signature is stored in its original form (2) the signature is combined with
another signature to form an aggregation of two signatures.

If a signature σi is not combined, we should find the other signature of the
consecutive version in other children. Because the other signature should be
stored in at least one other child, if the other signature is stored as the first
case (no combination with other signature), we can combine with σi to get
a combination of two consecutive signatures. If the other signature has been
combined, it should have been combined with σi (the same signatures stored in
the other child), so in all cases we can combine elements in all singedge in the
children to form signnode at the parent. �

7 Storage Requirements

The storage for signnode is always constant for any number of updates to the
node, which is two signatures for each node (one signature for the latest version,
and a signature for aggregate of signatures of all previous versions). As of the
storage for signedge, in the best case, a child aggregates all the signatures of all
versions of the parent, so it only needs to store one signature for each parent.
The worst case is if the child does not uses any two consecutive versions of the
parent, so we cannot reduce the number of signatures in TreeAggr. In this case,
the number of signatures is n/2 where n is the number of updates to parent.
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Abstract. Attribute-Based Encryption (ABE) is one of the promising
cryptographic primitives for fine-grained access control of shared out-
sourced data in cloud computing. However, before ABE can be deployed
in data outsourcing systems, it has to provide efficient enforcement of
authorization policies and policy updates. However, in order to tackle
this issue, efficient and secure attribute and user revocation should be
supported in original ABE scheme, which is still a challenge in existing
work. In this paper, we propose a new ciphertext-policy ABE (CP-ABE)
construction with efficient attribute and user revocation. Besides, an effi-
cient access control mechanism is given based on the CP-ABE construc-
tion with an outsourcing computation service provider.

Keywords: Attribute-based encryption, revocation, outsourcing,
re-encryption.

1 Introduction

As a relatively new encryption technology, attribute-based encryption(ABE) has
attracted lots of attention because ABE enables efficient one-to-many broad-
cast encryption and fine-grained access control system. Access control is one of
the most common and versatile mechanisms used for information systems se-
curity enforcement. An access control model formally describes how to decide
whether an access request should be permitted or repudiated. Particularly, in
the outsourcing environment, designing an access control will introduce many
challenges.

However, the user and attribute revocation is still a challenge in existing ABE
schemes. Many schemes [1,3,9] are proposed to cope with attribute-based access
control with efficient revocation. The most remarkable is the scheme proposed by
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J.Hur and D.K.Noh, which realizes attribute-based access control with efficient
fine-grained revocation in outsourcing. However, in the phase of key update, the
data service manager will perform heavy computation at every time of update,
which could be a bottleneck for the data service manager. Moreover, in the
outsourcing environment, external service provider [14,15] is indispensable. Thus,
in this paper, we attempt to solve the problem of efficient revocation in attribute-
based data access control using CP-ABE for outsourced data.

1.1 Related Work

For the ABE, key-policy ABE (KP-ABE) and ciphertext-policy ABE (CP-ABE)
are more prevalent than the others. To take control of users’ access right by a
data owner, we specify CP-ABE as the data outsourcing architecture.

Attribute Revocation. Recently, several attribute revocable ABE schemes
have been announced [2,3,4]. Undoubtedly, these approaches have two main
problems, which consists of security degradation in terms of the backward and
forward security [1,5]. In the previous schemes, the key authority periodically
announce a key update, that will lead to a bottleneck for the key authority. Two
CP-ABE schemes with immediate attribute revocation with the help of semi-
honest service provider are proposed in [6,7]. However, achieving fine-grained
user access control failed. Junbeom et al. [1] proposed a CP-ABE scheme with
fine-grained attribute revocation with the help of the honest-but-curious proxy
deployed in the data service provider.

User Revocation. In [8], a fine-grained user-level revocation is proposed using
ABE that supports negative clause. In the previous schemes [8,9], a user loses all
the access rights to the data when he is revoked from a single attribute group.
Attrapadung and Imai [10] suggested another user-revocable ABE schemes, in
which the data owner should take full control of all the membership lists that
leads to be not applied in the outsourcing environments.

1.2 Our Contribution

In this study, aiming at reducing the overhead computation at data service man-
ager, we propose an ciphertext policy attribute-based access control with efficient
revocation. This construction is based on a CP-ABE construction with efficient
user and attribute revocation. Compared with [1], in our proposed construction,
in the phase of key update, the computation operated by the data service man-
ager will reduce by half. In Table 1 we summarize the comparisons between our
proposed scheme and [1] in terms of the computations in the phase of key update.
Furthermore, we formally show the security proof based on security requirement
in the access control system.
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2 Systems and Models

2.1 System Description and Assumptions

There are four entities involved in our attribute-based access control system:

– Trusted authority. It is the party that is fully trusted by all entities partici-
pating in the data outsourcing system.

– Data owner. It is a client who owns data and encrypts the outsourced data.
– User. It is an entity who would like to access the cryptographic data.
– Service provider. It is an entity that provides data outsourcing service. The

data servers are responsible for storing the outsourced data. Access control
from outside users is executed by the data service manager, which is assumed
to be honest-but-curious.

2.2 Threat Model and Security Requirements

– Data confidentiality. It is not allowed to access the plaintext if a user’s at-
tributes do not satisfy the access policy. In addition, unauthorized data
service manager should be prevented from accessing the plaintext of the
encrypted data that it stores.

– Collusion-resistance. Even if multiple users collaborate, they are unable to
decrypt encrypted data by combining their attribute keys.

– Backward and forward secrecy. In our context, backward secrecy means that
if a new key is distributed for the group when a new member joins, he is
not able to decrypt previous messages before the new member holds the
attribute. On the other hand, forward secrecy means that a revoked or
expelled group member will not be able to continue accessing the plain-
text of the subsequent data exchanged (if it keeps receiving the messages),
when the other valid attributes that he holds do not satisfy the access
policy.

3 Preliminaries and Definitions

3.1 Bilinear Pairings

Let G and GT be two cyclic group of prime order p. The Discrete Logarithm
Problem on both G and GT are hard. A bilinear map e is a map function e:
G×G → GT with the following properties:

1. Bilinearity: For all A,B ∈ G, and a, b ∈ Z∗
p, e(A

a, Bb) = e(A,B)ab.
2. Non-degeneracy: e(g, g) �= 1, where g is the generator of G.
3. Computability: There exsits an efficient algorithm to compute the pairing.
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3.2 Decisional Bilinear Diffie-Hellman Exponent (BDHE)
Assumption [12]

The decisional BDHE problem is to compute e(g, g)a
q+1s ∈ GT , given a generator

g of G and elements −→y = (g1, · · · , gq, gq+1, · · · , g2q, gs) for a, s ∈ Z∗
p. Let gi

denote ga
i

.
An algorithm A has advantage ε(κ) in solving the decisional BDHE problem

for a bilinear map group 〈p,G,GT, e〉, where κ is the security parameter, if |
Pr[B(−→y , g, T = e(g, g)a

q+1s) = 0]− Pr[B(−→y , T = R) = 0] |≥ ε(κ).
〈p,G,GT, e〉 is deemed to satisfy the decisional BDHE assumption. when for

every polynomial-time algorithm (in the security parameter κ) to solve the deci-
sional BDHE problem on 〈p,G,GT, e〉, the advantage ε(κ) is a negligible function.

3.3 System Definition and Our Basic Construction

Let U = {u1, · · · , un} be the whole of users. Let L = {1, · · · , p} be the universe
of attributes that defines, classifies the user in the system. Let Gi ⊂ U be a set
of users that hold the attribute i. Let G = {G1, · · · , Gp} be the whole of such
attribute groups. Let Ki be the attribute group key that is possessed by users,
who own the attribute i.

Ciphertext Policy Attribute-Based Access Control with User Revoca-
tion.

Definition 1. A CP-ABE with user revocation capability scheme consists of six
algorithms:

– Setup: Taking a security parameter k, this algorithm outputs a public key
PK and a master secret key MK.

– KeyGen(MK, S, U): Taking the MK, and a set of attributes S ⊆ L and
users U ⊆ U , this algorithm outputs a set of private attributes keys SK for
each user.

– KEKGen(U): Taking a set of users U ⊆ U , this algorithm outputs KEKs
for each user, which will be used to encrypt attribute group keys.

– Encrypt(PK, M , T ): Taking the PK, a message M and an access structure
T , this algorithm outputs the ciphertext CT .

– Re-Encrypt(CT , G): Taking ciphertext CT and attributes groups G, this
algorithm outputs re-encrypted CT ′.

– Decrypt(CT ′, SK, KS): The decryption algorithm takes as input the ci-
phertext CT

′
, a private key SK, and a set of attribute group keys KS. The

decryption can be done.

4 Ciphertext Policy Attribute-Based Access Control with
Efficient Revocation

4.1 KEK Construction

In our scheme, KEK tree will be used to re-encrypt the ciphertext encrypted by
the owner, which is constructed by the data service manager as in Fig.1. Now,
some basic properties of the KEK tree will be presented as [1].
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Fig. 1. KEK tree attribute group key distribution

4.2 Our Construction

Let e : G× G −→ GT be a bilinear map of prime order p with the generator g.
A security parameter, κ, will decide the size of the groups. We will additionally
employ a hash function H : {0, 1}∗ −→ G that we will model as a random oracle.

System Setup and Key Generation. The trusted authority (TA) first runs
Setup algorithm by choosing a bilinear map : G×G → GT of prime order δ with
a generator g. Then, TA chooses two random α, a ∈ Zp. The public parameters
are PK = {G, g, h = ga, e(g, g)α}. The master key is MK = {gα}, which is only
known by the TA.

After executing the Setup algorithm producing PK and MK, each user in U
needs to register with the TA, who verifies the user’s attributes and issues proper
private keys for the user. Running KeyGen(MK,S, U), the TA inputs a set of
users U ⊆ U and attributes S ⊆ L, and outputs a set of private key components
corresponding to each attribute j ∈ S. The key generation algorithm is presented
as follows:

1. Choose a random r ∈ Z∗
p, which is unique to each user.

2. Compute the following secret value to the user u ∈ U as:

SK = (K = gαgar, L = gr, ∀j ∈ S : Dj = H(j)r)

After implementing above operations, TA sends the attribute groups Gj [1] for
each j ∈ S to the data service manager.

KEK Generation. After obtaining the attribute groups Gj for each j ∈ S
from the TA, the data service manager runs KEKGen(U) and generates KEKs
for users in U. Firstly, the data service manager sets a binary KEK tree for the
unniverse of users U just like that described above. The KEK tree is responsible
for distributing the attribute group keys to users in U ⊆ U . For instance, u3

stores PK3 = {KEK10,KEK5,KEK2,KEK1} as its path keys in Fig.2.
Then, in the data re-encryption phase, the data service manager will encrypt

the attribute group keys by no means the path keys, i.e. KEKs. The method of
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the key assignment is that keys are assigned randomly and independently from
each other, which is information theoretic.

Data Encryption. To encrypt the dataM , a data user needs to specify a policy
tree T over the universe of attributes L. Running Encrypt(PK,M, T ), the data
M is enforced attribute-based access control. The policy tree T is defined as
follows.

For each node x in the tree T , the algorithm chooses a polynomial qx, which
is chosen in a top-down manner, starting from the root node R and its degree dx
is one less than the threshold value kx of the node, that is, dx = kx − 1. For the
root node R, it randomly chooses an s ∈ Z∗

p and sets qR(0) = s. Except the root
node R, it sets qx(0) = qp(x)(index(x)) and chooses dx other points randomly to
completely define qx for any other node x. Let Y be the set of leaf nodes in T .
The ciphertext is then constructed by giving the policy tree T and computing

CT = (T , C̃ = Me(g, g)αs, C = gs,

∀y ∈ Y : Cy = gaqx(0) ·H(y)−s)

After constructing CT , the data owner outsources it to the service provider
securely.

Data Re-Encryption. On receiving the ciphertext CT , the data service man-
ager re-encrypts CT using a set of the membership information for each attribute
group G ⊆ G. The re-encryption algorithm progresses as follows:

1. For all Gy ∈ G, chooses a random Ky ∈ Z∗
p and re-encrypts CT as follows:

CT ′ = (T , C̃ = Me(g, g)αs, C = gs,

∀y ∈ Y : Cy = (gaqx(0) ·H(y)−s)Ky )

2. After re-encrypting CT , the data service manager needs to employ a method
to deliver the attribute group keys to valid users. The method we used is
a symmetric encryption of a message M under a key K, in other words,
EK : {0, 1}k −→ {0, 1}k, as follow:

Hdr = (∀y ∈ Y : {EK(Ky)}K∈KEK(Gy))

After above all operations, the data service manager responds with (Hdr,CT ′)
to the user sending any data request.

Data Decryption. Data decryption phase consists of the attribute group key
decryption from Hdr and message decryption.

Attribute Group Key Decrypt. To execute data decryption, a user ut first
decrypt the attribute group key for all attributes in S that the user holds from
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Hdr. If the user ut ∈ Gj , he can decrypt the attribute group key Kj from Hdr
using a KEK that is possessed by the user. For example, if Gj = {u1, u2, u5, u6}
in Fig.2, u5 can decrypt the Kj using the path key KEK6 ∈ PK5. Next, ut

updates its secret key as follows:

SK = (K = gαgar, ∀j ∈ S : Dj = H(j)r, L = (gr)1/Kj )

Message Decrypt. Once the user updates its secret key, he then runs the
Decrypt(CT ′, SK,KS) algorithm as follows. The user runs a recursive function
DecryptNode(CT ′, SK,R), R is the root of T . The recursion function is the
same as defined in [2]. And if x is a leaf node, then DecryptNode(CT ′, SK, x)
is proceeded as follow when x ∈ S and ut ∈ Gx:

Decrypt(CT ′, SK, x) = e(Cx, L) · e(C,Dx)

= e((H(x)−s · gaqx(0))Kx , (gr)1/Kx) · e(gs, H(x)r)

= e(g, g)raqx(0)

Now we consider the recursion when x is a nonleaf node processed as follows: ∀z
is the child of x, it calls DecryptNode(CT ′, SK, z) and stores the output as Fz .
Let Sx be an arbitrary kx-sized set of child nodes z, then computes:

Fx =
∏
z∈Sx

F
Δi,S′

x
(0)

z , where
i=index(x),
S′
x={index(z):z∈Sx}

=
∏
z∈Sx

(e(g, g)r·aqz(0))Δi,S′
x
(0)

=
∏
z∈Sx

(e(g, g)r·aqp(z)(index(z)))Δi,S′
x
(0)

=
∏
z∈Sx

(e(g, g)r·aqx(i))Δi,S′
x
(0)

= e(g, g)r·aqx(0)

Where i = index(z) and S′
x = {index(z) : z ∈ Sx}. Finally, if x is the root node

R of the access tree T , the recursive algorithm returns A = DecryptNode(CT ′

, SK,R) = e(g, g)ras. And the algorithm decrypts the ciphertext by computing

C̃/(e(C,K)/A) = C̃/(e(gs, gαgra)/e(g, g)ras) = M.

5 Key Update

In this section, when a user wants to leave or join several attribute groups, he
needs to send the attributes changed to TA. Without loss of generality, assume
there is any membership change in Gj , which is equal to that a user comes to
hold or drop an attribute j at the some instance. Next, we progress the update
procedure as follows:
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1. The data service manager selects a random s′ ∈ Z∗
p and aK ′

i, and re-encrypts
the ciphertext CT ′ using PK as

CT
′
= (T , C̃ = Me(g, g)α(s+s′), C = g(s+s′),

Ci = (ga(qx(0)+s′) ·H(i)−s)K
′
i

∀y ∈ Y \ {i} : Cy = (ga(qx(0)+s′) ·H(y)−s)Ky ).

2. After updating the ciphertext, the data service manager selects new min-
imum cover sets for Gi changed and generates a new header message as
follows:

Hdr = ({EK(K ′
i)}K∈KEK(Gi),

∀y ∈ Y \ {i} : {EK(Ky)}K∈KEK(Gy)).

6 Efficiency Analysis

In this section, we analyze the efficiency of the proposed schemes with the scheme
[1]. Table 1 shows the comparisons between our scheme and scheme [1] in terms
of the computations in the phase of key update. In our scheme, the number of
exponentiations is reduced to ω+3. However, in the scheme [1], the number of
exponentiations unexpectedly is 2ω+3. Thus, it will enormously improve com-
putational efficiency.

Table 1. Result Comparison

the Number of Exponentiations of Key Update

Scheme one 2ω + 3

Our scheme ω + 3

7 Security

In this section, the security of the proposed scheme is given based on the security
requirements discussed in Section 2.

Theorem 1. Collusion Resistance. The proposed scheme is secure to resist
collusion attack.

Proof. In CP-ABE, the secret s sharing is embedded into a ciphertext, and to
decrypt a ciphertext, a user or a colluding attacker needs to recover e(g, g)αs.
To recover e(g, g)αs, the attacker must pair Cx from the ciphertext and Dx from
the other colluding users private key for an attribute x. However, every user’s
private key is uniquely generated by a random r. Thus, even if the colluding
users are all valid, the attacker can not recover e(g, g)αs.
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Theorem 2. Data Confidentiality. The proposed scheme prevents unautho-
rized users and the curious service provider from acquiring the privacy of the
outsourced data.

Proof. Firstly, if the attributes held by a user don’t satisfy the tree policy T , the
user will not recover the value e(g, g)ras, which leads the ciphertext not to be
deciphered. Secondly, when a user is revoked from some attribute groups that
satisfy the access policy, he will lose the updated attribute group key. If the user
would like to decrypt a node x for corresponding attribute, he needs to pair Cx

from the ciphertext and L encrypted by Kx from its private key. As the user
cannot obtain the updated attribute group key Kx, he cannot decrypt the value
e(g, g)raqx(0). Ultimately, Since we assume that the service provider is honest-
but-curious, the service provider cannot be totally trusted by users. The service
provider is available to the ciphertext and each attribute group key. However,
any of the private keys for the set of attributes are not given to the data service
manager. Thus, the service provider will not decrypt the ciphertext.

Theorem 3. Backward and Forward Secrecy. For backward and forward
secrecy of the outsourced data, the proposed scheme is secure against any newly
joining and revoked users, respectively.

Proof. When a user comes to join some attribute groups, the corresponding
attribute group keys are updated and delivered to the user securely. Even if the
user has stored the previous ciphertext exchanged and the holding attributes
satisfy the access policy, he cannot decrypt the pervious ciphertext. That is
because, though he could succeed in computing e(g, g)ra(s+s′) , it will not help
to recover the value e(g, g)αs from the updated ciphertext.

Furthermore, when a user comes to leave some attribute groups, the corre-
sponding attribute group keys are updated and not delivered to the user. As
the user cannot obtain the updated attribute group keys, he cannot decrypt any
nodes corresponding to the updated attributes. Moreover, even if the user has
stored e(g, g)αs, he cannot decrypt the subsequent value e(g, g)α(s+s′). Because
he is not available to random s′.

8 Conclusion

In this paper, aiming at improving the efficiency of revocation to make CP-
ABE widely deployed in access control, we introduced a new CP-ABE construc-
tion. In this construction, the overall computation of key update become less.
Furthermore, the security proof is also shown based on access control security
requirements.
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Abstract. Subliminal channels present a severe challenge to informa-
tion security. Currently, subliminal channels still exist in Schnorr signa-
ture. In this paper, we propose a subliminal-free variant of Schnorr signa-
ture. In the proposed scheme, an honest-but-curious warden is introduced
to help the signer to generate a signature on a given message, but it is
disallowed to sign messages independently. Hence, the signing rights of
the signer is guaranteed. In particular, our scheme can completely close
the subliminal channels existing in the random session keys of Schnorr
signature scheme under the intractability assumption of the discrete log-
arithm problem. Also, the proposed scheme is proved to be existentially
unforgeable under the computational Diffie-Hellman assumption in the
random oracle model.

Keywords: Digital signature, Information hiding; Subliminal channel,
Subliminal-freeness, Provable security.

1 Introduction

The notion of subliminal channels was introduced by Simmons [1]. He proposed
a prison model in which authenticated messages are transmitted between two
prisoners and known to a warden. The term of “subliminal” means that the
sender can hide a message in the authentication scheme, and the warden cannot
detect or read the hidden message. Simmons discovered that a secret message
can be hidden inside the authentication scheme and he called this “hidden”
communication channel as the subliminal channel. The “hidden” information is
known as subliminal information.

As a main part of information hiding techniques [2–6], subliminal channels
have been widely studied and applied [7–12]. However, they also present a se-
vere challenge to information security. To the best of our knowledge, subliminal
channels still exist in Schnorr signature [13].

Our Contribution. In this paper, we propose a subliminal-free variant of
Schnorr signature scheme, in which an honest-but-curious warden is introduced

� Corresponding author

K. Mustofa et al. (Eds.): ICT-EurAsia 2013, LNCS 7804, pp. 383–391, 2013.
© IFIP International Federation for Information Processing 2013



384 Y. Zhang et al.

to help the signer to generate a signature on a given message, but it is disallowed
to sign messages independently. In addition, the signer cannot control outputs
of the signature algorithm. To be specific, the sender has to cooperate with the
warden to sign a given message. Particularly, our scheme is provably secure and
can completely close the subliminal channels existing in the random session keys
in Schnorr signature scheme.

Related Work. Plenty of researches have been done on both the construction
of subliminal channels and the design of subliminal-free protocols [7–11, 14–17].
Since the introduction of subliminal channels, Simmons [18] also presented sev-
eral narrow-band subliminal channels that do not require the receiver to share
the sender’s secret key. Subsequently, Simmons [15] proposed a broad-band sub-
liminal channel that requires the receiver to share the sender’s secret key. For the
purpose of information security, Simmons then proposed a protocol [19] to close
the subliminal channels in the DSA digital signature scheme. However, Desmedt
[14] showed that the subliminal channels in the DSA signature scheme cannot be
completely closed using the protocol in [19]. Accordingly, Simmons adopted the
cut-and-choose method to reduce the capacity of the subliminal channels in the
DSA digital signature algorithm [20]. However, the complete subliminal-freeness
still has not been realized. To be specific, the computation and communication
costs significantly increase with the reduction of the subliminal capacity. On the
other hand, subliminal channels in the NTRU cryptosystem and the correspond-
ing subliminal-free methods [21] were proposed. Also, a subliminal channel based
on the elliptic curve cryptosystem was constructed [8, 17]. As far as the authors
know, the latest research is mainly concentrated on the construction [10, 11, 16]
of subliminal channels and their applications [7, 12, 22, 23].

Outline of the Paper. The rest of this paper is organized as follows. In Section
2, we introduce some notations and complexity assumptions, and then discuss
subliminal channels in probabilistic digital signature. In Section 3, we lay out
the abstract subliminal-free signature specification and give the formal security
model. The proposed provably secure and subliminal-free variant of Schnorr
signature scheme is described in Section 4. Some security considerations are
discussed in Section 5. Finally, we concludes the work in Section 6.

2 Preliminaries

2.1 Notations

Throughout this paper, we use the notations, listed in Table 1, to present our
construction.

2.2 Complexity Assumptions

Discrete Logarithm Problem (DLP): Let G be a group, given two elements
g and h, to find an integer x, such that h = gx whenever such an integer exists.
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Table 1. Meaning of notations in the proposed scheme

Notation Meaning

s ∈R S s is an element randomly chosen from a set S.

ls the bit length of the binary representation of s.

s1 ‖ s2 the concatenation of bit strings s1 and s2.

gcd(a, b) the greatest common divisor of two integers a and b.

x−1 the modular inverse of x modulo q such that x−1x = 1 mod q,
where x and q are relatively prime, i.e., gcd(x, q) = 1.

Gg,p

a cyclic group with order q and a generator g, where q is a large
prime factor of p− 1 and p is a large prime. That is, Gg,p = {g0,
g1, · · · , gq−1} =< g >, which is a subgroup in the multiplicative
group GF ∗(p) of the finite field GF (p).

Intractability Assumption of DLP: In group G, it is computationally infea-
sible to determine x from g and h.
Computation Diffie-Hellman (CDH) Problem: Given a 3-tuple (g, ga,
gb) ∈ G3, compute gab ∈ G. An algorithm A is said to have advantage ε in
solving the CDH problem in G if

Pr
[
A(g, ga, gb) = gab

]
≥ ε,

where the probability is over the random choice of g in G, the random choice of
a, b in Z∗

q , and the random bits used by A.

CDH Assumption: We say that the (t, ε)-CDH assumption holds in G if no
t-time algorithm has advantage at least ε in solving the CDH problem in G.

2.3 Subliminal Channels in Probabilistic Digital Signature

Probabilistic digital signature [24] can serve as the host of subliminal channels.
In fact, the subliminal sender can embed some information into a subliminal
channel by controlling the generation of the session keys. After verifying a given
signature, the subliminal receiver uses an extraction algorithm to extract the
embedded information. Note that the extraction algorithm is only possessed by
the authorized subliminal receiver. Hence, anyone else cannot learn whether there
exists subliminal information in the signature [25], not to mention extraction of
the embedded information.

In a probabilistic digital signature scheme, the session key can be chosen ran-
domly, and hence one message may correspond to several signatures. More specif-
ically, if different session keys are used to sign the same message, different digital
signatures can be generated. This means that redundant information exists in
probabilistic digital signature schemes, which creates a condition for subliminal
channels. The subliminal receiver can use these different digital signatures to
obtain the subliminal information whose existence can hardly be learnt by the
others.
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In particular, there exists subliminal channels in a typical probabilistic digital
signature, namely Schnorr Signature [13].

3 Definition and Security Model

3.1 Specification of Subliminal-Free Signature

A subliminal-free signature scheme consists of three polynomial-time algorithms
Setup, KeyGen, an interactive protocol Subliminal-Free Sign, and Verify
below. Based on a subliminal-free signature scheme, a sender A performs an
interactive protocol with a warden W . And, W generates the final signature σ
and transmits it to a receiver B. Note that W is honest-but-curious. That is, W
will honestly execute the tasks assigned by the related algorithm. However, it
would like to learn secret information as much as possible.

– Setup: It takes as input a security parameter λ and outputs system public
parameters Params.

– KeyGen: It takes as input a security parameter λ, system public parameters
Params and returns a signing-verification key pair (sk, pk).

– Subliminal-Free Sign: An interactive protocol between the sender and the
warden. Given a message M , a signature σ is returned.

– Verify: It takes as input system public parameters Params, a public key
pk and a signature message (M,σ). It returns 1 if and only if σ is a valid
signature on message M .

3.2 Security Model

In the proposed scheme, the warden participates in the generation of a signature,
hence the ability of the warden to forge a signature is enhanced. We regard
the warden as the adversary. The formal definition of existential unforgeability
against adaptively chosen messages attacks (EUF-CMA) is based on the following
EUF-CMA game involving a simulator S and a forger F :

1. Setup: S takes as input a security parameter λ, and runs the Setup algo-
rithm. It sends the public parameters to F .

2. Query: In addition to hash queries, F issues a polynomially bounded num-
ber of queries to the following oracles:
– Key generation oracle OKeyGen: Upon receiving a key generation re-

quest, S returns a signing key.
– Signing oracle OSign: F submits a message M , and S gives F a signa-

ture σ.
3. Forgery: Finally, F attempts to output a valid forgery (M,σ) on some new

message M , i.e., a message on which F has not requested a signature. F
wins the game if σ is valid.

The advantage of F in the EUF-CMA game, denoted by Adv(F), is defined as
the probability that it wins.
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Definition 1. (Existential Unforgeability) A probabilistic algorithm F is said to
(t, qH , qS , ε)-break a subliminal-free signature scheme if F achieves the advantage
Adv(F) ≥ ε, when running in at most t steps, making at most qH adaptive queries
to the hash function oracle H, and requesting signatures on at most qS adaptively
chosen messages. A subliminal-free signature scheme is said to be (t, qH , qS , ε)-
secure if no forger can (t, qH , qS , ε)-break it.

4 Subliminal-Free Variant of Schnorr Signature

4.1 Construction

– Setup: Let (p, q, g) be a discrete logarithm triple associated with group Gg,p.
Let A be the sender of message M ⊆ {0, 1}∗, B be the receiver of M and W
be the warden. It chooses t ∈R (1, q), returns t to W and computes T = gt

mod p. Also, let H0, H be two hash functions, where H0 : {0, 1}∗ → Gg,p

and H : {0, 1}∗×Gg,p → (1, q). Then, the public parameters are Params =
(p, q, g,H0, H, T ).

– KeyGen: It returns x ∈R (1, q) as a secret key and the corresponding public
key is y = T x mod p.

– Subliminal-Free Sign:

1. W chooses two secret large integers c and d satisfying cd = 1 mod q.
Also, W chooses kw ∈R (1, q), thus gcd(kw , q) = 1. Then W computes
α = gkwc mod p and sends α to A.

2. A chooses ka ∈R (1, q), thus gcd(ka, q) = 1. Then A computes h0 =
H0(M), β = αkah0 mod p and sends (h0, β) to W .

3. W computes r = βd = αkah0d = gkakwh0cd = gkakwh0 mod p, v1 = yk
−1
w

mod p, and sends (r, v1) to A.
4. A computes e = H(M ‖ r), f = ex mod p and v2 = gkah0 mod p.

Then A prepares a non-interactive zero knowledge proof that DLe(f) =
DLT (y) and sends (e, f, v2) to W .

5. W computes u = kwv
−1
1 f−1v−1

2 mod p, θ = u−1t mod p and sends θ
to A.

6. A computes s′ and then sends (M, s′) to W :

s′ = kah0 + θ · (v−1
1 f−1v−1

2 ) · xe
= kah0 + (u−1t) · (v−1

1 f−1v−1
2 ) · xe

= kah0 + (v2fv1k
−1
w t) · (v−1

1 f−1v−1
2 ) · xe

= kaH0(M) + k−1
w xte mod q.

7. Sign: Upon receiving (M, s′), W checks if h0 = H0(M) and e = H(M ‖
r). If not, W terminates the protocol, else W computes

s = kws
′ = kakwH0(M) + kwk

−1
w xte = kakwH0(M) + xte mod q.

Then W sends the signature message (M, (e, s)) to B.
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– Verify: After receiving the signature message (M, (e, s)), B computes

r′ = gsy−e mod p

and e′ = H(M ‖ r′). B returns 1 if and only if e = e′.

4.2 Consistency of Our Construction

On one hand, if the signature message (M, (e, s)) is valid, we have s =
kakwH0(M) + xte mod q. Thus,

r′ = gsy−e = gkakwH0(M)+xte mod qy−e

= gkakwH0(M)T xey−e

= gkakwH0(M)yey−e

= gkakwH0(M)

= r mod p,

and then e′ = H(M ‖ r′) = H(M ‖ r) = e.
On the other hand, if e = e′, the signature message (M, (e, s)) is valid. Oth-

erwise, we have
s �= kakwH0(M) + xte mod q

and then r′ �= r. However,

e′ = H(M ‖ r′) = H(M ‖ r) = e.

Thus, a collision of the hash function H is obtained, which is infeasible for a
secure hash function.

5 Analysis of the Proposed Subliminal-Free Signature
Scheme

5.1 Existential Unforgeability

Theorem 1. If Gg,p is a (t′, ε′)-CDH group, then the proposed scheme is (t, qH0 ,
qH , qS , ε)-secure against existential forgery on adaptively chosen messages in the
random oracle model, where

t ≥ t′ − (qH + 3.2qS) · CExp, (1)

ε ≤ ε′ + qS · (qH0 + qS)2
−lM + qS(qH + qS)2

−lr + qH2−lq , (2)

where CExp denotes the cost of a modular exponentiation in group Gg,p.

Proof. (sketch) Let F be a forger that (t, qH0 , qH , qS , ε)-breaks our proposed
scheme. We construct a “simulator” algorithm S which takes ((p, q, g), (ga, gb))
as inputs and runs F as a subroutine to compute the function DHg,p(g

a, gb) =
gab in t′ steps with probability ε′, which satisfy the Equalities (1) and (2). S
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makes the signer’s verification key y = ga mod p public, where the signing key
a is unknown to S. Aiming to translate F ’s possible forgery (M, (e, s)) into an
answer to the function DHg,p(g

a, gb), S simulates a running of the proposed
scheme and answers F ’s queries. S uses F as a subroutine. Due to space limita-
tion, we don’t present the details here. �

5.2 Subliminal-Freeness

It can be seen from the proposed scheme that the receiver B can only obtain
the signature message (M, (e, s)) and temporary value r in addition to the veri-
fication public key y, thus it is necessary for the sender A to use e, s or r as a
carrier when transmitting subliminal information.

In the following, we demonstrate that none of e, s and r can be controlled by
A. On one hand, although the parameters (α, v1, θ) = (gkwc, yk

−1
w , u−1t) mod p

can be obtained by A, the secret exponents c, d and the secret parameters t, u are
unknowable to him.Thus,A cannot obtain any information about kw and gkw . Par-
ticularly,A knows nothing of kw and gkw in the whole process of signing, hence the
value of s = kws

′ mod p cannot be controlled by A. On the other hand, although
the signer A computes e = H(M ‖ r), nothing of kw and gkw is available to him.
Thus, the value of r = gkakwH0(M) mod p cannot be controlled by A, and hence
the value of e cannot be controlled.Note that if the value r generated by the warden
W is not used by A in the Step 4, W can detect this fact in the Step 7 and termi-
nate the protocol. Furthermore, ifA attempts to directly compute kw from gkw , he
has to solve the discrete logarithm problem in group GF ∗(p), which is infeasible
according to the intractability assumption of DLP.

Hence, we realize the complete subliminal-freeness of the subliminal channels
existing in the random session keys in Schnorr signature scheme.

6 Conclusions and Future Work

In this paper, a subliminal-free protocol for Schnorr signature scheme is pro-
posed. The proposed protocol completely closes the subliminal channels existing
in the random session keys in Schnorr signature scheme. More strictly, it is com-
pletely subliminal-free in computational sense, and its security relies on the CDH
assumption in the random oracle model. In addition, it is indispensable for the
sender and the warden to cooperate with each other to sign a given message, and
the warden is honest-but-curious and cannot forge a signature independently.

It would be interesting to construct subliminal-free signature schemes prov-
ably secure in the standard model.
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In: Filler, T., Pevný, T., Craver, S., Ker, A. (eds.) IH 2011. LNCS, vol. 6958, pp.
148–162. Springer, Heidelberg (2011)

4. Claycomb, W.R., Huth, C.L., Flynn, L., McIntire, D.M., Lewellen, T.B.: Chrono-
logical examination of insider threat sabotage: preliminary observations. Journal
of Wireless Mobile Networks, Ubiquitous Computing, and Dependable Applica-
tions 3(4), 4–20 (2012)

5. Choi, B., Cho, K.: Detection of insider attacks to the web server. Journal of Wireless
Mobile Networks, Ubiquitous Computing, and Dependable Applications 3(4), 35–
45 (2012)

6. Lee, K., Lee, K., Byun, J., Lee, S., Ahn, H., Yim, K.: Extraction of platform-unique
information as an identifier. Journal of Wireless Mobile Networks, Ubiquitous Com-
puting, and Dependable Applications 3(4), 85–99 (2012)

7. Chen, C.-L., Liao, J.-J.: A fair online payment system for digital content via sub-
liminal channel. Electronic Commerce Research and Applications 10(3), 279–287
(2011)

8. Zhou, X., Yang, X., Wei, P., Hu, Y.: An anonymous threshold subliminal chan-
nel scheme based on elliptic curves cryptosystem. In: Computer-Aided Industrial
Design and Conceptual Design, CAIDCD 2006, pp. 1–5 (November 2006)

9. Kim, K., Zhang, F., Lee, B.: Exploring signature schemes with subliminal chan-
nel. In: Symposium on Cryptography and Information Security 2003, pp. 245–250
(2003)

10. Yang, T.H.C.-L., Li, C.-M.: Subliminal channels in the identity-based threshold
ring signature. International Journal of Computer Mathematics 86(5), 753–770
(2009)

11. Lin, D.-R., Wang, C.-I., Zhang, Z.-K., Guan, D.J.: A digital signature with multiple
subliminal channels and its applications. Computers & Mathematics with Applica-
tions 60(2), 276–284 (2010); Advances in Cryptography, Security and Applications
for Future Computer Science.

12. Troncoso, C., Danezis, G., Kosta, E., Balasch, J., Preneel, B.: Pripayd: Privacy-
friendly pay-as-you-drive insurance. IEEE Transactions on Dependable and Secure
Computing 8(5), 742–755 (2011)

13. Schnorr, C.P.: Efficient Identification and Signatures for Smart Cards. In: Brassard,
G. (ed.) CRYPTO 1989. LNCS, vol. 435, pp. 239–252. Springer, Heidelberg (1990)

14. Desmedt, Y.: Simmons’ protocol is not free of subliminal channels. In: Proceedings
of 9th IEEE Computer Security Foundations Workshop, pp. 170–175 (1996)

15. Simmons, G.J.: Subliminal Communication Is Easy Using the DAS. In: Helleseth,
T. (ed.) EUROCRYPT 1993. LNCS, vol. 765, pp. 218–232. Springer, Heidelberg
(1994)



Provably Secure and Subliminal-Free Variant of Schnorr Signature 391

16. Xiangjun, X., Qingbo, L.: Construction of subliminal channel in id-based signa-
tures. In: WASE International Conference on Information Engineering, ICIE 2009,
vol. 2, pp. 159–162 (2009)

17. Xie, Y., Sun, X., Xiang, L., Luo, G.: A security threshold subliminal channel based
on elliptic curve cryptosystem. In: Processing of IIHMSP 2008 International Con-
ference on Intelligent Information Hiding and Multimedia Signal 2008, pp. 294–297
(2008)

18. Simmons, G.J.: The subliminal channels of the us digital signature algorithm
(DSA). In: Advances in Cryptology-Cryptography, SPRC 1993, pp. 15–16 (1993)

19. Simmons, G.J.: An introduction to the mathematics of trust in security protocols.
In: Proceedings of Computer Security Foundations Workshop VI, 1993, pp. 121–
127 (June 1993)

20. Simmons, G.J.: Results concerning the bandwidth of subliminal channels. IEEE
Journal on Selected Areas in Communications 16(4), 463–473 (1998)

21. Qingjun, C., Yuli, Z.: Subliminal channels in the NTRU and the subliminal-free
methods. Wuhan University Journal of Natural Sciences 11, 1541–1544 (2006)

22. Sun, Y., Xu, C., Yu, Y., Yang, B.: Improvement of a proxy multi-signature scheme
without random oracles. Computer Communications 34(3), 257–263 (2011); Special
Issue of Computer Communications on Information and Future Communication
Security.

23. Jadhav, M.V.: Effective detection mechanism for TCP based hybrid covert channels
in secure communication. In: 2011 International Conference on Emerging Trends
in Electrical and Computer Technology, ICETECT, pp. 1123–1128 (2011)

24. Yanai, N., Tso, R., Mambo, M., Okamoto, E.: A certificateless ordered sequential
aggregate signature scheme secure against super adverssaries. Journal of Wireless
Mobile Networks, Ubiquitous Computing, and Dependable Applications 3(1), 30–
54 (2012)

25. Simmons, G.J.: Subliminal channels: past and present. European Transactions on
Telecommunications 5(4), 459–474 (1994)



K. Mustofa et al. (Eds.): ICT-EurAsia 2013, LNCS 7804, pp. 392–398, 2013. 
IFIP International Federation for Information Processing 2013 

A Block Cipher Mode of Operation with Two Keys 

Yi-Li Huang, Fang-Yie Leu, Jung-Chun Liu, and Jing-Hao Yang 

Department of Computer Science, TungHai University, Taiwan 
{yifung,leufy,jcliu,g01350036}@thu.edu.tw 

Abstract. In this paper, we propose a novel block cipher mode of operation 
(BCMO for short), named Output Protection Chain (OPC for short), which as a 
symmetric encryption structure is different from other existing BCMOs in that 
it employs two keys, rather than one key, to protect the output of the mode. The 
security threats of chosen-plaintext attacks on three existing common BCMOs, 
including the Cipher Feedback mode (CFB), the Output Feedback mode (OFB), 
and the Counter mode (CTR), are also analyzed. After that, we explain why the 
OPC mode (or simply the OPC) can effectively avoid chosen-plaintext attacks, 
and why its security level is higher than those of CFB, OFB, and CTR. 

Keywords: Block cipher, Cipher Feedback mode, Output Feedback mode, 
Counter mode, Output Protection Chain mode, chosen-plaintext attack. 

1 Introduction 

When standard block cipher algorithms, like Data Encryption Standard (DES), Triple 
Data Encryption Algorithm (3DES), and Advanced Encryption Standard (AES), are 
used to encrypt a plaintext block, the size of the block should be the same as the 
length of the encrypting key (or called the ciphering block) L. If the size exceeds L, 
we have to divide the plaintext block into sub-blocks. Each is L in length. Several 
BCMOs defined by National Institute of Standards and Technology (NIST) have been 
widely adopted by different block cipher techniques [2]. Through the use of these 
BCMOs, these techniques can be then applied to many applications. 

Generally, the standard BCMOs include the cipher Feedback mode (CFB for short), the 
Output Feedback mode (OFB for short) and the Counter mode (CTR for short), the cha-
racteristics of which are that they use only one key to encrypt multiple plaintext blocks, 
and the efficiencies of their block cipher algorithms are high [1]. Currently, different types 
of attacks on these BCMOs have been developed [3] [4], meaning the BCMOs have their 
own security problems. Therefore, in this study, we propose a novel BCMO, named Out-
put Protection Chain (OPC for short), to solve the existing BCMOs’ security problems. 
Two different structures of the OPC, named OPC-1 and OPC-2, have been developed to 
enhance the security levels of BCMOs. We will describe the two structures later. 

2 Block Cipher Modes of Operation 

Before describing operations of the CFB, OFB, and CTR, we first define the parame-
ters used by them. 
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P  : The i  plaintext block to be encrypted, 1 i n. C  : The i  ciphertext block, 1 i n. 
Block Cipher Encryption (BCE) unit: According to [2], the standard BCE units are 

AES-128, AES-192, and AES-256. The function of a BCE unit is denoted by E(IP, 
K), in which the key K and the input I  are used to encrypt a given plaintext 
block. 

K: The block cipher key [2]. O : The output block produced by invoking the E I , K , 1 i n. 
cr: The counter, which is an input of the BCE unit of the CTR. 
IV: Initialization Vector (IV for short), a random value employed by the CFB and 

OFB since they need an additional initial input. 

The general rule in CFB is that E C , K  receives C  and K as its inputs to gen-
erate O  which is then XORed with P  to produce C , 1 i n, where C IV. 
The process can be formulated as follows. 

 C  P E C  , K   P O  (1) 

The encryption operations of the OFB are similar to those of the CFB. The difference 
is the inputs of E(IP, K). In the OFB, Oi-1, rather than Ci-1, is fed back to the BCE unit 
to generate Oi, 1 i n, where O0 = IV. It can be formulated as follows. 
 C P E O , K P O  (2) 

The CTR encryption replaces the feedback operation employed by the CFB and OFB 
with a counter cr as one of the inputs of the BCE unit to generate O . The value of the 
counter used to generate O  is cr i 1 where cr is the value adopted to produce O  , 1 i n. The formulas utilized to encrypt plaintext blocks of the CTR are as 
follows. 

                        C P E cr i 1, K                      (3) 

3 The Output Protection Chain (The OPC) 

In this section, we describe how to encrypt plaintext blocks and decrypt ciphertext 
blocks in the proposed OPC structures, i.e., OPC-1 and OPC-2. We first define those 
parameters and functions invoked by the OPCs. 

The definitions of P , C , BCE units, E I , K  and O , 1 i n, are the same as 
those defined above. New parameters, operations and functions are defined below. 

Key1: The block cipher key, the role of which is the same as K defined above. D I , K :  Function of the block decipher, in which the key K and an input IP are 
used to decrypt a plaintext block from its ciphertext block. G : The data block produced by O P , 1 i n. 

Key2: A key with the length the same as that of O . It is used to encrypt G  in the    
OPC-1, and O  in the OPC-2. 

 : a binary adder, which is a logical operator defined in [5]. 
 : The Inverse operation of . 
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3.1 The OPC-1 

As shown in Fig.1, the general rule of the OPC-1 is that Key1 and G  are input to the 
BCE unit to generate O , which is XORed with P  to produce G . G  is then binary-
added with O  to generate C , 1 i n. The formulas derived are as follows. 

 C E G , Key1 P   O G   O  (4) 

where G IV and O Key2. The decryption process as shown in Fig. 2 can be 
formulated as follows. 

 P O G E G , Key1 C   O  (5) 

 

    Fig. 1. The OPC-1 encryption                Fig. 2. The OPC-1 decryption 

3.2 The OPC-2 

The encryption process of the OPC-2 is shown in Fig. 3. The general rule is that P  
and Key1 are input to the BCE unit to generate O , which is XORed with O  to 
generate C ,1 i n. It can be formulated as follows. 

 C O O E P , Key1 O  (6) 

where O Key2. The decryption structure of the OPC-2 as shown in Fig. 4 is as 
follows. To decrypt C , one needs O  to calculate O  because O C O , 1 i n. Pi can be obtained by invoking the following formulas. 

 P D C O , Key1 D O , Key1  (7) 

 

Fig. 3. The OPC-2 encryption           Fig. 4. The OPC-2 decryption 
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4 Security Analysis 

The advantage of using BCMOs is that these BCMOs can enhance security of a single 
block’s encryption. Even if the block cipher (e.g. DES) has been cracked, in order to 
improve the security level of a security system, one can apply the DES as the BCE 
unit to the BCMOs. We will analyze the security of BCMOs mentioned above in the 
following subsections. 

4.1 Security of the CFB 

To launch a chosen-plaintext attack, an attacker first inputs n different plaintext 
blocks, denoted by P P , P , … , P , to acquire a set of n ciphertext blocks, denoted 
by C C1, C2, … , Cn , where P  is the i  block of P, and C  is the i  block of C, 1 i n. In the CFB, O  can be derived from P  and C  since O P C . If n is 
huge, the attacker can then collect sufficient C , O  pairs, as the input and output 
of the BCE unit when encrypting P , to analyze the value of the key K. 

4.2 Security of the OFB 

For the OFB, we analyze its security based on two cases, one is that the IV can be 
chosen by users, and the other is cannot be chosen. 

4.2.1 Attack on IV Able to be Chosen 
In the OFB, O , 1 i n, is only determined by IV and K. If IV can be chosen by 
users, the attacker can select the IV the same as the one chosen by a user, i.e., the 
victim, to encrypt their chosen-plaintext and calculate O  by using P C . 

Since K and the encryption algorithm of the BCE unit when encrypting different 
plaintext blocks are themselves the same, that means once the chosen IVs for encrypt-
ing two plaintexts are the same. When O s of the BCE unit are acquired, the attacker 
can use an illegally intercepted C  to search the corresponding O  from all its col-
lected C , O  pairs to derive P  without requiring breaking the key K of the BCE 
unit, since P C O . 

4.2.2 Attack on IV Unable to be Chosen 
If the IV cannot be chosen, the security level of the OFB is higher. But it still faces 
the same security problem of the CFB. Like that in attacking the CFB, the attacker 
can first input a long plaintext, P P , P , … , P , to acquire the corresponding ci-
phertext, C C1, C2, … , Cn , so as to generate a set of O O1, O2, … , On  since O P C . 

If n is huge enough, the attacker can then collect sufficient O , O  pairs to ana-
lyze the key K of its BCE unit. After that, when the attacker eavesdrops the messages 
delivered between the sender and receiver, and retrieves the IV, he/she can generate O 
to decrypt the intercepted C so as to obtain P since P C O. 
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4.3 Security of the CTR 

Like that in the OFB, the CTR can also be divided into two cases, i.e., a user can and 
cannot choose the value of cr. 

4.3.1 Attack on CR Able to be Chosen 
In the CTR encryption, Ois are determined only by cr and K in which cr is an incre-
mental integer (will be transformed into a bit string) and K is a fixed key. The general 
rule is that given a chosen cr, E cr i 1, K  receives cr i 1  and K, 1 i n, as its inputs to generate a set of output O O1, O2, … , On , n 1, with-
out requiring inputting any plaintext. On the other hand, for the chosen cr, the attacker 
can choose a plaintext P P , P , … , P  for the CTR to generate a ciphertext C C1, C2, … , Cn . After that, for each i, 1 i n, O C P . Then the attacker 
can acquire O. 

If users can choose cr, then the attacker can also choose a cr the same as that of a 
user, i.e., the victim, to obtain O corresponding to this cr by using the above process. 
Now the attacker can decrypt the plaintext block P  from the ciphertext block C  
intercepted from the user by using P C O . 

4.3.2 Attack on CR Unable to be Chosen 
If the cr cannot be chosen, the attacker is still able to know the cr. Because cr is deli-
vered together with Cis to the receiver with cr unencrypted [6], the attacker can obtain 
n input blocks, i.e., I cr, cr 1, … , cr i 1 , n 1, from those messages 
carrying crs and C s. 

On the other hand, the attacker can input a set of plaintext blocks P P , P , … , P  to the CTR to obtain the corresponding ciphertext blocks, denoted 
by C C1, C2, … , Cn . He/she can then acquire a set of outputs of the BCE unit, de-
noted by O O1, O2, … , On , since O P C , 1 i n. As a result, the attacker 
can analyze the key K used by the BCE unit after collecting a large number of cr i 1, O  pairs.  

4.4 Security of the OPC-1 

In Fig. 1, we use Key2 to protect G  and produce C , whereG P O . After 
that, O , i 1, as the new Key2 of the next encryption round, is used to encrypt G  to generate C . The advantage is that, when a large number of chosen-
plaintext is input, C  collected by the attacker is the one encrypted by O  or Key2 
(when i 1). So there is no way for the attacker to decrypt G s by using an inverse 
operation on C s without knowing Key2 beforehand. 

Moreover, G  is fed back to generate O . The purpose is to increase the complexi-
ty of solving Key1. Also, G  is encrypted by O  or Key2, resulting in the fact that it 
is hard for the attacker to analyze the relationship between P  and C , 1 i n. 

The shortcoming of the OPC-1 is that the plaintext is not encrypted by the BCE 
unit so the possibility for the attacker to decrypt P  from C  is still high since the 
attacker does not need to decrypt the BCE unit. 
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4.5 Security of the OPC-2 

Fig. 3 shows the OPC-2 encryption, in which Key2 is used to encrypt O  so as to 
produce C . Meanwhile, O  is also used to encrypt O , i.e., C O O , 1 . As with the OPC-1, it is hard for the attacker to acquire O  by decrypting C  since O  is encrypted by O  or Key2, even he/she has collected a large number 
of ciphertext by inputting many chosen-plaintexts to the OPC-2. 

If the attacker wishes to analyze the BCE unit of the OPC-2, he/she can input a 
long plaintext P P , P , … , P  of n plaintext blocks to the OPC-2 to generate the 
corresponding ciphertext C C , C , … , C . But before generating the set of output O O , O , … , O  of the BCE unit, he/she still needs to know Key2 because O C Key2, and O C O , 1 . In our design, all encryption and 
decryption steps are dependent, so it is impossible to acquire O  without knowing 
Key2. Moreover, P  is also protected by the BCE unit. With this, OPC-2 effectively 
strengthens the security level of O . As a result, it is hard for the attacker to collect 
sufficient information to analyze Key1 of the BCE unit. 

5 Conclusions and Future Studies 

In this paper, we describe the security drawbacks of the standard BCMOs, and pro-
pose the OPCs to improve the security level of a block ciphering system by protecting 
the outputs of its BCE unit, i.e., O s, without the need of preventing the attacker from 
collecting P s, C s and their relationship. The purpose is avoiding the security system 
from being attacked by known or chosen-plaintext/ciphertext attacks. 

However, in the OPC-2, the BCE unit must be invertible, e.g., DES, 3-DES, or 
AES. Otherwise, the plaintext P  cannot be reverted from O . Since the encryption 
speeds of non-invertible algorithms are often short, and their encryption keys are dif-
ficult to crack, if one replaces the BCE unit of the CFB, OFB, CTR or OPC-1 with a 
non-invertible algorithm, the security levels and the processing performance of these 
BCMOs will be then higher than before. Therefore, in the future, we will apply non-
invertible algorithms to the OPC-1 so as to propose a new BCMO with the security at 
least the same as or higher than those of the two OPCs. 
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Abstract. Group key transfer protocols allow multiple parties to share
a common secret key. They rely on a mutually trusted key generation
center (KGC) that selects the key and securely distributes it to the au-
thorized participants. Recently, Sun et al. proposed an authenticated
group key transfer protocol based on secret sharing that they claim to
be secure. We show that this is false: the protocol is susceptible to insider
attacks and violates known key security. Finally, we propose a counter-
measure that maintains the benefits of the original protocol.

Keywords: group key transfer, secret sharing, attack, cryptanalysis.

1 Introduction

Confidentiality represents one of the main goals of secure communication. It
assures that the data are only accessible to authorized parties and it is achieved
by encryption. In case of symmetric cryptography, the plaintext is encrypted
using a secret key that the sender shares with the qualified receiver(s). Under the
assumption that the system is secure, an entity that does not own the private key
is unable to decrypt and thus the data remain hidden to unauthorized parties.

The necessity of a (session) key establishment phase before the encrypted
communication starts is immediate: it allows the authorized parties to share a
common secret key that will be used for encryption.

Key establishment protocols divide into key transfer protocols - a mutually
trusted key generation center (KGC) selects a key and securely distributes it to
the authorized parties - and key agreement protocols - all qualified parties are
involved in the establishment of the secret key. The first key transfer protocol
was published by Needham and Schroeder in 1978 [11], two years after Diffie
and Hellman had invented the public key cryptography and the notion of key
agreement [4].

The previous mentioned protocols restrict to the case of two users. As a nat-
ural evolution, group (or conference) key establishment protocols appeared a few
years latter. Ingemarsson et al. introduced the first key transfer protocol that
permits to establish a private key between multiple parties [8]. Their protocol
generalizes the Diffie-Hellman key exchange.

A general construction for a key transfer protocol when KGC shares a long-
term secret with each participant is straightforward: KGC generates a fresh
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key and sends its encryption (under the long-term secret) to each authorized
party. The qualified users decrypt their corresponding ciphertext and find the
session secret key, while the unqualified users cannot decrypt and disclose the
session key. KGC performs n encryptions and sends n messages, where n is
the number of participants. Therefore, the method becomes inefficient for large
groups.

Secret sharing schemes are used in group key transfer protocols to avoid such
disadvantages. A secret sharing scheme splits a secret into multiple shares so
that only authorized sets of shares may reconstruct the secret. Blakley [1] and
Shamir [14] independently introduce secret sharing schemes as key management
systems. The particular case when all shares are required for reconstruction is
called all-or-nothing secret sharing scheme; the particular case when at least k
out of n shares are required for reconstruction is called (k,n)-threshold secret
sharing scheme.

Various group key establishment protocols based on secret sharing schemes
exist in the literature. Blom proposed an efficient key transfer protocol in which
every two users share a common private key that remains hidden when less than
k users cooperate [2]. Blundo et al. generalized Blom’s protocol by allowing any
t users to share a private key, while it remains secure for a coalition of up to
k users [3]. Fiat and Naor improved the construction even more by permitting
any subset of users to share a common key in the same conditions [5]. Pieprzyk
and Li gave a couple of group key agreement protocols based on Shamir’s secret
scheme [9,12]. Recently, Harn and Lin also used Shamir’s scheme to construct a
key transfer protocol [6], which was proved to be insecure and further adjusted
[10]. Some other examples from literature include Sáez’s protocol [13] (based on
a family of vector space secret sharing schemes), Hsu et al.’s protocol [7] (based
on linear secret sharing schemes) and Sun et al’s group key transfer protocol
[15], which we will refer for the rest of this paper.

Sun et al. claim that their construction is secure and provides several ad-
vantages: each participant stores a single long-term secret for multiple sessions,
computes the session key by a simple operation and the protocol works within
dynamic groups (i.e. members may leave or join the group). We demonstrate that
they are wrong. First, we show that the protocol is susceptible to insider attacks:
any qualified group member may recover a session key that he is unauthorized
to know. Second, we prove that the protocol violates known key security: any
attacker who gains access to one session key may recover any other key. We
propose an improved version of Sun et al’s group key transfer protocol that
stands against both attacks and achieves the benefits claimed in the original
work.

The paper is organized as follows. The next section contains the preliminar-
ies. Section 3 describes Sun et al.’s authenticated group key transfer protocol.
Section 4 introduces the proposed attacks. In Section 5 we analyze possible
countermeasures. Section 6 concludes.
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2 Preliminaries

2.1 Security Goals

Group key transfer protocols permit multiple users to share a common private
key by using pre-established secure communication channels with a trusted KGC,
which is responsible to generate and distribute the key. Each user registers to
KGC for subscribing to the key distribution service and receives a long-term
secret, which he will later use to recover the session keys.

We will briefly describe next the main security goals that a group key trans-
fer protocol must achieve: key freshness, key confidentiality, key authentication,
entity authentication, known key security and forward secrecy.

Key freshness ensures the parties that KGC generates a random key that has
not been used before. Unlike key agreement protocols, the users are not involved
in the key generation phase, so the trust assumption is mandatory.

Key confidentiality means that a session key is available to authorized parties
only. Adversaries are categorized into two types: insiders - that are qualified to
recover the session key - and outsiders - that are unqualified to determine the
session key. A protocol is susceptible to insider attacks if an insider is able to
compute secret keys for sessions he is unauthorized for. Similarly, it is vulnerable
to outsider attacks if an outsider is capable to reveal any session key.

Key authentication assures the group members that the key is distributed
by the trusted KGC and not by an attacker. It may also stand against a replay
attack: no adversary can use a previous message originated from KGC to impose
an already compromised session key.

Entity authentication confirms the identity of the users involved in the proto-
col, so that an attacker cannot impersonate a qualified principal to the KGC.

Known key security imposes that a compromised session key has no impact on
the confidentiality of other session keys: even if an adversary somehow manages
to obtain a session key, all the other past and future session keys remain hidden.

Forward secrecy guarantees that even if a long-term secret is compromised,
this has no impact on the secrecy of the previous session keys.

2.2 Secret Sharing

A secret sharing scheme is a method to split a secret into multiple shares, which
are then securely distributed to the participants. The secret can be recovered
only when the members of an authorized subset of participants combine their
shares together. The set of all authorized subsets is called the access structure.
The access structure of a (k, n) threshold secret sharing scheme consists of all
sets whose cardinality is at least k. The access structure of an all-or-nothing
secret sharing scheme contains only one element: the set of all participants.

Generally, a secret sharing scheme has 3 phases: sharing (a dealer splits the
secret into multiple parts, called shares), distribution (the dealer securely trans-
mits the shares to the parties) and reconstruction (an authorized group of parties
put their shares together to recover the secret).
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Group key establishment protocols use secret sharing schemes due to the ben-
efits they introduce: decrease computational and transmission costs, represent
a convenient way to differentiate between principals and their power within the
group, permits delegation of shares, accepts cheating detection, permits the siz-
ing of the group, etc. [12]. For more information, the reader may refer to [12].

2.3 Discrete Logarithm Assumption

Let G be a cyclic multiplicative group of order p with g ∈ G a generator.
The Discrete Logarithm Assumption holds in G if given ga, any probabilistic

polynomial-time adversary A has a negligible probability in computing a:

AdvA = Pr[A(p, g, ga) = a] ≤ negl(k) (1)

where a ∈ Z
∗
p is random and k is the security parameter.

3 Sun et al.’s Group Key Transfer Protocol

Let n be the size of the group of participants, U = {U1, U2, ..., Un} the set of
users, G a multiplicative cyclic group of prime order p with g ∈ G as a generator,
H a secure hash function.

Sun et al. base their protocol on a derivative secret sharing, which we describe
next and briefly analyze in Section 5:

Derivative Secret Sharing [15]
Phase 1: Secret Sharing
The dealer splits the secret S ∈ G into two parts n times:

S = s1 + s′1 = s2 + s′2 = ... = sn + s′n (2)

Phase 2: Distribution
The dealer sends the share s′i ∈ G to Ui ∈ U via a secure channel.
Phase 3: Reconstruction
1. The dealer broadcasts the shares s1, s2, ..., sn at once, when the users want to
recover the secret S.
2. Any user Ui ∈ U reconstructs the secret as:

S = s′i + si (3)

Next, we review Sun et. al’s group key transfer protocol, which we prove vulner-
able in Section 4:

Sun et al.’s Group Key Transfer Protocol [15]
Phase 1: User Registration
During registration, KGC shares a long-term secret s′i ∈ G with each user Ui ∈ U .
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Phase 2: Group Key Generation and Distribution
1. A user, called the initiator, sends a group key distribution request that con-
tains the identity of the qualified participants for the current session {U1, U2, ...,
Ut} to KGC.1

2. KGC broadcasts the received list as a response.
3. Each member Ui, i = 1, . . . , t that identifies himself in the list sends a random
challenge ri ∈ Z∗

p to KGC.
4. KGC randomly selects S ∈ G and invokes the derivative secret sharing scheme
to split S into two parts t times such that S = s1 + s′1 = s2 + s′2 = ... =
st + s′t. He computes the session private key as K = gS , t messages Mi =
(gsi+ri , Ui, H(Ui, g

si+ri , s′i, ri)), i = 1, . . . , t and Auth = H(K, gs1+r1 , ..., gst+rt ,
U1, ..., Ut, r1, ..., rt). At last, KGC broadcasts (M1, ...,Mt, Auth) as a single mes-
sage.
5. After receiving Mi and Auth, each user Ui, i = 1, . . . , t computes h =
H(Ui, g

si+ri , s′i, ri) using gsi+ri from Mi, s′i the long-term secret and ri as
chosen in step 3. If h differs from the corresponding value in Mi, the user
aborts; otherwise, he computes K ′ = gs

′
i · gsi+ri/gri and checks if Auth =

H(K ′, gs1+r1 , ..., gst+rt , U1, ..., Ut, r1, ..., rt). If not, he aborts; otherwise, he con-
sider K ′ to be the session key originated from KGC and returns a value hi =
H(s′i,K

′, U1, ..., Ut, r1, ...rt) to KGC.
6. KGC computes h′

i = H(s′i,K, U1, ..., Ut, r1, ...rt) using his own knowledge on
s′i and checks if h′

i equals hi, certifying that all users possess the same key.

The authors claim that their construction is secure under the discrete logarithm
assumption and has multiple advantages: each participant needs to store only
one secret share for multiple sessions (the long-term secret s′i, i = 1, . . . , n), the
dynamic of the group preserves the validity of the shares (if a user leaves or joins
the group there is no need to update the long-term secrets), each authorized user
recovers the session key by a simple computation. Unlike their claim, in the next
section we prove that the protocol is insecure.

4 The Proposed Attacks

We show that Sun et al.’s protocol is insecure against insider attacks and violates
known key security.

4.1 Insider Attack

Let Ua ∈ U be an authorized user for a session (k1), s
′
a his long-term secret,

U(k1) ⊆ U the qualified set of participants of the session, (g
si(k1)

+ri(k1) )Ui∈U(k1)

the values that were broadcast as part of (Mi)Ui∈U(k1)
in step 4 andK(k1) = gS(k1)

the session key.

1 Without loss of generality, any subset of U can be expressed as {U1, U2, ..., Ut} by
reordering.
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The participant Ua is qualified to determine (k1) session key as:

K(k1) =
gs

′
a · gsa(k1)

+ra(k1)

g
ra(k1)

(4)

Since g
si(k1)

+ri(k1) and ri(k1)
are public, he is able to compute gs

′
i , for all Ui ∈

U(k1):

gs
′
i =

K(k1) · g
ri(k1)

g
si(k1)

+ri(k1)

(5)

Suppose that Ua is unauthorized to recover (k2) session key, (k2) �= (k1). How-
ever, he can eavesdrop the exchanged messages. Therefore, he is capable to de-
termine

g
sj(k2) =

g
sj(k2)

+rj(k2)

g
rj(k2)

(6)

for all Uj ∈ U(k2), where U(k2) ⊆ U is the qualified set of parties of the session
(k2).

We assume that there exists a participant Ub ∈ U(k1)

⋂
U(k2) that is qualified

for both sessions (k1) and (k2). The inside attacker Ua can find the key K(k2) of
the session (k2) as:

K(k2) = gs
′
b · gsb(k2) = g

s′b+sb(k2) (7)

In conclusion, an insider can determine any session key under the assumption
that at least one mutual authorized participant for both sessions exists, which
is very likely to happen.

The attack also stands if there is no common qualified user for the two sessions,
but there exists a third one (k3) that has a mutual authorized party with each
of the former sessions. The extension is straightforward: let U1,3, U2,3 be the
common qualified parties for sessions (k1) and (k3), respectively (k2) and (k3). Ua

computes the key K(k3) as in the proposed attack due to the common authorized
participant U1,3. Once he obtains the key K(k3), he mounts the attack again for
sessions (k3) and (k2) based on the common party U2,3 and gets K(k2).

The attack extends in chain: the insider Ua reveals a session key K(kx) if he is
able to build a chain of sessions (k1)...(kx), where (ki) and (ki+1) have at least
one common qualified member Ui,i+1, i = 1, . . . , x − 1 and Ua is authorized to
recover the key K(k1).

4.2 Known Key Attack

Suppose an attacker (insider or outsider) owns a session key K(k1). We also as-

sume that he had previously eavesdropped values ri(k1)
in step 3 and g

si(k1)
+ri(k1)

in step 4 of session (k1) so that for all Ui ∈ U(k1) he determines:

g
si(k1) =

g
si(k1)

+ri(k1)

g
ri(k1)

(8)
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Because the session key K(k1) is exposed, he can also compute gs
′
i , for all Ui ∈

U(k1):

gs
′
i =

K(k1)

g
si(k1)

(9)

Let (k2) be any previous or future session that has at least one common qual-
ified participant Ub with (k1), i.e. Ub ∈ U(k1)

⋂
U(k2). As before, the attacker

eavesdrops rb(k2)
and g

sb(k2)
+rb(k2) and computes

g
sb(k2) =

g
sb(k2)

+rb(k2)

g
rb(k2)

(10)

The attacker can now recover the key K(k2):

K(k2) = gs
′
b · gsb(k2) = g

s′b+sb(k2) (11)

The attack may also be mount in chain, similar to the insider attack. We omit
the details in order to avoid repetition.

The first attack permits an insider to reveal any session key he was unautho-
rized for, while the second permits an attacker (insider or outsider) to disclose
any session key under the assumption that a single one has been compromised.

In both cases, the attacker computes the session key as the product of two
values: gsb (disclosed only by eavesdropping) and gs

′
b (revealed by eavesdrop-

ping when a session key is known). We remark that the attacker is unable to
determine the long-term secret s′b if the discrete logarithm assumption holds,
but we emphasize this does not imply that the protocol is secure, since the ad-
versary’s main objective is to find the session key that can be disclosed without
knowing s′b.

5 Countermeasures

Sun et al.’s group key agreement protocol fails because values gs
′
i , i = 1, . . . , n

are maintained during multiple sessions. We highlight that the derivative secret
sharing scheme suffers from a similar limitation caused by the usage of the long-
term secrets s′i, i = 1, . . . , n during multiple sessions: any entity that discloses a
secret S determines the values s′i = S− si by eavesdropping si, i = 1, . . . , n and
uses them to reveal other shared secrets.

A trivial modification prevents the proposed attacks: KGC replaces the values
s′i at the beginning of each session. This way, even if the attacker determines

gs
′
i in one round, the value becomes unusable. However, this introduces a major

drawback: KGC must share a secure channel with each user for any round. If this
were the case, KGC could have just sent the secret session key via the secure
channel and no other protocol would have been necessary. In conclusion, the
group key transfer protocol would have become useless.

Another similar solution exists: during the user registration phase an ordered
set of secrets is shared between KGC and each user. For each session, the corre-
sponding secret in the set is used in the derivative secret sharing. Although this
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solution has the benefit that it only requires the existence of secure channels at
registration, it introduces other disadvantages: each user must store a consider-
able larger quantity of secret information, the protocol can run for at most a
number of times equal to the set cardinality, KGC must broadcast the round
number so that participants remain synchronized.

We propose next a countermeasure inspired by the work of Pieprzyk and Li
[12]. The main idea consist of using a different public value α ∈ G to compute
the session key K = αS for each round.

The Improved Version of the Group Key Transfer Protocol

Phase 1: User Registration
During registration, KGC shares a long-term secret s′i ∈ G with each user Ui ∈ U .
Phase 2: Group Key Generation and Distribution
1. A user, called the initiator, sends a group key distribution request that con-
tains the identity of the qualified participants for the current session {U1, U2, ...,
Ut} to KGC.
2. KGC broadcasts the received list as a response.
3. Each member Ui, i = 1, . . . , t that identifies himself in the list sends a random
challenge ri ∈ Z

∗
p to KGC.

4. KGC randomly selects S ∈ G and invokes the derivative secret sharing scheme
to split S into two parts t times such that S = s1 + s′1 = s2 + s′2 = ... =
st + s′t. He chooses α ∈ G at random, computes the session private key as
K = αS , t messages Mi = (αsi+ri , Ui, H(Ui, α

si+ri , s′i, ri, α)), i = 1, . . . , t and
Auth = H(K,αs1+r1 , ..., αst+rt , U1, ..., Ut, r1, ..., rt, α). At last, KGC broadcasts
(M1, ...,Mt, Auth, α) as a single message.
5. After receivingMi, Auth and α, each user Ui, i = 1, . . . , t computes h = H(Ui,
αsi+ri , s′i, ri, α) using αsi+ri from Mi, s

′
i the long-term secret and ri as chosen in

step 3. If h differs from the corresponding value inMi, the user aborts; otherwise,
he computes K ′ = αs′i ·αsi+ri/αri and checks if Auth = H(K ′, αs1+r1 , ..., αst+rt ,
U1, ..., Ut, r1, ..., rt, α). If not, he aborts; otherwise, he consider K

′ to be the ses-
sion key originated from KGC and returns a value hi = H(s′i,K

′, U1, ..., Ut,
r1, ...rt, α) to KGC.
6. KGC computes h′

i = H(s′i,K, U1, ..., Ut, r1, ...rt, α) using his own knowledge
on s′i and checks if h′

i equals hi, certifying that all users possess the same key.

The countermeasure eliminates both attacks. Under the discrete logarithm as-
sumption, a value α(k1)

s′i from a session (k1) can no longer be used to compute a

session key K(k2) = α
s′i+si(k2)

(k2)
with (k2) �= (k1). The values α are authenticated

to originate from KGC so that an attacker cannot impersonate the KGC and
use a suitable value (for example α(k2) = αa

(k1)
for a known a).

We remark that the modified version of the protocol maintains all the ben-
efits of the original construction and preserves the computational cost, while
the transmission cost increases negligible. However, we admit that it conserves a
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weakness of the original protocol: cannot achieve forward secrecy. Any attacker
that obtains a long-term secret becomes able to compute previous keys of ses-
sions he had eavesdropped before. The limitation is introduced by construction
because the long-term secret is directly used to compute the session key.

6 Conclusions

Sun et al. recently introduced an authenticated group key transfer protocol based
on secret sharing [15], which they claimed to be efficient and secure. We proved
that they are wrong: the protocol is vulnerable to insider attacks and violates
known key security. We improved their protocol by performing a slight modi-
fication that eliminates the proposed attacks and maintains the benefits of the
original work.
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Abstract. Communication is necessary operations in wireless environ-
ments. Therefore, we must have a secure remote authentication to defend
transactions against illegitimate adversaries in such risky channel. Smart
card is one of methods that many schemes used due to its convenience.
Recently, Khurram Khan has proposed an enhancement scheme using
smart card to recover some pitfalls in Wang et al.’s scheme. They claimed
that their scheme remedy those security flaws. Nevertheless, we point out
that Khan et al.’s scheme cannot protect user’s anonymity. Besides, it
does not achieve secret key forward secrecy and cannot resist denial of
service attack due to values stored in server’s database. Consequently,
we present an improvement to their scheme to isolate such problems.

Keywords: Mutual authentication, Dynamic identity, Anonymity.

1 Introduction

In network environment, users can access services via different devices, for ex-
ample, PC, laptop, mobile phone. Communication between those devices and
services can be operated with many network technologies, such as, wireless, 3G.

There are many methods of constructing secure authentication. In 1981, Lam-
port [1] is the first person applying cryptographic hash function in authentica-
tion. Later, many author also use this approach in their protocols. Typically,
there are protocols of Cheng-Chi Lee [2] and Jau-Ji Shen [3]. These authors fol-
low Lamport’s approach with slight difference that they use identity to authen-
ticate instead of password table. In 2004, Das et al proposed a scheme [4]. Their
scheme has three main advantages. Firstly, it allows users to change password
freely. Moreover, it does not maintain a verification table which is used to check
login message. Finally, the scheme’s security is based on secure one-way hash
function. In 2005, I-En Liao [5] discovered Das’s scheme not only cannot resist
some basic kinds of attacks such as password-guessing but also do not provide
mutual authentication. Furthermore, in Das’s scheme, password is transmitted in
plain-text form at registration phase. Therefore, it is easy to be stolen by server.
In I-En Liao’s scheme, author use hash function with password before transmit-
ting it to server. So, even server do not know actual user’s password. Nonetheless,

K. Mustofa et al. (Eds.): ICT-EurAsia 2013, LNCS 7804, pp. 409–415, 2013.
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with hash function, I-En Liao’s scheme is also vulnerable to password-guessing
attack. Consequently, E-J Yoon proposed an improvement [6] to I-En Liao’s. In
[6], author utilizes random value with password when hashing. So, this causes
attacker not to be able to guess true user’s password. Recently, Khuram Khan
with E-J Yoon’s approach devised a protocol [7]. In [7], authors also distribute
common secret information to all users and use timestamp to resist replay at-
tack. They also claimed their scheme can protect user’s anonymity. In this paper,
we prove that their scheme has inability to defend anonymity. Furthermore, it
also cannot achieve secret key forward secrecy and does not withstand denial of
service attack due to values stored in database’s server. Ultimately, we propose
an improved version to recover problems mentioned.

The remainder of this paper is organized as follows: section 2 quickly reviews
Khan’s scheme and discusses its weaknesses. Then, our proposed scheme is pre-
sented in section 3, while section 4 discusses the security and efficiency of the
proposed scheme. Our conclusions are presented in section 5.

2 Review and Cryptanalysis of Khurram Khan’s Scheme

In this section, we review Khan’s scheme [7] and show his scheme cannot obtain
secret key forward secrecy and doesn’t protect user’s anonymity.

2.1 Review of Khurram Khan’s Scheme

Their scheme includes five phases. Some important notations are listed as follow:

– Ui, S : Qualified user & remote server.
– pwi, h(.): Unique password of Ui and one-way hash function.
– x, y: The first & the second secret keys of the remote server.
– T, N : The timestamp & the number of times a user registers.
– SC, SK : The smart card & the session key.
– ⊕, ‖: The exclusive-or operation & concatenation operation.

Registration Phase. U i submits ID i & h(r ‖ pw i) to S via a secure channel,
where r is a random value chosen by user. Then, S performs the following steps.

1. S checks U i’s registration credentials & checks ID i’s existence. If it already
exists & N is equal to 0, S requests U i to choose another ID i. Otherwise, S
computes J = h(x ‖ IDU ) where IDU = (ID i ‖ N ) and L = J ⊕ RPW.

2. S issues SC with {L, y} to U i over secure channel. Then, U i stores r in SC.

Login Phase. After receiving SC from S, U i uses it to login into S.

1. U i inserts SC into another terminal’s card-reader. Then he keys pw i & ID i.
2. SC computes RPW = h(r ‖ pw i) & J = L ⊕ RPW. Then, SC acquires T i

& computes C 1 = h(T i ‖ J ).
3. SC generates a random value d & computes AID i = ID i ⊕ h(y ‖ T i ‖ d).

Finally, SC sends login message m = {AID i, T i, d, C 1} to S.
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Authentication Phase. S authenticates the users login request.

1. Verifies the validity of time interval between T i & T
′
. If (T

′
- T i) ≥ ΔT,

where ΔT denotes the expected valid time interval for transmission delay.
If this holds, then S rejects & terminates the session.

2. Computes ID i = AID i ⊕ h(y ‖ T i ‖ d) & checks if ID i is valid, otherwise
terminates the operation. Then S checks N in database & computes IDU =
(ID i ‖ N ), J = h(x ‖ IDU ). Next S checks if h(T i ‖ J ) ?= C 1. If this holds,
it means U i is an authentic user, whereas the login request is rejected.

3. S acquires TS , computes C 2 = h(C 1 ⊕ J ⊕ TS) & sends {C 2, TS} to U i.
4. When receiving message from S, U i checks time interval between TS &

T
′′
, where T

′′
is the timestamp when mutual authentication message was

received. If (T
′′
- TS) ≥ ΔT, then U i rejects this message & terminates

the session. Otherwise, U i checks if h(C 1 ⊕ J ⊕ TS) ?= C 2. If this doesn’t
holds, U i terminates session. Otherwise U i & S share SK = h(C 2 ⊕ J ).

Password Change Phase. In this phase, U i can change his or her password.

1. U i inserts SC into card-reader & inputs ID i & pw i.
2. SC computes RPW ∗ = h(r ‖ pw i) & J ∗ = L ⊕ RPW ∗. If J ?= J ∗ holds,

then U i is allowed to update password. Otherwise, this phase is terminated.
3. SC computes L = J ⊕ RPW ⊕ RPW ∗ ⊕ h(r ‖ pw

′
i) & replaces the old

value of L with the new value. Now, the new password is updated.

Lost Smart Card Revocation Phase. U i performs some steps to revoke SC.

1. S checks secret credentials’s U i, e.g. date of birth, identity card number.
2. S changes the value of N to revoke SC. In every case of stolen or lost of SC,

N is increased by one. Later, U i can re-register to S without changing ID i.
3. S requests U i to return to registration phase. Here, U i is strongly recom-

mended not to use any previous values for new registration, e.g. password &
random value, otherwise anybody can impersonation U i by using the same
credentials previously saved in the lost or stolen SC.

2.2 Cryptanalysis of Muhammad Khurram Khan’s Scheme

– Inability To Protect User’s Anonymity: Khan et al claimed that only S can
recover ID i of U i due to y used to hide the user’s identity during transmission
of login message. Hence, adversaries cannot identify the person trying to
login into S. We see this explanation is not approriate because anyone being
a valid user can know y. For example, another valid user captures {AID i,
T i, d, C 1}. Then, he computes ID i = AID i ⊕ h(y ‖ T i ‖ d)

– Secret key forward secrecy: Khan et al claimed that even if the server’s x &
y happens to be compromised, an adversary cannot impersonate legitimate
users by using the revealed keys, because he cannot compute AID i & C 1 in
the login message without knowledge of the user’s ID i, pw i, r & IDU . In
this subsection, we will prove his claim is not true.
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1. With y, adversary A can capture any login message & compute ID i of
any user by performing ID i = AID i ⊕ h(y ‖ T i ‖ d).

2. A creates a new login message to impersonate U i. Firstly, A picks TA,
random value dA. Then, A computes AID i = ID i ⊕ h(y ‖ TA ‖ dA).

3. A assumes N = 0 & computes J = h(x ‖ IDU ), where IDU = (ID i ‖ N )
4. A computes CA = h(TA ‖ J ) and sends {AID i, TA, dA, CA} to S.
5. If everything is alright, A successfully impersonates U i. Otherwise, A

turns back to step 3 with increasing N by one & continues later steps.

– Denial of service attack: In Khan’s scheme, passwords are not stored at the
verification server. However, this scheme stores N value of U i. If these values
are modified by attackers, many users cannot login into server. For example,
in authentication phase of Khan’s scheme, S must compute J = h(x ‖ IDU ),
where IDU = (ID i ‖ N ). Then, S compares C 1 with h(T i ‖ J ). So, if N is
modified, C 1 is not equal to h(T i ‖ J ) & S will reject login message.

3 Proposed Scheme

Our scheme is also divided into the five phases

3.1 Registration Phase

U i submits ID i, h(r ‖ pw i), where r is a nonce chosen by U i. After receiving
{ID i, h(r ‖ pw i)} from user via a secure channel, S performs following steps.

1. Checking ID i’s existence. If it existed, S intimates U i to choose another ID.
2. Generating a random value e & computing J = h(x ‖ e), P = h(J ) & L = J

⊕ RPW. Then S sends SC containing {L, e, P} for U i via a secure channel.
3. U i receives SC & inputs r into it.

3.2 Login Phase

U i inserts SC into card-reader, inputs ID i & pw i to login S. Then, SC performs:

1. Computing RPW = h(r ‖ pw i) & J ∗ = L ⊕ RPW.
2. Checking whether h(J ∗) ?= P. If this holds, SC goes to next step. Other-

wise, it terminates the session. Then, SC generates a random value RU &
computes AID i = ID i ⊕ RU , C 1 = RU ⊕ J ∗ & M 1 = h(ID i ‖ J ∗ ‖ RU ).

3. Finally, SC sends {AID i, C 1, M 1, e} to S.

3.3 Mutual Authentication and Session Key Agreement Phase

S receives U i’s login message {AID i, C 1, M 1, e} and performs following steps.

1. S computes J ∗∗ = h(x ‖ e), RU = C 1 ⊕ J ∗∗ & ID∗
i = AID i ⊕ R∗

U .
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2. S checks identity’s validity. If everything isn’t alright, S terminates the ses-
sion, otherwise S checks whether M 1 ?= h(ID∗

i ‖ J ∗∗ ‖ R∗
U ). If this doesn’t

holds, S terminates the session, otherwise S generates a random value RS &
computes C 2 = RS ⊕ J ∗∗, M 2 = h(RS ‖ J ∗∗ ‖ ID∗

i). Then S sends {M 2,
C 2} to user via a common channel.

3. After receiving {M 2, C 2} from S. U i computes R∗
S = C 2 ⊕ J ∗ & check if

M 2 ?= h(R∗
S ‖ J ∗ ‖ ID i). If this does not hold, U i terminates the session.

Otherwise, U i authenticates S successfully. U i sends M 3 = h(RU ‖ R∗
S) to

S & computes a session key SK = h(RU ‖ R∗
S ‖ J ∗ ‖ ID i).

4. When receiving {M 3} from U i, S checks if M 3 ?= h(R∗
U ‖ RS). If this does

not hold, S terminates the session. Otherwise, S authenticates U i success-
fully. And S also computes SK = h(R∗

U ‖ RS ‖ J ∗∗ ‖ ID∗
i).

3.4 Password Update Phase

When U i wants to change password pw i. He can perform following steps:

1. Insert SC into card-reader, input ID i, pw i & choose a new password pw inew .
2. SC computes RPW = h(r ‖ pw i) & J ∗ = L ⊕ RPW. Then, SC checks if

h(J ∗) ?= P. If this doesn’t holds, SC terminates the session. Otherwise, SC
computes Lnew = J ∗ ⊕ RPW new, where RPW new = h(r ‖ pw inew)

3. Finally, SC replaces Li with Linew .

3.5 Lost Smart Card Revocation Phase

We also recommend user not to use any previous values for new SC, e.g. password
and random value. Following are some steps to perform in this phase:

1. User inputs old ID i, new password pw i & new random value r. Then U i

sends {credentials, ID i, RPW } to S via a secure channel.
2. After receiving this package of message, S checks ID i’s validity in database.

If it does not exist, S terminates the session. Otherwise, S continues to check
U i’s credentials. If everything is alright, S generates a new random value e.

3. S computes J = h(x ‖ e), L = J ⊕ RPW & P = h(J ). Then S sends new
SC containing {L, e, P} to U i. Finally, U i updates random value r into SC.

4 Security and Efficiency Analysis

In this section, we analyze our scheme on two aspects: security and efficiency.

4.1 Security Analysis

1. Replay Attack: In our scheme’s authentication phase, if adversaryA captures
{AID i, C 1, M 1, e}, he still cannot re-send this package again. For example,
A replays the package, but A cannot compute random value RS from S
because of lacking value J. So, our scheme resists this kind of attack.
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2. User’s Anonymity: In our scheme, if adversary A wants to know ID i of user,
A must know random value RU . However, RU is enrypted with the value J
which is not be leaked. Therefore, our scheme can protect user’s anonymity.

3. Stolen Verifier Attack: In our scheme, S does not store any user’s informa-
tion except identity, so our scheme can counteract this kind of attack. In our
scheme, S generates a random value e for each user. Hence, when authen-
ticating with S, U i only needs to send e to S and S uses master key x to
re-construct h(x ‖ e) of that user. So, S doesn’t need to keep U i’s password.

4. Denial of Service Attack: In Khan’s scheme, author stores value N of each
user. So, if all N in server’s database are modified, all users cannot login
to server in login phase. Unlike his scheme, our scheme does not store any
user’s information. Hence, our scheme is immune from this kind of attack.

Besides above attacks, our scheme also has security features similar to Khan’s.

4.2 Efficiency Analysis

We reuse approach used in some previous schemes to analyze computational
complexity. That is, we calculate the number of one-way hash function execu-
tion. Let Th be the time to compute one-way hash function. Khan’s scheme
needs 2 × Th in registration phase, and 8 × Th in login and authentication
phases. Our scheme needs 3 × Th in registration phase and 9 × Th in login and
authentication phases. Besides, we see his scheme doesn’t resist to denial of ser-
vice attack and cannot protect user’s anonymity. Our proposed scheme recovers
two pitfalls successfully. However, we don’t solve secret key forward secrecy yet.

Table 1. A comparison between our scheme & Khan’s for withstanding various attacks

����������������Kinds of Attacks

Schemes
Khan’s Ours

Denial of service attack No Yes

User’s anonymity No Yes

Insider attack Yes Yes

Stolen verification table attack Yes Yes

Secret key forward secrecy No No

Mutual authentication & SK exchange Yes Yes

Replay attack Yes Yes

5 Conclusions

In this paper, we review Khan’s scheme. Although his scheme can withstand
some attacks, we see that his scheme is still vulnerable to denial of service attack,
secret key forward secrecy and cannot protect user’s anonymity. Consequently,
we propose an improved scheme to eliminate some problems existing.
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Abstract. In Vehicular Ad Hoc Networks (VANETs), because of high
mobility of vehicles and frequent change of road segments, an end-to-
end communication path between moving vehicles may not exist un-
fortunately. As a promising solution to this challenge, for non-realtime
constrained VANET applications, store-carry-forward paradigm is con-
sidered to deliver a message to a remote destination vehicle effectively
through a socialspot in city road environments. So, the behavior of
VANET can be modeled as Delay Tolerant Networks, and known as
Vehicular Delay Tolerant Networks (VDTNs). Therefore, in this paper,
we propose a secure message delivery protocol for protecting receiver-
location privacy in socialspot-based VDTNs since location privacy is one
of critical security requirements in VANETs. To design a simplified pro-
tocol, we eliminate the use of pseudonym-based vehicle identification ac-
companied with a complex pseudonymous key management. Instead, we
introduce an identity-hidden message indexing which enables a receiver
vehicle to query a message whose destination is itself to the socialspot
RSU without revealing its identity.

Keywords: VANET, VDTN, authentication, privacy preservation.

1 Introduction

Vehicular Ad Hoc Networks (VANETs) to support the Intelligent Transporta-
tion Systems and Telematics have recently become one of the promising wireless
networking research areas. This trend is due to Dedicated Short Range Commu-
nications (DSRC) [14] and the GPS-based navigation system incorporating with
digital map. Typically, in VANETs, each vehicle equips with an on-board unit
(OBU) communication device, which allows Vehicle-to-Vehicle (V2V) communi-
cation with other vehicles as well as Vehicle-to-Infrastructure (V2I) communica-
tion with a road-side unit (RSU). With these deployments, the VANET enables
useful applications in our daily lives ranging from safety related to non-safety

� This research was supported by Basic Science Research Program (No. 2012-0001331),
and partially supported by Next-Generation Information Computing Development
Program (No. 2011-0029927) through the National Research Foundation of Korea
(NRF) funded by the Ministry of Education, Science and Technology.
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related, such as not only cooperative driving and probing vehicle data for better
driving environment but also infotainment services by vehicular communications.

However, an end-to-end communication path between moving vehicles may
not exist unfortunately because vehicles are constantly moving with frequently
changing road segments which, in turn, makes network connectivity change.
As a promising solution to this challenge, for non-realtime constrained VANET
applications, store-carry-forward paradigm is considered to deliver a message to
a multi-hop destination vehicle effectively by utilizing socialspot tactic [7] in city
road environments. Here, the socialspots are referred to the locations in a city
road that many vehicles often visit such as intersections around famous shopping
malls, restaurants, or cinemas. Hence, we can utilize an RSU installed in the
socialspot as a relay node for packet forwarding in an opportunistic way [7][8][6].
So, the behavior of a multi-hop VANET communication can be modeled as a
Delay Tolerant Network known as Vehicular Delay Tolerant Networks (VDTNs),
and packet forwarding protocols using store-carry-forward manner have been
proposed [13][4].

As VANETs have received a lot of attention, security issues, especially privacy
of vehicles or drivers, have become one of the most concerns for the successful
deployment of VANET. In the same vein, socialspot-based VDTN applications
must protect vehicle’s privacy even though the locations of socialspots for mes-
sage dissemination are known. That is, a security mechanism should be able to
make it difficult as far as possible for an adversary who knows the locations
of socialspots to infer which vehicle receives a message from the RSU at each
socialspot.

1.1 Related Work

In order to protect receiver-location privacy in VDTNs, Lu et al. proposed
socialspot-tactic privacy-preserving data forwarding protocols in [7] and [8], re-
spectively. Those protocols are on the basis of pseudonym-based vehicle iden-
tification for anonymous message delivery and receiver authentication1. There-
fore, each vehicle has to have pre-loaded pseudonym-set for avoiding vehicle
tracking by periodically changing its pseudonym on the road. However, they re-
quire complex pseudonym-based cryptographic key management depending on
the number of pseudonyms pre-loaded, and all vehicles must know receiver vehi-
cle’s pseudonym to send a message to the receiver. What is worse, the protocol
of [7] does not provide message source authentication so this protocol cannot
guarantee the non-repudiation if a malicious vehicle sends a bogus message.

On the other hand, the authors [8] incorporated conditional privacy-preserving
authentication based on group signature and universal re-encryption scheme with
packet forwarding protocol for protecting vehicle’s location privacy from packet
analysis attack. However, when a receiver vehicle downloads a message it is
required for the receiver vehicle to perform a complex mutual authentication

1 When we say sender and receiver, they are end-to-end message source and destination
vehicle in this paper, respectively.
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process with RSU at the socialspot due to the much time consuming operation
of group signature scheme.

1.2 Contribution and Organization

Based on the above observation, in this paper, we propose a socialspot-based
secure message delivery protocol for preserving receiver-location privacy. The
main design goal of this paper is to simplify the authentication process of a
receiver vehicle to a socialspot RSU by eliminating the use of pseudonym-set.
The contributions of this paper are summarized as follows.

– Instead of putting vehicles’ pseudo-ID to identify a receiver vehicle in anony-
mous manner, we introduce an identity-hidden message indexing in order for
a receiver vehicle to query the message bound for it to the socialspot RSU
without revealing its identity.

– We establish a unidirectionally authenticated secure message delivery chan-
nel from a sender to a receiver for VDTNs in which an interactive message
exchange is not always possible because of no simultaneous end-to-end con-
nection.

– To simplify the authentication process between a receiver vehicle and a so-
cialspot RSU without presenting receiver’s identity-related information, we
make the receiver vehicle be implicitly authenticated to the RSU by proving
knowledge of the shared secret key with the sender.

To design the proposed protocol, we make use of ID-based non-interactive key
agreement scheme [12][3] (but the IDs of vehicles are not included in message
delivery protocol) to establish a secure channel between sender and receiver ve-
hicles, and cryptographic hash function to generate an identity-hidden message
index while binding a specific receiver vehicle at a socialspot is possible. The re-
mainder of this paper is organized as follows. In Section 2, we introduce our sys-
tem model and security goals considered in this paper. We present the proposed
protocol and provide security analysis in Section 3 and Section 4, respectively.
Finally, we conclude in Section 5.

2 System Model

We consider a VDTN environment which consists of vehicles equipping with
OBUs, RSUs installed in socialspots and Trusted Authority(TA) for security
management as shown in Fig. 1, respectively.

– TA is in charge of issuing ID-based private keys to the registered vehicles
and RSUs, and provides public system parameters for security protocol.

– Socialspots SS = {ss1, ..., ssl} are referred to as roads or intersections
around where many vehicles will visit, for example, famous shopping malls,
movie theaters, and such like. At each ssj ∈ SS, a huge-storage possess-
ing RSUj subordinated by the TA is installed so that RSUj can temporarily
store some messages to be forwarded to the receiver vehicles passing through
the ssj .
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Fig. 1. System model for socialspot-based VDTN

– Each vehicle vi ∈ V = {v1, ..., vn} registered to the system equips with OBU
for V2V and V2I communications and cooperates with each other to deliver
a message for a socialspot in store-carry-forward manner.

In those settings, message forwarding strategy from a sender vehicle to a desti-
nation socialspot can be divided into the following two methods.

– Direct carry and forward : If the sender vehicle passes the socialspot, the
sender will carry the message and then forward it when it arrives on the
socialspot.

– V2V forward and carry : Some vehicles driving toward the socialspot will
cooperate for store-carry-forward message delivery when the sender vehicle
does not pass the socialspot.

As an example scenario, suppose that vs wants to send a message msg to vd
which will visit socialspot ss2 later in Fig. 1.

1. At time t1, vs asks v1 which drives toward the ss2 for forwarding the msg.
2. v1 carries the msg and arrives on the socialspot ss2 at time t2(t2 > t1), then

forwards the msg to the RSU2.
3. When vd passes the ss2 at time t3(t3 > t2) while RSU2 stores the msg, vd

requests msg bound for it then RSU2 provides vd with msg.

In such a VDTN scenario, we consider the following security goals to design
a secure message delivery protocol against a global passive adversary A. The
adversaryA can overhear V2V and V2I communications, but cannot compromise
any vehicle (or RSU) and access the internal information of them. Thus, A tries
to identify vehicles or to trace the location of a vehicle by packet analysis.

– Anonymous Channel : An adversary A cannot identify the message sender
and receiver from eavesdropping on the message delivery protocol.
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– Authentication : Only a valid receiver vehicle specified by a sender can re-
trieve the message whose destination is itself by authenticating itself to the
RSU at a socialspot.

– Receiver Privacy : Even though the location of a socialspot is known, it is
hard for an adversary A to infer which vehicles retrieved messages at the
socialspot.

3 Proposed Protocol

The proposed protocol consists of setup, message constitution, message forward-
ing, and message retrieving phases. Table 1 shows the notations and descriptions
used in the proposed protocol.

Table 1. Notations and descriptions

notation description

SKi ID-based private key of an entity i

kij shared secret key between i and j

T valid time period of a message

Enck(·) encryption under key k

Deck(·) decryption under key k

SigSKi(·) ID-based signature under signing key SKi

V rfi(·) ID-based signature verification for a given ID i

h(·) cryptographic hash function

MACk(·) message authentication code under key k

3.1 Setup

Let G1 and G2 be the bilinear map groups with a prime order q, and P be a
generator of G1 [1], respectively. In the setup phase, the TA configures system
parameters for bilinear map and issues ID-based private keys to the registered
RSUs and vehicles as following steps.

1. TA sets a random number s ∈ Z∗
q as its master secret key, computes P0 =

sP , and configures public system parameters param={G1,G2, q, ê, P, P0, H1,
H2}, where ê : G1 × G1 → G2 is a bilinear map, H1 : {0, 1}∗ → G1 and
H2 : {0, 1}∗ → Z∗

q are cryptographic hash functions, respectively.
2. For each vi ∈ V and each RSUj at ssj ∈ SS, TA issues ID-based private

keys SKvi = sH1(vi) for vi and SKj = sH1(ssj) for RSUj, respectively.

3.2 Message Constitution

When a vehicle vs wants to send a message msg to a receiver vehicle vd which
will pass a socialspot ssj sometime, vs executes the following steps to make a
packed message.
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1. vs chooses a random number r ∈ Z∗
q and computes Ps = rH1(vs), ksd =

ê(rSKvs , H1(vd)), ksj = ê(rSKvs , H1(ssj)), w = H2(ksd|T ), and W =
w−1P , where ksd and ksj are non-interactively shared keys with vd and
with RSUj, respectively.

2. Then, vs constitutes a packed message M to be forwarded to the destination
socialspot ssj as follows:
M = {ssj , I, Ps,W,C|σ, chk}
– I = h(vd, ssj , T )
– C = Encksd

(vs|vd|T |msg)
– σ = SigSKvs

(vs|vd|T |msg)
– chk = MACksj (ssj , I, Ps,W,C|σ)

where σ is sender vs’s ID-based signature of [2], and chk is a message au-
thentication code for integrity check by RSUj.

In step 2, the identity-hidden message index I implies the meaning of a receiver
vehicle vd at a socialspot ssj , and will be used for a receiver vehicle to query a
message for it in the message retrieving phase.

3.3 Message Forwarding

Once the messageM is packed,M can be delivered to a destination socialspot ssj
by using the forwarding strategy described in Section 2. At this phase, we assume
a packet forwarding protocol with store-carry-forward manner, such as VADD
[13] and TBD [4]. Note that the main goal of this paper is to protect receiver’s
privacy from an adversary, we do not consider compromising of vehicles and
message forgery attack by an active adversary during the message forwarding.

When the message M ultimately reaches the RSUj at ssj , RSUj first com-
putes shared key of vs as ksj = ê(Ps, SKssj ) from Ps in M . Then, RSUj verifies
chk = MACksj (ssj , I, Ps,W,C|σ) under the key ksj . If chk is valid, RSUj stores
{I, Ps,W,C|σ} while a receiver vehicle related to the message index I requests
the message as passing by it.

3.4 Message Retrieving

Fig. 2 shows the message retrieving protocol of a receiver vehicle at a socialspot.
When a vehicle vd goes by a socialspot ssj on its way driving, vd can get a
message M whose destination is itself as follows.

1. vd, as expecting a message for it on RSUj’s storage, generates its message
index at ssj as I = h(vd, ssj , T ), then queries I to RSUj.

2. RSUj searches its storage for the message corresponding to I. If the mes-
sage is found, RSUj sends Ps of matching index I to vd as a challenge for
authentication.

3. Upon receiving Ps, vd computes the secret key ksd = ê(Ps, SKvd) shared

with a sender and w = H2(ksd|T ), then gives W̃ = wP to the RSUj as a
proof of knowledge of the shared key.
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Fig. 2. Message retrieving protocol of a receiver vehicle at a socialspot

4. With W sent from a sender vs and W̃ from vd, RSUj verifies ê(W, W̃ ) =
ê(P, P ) to check the proof of knowledge. If the verification holds, RSUj

authenticates vd as a valid receiver specified by the sender, then provides
{C|σ} to vd.

5. vd recovers {vs|vd|T |msg} by computing Decksd
(C), and finally completes

the message retrieving protocol after verifying the signature σ as V rfvs(σ).

4 Analysis

In this section, we discuss the security of the proposed protocol. The security
of the proposed protocol entirely depends on the non-interactive key agreement
scheme and cryptographic hash function. We will focus on how the proposed
protocol can fulfil our security goals under our adversary model.

4.1 Anonymous Channel

In the proposed protocol, the delivered message content {vs|vd|T |msg} from
a sender vs to a receiver vd is encrypted under non-interactively shared key
ksd, i.e., C = Encksd

({vs|vd|T |msg}). Hence, when we assume the secrecy of
non-interactive key agreement scheme [3], it is difficult for an adversary A to
identify sender and receiver from eavesdropping on the message transmission.
Even if A can know that the destination of the message is a socialspot ssj ,
A cannot capture the identities of vehicles which retrieve messages through the
socialspot RSUj because no vehicle identity is presented to the RSUj. Therefore,
the proposed protocol can guarantee the anonymity of message transmission.

In addition, Kate et al. [5] presented that they could construct an onion
routing for anonymity network on the basis of non-interactive key agreement
scheme. If we encrypt the packed message M again under key ksj instead of
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MACksj in Message Constitution phase, the path vs → ... → RSUj → vd can
be regarded as an onion path based on Kate et al.’s observation.

4.2 Authentication

In order to obtain a message temporarily stored in a RSUj in Message Retrieving
phase, a receiver vehicle must be authenticated to the RSUj which checks if the
requesting vehicle is the designated receiver by a sender vehicle. In our protocol,
for a vehicle vd to be authenticated as a valid receiver, vd should present the proof
of knowledge W̃ = H2(ksd|T )P for the secret key ksd shared with a sender vs.
The consistency of the keys ê(rSKvs , H1(vd)) generated by vs and ê(Ps, SKvd)
by vd can be proven as ê(rSKvs , H1(vd)) = ê(rH1(vs), sH1(vd)) = ê(Ps, SKvd).

Only if the verification of ê(W, W̃ ) = ê(P, P ) holds, RSUj will send {C|σ} to
vd as regarding vd is the receiver who can agree with the message sender. Then, vd
can recover original message {vs|vd|T |msg} by decrypting C, and authenticates
the sender vs as verifying vs’s signature σ.

4.3 Receiver Privacy

As mentioned before, the proposed protocol does not put vehicle’s identity for
message transmission nor receiver’s identity is given to the RSUj at a socialspot
ssj in message retrieving phase. Instead, a receiver vd can be bound by identity-
hidden message index I = h(vd, ssj , T ) which is the result of cryptographic
one-way hash function. Therefore, it is hard for an adversary A to decide which
vehicle receives a message from I at the socialspot even though the location of
the socialspot is publicly known.

Moreover, we can generate a different message index I ′ (�= I) for different
time period or different socialspot, i.e., I ′ = h(vd, ssj , T

′) for T ′ �= T , due to the
functionality of cryptographic hash function. Hence, the proposed protocol can
guarantee the unlinkability for a receiver vehicle because it is infeasible for A to
distinguish that the given indexes I ′ and I are linked to the same receiver.

However, one feasible attack for A is to prepare possible message index set IS
from arbitrarily chosen vehicles identities VA = {v1, ..., vm} by A for a given time
period T , and check if an I ∈ IS occurs at the socialspot ssj or not. If it occurs,
then A can decide the matching identity vi ∈ VA such that I = h(vi, ssj , T ). For
this scenario, let Pr{k} be the probability that k among NV vehicles passing
through the socialspot ssj for the given time period T are found by the index
matching attack. Suppose that NR is total number of registered vehicles and NC

is the number of elements in IS . The probability Pr{k} can be represented as
follow distribution:

Pr{X = k} =

(
NC

k

)(
NR −NC

NV − k

)
(
NR

NV

) , k ≥ 1
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As a result, the probability that a target vehicle vd can be linked to IS is
Pr{k = 1}. Fig. 3 shows such link probability under chosen message index
matching attack by A assuming NR = 10, 000 for evaluation. From this result,
we can figure out that the link probability decreases as the number of vehiclesNV

passing through a socialspot increases. Therefore, we can conclude that putting
a special area where many vehicles frequently visit in city road environments
as a socialspot is helpful for privacy preservation for secure message delivery in
VDTNs.

Fig. 3. Link probability for k = 1 under chosen message index matching by A

5 Conclusion

In this paper, we proposed a secure message delivery protocol with the help of
socialspots in Vehicular Delay Tolerant Networks to provide anonymous mes-
sage transmission and vehicles privacy preservation assuming a global passive
adversary. To design a simplified protocol, we eliminated the pseudonym-based
receiver vehicle identification accompanied with a complex pseudonymous key
management. Instead, we made use of identity-hidden message indexing for a
receiver vehicle to prevent vehicle’s identity from being disclosed or linked by
an adversary, and proof of knowledge for non-interactively shared key between
sender and receiver to authenticate the receiver implicitly by a socialspot RSU.
In addition, we showed that it is infeasible for an adversary to link a specific
vehicle to a message index at a socialspot.
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Abstract. Ensuring confidentiality of outsourced data continues to be
an area of active research in the field of privacy protection. Almost all
existing privacy-preserving approaches to address this problem rely on
heavyweight cryptographic techniques with a large computational over-
head that makes inefficient on large databases. In this paper, we address
this problem by improving on an existing approach based on a combina-
tion of fragmentation and encryption. We present a method for optimiz-
ing and executing queries over distributed fragments stored in different
Cloud storage service providers. We then extend this approach by pre-
senting a Private Information Retrieval (PIR) based query technique to
enforce data confidentiality under a collaborative Cloud storage service
providers model.

Keywords: Data confidentiality, Privacy-preserving, Data fragmenta-
tion, Data outsourcing.

1 Introduction

In the last few years, database outsourcing has become an important tool in IT
management, as it offers several advantages to the client companies, especially
for small ones with limited IT budget. In most models of database outsourcing,
data storage and management (e.g. data backup and recovery) are completely
operated by external service providers that take advantages of economies of
scale to reduce the cost of maintaining computing infrastructure and data-rich
applications in comparison with the cost of in-house data management.

Nonetheless, outsourcing gives rise to major security issues due to the usually
sensitive nature of information saved in databases. Storing such sensitive infor-
mation with external service providers requires them to be trusted and that they
should protect data against external threats. Even if these service providers pro-
tect data adequately and process queries accurately, they may be curious about
the stored data and may attempt to profit by disclosing this sensitive infor-
mation to third parties. This raises the question of whether it is possible to
protect confidentiality and privacy of the outsourced data. A recent study [10]

K. Mustofa et al. (Eds.): ICT-EurAsia 2013, LNCS 7804, pp. 426–440, 2013.
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by the Ponemon Institute indicates that since 2005 more than 250 million cus-
tomer records containing sensitive information have been lost or stolen. The
same study reports the average organizational cost of data leakage between 2005
and 2009, to be about $6.6 million. Hence, there seems to be a clear financial
motivation to protect data privacy and confidentiality even when records are
leaked.

Related Work. One approach to protect confidentiality and privacy of the
outsourced data is based on encrypting all tuples in outsourced databases [8, 7].
With this approach, one crucial question is that of how to efficiently execute
queries. Clearly, when using deterministic encryption techniques equality-match
queries are simple to evaluate. However, range queries and aggregations become
more difficult to perform as we must decrypt all records to evaluate this kind of
queries, which makes query execution on the outsourced encrypted data much
more difficult. Therefore, our main focus in this paper is about preserving both
privacy and confidentiality of outsourced database while ensuring a secure way
for querying outsourced data. One promising method to meet this requirement is
to use data fragmentation. Basically, data fragmentation procedures are not par-
ticularly designed for preserving data security, they are aimed to improve data
manipulation process, optimize storage, and facilitate data distribution. Never-
theless, in the last few years two significant alternatives have been proposed. The
first one [9, 3] relies on data fragmentation alone to protect confidentiality. The
distribution model used in this approach is composed mainly of two domains: a
trusted local domain from which the data originates, and a honest but curious
domain in which the data will be distributed. Because of its trustworthiness,
the local domain is used to store fragments that contain highly sensitive data
without the need to encrypt them. This is not so efficient in that it forces data
owners to always protect and manage fragments containing highly sensitive data.
A more promising alternative [4, 6] attempts to combine data fragmentation to-
gether with encryption. In this proposal, the main idea is to partition the data
to be externalized across two or more independent service providers, and fur-
thermore to encrypt all information which can not be secured by fragmentation
(e.g. employees’ bank account numbers of a company). While they do constitute
an interesting way to ensure confidentiality of outsourced database, these ap-
proaches have the major limitation that it assumes that data to be outsourced is
represented within a single relation schema (or table). Clearly, this assumption is
too strong and seldom satisfied in the real environments, as generally, relational
databases are normalized to minimize redundancy and dependency by dividing
large tables into smaller (and less redundant) tables and defining relationships
between them.

In this paper, we strive to protect the confidentiality and the privacy of sen-
sitive outsourced database using both encryption and fragmentation, combining
the best features of both approaches. Furthermore, we aim to overcome the
previously mentioned limitations of [4, 6] by presenting an approach which is
able to deal efficiently with multi-relation normalized databases. In a distributed
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environment, the problems encountered in one-relation1 databases take on ad-
ditional complexity when working with multi-relation normalized databases as
it gives rise to new problems such as protecting the relatioships between rela-
tional schemas and defining a secure and efficient technique allowing authorized
users to query these sensitive relationships. We will show how to protect data
unlinkability of different fragments of the original database by protecting user
query privacy using a practical Private Information Retrieval (PIR) technique.
Unlinkability of two items of interest (e.g., records stored into different frag-
ments) means that within the system, from an adversary point of view, these
items of interest are no more and no less related. In our approach, a relation
containing sensitive information will be fragmented into two or more fragments.
Unlinkability of fragments means that despite the fact that an adversary has
knowledge about the fragments of a relation, it remains unable to link records
from different fragments.

The remainder of the paper is organized as follows. Section 2 illustrates
through an example the problem and need for an approach like ours. In Sec-
tion 3, we detail the threat model, security model, and assumptions. Section 4
describes our approach to enforce privacy and confidentiality of outsourced data.
Section 5 presents the query optimization and execution model. In Section 6, we
present a PIR-based technique to achieve query privacy and enforce data confi-
dentiality under a collaborative Cloud storage service providers model. Finally,
we conclude the paper in section 7.

2 Motivating Example

Consider a relational hospital databaseD with relations:Patient(Id, Name,ZIP,
Illness, Id Doctor *) and Doctor(Id, Name, Specialty) where Id Doctor is a
foreign key referencing the column Id of the relation Doctor. Let us assume
that the hospital is going to outsource the database to a third party. Sensitive
information contained in D should be protected. If we look carefully, we can
consider that the list of patients and their attributes (Id,Name, Zip) are not
sensitive, and also that the list of illnesses could be made public. Nevertheless, the
relationship between these two lists (list of patients and list of illnesses) should
be protected. Therefore if we can find a way (e.g. vertical fragmentation [11])
to break relationships between patients and their respective illnesses, there is
no need to encrypt all records of the Patient relation. On the other hand, the
relationship between a patient and his doctor should be protected. Since the
list of doctors itself is not sensitive, the simplest way to protect the relationship
between the two relations Patient and Doctor consists in encrypting the foreign
key Id Doctor. Actually, we can either encrypt the foreign key Id Doctor of the
relation Patient or the primary key Id of the relation Doctor, because in the
two cases, relationship between relations Patient and Doctor will be protected.
However, encrypting the foreign key seems to be more beneficial as a foreign key
references only one relation (only the relationship between the two relations is

1 Databases composed from a single relation shema.
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protected) while a primary key can be referenced by many relations. Therefore, if
we encrypt the primary key, we will protect all relationships between the relation
containing the primary key and other relations referencing the encrypted primary
key. Thus, when the security requirement specifies that only the a relationship
between data is sensitive, our apporach is more appropriate than the one based
on full encryption.

3 Threat Model and Security Assumptions

Our approach is based on a typical client-server architecture, where servers are
managed by different service providers. These service providers are considered
”honest-but-curious”, in agreement with most related work [3, 4, 7, 9]. Service
providers are assumed to be ”honest” in that they do not manipulate outsourced
data in order to respond incorrectly to user queries. In other words, we suppose
that responses to user queries received from these service providers are always
accurate. In the first part of this paper, we will assume that service providers
are ”curious” in that they will try to infer and analyze outsourced data, and
will also actively monitor all received user queries and try to derive as much
information as possible from these queries. In the second part of the paper, we
further assume that service providers can collude and cooperate together to link
outsourced data. The client part of this architecture is assumed to be trustworthy
and all interactions between the user and the client are secured. Protecting the
client part against external attacks is beyond the scope of this article.

4 Confidentiality Using Fragmentation and Encryption

Our approach extends in several ways the vertical fragmentation-based approach
described in [4, 6]. This approach considers that all data is stored in a single
relation, while in our approach data can be stored in several relations, which
is the case in typical database environments. In our approach, we consider that
databases to be externalized are normalized so that two relations can be only
associated together through a primary key/foreign key relationship. For this
purpose, we introduce a new type of confidentiality constraint for fragmenta-
tion, the inter-table fragmentation constraint. The aim of this new fragmenta-
tion constraint is to protect the relationship between relations. This section first
presents the different kinds of confidentiality constraints used to achieve our
goals of protecting the confidentiality by encryption and fragmentation, and sec-
ond formalises the concept of fragmentation in our approach which extends ideas
presented in [4–6].

Definition 1 (Confidentiality Constraint). Consider that data to be se-
cured are represented with a relational database D, which is composed of a list
of relational schemas R = (R1, . . . , Rn), with each of these relational schemas Ri

containing a list of attributes ARi = (a1,i, a2,i, . . .). A confidentiality constraint
over D can be one of the following:
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Singleton Constraint (SC). It is represented as a singleton set SCRi = {aj,i}
over the relation Ri. This kind of confidentiality constraint means that the at-
tribute aj,i of the relational schema Ri is sensitive and must be protected, typi-
cally by applying encryption.

Association Constraint (AC). This kind of confidentiality constraint is rep-
resented as a subset of attributes ACRi = {a1,i, . . . , aj,i} over the relational
schema Ri. Semantically, it means that the relationship between attributes of
the subset ACRi is sensitive and must be protected.

Inter-table Constraint (IC). It is represented as a couple of relational schemas
IC = {Ri, Rj} of the relational database D. Relations Ri and Rj should be as-
sociated through a primary key/foreign key relationship. The use of this kind
of confidentiality constraint ensures protection of the primary key/foreign key
relationship between the two relational schemas concerned with the inter-table
constraint IC.

Note that protecting the relationship between two tables relies on protecting the
primary key/foreign key relationship and storing involved relations separately.
The association constraint can also be addressed through encryption (encrypt at
least one of attributes involved in the constraint), but clearly this will increase
the number of encrypted attributes and make interrogation of the database more
complicated. A more adapted way to resolve this kind of confidentiality con-
straint was proposed in [4], which is based on splitting involved attributes in a
manner that their relationships cannot be reconstructed.

In the case of an inter-table confidentiality constraint, protecting the foreign
key using encryption is the simplest way to secure the relationship between the
two relational schemas. However encrypting only the foreign key is not enough
to keep the relationship between relational schemas secure, as service provider
may be able to link records in two relational schemas by observing and analyzing
user queries over these relational schemas. To overcome this problem, the two
relational schemas in question should be split into different fragments, and each
of these fragments should be distributed to a different Cloud storage provider.
An interesting approach for modeling constraints and resolving the data frag-
mentation problem was proposed in [6], that efficiently computes data frag-
ments that satisfy the confidentiality constraints. It is based on Boolean formulas
and Ordered Binary Decision Diagrams (OBDD) and uses only attribute-based
confidentiality constraint (Singleton Constraints and Association Constraints).
However, it cannot deal as-is with Inter-table Constraints. In order to use this
approach, we define a way to reformulate Inter-table Constraint as a set of Sin-
gleton Constraints and Association Constraints. We explain this transformation
in the definition and theorem below.

Definition 2 (Inter-table Constraint transformation). Consider a rela-
tional database with two relations R1(a1, . . . , an) and R2(b1, . . . , bm∗). Let us
assume that R1 and R2 are related through a foreign key/primary key relation-
ship in which the foreign key bm of the relation R2 references the primary key a1
of relation R1. We assume that R1 and R2 contain respectively p and q records,
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with p > 1 and q > 1. An Inter-table Constraint c = {R1, R2} over relations
R1 and R2 states that the relationship between these two relations must be
protected by encrypting the foreign key bm and by storing R1 and R2 in two
different fragments. Therefore, the constraint c can be written as follows:

i A singleton constraint SC = {bm} to state that the value of bm should be
protected.

ii A list of (m×n) association constraints AC = {(ai, bj)|i ∈ [1, n], j ∈ [1,m]}.

We propose the notion of a correct transformation of Inter-table constraints. A
transformation of an Inter-table constraint c to a set of confidentiality constraints
C is correct if the satisfaction of C enforce the protection of the unlinkability
between records of the two relations involved in c. The following Theorem for-
malizes this concept.

Theorem 1 (Transformation correctness). Given a relational database D
composed from two relational schemas R1(a1, . . . , an) and R2(b1, . . . , bm∗) re-
lated through relationship between the foreign key bm of R2 and the primary
key a1 of R1. Let c = {R1, R2} be an Inter-table constraint, the set of constraints
C be the result of the transformation of c, and F = {F1, . . . Fq} be a fragmenta-
tion of D that satisfies C. The Inter-table constraint c is correctly transformed
into a set of constraints C if all the following conditions hold :

1. bm does not appear in clear in any fragment of F .
2. ∀ ACi,j = {ai, bj} ∈ C, i ∈ [1, n], j ∈ [1,m], if ai ∈ Fk and bj ∈

Fl then k �= l

The main advantage of the Inter-table constraint is that it allows treatment of
multi-table relational databases. In addition, it gives a simple way to formu-
late confidentiality constraints between relations. As we have seen in Item (i)
of Definition 2, the attribute bm (foreign key of the relation R2) should be en-
crypted. However, to be able to query data and construct relationship between
relations, the chosen encryption algorithm must be deterministic [1] in order
to preserve uniqueness and allow the construction of relationship between re-
lations (e.g. through JOIN queries). As is known, in normalized multi-relation
databases, three types of relationship between relations exist: (1) one-to-one, (2)
one-to-many and (3) many-to-many relationships. Inter-table constraints over
relations associated using (1) or (2) can be simply transformed as shown in
Definition 2, while others associated using (3) need a pre-transformation step
before applying the transformation of Definition 2, as they are normally linked
through a third relation known as a linking table. The pre-transformation steps
is described in the example below.

Definition 3. Fragmentation [5]
Let us consider a relational database D with relations R1, . . . , Rn and A the list
of all attributes contained in different relations. Given Af the list of attributes
to be fragmented, the result of the fragmentation is a list of fragments F =
{F1, . . . , Fm} where each of these fragments satisfies:
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i ∀Fi ∈ F, i ∈ [1..m], Fi ⊆ Af .
ii ∀a ∈ Af , ∃Fi ∈ F : a ∈ Fi.
iii ∀Fi, Fj ∈ F, i �= j : Fi ∩ Fj = ∅.
Note that the list of attributes to be fragmented Af contains all attributes in A,
except those concerned with Singleton Constraints (attributes to be encrypted).
Condition (i) guarantees that only attributes in Af are concerned by the frag-
mentation, condition (ii) ensures that any attribute in Af appears in clear at
least in one fragment and condition (iii) guarantees unlinkability between differ-
ent fragments.

Logically, to be able to get information about the original database, we should
be able to reconstruct original database from fragments. So after defining the
fragmentation process, we shall define a mechanism to combine fragmentation
and encryption. More clearly, a mechanism to integrate attributes involved in
the Singleton Constraints (attributes to be encrypted) in the suitable fragment.
These encrypted attributes allow only authorized users (users who know the
encryption key) to construct the sensitive relationships. Based on the defini-
tion of Physicalfragment proposed in [4], we define our mechanism called
Securefragment to combine fragmentation and encryption.

Definition 4. Secure Fragment: Let D be a relational database with a list
of relations R = {R1(a1,1, . . . , aj,1), . . . , Rn(a1,n, . . . , ak,n)}, F = {F1, . . . , Fm} a
fragmentation of D and Af be the list of fragmented attributes. Each fragment
Fi ∈ F is composed of a subset of attributes Ai ⊆ Af . Each Ai is composed of
a subset of attributes of one or more relations Rj ∈ R. We denote by RFi the
list of relations in R which a subset of their attributes belongs to the fragment
Fi ∈ F . The secure fragment of Fi is represented by a set of relations schema Re

Fi

in which each relation is represented as follows Re
j(salt, enc, a1, . . . , ak) where

{a1, . . . , ak} ⊂ Ai ∩Rj and enc is the encryption of all attributes of Rj that do
not belong to {a1, . . . , ak} (all attributes of Rj involved in a singleton constraint
except those concerned by a singleton constraint over the foreign key), combined
before encryption in a binary XOR with the salt. All foreign key attributes which
are involved in singleton constraints are encrypted using a deterministic encryp-
tion algorithm (e.g., AES) to ensure their indistinguishability. The Algorithm
1 shows the construction of secure fragments.The main reason for reporting all
original attributes (except foreign keys involved in the Singleton constraints) in
an encrypted form for each relation in a fragment, is to guarantee that a query
Q over the original relation Rj can be executed by querying a single fragment
(which contains Re

j) while preserving confidentiality of sensitive relationships,
so we do not need to reconstruct the original relation Rj to perform the query
Q. Furthermore, encrypting foreign keys ensure the protection of sensitive rela-
tionships between relations involved into Inter-table constraints. However, using
deterministic encryption algorithm has two issues. First, a major advantage is
to enforce indistinguishability of records which allows only authorized users who
know the encryption key to execute queries associating these relations. Second,
a minor drawback is that it allows an adversary to infer information about re-
peatedly occurring values of the encrypted foreign keys, but this information



Confidentiality-Preserving Query Execution of Fragmented Outsourced Data 433

does not allow the adversary to break the unlinkability between relations. The
attribute salt which is used as a primary key of different relations in the secure
fragments protects encrypted data against frequential attacks. In addition, there
is no need to secure the salt attribute because knowledge of the value of this
attribute will not give any advantage when attacking encrypted data.

Example 4.2. Assume that we have a relational database D of a medical in-
surance company that contains two relations Patient and Doctor represented
respectively in Table 1 and Table 2. The insurance company has defined the a set
of confidentiality constraints CC = {C1 = {SSN}, C2 = {Name pat, Illness},
C3 = {Patient,Doctor}}. As shown before, the first step in the fragmentation
process consists in transforming Inter-table constraint (C3). Relations Patient
and Doctor are linked through the foreign key Id doc in the relation Patient,
therefore C3 will be replaced by C4 = {Id doc} and all possible Association
constraints composed of an attribute of the relation Doctor and an attribute
of the relation Patient (Guarantee that the relation Patient will not be in the
same fragment as the relation Doctor). In our example, attributes SSN and
Id doc of the relation Patient are involved in singleton constraints C1 and C4

respectively. So they will not be concerned by the fragmentation. As a result C3

will be replaced by :

• C4 = {Id doc} • C8 = {Dob,Name doc}
• C5 = {Name pat, Id doctor} • C9 = {Illness, Id doctor}
• C6 = {Name pat,Name doc} • C10 = {Illness,Name doc}
• C7 = {Dob, Id doctor}

Table 1. Patient relation

SSN Name pat Dob Illness Id doc

865746129 A. Barrett 20-08-1976 Illness1 doc 3
591674603 C. Beat 18-01-1981 Illness2 doc 3
880951264 N. Baines 14-09-1986 Illness1 doc 2
357951648 S. Brandt 18-01-1981 Illness3 doc 1

Table 2. Doctor relation

Id doctor Name doc

doc 1 C. Amalia
doc 2 D. Annli
doc 3 P. Amadeus

A possible fragmentation of D that satisfies all confidentiality constraints is
the set of fragments {F1, F2, F3} with: F1 = {Patient(Name pat,Dob)}, F2 =
{Patient(Illness)} and F3 = {Doctor(Id doctor,Name doc)}. Next step is the
Securefragmentation transformation (Definition 3). We assume that encryp-
tion of the protected attributes uses the deterministic encryption algorithm E
with the encryption key K. The result of applying the SecureFragmentation
over different fragments is represented as follows.

• F1 : Patient(salt, enc,Name pat,Dob, Ek(Id doc)) with
enc = EK(〈SSN, Illness〉

⊕
salt)

• F2 : Patient(salt, enc, Illness, Ek(Id doc)) with
enc = EK(〈SSN,Name pat,Dob〉

⊕
salt)

• F3 : Doctor(Id doctor,Name doc)
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Note that F3 has not been changed because there is no singleton constraints over
the Doctor attributes. Lastly data fragments F1, F2 and F3 are distributed to
different Cloud storage providers.

5 Query Execution Model

Before discussing techniques for processing query over distributed fragments, we
will first present the architecture of our proposed approach. It includes three
principal entities : (1) a User which attempts to execute queries over the orig-
inal database, (2) a Client which rewrites user queries by splitting them to
create an optimized distributed Query Execution Plan QEP; QEP is a set of
sub-queries and other operations (e.g., decryption, join...), it is created by the
Query T ransformative based on the MetaData which contains information
(relations, clear attributes, encrypted attributes, selectivity of attributes) about
data distribution in different fragments. Furthermore, the Query Executor exe-
cutes each of these sub-queries over the appropriate fragments and sends back the
results to the client. (3) Server represented by different Cloud storage providers
in which data fragments are distributed.

Query Transformation and Optimization. In our querying model, query
transformation is performed by the Query Transformative (QT ) entity on the
client side. When receiving a user query, the query is analyzed syntactically and
semantically so that incorrect queries are rejected as earlier as possible. Next,
based on the Metadata stored on the client side, the QT will attempt to find a
fragment on which the user query can be executed, i.e. a fragment in which QT
can find all attributes and relations involved in the user query. If such a frag-
ment does not exist, QT will decompose the user query into queries expressed
in relational algebra, find out which fragments are involved in the query, and
finally transform the user query into a set of fragments queries. Using this set
of fragment queries and other operations such as encryption, decryption, join
and aggregation, the QT creates a QEP and sends it to the Query Executor. A
query can have more that one QEP. Logically, each QEP may have a different
execution cost. Thus, the QT should have the capability to pick out the best
QEP in terms of execution cost. This capability is explained later in the Query
Optimization section.

For multi-fragment query2, QT will use local join operations as it should
combine results of execution of subqueries over fragments. There are two different
ways to perform local join operation : (1) Execute all sub-queries in a parallel
manner, then join the result on the client side. (2) Execute sub-queries in a
sequential manner to have the ability to perform semi-joins using the result of
previous sub-queries. While (1) can be cheaper than (2) in terms of sub-query
execution, it is much more costly in the join operation because in (1), sub-queries
results might contain a lot of records that will not be part of the final results.

2 i.e. a query that cannot be executed over only one fragment.
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In addition to traditional query optimization methods such as selecting con-
ditions as earlier as possible, the QT attempts to minimize the execution cost
of the created QEP by applying the selection condition with the most selective
attribute, i.e the selection condition which is satisfied by the smallest number of
tuples. To give this ability to the QT , we assign a selectivity3 to each attribute
contained in the original database to the Metadata stored in the Client. We
apply the optimization method to the example below.

6 Preserving Data Unlinkability

Ensuring data confidentiality is achieved by preserving unlinkability between
different data fragments and by encrypting all sensitive information that cannot
be protected using only fragmentation. However, we have seen in the previous
section that evaluation of some queries may use semi join in order to join data
from different fragments. This will not be a concern in the case of non-colluding
Cloud storage providers, but it becomes a serious concern when Cloud Storage
Providers (CSP) can collude. In this section, we present our solution to overcome
this privacy concern when we assume that CSP can collude to link data stored
in different fragments.

To overcome this problem, the Client should have the ability to execute
semi join queries and retrieve data from a fragment without the CSP (which
stores the fragment) learning any information about the semi join condition
values. To meet this requirement, we will use a Private Information Retrieval
keyword-based technique. PIR keyword-based was presented in [2] to retrieve
data with PIR using keywords search over many data structures such as binary
trees and perfect hashing. Later, [12] investigated the use of SQL for PIR, based
on the use of B+ tree. In the next part of this paper, we will explain how we
can use technique presented in [12] to ensure our semi join queries privacy
requirement.

Theorem 2. Let D be a multi-relation normalized database, F = {F1, F2} be
a fragmentation of D, and Q be a multi-fragment query that joins records from
both fragments F1 and F2. Consider that SCPs in which the fragments F1 and
F2 are stored can collude to link data stored in these fragments, and that Q is
evaluated using semi join operations. Sensitive relationships between F1 records
and F2 records remain protected if and only if the privacy of the semi join sub-
queries is guaranteed.

PIR System Design. In the Client of our architecture, we give to Query
Executor the ability to communicate with different Cloud storage providers
through the PIR keyword-based protocol. In the Server, we add on each CSP
a PIR Server as a front-end entity to answer Query Executor’s PIR queries.
An adversary (a Cloud storage provider administrator) who can observe Query
Executor’s PIR-encoded queries is unable to find out the clear content of the
queries. Enforcing integrity on the PIR server side is straightforward since we

3 Provides an approximation of the number of tuples that satisfies a predicate.
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assume that PIR servers will not attempt to wrongly answer Query Executor’s
PIR queries.

Keyword Index Structures. The main purpose for using PIR keyword-based
is to ensure the privacy of semi join queries. In our approach, this kind of
queries is mainly executed over primary or foreign key attributes. Therefore
each PIR Server will create a B+ Tree over each indexed attribute (Primary
or foreign key). The advantage of such an index structure is that data appears
only in the leaves while other nodes are used to control the search. On the leaves
of B+ tree and for each key in the tree, we store the tuple corresponding to
the key as the data part linked to the key. We consider the act of retrieving a
node’s data as a PIR operation over all nodes in the B+ tree. In all existing PIR
schemes, a common assumption is that the client should know the address of the
block or the item to be retrieved. To satisfy this assumption in our approach, the
PIR server after creating the index structure, sends an index helper containing
the B+ tree’s root node to the client.

Semi-Join PIR Keyword-based Query. Using the PIR keyword-based query
requires a setup phase in which the Query Executor and the PIR server ex-
change information. This setup phase is divided into two steps:

1. The Query Executor sends the Relation schema name and the attribute
name over which the semi join query is to be performed to the corresponding
PIR server.

2. When receiving the Relation schema name and the attribute name, the
PIR server selects the corresponding B+ tree and sends its root node to
the Query Executor.

After receiving the root node sent by the PIR server, the Query Executor
will compare the list of keys contained in the root node with values used in
the condition of the Semi join query in order to find out the indexes of the
next nodes to be retrieved. The Query Executor will subsequently perform PIR
queries over chosen indexes to retrieve corresponding nodes. Once all items have
been retrieved, The Query Executor combines them to build the result of the
original Semi join query. Refer to Appendix D for a description of the PIR
keyword-based protocol algorithms used in the Client and the Server parts.

7 Conclusion

Existing approaches based on fragmentation and encryption have focused on
single-relation schema database which is a strong and rarely encountered as-
sumption in real environment. In this paper, we have presented a new approach
based on fragmentation, encryption and query privacy techniques which ensures
confidentiality of outsourced multi-relation databases. We have presented also a
way to optimize and execute queries over distributed data fragments.

Our future work will include the implementation of our approach. It will also
include enhanced query optimization and execution techniques to overcome some
limitations of our approach, such as processing nested queries.
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8. Hacigümüs, H., Mehrotra, S., Iyer, B.R.: Providing database as a service. In: ICDE,
pp. 29–38. IEEE Computer Society (2002)

9. Hudic, A., Islam, S., Kieseberg, P., Weippl, E.R.: Data confidentiality using frag-
mentation in cloud computing. International Journal of Communication Networks
and Distributed Systems, IJCNDS (2012)

10. Ponemon Institute. Fourth annual us cost of data breach study (January 2009)

11. Ceri, S., Wiederhold, G., Navathe, S.B., Dou, J.: Vertical partitioning of algorithms
for database design. ACM Trans. Database Syst. 9(4), 680–710. 98, 99, 102, 109,
125 (1984)

12. Olumofin, F., Goldberg, I.: Privacy-Preserving Queries over Relational Databases.
In: Atallah, M.J., Hopper, N.J. (eds.) PETS 2010. LNCS, vol. 6205, pp. 75–92.
Springer, Heidelberg (2010)

A Secure Fragmentation Algorithm

Algorithm 1. Secure fragmentation

Require:
D = {R1, R2, · · · , Rn} /* Normalized relational database */
C = {C1, C2, · · · , Cm} /* Confidentiality constraints */

Ensure:
Fs = {F s

1 , F
s
2 , · · · , F s

p } /*The set of secure fragments*/
Main
Cf = {Ci ∈ C : |Ci| > 1} /* The list of association constraints */
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Afkey = {a ∈ Ci, Ci ∈ C : |Ci| = 1 and isForeignKey(a) = True}
/* Afkey : The set of foreign keys to be encrypted*/
F := Fragment(D, Cf )
for all Fi = {ai1 , ai2 , · · · , ain} in F do

Rf = classifyAttributes(Fi) /* Classify attributes*/
for all Rfi in Rf do

for all r in Rfi do
rs[salt] := GenerateSalt(Rfi , r) /* r : record */
rs[enc] := Ek(t[aj1 , · · · , ajq ]⊕ rs[salt]) /* aj1 , · · · , ajq = Ri −Rfi */
for all a in Rfi do

rs[a] := r[a] /* a : attribute */
end for
for all a in Afkey do

if a ∈ Ri then
rs[a] := Ek(r[a]) /* a : the foreign key of the relation Ri */

end if
end for
InsertRecord(rs, Rs)

end for
AddRelationToFragment(Rs, F s)

end for
end for

B Proof of Theorem 1

Proof. According to Item (ii) of Definition 2, the Inter-table constraint will be
replaced by all possible associations constraint composed from an attribute of
relation R1 and another from relation R2. Due to the fact that an association
constraint between two attributes means that the relationship between these
attributes will be protected using fragmentation (each attribute will be stored
in different fragments), Item (ii) guarantees that relations R1 and R2 will be
stored in different fragments which hold condition (2).

Item (i) of Definition 2 creates a singleton constraint over the foreign key bm
of the relation R2. Thus bm will be considered as a sensitive attribute and will
be protected using encryption, which means that the foreign key bm will not
appear in clear in any fragment. As a result, if an adversary succeeds in having
access to the fragments in which R1 and R2 have been stored, she is unable to
link data stored in these relations.

C Proof of Theorem 2

Proof. To prove the Theorem 2, we will use the following two sketches. The
fist sketch proves that without ensuring semi join sub-queries privacy, col-
laborative CSPs can, in some cases, break data unlinkability, while the second
sketch proves that, under a collaborative Cloud storage service providers model,
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protecting data unlinkability can only be guaranteed with the protection of the
privacy of the semi join sub-queries.

SKETCH Without Using the PIR Keyword-based Protocol. Suppose
that the Cient wants to execute a query which joins records from two fragments
F1 and F2. Let us consider that the sub-query Q1 executed over the fragment
F1 has returned n tuples. And the semi-join query Q2 executed over F2 has re-
turned m tuples. Therefore, if CSPs that store F1 and F2 collude together to link
tuples from Q1 and Q2 results, the probability to guess correctly the relationship
between tuples is:

PROB[Result(Q1) ↔ Result(Q2)] =
1

m×n

Clearly, if m and n are small, CSPs will have a great chance to break data
unlinkability.

SKETCH Using the PIR Keyword-based Protocol. Let us consider that
the Client attempts to perform a query which joins records from two fragments
F1 and F2. According to our defined PIR keyword-based protocol, the Client
will execute Q1 over the fragment F1 without using the keyword-based protocol.
Next, the Client will send the table name T and the attribute name a on which
the semi-join will be performed, the Server replies with the root node of the
corresponding B+ tree. It is clear from the previous step that the CSP which
stores F2 can only know the attribute name and the table name on which the
semi-join will be performed. After receiving the root node, the Client will use
the PIR protocol to retrieve internal corresponding nodes until the leaves of the
B+ tree are reached. The PIR protocol will ensure that the server will not know
which nodes were retrieved by the Client. Moreover, all tuples are stored in the
leaf level of the B+ tree. Therefore, in order to retrieve each record, the Client
shall execute the same number of PIR queries. Rightfully, the only revealed
information when using the PIR keyword-based protocol is the table name and
the attribute name on which the semi-join has been performed. Therefore, if
CSPs storing F1 and F2 collude together to break data unlinkability, they will
be able only to infer that the relation T1 in F1 over which Q1 has been executed
is linked to the relation T through the attribute a. Due to the fact that the
foreign key in T1 referencing the attribute a in T is encrypted, linking records is
not possible.
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D SemiJoin PIR Keywordbased Query Algorithms

Algorithm 2. SemiJoin PIR keywordbased query (server)

Require:
BPT = {B1, . . . , Bn} /* B-Plus Tree over indexed attributes*/
loop

Request ← handle client request()
if Request is PQR then

/* PQR : Pre-Query Request */
(TabName, AttriName) ← Request
B ← GetAssociatedBPT (TabName, AttriName)
RootB ← GetRootNode(B)
ReplyToClient(RootB)

else {Request is PIRQ}
/* PIRQ : PIR Query */
result ← compute(Request)
ReplyToClient(result)

end if
end loop

Algorithm 3. SemiJoin PIR keywordbased query (client)

Require:
tabName, attrName /* Table and Attribute where the semi-join will be per-
formed*/
value /* Semi-join condition value*/
Node ← send PQR request(tabName,attrName)
repeat

for all elem in Node do
findLink ← false
if Key(elem) < value then

Node ← PIR Query(IndexOfLeftChild(elem))
findLink ← true
break /* terminates the for loop*/

end if
end for
if findLink =false then

Node ← PIR Query(IndexOfRightChild(elem))
end if

until Node is leaf node
for all elem in Node do

if Key(elem) = value then
return Data(elem)

end if
end for
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Abstract. System-level access control methodologies depending on Perimeter 
Protection proofed their efficiency in the past, but the appearance of many new 
significant developments in digital communications highlighted the limitations 
of this approach. Increased concerns about the compatibility of system-level 
access control mechanism with new distributed and ubiquitous environments 
are turning aspirations towards de-perimeterisation protection and data level 
access control as solutions. This research does therefore try to make a contribu-
tion to privacy protection based on already advanced data-level access control 
work, such as the SPIDER project. The solution developed in this research sug-
gests an X.509 certification extension to fit the data-level access control re-
quirements, and proposes a new design for application structure in order to im-
prove the identification and authentication-based secure data-level access con-
trol process. 

Keywords: Privacy Protection, De-perimeterisation (De-P), Data-level Access 
Control, Self-Protecting Data, X.509 certification. 

1 Introduction 

Perimeter protection represented by system-level access control was the earliest 
framework to provide and support privacy protection and handle control. Despite the 
great implementation features of system-level access control there are various limita-
tions helped to raise awareness related to the problems of perimeter protection, and to 
promote De-perimeterisation (De-p) protection [6]. The main purpose of De-p protec-
tion is to attain continuous and modifiable access control to the information shared 
beyond the system’s boundaries [3]. Digital rights management (DRM) with its secu-
rity processes can be considered as a non- perimeter security model, where the control 
can be applied to the resource outside the system's boundaries. DRM access control 
still is static, not modifiable, and a fine-grained classification scheme is missing [1]. 
The JISC funded SPIDER project (Self-Protecting Information for De-Perimeterised 
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Electronic Relationships) [2] is one of the currently very promising solutions based on 
the De-p principle. It aims to provide a set of tools including classification scheme, 
persistent and modifiable access control and enforcement mechanisms for information 
shared in collaborative distributed work environments. However, there are specific 
limitations, related to identification and authentication issues, which restrict its effi-
ciency and put a stop to its reliability. 

The aim of this paper is to attempt to bridge the gap between the SPIDER project 
and DRM techniques, using modifiable digital certification construction. More specif-
ically, in this paper we suggest an extended X.509 certificate [10] to be compatible 
with modifiable and continuous data level access control in distributed environments, 
in addition to a modified SPIDER application that allows shifting the emphasis from 
system as controller to user-definable policies. Starting with an overview of existing 
technologies the paper identifies the most interesting gaps and then explains the own 
research approach, its expected benefits and limitations, it concludes with a reflection 
of the current state of the work and outlook to future work. 

2 Existing Access Control Technologies 

System- level access control is the traditional strategy of existing access control sys-
tems. The central theme of this strategy is perimeter protection which means the ap-
plication of control to information access requests within the system's boundaries 
using previously assigned access rights. System-level access control provides a suffi-
cient access control and authentication infrastructure for entities. However, it has 
various limitations [1] such as a lack of information classification schemes, and a 
Lack of continuous and modifiable control behind the secure network boundaries. 

Furthermore, the emergence of many new variables and environments in the con-
text of digital communication (e.g., global corporate, cloud computing, and online 
business) highlighted the problem of system-level access control, and showed the 
inability of the perimeter protection to be compatible with the new environments [4]. 
Growing problems of level access control associated with disappearing boundaries 
between networks have raised an important question: What is the alternative? And 
how can we extend the control on our data beyond the system's boundaries?  

2.1 De-perimeterisation Protection as a Key 

The first description of the De-p protection was in the Jericho forum [5] [7]. It sug-
gests shifting from protecting data from the outside (system and applications) to pro-
tecting data from within. Mainly it aims to apply continuous control to data outside 
the system’s boundaries using data-level access control (i.e., Information-centric se-
curity) and including some access control policies into the information itself [3]. 

2.2 Some Existing Approaches for De-perimeterisation Protection 

Many methods have been presented in order to solve the problems of perimeter pro-
tection, and they can be viewed as partial solutions towards de-p achievement. Partly 
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we can look at digital rights management DRM as non- perimeter security model as it 
provides a continuous control beyond the system's boundaries. However DRM access 
control is static, not modifiable and doesn’t provide a fine grained classification 
scheme. In 2001 and 2002, two selective access approaches for information sharing in 
distributed environments via the Web have been presented [8] [9]. These two ap-
proaches aim to protect information using XML’s Properties to allow the fragmenta-
tion of content, and to apply different controls to the same resources. The major 
drawback of these approaches is the lack of persistent and modifiable access controls. 
The SPIDER project [1] [2] being led by Cardiff University combines the advantages 
of previous methods. It provides a practical way to modify the existing models of 
information classification based on access control requirements, with a live URL link 
which allows the possibility to enforce and modify the access control policy beyond 
the system boundaries. The SPIDER Project represents a valuable approach towards 
solving the Perimeter protection problems, certainly, the problem of non-continuous 
and non-modifiable control. However, a few aspects of SPIDER are still under devel-
opment, and there are considerable gaps effect on SPIDER performance and efficacy. 

2.3 Building on Existing Work 

With the SPIDER project [2] already covering the core functionalities, we can focus 
on closing the following interesting gaps: 

• Trusted computing: With the application of SPIDER, the entire resource is en-
crypted with the same key for all security levels; then the whole resource in memo-
ry is open to attack in case of key disclosure. In addition, a trusted computing 
module to ensure confidentiality during decryption encryption is required. 

• Identity management is still under development, there is a trend to use a digital 
certificate (not yet defined). 

Our previous description of the SPIDER limitations highlights the need for confiden-
tiality, authentication and identity management mechanisms. 

3 Towards a Solution Model 

Following on from this, a set of requirements based on the drawbacks of the previous-
ly mentioned methods will be derived, then used to implement a solution that consid-
ers these requirements using a modified application of SPIDER [1], in order to pro-
vide a solution that enhances the access control process in widely distributed and 
expanding collaborative working environments, and to improve the information ex-
change privacy by providing X.509 extension to allow fine grained access controls. 

Taking advantage of the X.509 standard certificate [10] which can be viewed as 
one of the DRM processes, and taking into account the requirements of data-level 
access control architecture such as SPIDER project [2], using X.509 certificate to 
enhance the confidentiality and authentication is not sufficient. Despite the high level 
of confidentiality achieved by X.509 there are significant drawbacks affecting X.509 
adoption in distributed structures: 
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3.2 Basic Structure of the Process 

The underlying idea for a process is illustrated in figure.2, when the user wishes to 
access the resource; he will send an access request including his certificate. The own-
er side will check the identity and connect the database to extract the policies and 
keys which match this identity; then it will fill the fields of the annex with the re-
quired information, sign it with the private key of the owner and encrypt it using the 
public key of the user before sending it back to the user. The SPIDER application in 
the user side will verify the access control annex, parse the resources for the classifi-
cations labels that match the security label returned for the user and generate a dy-
namic subset of the original resource in unencrypted form for the user to access.  
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2. Basic structure of the process 

3.3 Advantages and Limitations of the Suggested Solution 

The suggested solution exploits the high level of security in X.509, gaining the advan-
tages of the hierarchical structure in confidentiality and authentication. Including 
access rights in the extended certificate enables the use of classification methods and 
partial access rights, these rights are continuous and modifiable by drilling down to 
the level of data using SPIDER project. The suggested X.509 extension allows this 
certificate to be used in distributed environments and paves the way for building a 
standards-based for de-p approach in the future. Furthermore, the use of different keys 
for encrypting the resource protects the encrypted resource existing in memory in case 
of key disclosure. The suggested solution has some well-known limitations, including 
limiting data-level access control operations to X.509 holders, and using various keys 
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to encrypt the resource, which takes us back to the key management problem, for 
which we should measure the efficiency of our suggestion in reality. 

4 Conclusions and Future Work 

The inability of perimeter protection and system-level access control mechanism to 
match new significant developments in digital communications made it a must to 
come up with a new flexible and secure access control method. In this paper we have 
provided a brief description of the SPIDER project as the currently most advanced 
and practical method based on De-perimeterisation protection and data-level access 
control. We have investigated the X.509 standard certification and highlighted its 
disadvantages focusing on the difficulties of applying this standard to distributed en-
vironments to be completed in our current research. Later in the paper we have intro-
duced our suggestion aiming at two improvements: 

• Strengthening the authentication and identification mechanism of SPIDER project  
• Making the X.509 standard certificate applicable and more efficient in a distributed 

environment by adding a data-level access control annex. 

A deeper security analysis of this extended certificate is planned and experiments will 
be conducted to test the viability of this approach in realistic settings.  
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Abstract. Despite a large amount of research work has been done and a large 
number of results produced, the deployment of Secure Multi-party Computation 
(SMC) protocols for solving practical problems in real world scenarios is still 
an issue. This is mainly due to the complexity of the SMC-based solutions and 
to the needed assumptions that are not easy to fit to the considered problem. In 
this paper we propose an innovative approach for the deployment of SMC, pro-
viding a tradeoff between efficiency and privacy. In the Secure Clustered Multi-
Party Computation (SCMC) approach, a function is more efficiently computed 
through reducing the number of participants to the SMC protocol by clustering, 
such that a reasonable privacy leakage inside the cluster is allowed. Toward this 
direction, this paper verifies the impact and the feasibility of applying different 
clustering techniques over the participants to a SMC protocol and proposes an 
effective specifically-tailored clustering protocol.  

Keywords: Secure Multi-Party Computation, Privacy-Preserving Clustering, 
Privacy and Efficiency Tradeoff. 

1 Introduction 

Secure computation was introduced by A. Yao [6] in 1982 by presenting the solution 
to the millionaires’ problem as a two-party computation protocol and successively 
generalized to include more parties [4]. In general, secure multi-party computation 
(SMC) refers to protocols where multiple participants want to jointly compute the 
value of a public function over their individually-held secret bits of information with-
out revealing the secrets to the other participants. In such a setting, the security of the 
protocol is said to be preserved if no participant can learn more from the description 
of the public function and the result of the global calculation than what he could learn 
from his own input (under particular conditions and depending on the model used). In 
other words, in a SMC protocol the only information that should be revealed is what 
can be reasonably deduced by knowing the actual result of the function. As a funda-
mental theorem, it has been proved that any multi-party functionality can be securely 
computed [1, 3, 4, 6].  

However, in many cases, these significant achievements are not so efficiently scal-
able and adaptable to provide a solution to real-world problems. Indeed, few practical 
applications of SMC protocols are reported in literature, such as the first large-scale 
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practical experiment, where SMC is used to implement a secure sugar-beet auction in 
Denmark [2] and the usage of SMC to supply chain management, where the shared 
optimization problem is solved by maintaining the privacy of the user inputs [5].  In 
both cases, the complexity of the solutions is huge and the completion time of the 
protocol is directly proportional to the number of participants, limiting the applicabili-
ty of the proposed solutions. 

In order to achieve a more scalable solution, in this paper, we propose to execute 
SMC protocols over a significantly-reduced number of participants by appropriately 
clustering the participants. The paid price is in terms of privacy, since intra-cluster 
computations will rely on a relaxed (or none) privacy model while the SMC protocol 
will be executed over clusters’ representatives among which privacy assumptions will 
be preserved. This approach in which a SMC protocol is executed over the partici-
pants’ clusters rather than individual participants is called Secure Clustered Multipar-
ty Computation (SCMC) and is depicted in Fig. 1. 

 

Fig. 1. An abstract view of a SCMC protocol. Bold symbols show clusters’ representatives and 
R1 to Rn denote the results of intra-cluster computations. 

In short, the overall execution of a SCMC protocol can be divided in two phases: 
clustering phase and computation phase. During the clustering phase participants are 
clustered in such a way that a more efficient intra-cluster computation is possible, by 
applying a relaxed privacy model.  Throughout this paper, the relaxed privacy model 
we adopt is a trust-based model, where privacy leakages from a confiding participant 
to a trustee are allowed.  Therefore, in its simplest representation, it can be assumed 
that all the clustering decisions are made based on a square trust matrix ( ) in which 
the element ,  denotes the amount of trust of participant  to the participant . On 
the other hand, the clustering algorithm itself should be privacy-preserving; because, 
it uses pair-wise trust values as inputs that are private to the participants. Then, the 
computation phase starts with intra-cluster computation to evaluate partial results of 
the clusters and ends with a SMC protocol execution run over the clusters’ representa-
tives  as  participants, holding clusters’ partial results, as private inputs.   

The purpose of this paper is to address the issues related to the participants’ clus-
tering in a SCMC protocol. Clearly, these issues are independent of the specific SMC 
protocol that is run in the last phase of the protocol and therefore all discussions about 
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different SMC options, their underlying assumptions and definitions remain un-
changed and are outside the scope of our study.   

2 A Privacy-Preserving Clustering Protocol in SCMC 

In order to achieve an efficient clustering, we propose a general privacy-preserving 
clustering protocol that is particularly designed to work with the asymmetric trust matrix 
as input and do not impose any limitation over the representation of trust values. In 
other words, each participant is independently free to evaluate her trust to the other par-
ticipants. This protocol, which is similar to a voting system, securely defines the clusters 
in terms of balanced hierarchies. During the execution of the protocol, the participants 
are prioritized and the owners of the highest priorities are introduced to the others as 
candidates for the current election. On the other hand, the protocol utilizes a Trusted 
Third-Party (TTP) to improve efficiency and prevent possible privacy leakages.  

2.1 TTP-Based Prioritized Voting Clustering Protocol 

As mentioned above, the Prioritized Voting Clustering (PVC) protocol is in fact a 
prioritized voting system in which an election is run during each iteration for one or 
more participants with the highest priorities as the current candidates. A candidate is 
elected by a participant only if the participant agrees to share her private input with 
the candidate in the computation phase of the SCMC protocol. In this situation, it is 
said that the participant has chosen to be  a follower of the candidate. Such a success-
ful election leads to the formation of a parent-child relation in the clustering hierarchy 
in which the parent represents the leader. The candidates are in fact chosen in such an 
order that favors the creation of the minimum number of balanced clusters, taking into 
account two factors affecting  the participants’ priorities: the probability of becoming 
a follower (a child) and the current level in the clustering hierarchy (all the partici-
pants start the protocol at level 0). The first probability can be simply estimated by 
considering the number of trustees of each participant (the less the number of trustees 
is, the more probably the participant is a parent). Also, in order to prevent skew clus-
tering, the participants in the lower levels of the clustering hierarchy (closer to the 
root) are also given higher priorities. Therefore, the priority of a participant is defined 
as the sum of her level in the clustering hierarchy and her number of trustees: the less 
the result of this sum is, the higher priority the participant has. Note that, for the sake 
of simplicity, here a uniform binary trust matrix has been assumed (even if our proto-
col does not put any limitation on the trust representations used by different partici-
pants). On the other hand, since a cluster hierarchy is not allowed to have any cycle, a 
participant cannot vote for one of its ancestors in the clustering hierarchy. For this 
reason, all the participants are required to keep track of their followers. 

This algorithm preserves the privacy of the private trust vectors in multiple ways: 
Firstly, by introducing a TTP, secondly by using one of the participants (namely P0) 
as the inductor and thirdly by utilizing a public-key cryptosystem that is used to hide 
the status of each participant from the other participants as well as from the TTP. In 
fact, the algorithm benefits from the TTP not only to prevent the disclosure of the 
trust values among the participants, but also to create a central coordinator that helps 
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to improve the efficiency of the clustering by reducing the overall number of needed 
elections (since more than one candidate in an iteration is considered when possible). 
On the other hand, in order to preserve the participants’ privacy against the TTP itself, 
the inductor is used: any information from the participants is sent to the TTP after 
being collected by the inductor, while the results from the TTP are directly broadcast 
to all the participants. As a result, due to this obfuscation, the participants are kept 
anonymous to the TTP. 

Algorithm 1 illustrates the initialization and the execution phases of the protocol. Note 
that, this algorithm requires that all the participants are identified by a unique ID that is 
known to the other participants and kept unknown to the TTP. In this way, the TTP can 
access the public keys, but it cannot recognize whom a particular key belongs to.  

Algorithm 1. TTP-Based PVC Algorithm 

Initialization Phase: 
1) Each participant marks itself as . 
2) All the participants send a tuple  , ,   to the inductor, 

where   is the public key of the participant,  denotes the encryption of its 
ID under its public key, and  is the encryption of the number of its trustees 
under the public key of the TTP.  

3) The inductor prepares a randomly permuted list collecting the tuples from all the partici-
pants, including him and sends the list to the TTP. 

4) The TTP initializes  disjoint sets representing the initial clusters, one for each of the re-
ceived tuples, using   as index. For each tuple he initializes the following var-
iables: 
   ,   ,   0,     ,   0 

Execution Phase: 
1) The TTP finds the participants with the highest priorities whose    0 (as the 

candidates of the current election) and performs the following steps: 
1-1) For all the candidates sets  to 1.  
1-2) Runs an election by broadcasting the list of candidates’ s.   

2) All the participants do as the following: 
2-1) If he is marked as   and he trusts any of the candidates, he selects 

one of the candidates and sets her vote as   where   is the identi-
fier of the selected candidate; otherwise the vote is set to .    

2-2) The tuple < ,  containing the encrypted vote is sent to the in-
ductor.  

3) The inductor collects all the tuples from the participants as well as her own, perform a 
random permutation and sends the list to the TTP. 

4) The TTP decrypts the second element of each pair in the list and extracts the vote ( ) 
corresponding to a particular . Then the following operations are done: 
4-1) If , the result  is set to , otherwise . If 

 and  belong to different clusters  is set to , the 
two clusters are merged and  and  variables related to  
are updated.  

4-2) For each of the received pairs an ordered-pair in the form of ,  is created in which  is the result encrypted un-
der the corresponding . These ordered-pairs form the  list that is 
broadcast to all the participants. 

5) Each participant who has voted in the current election decrypts the corresponding 
 using her private key and if  is not , he can retrieve the  that identi-

fies the her leader (her parent in the hierarchy) and marks himself as ; other-
wise the message is ignored by the participant. 
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This protocol completes when for all the participants 1. In this situation, 
the TTP broadcasts a  message to all the participants. Also, the TTP may 
decide to terminate the protocol sooner if it recognizes that a sufficient number of 
clusters have been achieved or the clustering will not be changed anymore.  

2.2 Algorithm Analysis 

From the viewpoint of efficiency, in the worst case the protocol is completed after  
iterations. This situation occurs when in each iteration only one participant with the 
highest priority exists. On the other hand, in the best case, the protocol needs only one 
iteration, that is when the trust matrix leads to the same initial priority for all the par-
ticipants and, moreover, there is no conflict among the selected candidates. During 
each iteration  number of  bit messages are transferred, where  is the 
security parameter of the underlying field or ring and  denotes the number of partici-
pants. Therefore, the overall number of bits communicated during the protocol is 

 and  in the worst and the best case, respectively. From the computa-
tion point of view, a constant number of encryptions and/or decryptions are required 
in each iteration. 

Considering privacy, the security of this algorithm depends on the hardness of the 
underlying cryptosystem. In other words the protocol itself does not disclose any in-
formation about the trust values neither to the other participants, nor to the TTP. The 
only information revealed from the participants to the TTP is the number of trusted 
participants  each participant has, without revealing which participant particular in-
formation belongs to (this information can be utilized by the TTP to recognize when 
no more connection is possible among the participants and terminate the protocol in 
fewer rounds).  

2.3 Computation Phase 

As mentioned earlier, the computation phase of a SCMC protocol can be divided in 
two stages: intra-cluster and inter-cluster computation. The first stage is in fact a 
bottom-up computation in which the participants’ private inputs flow up the clustering 
hierarchies toward their direct parents (their selected leaders). For a parent, then, there 
are two different strategies: aggregation and shuffling. In the former, the parent is 
responsible for computing the function over the inputs collected from its children as 
well as its input (aggregation) and sending the result to its direct parent if any. In oth-
er words, in this computation model partial results of the function are gradually com-
puted and propagated in the clustering hierarchy, and are finally aggregated in the 
clusters’ roots. In the shuffling model a non-root parent does not participate in the 
actual computation but he is simply responsible for shuffling and forwarding a list 
containing the inputs as well as their children’s. In this way, no non-root participant is 
aware of the function that is supposed to be computed in the SMC phase. The main 
purpose of aggregation and shuffling is to prevent unwanted inputs’ disclosure  
especially in the case of non-transitive trust relations.  
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In any case, the intra-cluster computation is over when all the roots receive the par-
tial results or lists of inputs from all their ancestors. Then, the roots do a local compu-
tation to evaluate the partial results of the function over the inputs included in their 
clusters and take part to a SMC protocol as the representatives of their followers.  

3 Conclusions 

In this paper we analyzed the problem of trust-based privacy-preserving clustering of 
participants in a SCMC protocol. After studying some of the recently-proposed solu-
tions, we showed that none of the existing clustering protocols are fully consistent 
with the requirements of SCMC. In future works we plan to improve our proposed 
clustering protocol by eliminating the TTP and replacing it with a secure distributed 
protocol. In this way, it would be applicable in other contexts when access to a TTP is 
not possible. 
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Abstract. QKD (Quantum Key Distribution) technology, based on the laws of 
physics, can create an unconditionally secure key between communication par-
ties. In recent years, researchers draw more and more attention to the QKD 
technology. Privac amplification is a very significant procedure in QKD sys-
tem. In this paper, we propose the real-time privacy amplification (RTPA) 
scheme which converts the weak secret string W to a uniform key that is fully 
secret from Eve. We implement RTPA scheme based on CLIP (Cvqkd Ldpc 
experImental Platform) which is connected to the real quantum communication 
systems. Experimental results show that, our proposed RTPA scheme is very ef-
ficient when the bit error rate of quantum channel is lower than 0.06. 

Keywords: QKD, privacy amplification, security.  

1 Introduction 

Quantum Key Distribution (QKD) [1, 2] is technology for solving the key distribution 
problem. QKD system, based on the laws of physics, rather than the computational 
complexity of the mathematical problems assumed by current cryptography methods, 
can create an unconditionally secure key between communication parties. These keys 
are generated over unsecured channels, where may exist an active computationally 
unbounded adversary Eve. 

After the procedure of information reconciliation [3], Alice and Bob have own al-
most uniform keys with comparative low BER (Bit Error Rate). But Eve may have 
partial knowledge about the keys by eavesdropping or other ways. 

Therefore, in order to gain the absolutely security keys, we must ensure the keys 
are privacy amplified. Privacy amplification (PA) [4] is a technology, through a pub-
lic channel, to improve the information confidentiality. Privacy amplification converts 
the weak secret string W to a uniform key that is fully secret from Eve. 

                                                           
* Corresponding author.  
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Privacy amplification technology typically applies a random and public hash func-
tion to shorten the weak secret key and reduce the amount of information obtained by 
Eve as much as possible. By sacrificing partially key information of Alice and Bob，
privacy amplification makes the knowledge obtained by Eve been meaningless. 

Though the majority researches (such as [5, 6]) about privacy amplification focus-
ing on the theoretical study and proof of security, implementing an efficient privacy 
amplification scheme in QKD system has been more and more significant. 

In this paper, we propose a real-time privacy amplification scheme (RTPA) and 
implement RTPA in CLIP system [7], which is connected to the quantum communi-
cation system. After extensive experiments, the performance and the detail analysis 
are described in Section III. Experimental results show the efficiency of our proposed 
RTPA scheme for generating unconditional security keys in quantum cryptography. 

2 The Proposed RTPA Scheme 

2.1 Privacy Amplification Protocol 

After analyzed and researched the classical and quantum privacy amplification theo-
retical study in [4, 8, 9, 10] and etc., we approach the RTPA protocol (Real-time Pri-
vacy Amplification Protocol). 

We assume that the key information of Alice and Bob after information reconcilia-
tion is W  and its length is N , the length of key information used for reconcilia-

tion, confirmation and etc. is K , the length of key information may obtained by Eve 
is T , the security parameter is S , and the final key length is R . We describe the 
RTPA protocol as follows: 

• Alice and Bob select the security parameter S , according to the quantum key 
state, key length N and other information; 

• Alice generates the description information about hash function randomly, the seed 

string Seed  and the shift string Shift . Seed  and Shift  send to Bob through 

the public channel; 
• Alice and Bob construct the hash function 

f , f F∈ , :{0,1} {0,1}N RF → , R N T K S= − − − ; 

• Alice and Bob gain the final key y , ( )y f W= . 

In RTPA protocol, hash function f  is randomly chosen from class 3H  of univer-

sal2. The hash function is described by Toeplitz matrix construction method  
[11, 12, 13]. After applying the privacy amplification procedure, the final key is  
unconditionally safe to Eve. 
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2.2 The RTPA Scheme 

The RTPA scheme mainly consists three parts: Hash function construction, data 
communication and privacy amplification. The architecture of RTPA is shown in 
Figure 1. 

Hash function construction 
As shown in Figure 1, the parameter controller carries out the security parameter 

S  and controls the generation of Shift  and Seed  based on the quantum 

channel states. Then, the hash function construction module constructs Toeplitz 
hash function scaling N R× . 

 

Fig. 1. The Architecture of RTPA 

• Data communication 
In this part, Alice sends Shift  and Seed , the description information of 

hash function , to Bob through a public channel. 
• Privacy amplification 

Privacy amplification is applied to convert W  to an absolutely secret key with 

length R . These keys used for quantum cryptography are stored in the Key in-
formation buffer. 

3 Experimental Results and Analysis 

The RTPA scheme is implemented in CLIP [7] which is connected to the real quan-
tum communication system. The experimental environment is shown in Figure 2. 

We conducted extensive experiments to evaluate the performance of RTPA. We 
analyzed the privacy amplification overhead, average bit error rate (avBER) of key 
information. 



456 B. Liu et al. 

3.1 Privacy Amplification Overhead 

Various hash function constructed for different input key lengths, will lead to differ-
ent time overhead per privacy amplification process. While the input key length 
should be long enough in order to gain an absolutely security key, the privacy ampli-
fication overhead will be very high. In this experiment, we test the privacy amplifica-
tion overhead of different hash function scale. The result is shown in Figure 3. 

 

Fig. 2. The experimental environment of RTPA 

 

Fig. 3. The privacy amplification overhead of various hash function scales 

For example, it will cost 0.19s/p (second per amplification process) when convert-
ing a key from 1600 bits to 800bits. Though costing 9.5 times overhead than the scale 
of 200*400, the security of keys is enhanced by thousands of times. The hash function 
scale should be balanced between the security demands and the time overhead. 

3.2 Average Bit Error Rate 

After the procedure of information reconciliation, Alice and Bob have own almost 
uniform keys with comparative low BER (Bit Error Rate). When applying hash  
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function to these keys, it may generate quite different strings for Alice and Bob. 
Therefore, we test the average Bit Error Rate for the final keys with different quantum 
channel Bit Error Rates. 

As it shown in Figure 4, privacy amplification can work effectively when the BER 
of quantum channel is lower than 0.06. When the BER of quantum channel ranges 
from 0.06 to 0.10, the information reconciliation procedure still works effectively, the 
BER after information reconciliation is close to zero, but the BER after privacy am-
plification is very high. And it doesn’t meaningless when the quantum channel BER 
is higher than 0.10. 

 

Fig. 4. The Average Bit Error Ratios with different scenes 

4 Conclusion 

In this paper, we approached the privacy amplification protocol and proposed the 
RTPA scheme, a real-time quantum privacy amplification procedure in QKD systems. 
To evaluate the performance of RTPA, we built a prototype QKD system based on 
CLIP [7]. Experimental results showed the efficiency of our proposed RTPA scheme 
when the bit error rate of quantum channel is lower than 0.06. The results showed that 
the performance of RTPA is greatly affected by the quantum channel BER and the 
information reconciliation. In order to gain an efficient performance, we must en-
hance the performance of information reconciliation to gain a low BER of key infor-
mation before privacy amplification. 
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Abstract. A network covert channel is a malicious conversation mechanism, 
which brings serious security threat to security-sensitive systems and is usually 
difficult to be detected. Data are hidden in the header fields of protocols in 
network covert storage channels. In this paper, a general detection model 
based on formal protocol analysis for identifying possible header fields in net- 
work protocols that may be used as covert storage channels is proposed. The 
protocol is modeled utilizing the Communication Sequential Processes (CSP), 
in which a modified property of header fields is defined and the header fields 
are classified into three types in accordance to the extent to which their con-
tent can be altered without impairing the communication. At last, verification of 
the model in Transmission Control Protocol (TCP) shows that the proposed  
method is effective and feasible. 

Keywords: Security modeling, Protocol analysis, Network covert storage  
channels, Detection, CSP.  

1 Introduction and Related Work 

A network covert channel is a malicious communication mechanism which can be 
utilized by attackers to convey information covertly in a manner that violates the 
system’s security policy [1]. The channel is usually difficult to detect and brings 
serious security threat to security-sensitive systems. Consequently, there is an  
increasing concern on network covert channels. 

There are two types of network covert channels: storage and timing channels. 
With the widespread diffusion of networks, many methods have been studied by  

attackers for constructing network covert channels using a variety of protocols includ-
ing TCP, IP, HTTP and ICMP [2-4]. For example, Abad proposed [5] an IP checksum 
covert channels which use the hash collision. Fisk [6] proposed to use the RST flag in 
TCP and the payload of ICMP protocols to transfer covert message. These covert 
channel implementations are based on common network or application layer internet 
protocols. Castiglione et al presented an asynchronous covert channel scheme through 
using spam e-mails [7]. Moreover, Fiore et al introduced a framework named Selective 
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Redundancy Removal (SRR) for hiding data [8]. It is easy to see that the network 
covert channels are all based on the various protocols. 

More attention has been placed on network covert channels detection. Tumoian 
et al used the neural network to detect passive covert channels in TCP/IP traffic 
[9]. Zhai et al [10] proposed a covert channel detection method based on the TCP 
Markov model for different application scenarios. Gianvecchio et al [11] proposed 
an entropy-based approach to detect various covert timing channels. The above me-
thods are based either on the anomaly data or on unusual traffic patterns in practical 
network traffic. It induces that they are hard to find those potential and unknown 
covert channel vulnerabilities. In this paper, we establish a CSP-based general mod-
el to analyze and detect the potential exploits of protocols from the perspective of 
original design of protocols. 

The remainder of the paper is organized as follows. Section 2 introduces the  
basic concepts of CSP. In Section 3, we give the CSP-based general detection model 
including the details of establishing and detection steps. In section 4, we test our 
model in Transmission Control Protocol (TCP). The conclusions are in section 5. 

2 CSP (Communicating Sequential Processes) 

In CSP [12-15], systems are described in terms of processes which are composed of 
instantaneous and atomic discrete events. The relations between processes and 
operations on processes are formalized with operational semantics of the algebra. 
Many operations on processes and their interrelationships are defined within  
algebraic semantics of CSP as following: 

•  (Prefixing): The process will communicate the event a and then behave as 
process P. 

•   (Deterministic Choice): This process can behave either as P or Q, but the 
environment decides on which process to run. 

•   (Prefix Choice): This represents a deterministic choice between 
the events of the set A which may be finite or infinite. This notation allows 
representing input and output from channels. 

• :  The input can accept any input x of type A along channel c, 
following which it behaves as P(x). 

•  : The output c!v→P is initially able to perform only the output of v on 
channel c,  then it behaves as P. 

•  (Parallel Composition):Let A be a set of events, then the process behaves as 

P and Q acting concurrently, with synchronizing on any event in the synchroniza-
tion set A. Events not in A may be performed by either of the processes  
independent of the other.  

• Definition 1: trace: The trace is a model which characterizes a process P by its 
set traces (P): finite sequences of events which it can perform in a certain period 
of time. 
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• Definition 2: refinement: A relationship between two CSP processes:  trace 
model refinement. A process P is trace-refined by a process Q, that is P  Q , 
and only if traces (Q)  traces (P). 

3 The CSP-Based General Detection Model 

3.1 The General Model Framework 

We propose a general detection model focus on the original design details of proto-
cols. The model is used to analyze and detect the covert storage channels vulnera-
bilities in various layers of protocols. The CSP framework diagram is shown in  
Figure 1, the model framework includes 5 steps as follows.  

  

Fig. 1. The CSP-based general model framework 

Step1: The original design specifications of protocols and the communication proce-
dure of the protocol interacting entity are analyzed, and then a CSP- based process is 
established. 
Step2: The header fields of protocols are classified into three types––Secure fields, 
exploited fields-I, exploited fields-II. The details of the classification can be obtained 
in section 3.2. 

Step3: Based on the classification of header fields and the status of the protocol inte-
raction system, a CSP-based search process is established to search for the covert 
storage channels exploits in the header fields of protocols. 

Step4: Based on the hypothesis of the network covert storage channel and vulnerability 
which have been found in Step3, a CSP-based process of network covert storage  
channels is established. 

Step5: The traces (Definition1) of the established processes in Step1 and Step4 are 
detected at last. It is necessary to find whether the two traces can satisfy the refinement 
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(Definition2) relationship. If the refinement (Definition2) relationship can be satisfied 
by the traces, then there are covert storage channels vulnerabilities in the header fields 
of protocols, vice verse. 

The CSP-based general detection model reduces the existence problem of the covert 
channels exploits in protocol to the question whether the CSP description of covert 
storage channels is a refinement of the protocol specifications, which simply the  
detection of the network covert storage channels. 

3.2 Classification of Header Fields 

A property named modified property is defined for every header field. The header 
fields of protocol can be classified into three types according to the modified property 
as follows: 

• Secure fields: This type of fields cannot be modified arbitrarily due to their 
modifications will impair the normal communications. So these fields are secure. 
For example, the source port field and the destination field of TCP header are  
secure fields. Once they are modified, the TCP connection cannot be set up. 

• Exploited fields-I: These fields can be modified arbitrarily with its own merits of 
making no sense on the normal communication. Such as the reserved fields of TCP 
headers which are designed for future protocol improvements and the optional 
header fields of IP. 

• Exploited fields-II: These fields are needed to guarantee the normal communi-
cation under some conditions, so the modifications of them have some restric-
tions. For example, the TCP urgent point field can be modified to convey  
messages when the urgent flag of the control bits field is not set. 

4 The Verification of Model 

4.1 The CSP Description of TCP Connection 

In this section, we test and verify the effectiveness and feasibility of the general 
model in TCP. In order to simplify the analysis and description of TCP, we assume 
that our TCP interaction system consists of two hosts A and B which are only 
equipped with an application layer, a TCP entity and two channels between the layers 
as shown in Figure 2.  

The model of TCP describes the connection between a client and a server, and the 
TCP protocol state machine has six states. We regard host A as a client, and B as a 
server. Let Tstate indicates the set of states. We assume there is a set of different 
packet types named PacketTypes. 
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Fig. 2. TCP protocol interaction system 

Tstate= {CLOSED, LISTEN, SYN-SENT, SYN-RECEIVED, ESTABLISHED, FIN_WAIT1} 
PacketTypes={packet.{syn},packet.{syn_ack},packet.{ack},packet.{rst}, packet.{fin}} 

 Host A: 
TCP_A_SM= 

Tstate==CLOSED   
(chUA!!command  
if(command==connect.B) 

then (chA!!packet.{syn}  
Tstate:=SYN_SENT)) 
else chUA!!Error TCP_A_SM 

Tstate==SYN_SENT  
(chA??packet  
If((packet.SYN==1) packet.ACK==1  

packet. ackNo==seqNo+1  
then (chA!!packet.{ack}  
Tstate:=ESTABLISHED))  TCP_A_SM 

Tstate==ESTABLISHED  
(chUA??packet (if(packet.FIN==1) 

then (Tstate:=FIN_WAIT1;chA!!packet) 
else (chA!!packet) ) TCP_A_SM 
|(chA??packet (if(packet.FIN==1) 
 then (Tstate:=FIN_WAIT2;chUA!!packet) 
else (chUA!!packet) TCP_A_SM 

Tstate==FIN_WAIT1   
(chA??packet (if(packet.FIN==1) 

then(Tstate:=FIN_WAIT2) TCP_A_SM 
Tstate==FIN_WAINT2   

 (wait for close) TCP_A_SM 

 Host B: 
TCP_B_SM= 
 Tstate==LISTEN  
 (chB??packet  

if(packet.SYN==1)         
then (chB!!packet.{syn_ack}  
Tstate:=SYN_RCVD)  
else(discard.packet)) TCP_B_SM 

Tstate==SYN_RCVD   
(chB?? packet  
if(packet.SYN==1) packet.ACK==1  

packet.ackNo==seqNo+1  
then(Tstate:=ESTABLISHED)     
else (discard.msg)) TCP_B_SM 

Tstate==ESTABLISHED  
(chuB??packet (if(packet.FIN==1) 
then (Tstate:=FIN_WAIT1; 
chB!!packet) 
else (chB!!packet) ) TCP_B_SM 

Tstate==FIN_WAIT1  
(chB??packet (if(packet.FIN==1) 
then(Tstate:=FIN_WAIT2) TCP_B_SM 

Tstate==FIN_WAIT2   
 (wait for close)  

TCP_B_SM 
 

 

Fig. 3. The CSP descriptions of TCP in Host A and Host B 

Two CSP descriptions for Host A and Host B are shown in Figure 3. The CSP 
model of the TCP connection is composed of TCP_A_SM and TCP_B_SM. 

TCP_CSP=TCP_A_SM ||| TCP_B_SM 
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4.2 Classification of Header Fields in TCP 

According to the rules mentioned in section 3.2, the header fields of TCP are  
classified into three types as shown in Table 1. 

Table 1. The classification of TCP header 

type number header field value 

Secure fields 

1 Source port 0 
2 Destination port 0 
5 TCP header length 0 
7 URG 0 
8 ACK 0 
9 PSH 0 

10 RST 0 
11 SYN 0 
12 FIN 0 
13 Window size 0 

exploited fields-I 6 Reserve field(6 bit) 1 

exploited fields-II 
 

3 SeqNo SYN==1,ACK==0  V=1 

4 AckNo 
SYN==1,ACK==0  V=1 

ACK==1  V=0 
14 checksum V=1 
15 

 Urg_p 
URG==0 V=1 
URG==1 V=0 

 

 
The process C_exploit(X) search for the covert storage channels exploits in TCP 

according to the rules based on the modified property and the specifications of TCP 
connection. Figure 4 shows the CSP process C_exploit(X). After searching for the 
network covert storage channel exploits through the process C_exlpoit(X), we have 
obtained three results based on the different states of TCP connection. 

 
• When the TCP connection is beginning to establish (Tstate=CLOSED): 

C_exploit(X)={seqNo, ackNo, Reserve_field, checksum, Urg_p} 
• When the TCP entities are not in closed state and the urgent flag of the control 

bits is not used: 
C_exploit(X)={Reserve_field, checksum, Urg_p} 

• When the TCP entities are not in closed state and the urgent flag of the control 
bits is set: 
C_ exploit(X)={Reserve_field,checksum} 
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C_exploit (X) = learn? Packet:Packet.i→C_ exploit (Judge(X {i})) 
            □ (if X=  then overt→C_ exploit (X) 

else  covert→C_ exploit (X)) 
Subprocess Judge (X {i} is as follow: 
Judge (X {i})=(if(Tstate==CLOSED) (cmd.connect.B)→add.seqNo); 

(if(Tstate==SYN-SENT) (SYN==1) (ACK==0) →add.ackNo); 
(if(Tstate≠CLOSED) →add.Reserve_field); 
(if(packet. Window_size≠null→add.checksum); 
(if(packet.URG==0)→add.Urg_p) 

 

Fig. 4. The CSP process C_exploit(X) 

4.3 The CSP Description of Covert Storage Channels 

As have been shown in Figure 2, there are two malwares C and D who hide inside the 
TCP interaction system.  

(URG=0)

 

Fig. 5. The finite state diagram of TCP interaction system 

Assume that the malwares C and D set up a covert storage channel, of which 
C is the sender of the covert channel, D is the receiver. Let the set Cstate indicate the 
states of covert storage channels. The set IS_state indicates the global states of 
TCP interaction system which include the states of covert channel. Then, 
IS_state=Tstate∪Cstate. Figure 5 depicts the state transition diagram of the whole 
TCP interaction system.  
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Cstate= {C_closed, C_listen, C_connect, C_c1, C_c2, C_e1, C_e2} 

The malwares monitor the status of TCP connection and utilizes the exploited 
fields of TCP to transmit the covert message. The CSP process of malware C is 
shown in Figure 6. The CSP description of malware D is similar to the ma lware C, 
so we omit its description here. The process IS_CSP indicates the interaction  
system of TCP protocol entities and two malwares.  

 

 C_Channel=(listen??chUA)  
(if(command==connect.B) (Tstate==CLOSED) 

then(Cstate:=C_connect)) C_Channel_modu(Cstate) 
else if(Tstate==SYN_SENT)then(Cstate:=C_established) 
else if(Tstate==ESTABLISHED)then(Cstate:=C_established) 
else if(Tstate==FIN_WAIT1)then(Cstate:=C_closed) 

Subprocess C_Channel_modu(Cstate) is as follow: 
C_Channel_modu(Cstate)=  

Cstate=C_connect   
(if(SYN==1) (ACK==0) (URG==0) 
then(Cstate:=C_c1;modu(packet.{syn}) chA!!packet. {syn} .(covert_msg)) 
else if((SYN==1) (ACK==0) (URG==1) 
then(Cstate:=C_c2;modu(packet.{syn}) chA!!packet. {syn} .(covert_msg)) ) 

Cstate=C_ established  
(if(URG==0) 
then (Cstate:=C_e1;modu(packet.{syn_ack}) chA!!packet.{syn_ack}.(covert_msg)) 
else (Cstate:=C_e2;modu(packet.{syn_ack}) chA!!packet.{syn_ack}.(covert_msg)) 

 

Fig. 6. The CSP process of malware C 

The description of network covert storage channels is 
Covert_channel= C_Channel ||| D_Channel  
Then, the following IS_CSP is obtained.  
IS_CSP=TCP_CSP ||| Covert_channel 

                    =TCP_A_SM ||| TCP_B_SM ||| C_Channel ||| D_Channel 

4.4 Analysis of the Verification 

In this section, we analyze and verify the existence of network covert storage chan-
nels under the normal communication of TCP using trace model refinement  
(Definition 2). It means that whether the traces of IS_CSP are subsets of traces of 
TCP_CSP which allow precisely the valid traces.  

The CSP model can detect whether the network covert storage channels are 
possible under the normal communication of TCP. Figure 7 shows an example of 
traces of TCP_CSP and IS_CSP. As we can see that tr(IS_CSP) is a subset of 
tr(TCP_CSP): 
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 tr(TCP_CSP)= 
<cmd.connect.B,send.A.B.packet.{syn},receive.B.A.packet.{syn_ack},send.A.B.packet.{ack},receiv
e.B.A.packet…..> 
tr(IS_CSP)= 
<cmd.connect.B,send.A.B.packet.{syn}.(seqNo=covert_msg),receive.B.A.packet.{syn_ack}.(urgent
_pointer=covert_msg),…> 

 

Fig. 7. An example of traces of TCP_CSP and IS_CSP 

tr(IS_CSP) tr(TCP_CSP)  

From the trace of IS_CSP, we can see that the malware C modulates the initial  
sequence number to convey the covert message which has been utilized and found 
by the previous researchers. For example, Rutkowska [16] implemented a network 
storage channel utilizing the initial sequence number named NUSHU. On basis of the 
definition 2, we come to the conclusion that the CSP model IS_CSP refines 
TCP_CSP. 

TCP_CSP  IS_CSP  

tr(TCP_CSP)= 
<cmd.connect.B,send.A.B.packet.{syn},receive.B.A.packet.{syn_ack},send.A.B.packet.{ack},…..> 
tr(IS_CSP)= 

<cmd.connect.B,send.A.B.packet.{syn}.(reserved_fields=covert_msg),receive.B.A.packet.{syn_ack}.(reser-
ved_fields=covert_msg),….> 

 

Fig. 8. Another example of traces of TCP_CSP and IS_CSP 

Figure 8 depicts other similar traces as well. The traces show us that the mal-
wares C and D utilize the reversed field to convey covert message. This covert  
storage channel have been found and studied by Handel [17].  

The verification of TCP proves that the CSP-based general model might yield 
several very similar covert storage channels in other network protocols in terms of the 
modified property of header fields and the specifications of network protocols. 

5 Conclusion 

In this paper, we propose a CSP-based general detection model for analyzing and 
detecting the network covert storage channels in network protocols. In our model, we 
describe the protocol interaction system based on the original design specifications of 
protocols. Besides, we define a modified property for every header field, and classi-
fy the header fields into three types based on this property. We establish a search 
process for searching the potential covert exploits in the header fields of protocols. 
Then we establish a network covert storage channel based on the hypothesis of 
network covert storage channels, and verify the covert channels based on trace  
refinement. Finally, the model of this CSP formal method is illustrated and verified in 
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TCP. The result of the verification shows that the general model is effective and  
feasible in finding the covert storage channels. 

The CSP-based general detection model is modular, so it can be easily extended to 
describe the other network protocols and detect the covert channels hidden in them. 
In the future, we will try to establish a formalized method for detecting and analyzing 
the covert timing channels. 
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Abstract. Nowadays web services pervade the network experience of
the users. Indeed, most of our activities over the internet consist in ac-
cessing remote services and interact with them. Clearly, this can happen
only when two elements are available: (i) a compatible device and (ii)
a suitable network connection. The recent improvement of the compu-
tational capabilities of mobile devices, e.g., tablets and smartphones,
seriously mitigated the first aspect. Instead, the inappropriateness, or
even the absence, of connectivity is still a major issue.

Although mobile, third generation (3G) networks can provide basic con-
nectivity, complex interactions with web services often require different
levels of Quality of Service (QoS). Also, 3G connectivity is only available
in certain areas, e.g., user’s country, and purchasing temporary connection
abroad can be very costly. These costs weigh down on the original service
price, seriously impacting the web service business model.

In this paper we describe the problems arising when considering the
orchestration of service-oriented opportunistic networks and we present
the assumptions that we want to consider in our context. We claim that
our model is realistic mainly for two reasons: (i) we consider state-of-
the-art technology and technical trends and (ii) we refer to a concrete
problem for service providers.

1 Introduction

The evolution of Web 2.0 as well as the spread of cloud computing platforms
have pushed customers to use always more remote services (hosted in a cloud
or a server farm) rather than local ones (installed on personal devices). Such
paradigm shift has basically improved the role of the network connectivity. In-
deed, the access to remote services as well as the user experience, strongly de-
pends on the network availability and the related performances (i.e., QoS).
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To get evidence of this, let us consider a set of cloud users travelling through an
airport and needing to access remote services from their device (e.g. smartphone,
tablets, laptop) to complete their job. Presently, telecommunications companies
sell internet connection for fixed time slots inside the airport, by means of 3G or
wireless connections. Thus, each of these cloud users is compelled to subscribe,
individually, to such internet connections, thereby getting extra charge to access
the remote service. Moreover, users often do not get through the purchased
connection, using less bandwidth or disconnecting before the end of the time slot.
Then, such scenario leads to a non-negligible waste of purchased resources and
money that may be reduced whether proper architectural or software solutions
would allow, for instance, cooperation and resource sharing among the cloud
users.

In this paper, we cope with such problem by investigating the adoption of
the Software Defined Networking (SDN) paradigm as potential solution to build
and manage QoS-constrained and on demand connection among mobile devices.
In particular, we describe the main issues arising when trying to orchestrate a
group of mobile devices that participate in an opportunistic network. Besides
the difficulty of finding valid orchestration, e.g., in terms of QoS, we also present
the security concerns at both network and device level. Finally we introduce a
case study illustrating how our assumptions apply to a real life web service.

This Paper Is Structured as Follows. In Section 2 we state the problem of or-
chestrating opportunistic, service-oriented networks. Then, Section 3 describes
the main security issues arising in this context and how to deal with them. In
Section 4 we present our case study and its features. Finally, in Section 5 we
survey on some related works and Section 6 concludes the paper.

2 Problem Statement

A provider P of a service S relies on a network infrastructure implementing S.
The implementation of S is designed to meet both functional, e.g., accessibility,
QoS and responsiveness, and non functional, e.g., security and fault tolerance,
requirements. Moreover, through proper testing procedures, evidences that the
implementation of S complies with these requirements have been produced and
collected by P . In order to access S, customers need a network enabled device,
e.g., laptops, tablets and smartphones, that can connect to and interact with S
(typically by means of a client application). This scenario is depicted in Figure 1a.

Clearly, when a suitable connection is not available, the customer has no access
to S. In order to access S, customers might enable a new connection, e.g., by
buying a (costly and slow) 3G or a (local) wifi connection from a connectivity
provider. This approach requires an existing infrastructure to be present and,
definitely, charges extra costs on customers that, possibly, already pay for S.

Recent technological trends have highlighted that mobile devices can share
their connectivity by playing the role of an access point. This technology, known
as tethering, exploits multiple connection paradigms, e.g., wifi, bluetooth and



Trustworthy Opportunistic Access to the IoS 471

(a) Standard access configuration. (b) Service unreachable to customer.

Fig. 1. Mobile access to a web service

IR, to create local networks. For instance, a mobile device can use wifi tethering
to share its 3G connection with a group of neighbors. Although a single device
has serious limitations, e.g., battery consumption, computational overhead and
bandwidth exhaustion, populated areas are typically characterized by the pres-
ence of many devices. Thus, a proper orchestration of (a group of) these devices
can lead to more powerful and reliable networks.

2.1 Local Area Configuration

A customer C having no network connectivity is logically isolated from service S.
However, the customer’s device is physically surrounded by networked devices.
These devices connect to one or more networks by means of different channels.
Schematically, an instance of such a configuration is reported in Figure 1b.

Mobile Agents. Mobile devices have heterogeneous hardware profiles, e.g., mem-
ory, computational power, presence/absence of bluetooth, etc. Also, their con-
figuration can change over time, e.g., on device battery charge and position.

In general, we can consider each device to be a computational platform that
can install and run (at least small) applications. Moreover, we assume that all
the (enabled) devices run software supporting basic orchestration steps.

Communication Protocols. Connected devices use different channels, e.g., blue-
tooth and wifi, to establish connections. These channels have different features
and, in general, have been designed for different purposes. We call a pit a device
having direct access to the internet. Hence, the devices must create a network
where one or more pits are present. Other resources can be present in the net-
work, e.g., computation and memory nodes, and they can be exploited for the
service delivery.

Device Contracts. Each device holds a precise description of its features and
requirements, namely a contract. Contracts describe which kind of activities can
be carried out by the device. Examples of entries of a contract are:
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– Available disk space, i.e., the amount of memory that the device can offer.
– Available connections, i.e., channel types, bandwidth, etc.
– Computational capacity, i.e., whether the device can carry out computation.

Each feature can be associated to a precise cost that must be paid to access/use
it. Informally, we can see a contract as a list of predicates like:

NET. Internet: 3G (Bandwidth: 3.2 MB/sec; Cost: 0.05 €/MB) + WiFi (Band-
width: 14.4 MB/sec; Cost: 0.01 €/MB);

LINK. Bluetooth: (Bandwidth: 720 Kb/sec; Cost: 0 €/sec);
DISK. Space: 2 GB; Cost: 0.01 €/MB; Expiration time: 60’;
CPU. Speed: 800 MHz; Cost: 0.02 €/sec;

For instance, the first rule says that the device can connect to the internet in
two different ways (i.e., 3G and WiFi) and describes the differences in costs and
bandwidth. Instead, the meaning of the third clause is that the device can offer
up to 2 GB of memory space at the given cost per MB. Also, the contract says
that after 60 minutes stored data will be deleted.

Other devices can retrieve a contract and compare it against their require-
ments. Moreover, when a contract does not satisfy certain requirements, a nego-
tiation process is started. Negotiation consists in proposing modifications to the
original contract clauses. If the contract owner accepts the proposed corrections,
a new, suitable contract is used in place of the previous, unfitting ones.

2.2 Network Orchestration

Network orchestration plays a central role. Indeed devices must cooperate in a
proper way in order to achieve the network goals. Among the recent proposals for
the organization of networks, Software Defined Networking (SDN) is receiving
major attention.

Software Defined Networking. The main feature of SDN is a clear distinction
between control plane and data plane in network choreographies. Mainly this
approach allows for exploiting centralised service logic for the network orches-
tration. Typically, network nodes take responsibility for both data transfer and
network organization activities promiscuously. This behavior is acceptable when
networks are composed by dedicated nodes, i.e., platforms (hardware and soft-
ware) dedicated to the network management. However, under our settings we
cannot expect to have homogeneity in nodes configurations. Indeed, nodes con-
figurations may differ for many reasons, e.g., hardware, battery state, user’s
activities and security policies. Hence, we must expect that the network man-
agement is carried out by some dedicated devices in a partially distributed way.

Nodes offering advanced computational capabilities can take responsibility
for the control activities. These activities include node orchestration, network
monitoring and reaction to changes. Since nodes do not have any pre-installed
orchestration software, mobile code must be generated and deployed dynami-
cally. Figure 2 represents this process.
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Fig. 2. Control and data nodes participating in an orchestration

Solid lines represent data links, i.e., channels used for service-dependent traf-
fic. Instead, dashed lines denotes control channels, i.e., used for control activities.
Control instructions are generated by the service provider being the entity hold-
ing the service logic. A control node receives a piece of software (jigsaw piece)
that is responsible for managing the behavior of (part of) the network.

3 Security Issues

Many security threats can arise during the recruiting, negotiation and execution
phases. All the security aspects can appear at either (i) network level or (ii) ser-
vice level. Below, we list and describe the main security issues showing whether
they affect the first or second of these layers.

3.1 Network Security

Devices in opportunistic networks build transient and goal-driven networks, thus
behaving as peers. Hence, most of the security issues at network level resemble
those of P2P networks. By joining an opportunistic network, each device gets
potentially unknown neighbours and exchange data with them. In this context,
confidentiality and integrity are major guarantees to provide to the final user,
since information sent to the service S may be corrupted or intercepted by
malicious devices. Device authentication is also required in order to recognize
and isolate malicious devices.

Authenticity. Usually devices are uniquely characterized, e.g., by the MAC ad-
dress or IMEI code. However, a strong authentication relating a device with a
physical user is hard to achieve at this level. Also a global authentication in
a network is hardly achievable, due to the lack of a central authority and the
heterogeneity of device platforms. However, mutual and pairwise authentication
between devices may be easily carried out. In this context, from the single-
device point of view the authentication is aimed at 1) allowing honest devices to
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recognize and isolate malicious ones, and 2) building temporary trust relation-
ship between trusted and authenticated devices in order to share bandwidth,
memory and disk resources. To meet these targets, the adoption of gossiping
algorithms [6], combined with cooperative access control mechanisms [12] can
be adopted.

Confidentiality. Message confidentiality is a main concern since a device reaches
the service by sending data through unknown and untrusted devices, without the
possibility to trace its own traffic. However, confidentiality at this layer can be
granted by the use of secure channels built at higher layer. For instance, HTTPS
channels established between the source device and the service are suffice to
provide the required confidentiality through traffic encryption. Secrecy provided
by HTTPS channels is not easily breakable, in particular for single devices in
the networks.

Integrity. Ciphering data grants secrecy but does not prevent devices from tam-
pering the traffic they receive. Thus, the use of integrity scheme can be envisaged
in opportunistic networks. There exist integrity schemes based on shared keys
and private/public key. The choice between shared key (e.g., MAC schemes [14])
and public/private key schemes (e.g., DS schemes [4] and Batch verification
schemes [10]) depends on the contingency of the opportunistic network. Besides,
the use of such schemes requires, at most, the installation of simple libraries or
programs on the device.

3.2 Service Level Security

Here we can identify two groups of entities aiming at different security goals: (i)
the service-customer coalitions and (ii) the control-data nodes.

Service-Customer Security. The service provider and its customers share a com-
mon goal, i.e., enabling the customer to access the service according to a given
SLA. Among the clauses of the agreement, security policies prescribes how the
service handles the customer’s data and resources. In general, the provider can
rely on a trusted service infrastructure. However, in our scenario the service is
delivered by a group of, potentially untrusted, devices which extend the trusted
infrastructure. Intruders could join the network and perform some disrupting
attack, e.g., denial of service, also depending on the service typology.

On the other hand, the service can include security instructions in the code
deployed on control nodes. In this way, control nodes can monitor the behavior of
(a portion of) the network. Monitoring allows control nodes to detect intruders
and, possibly, cut them off. Even more dangerously, the intruder could be a
control node. In this case, the service can detect the misbehaving control node
by directly monitoring its behavior. Control node monitoring can rely on other
control nodes, including the (trusted) customer. Hence, a group of control nodes
can isolate a malicious peer when detected. Still, control nodes collusion represent
a major threat and mitigation techniques could be in order.
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Nodes Security. Data and control nodes have a different security goal. Since they
join an orchestration upon contract acceptance, their main concern is about
avoiding contract violations. Being only responsible for packets transmission,
data nodes can directly enforce their contract via resources usage constraints.

Control nodes require more attention. As a matter of fact, they receive orches-
tration code from the server and execute it. The execution of malicious software
can lead to disruptive access and usage of the resources of the device. Thus, a
control node must have strong, possibly formal, guarantees that the mobile code
is harmless, i.e., it respects the given contract.

A possible solution consists in running the received code together with a se-
curity monitor. Security monitors follow the execution of a program and, when
they observe an illegal behavior, run a reaction procedure, e.g., they can throw
a security exception. A security monitor comparing the mobile code execution
against a given contract is an effective way to ensure that no violations take
place. Although monitoring requires extra computational effort, lightweight im-
plementations causing small overheads have been proposed, e.g., see [8].

Another approach exploits static verification on to avoid run-time checks.
Briefly, the service provider can run formal verification tools, e.g., a model
checker, before delivering the mobile code. The model checker verifies whether
the code satisfies a given specification, i.e., the contract, and, if it is not the case,
returns an example of a contract violation. Instead, if the process succeeds, a
proof of compliance is generated. Using proof-carrying code [13] the proof is then
attached to the code and, then, efficiently verified by the control node. A valid
proof ensure that the code execution cannot violate the contract of the node.

4 Meeting at the Airport: A Case Study

We consider the following scenario. A e-meeting service offers to its customers
the possibility to organise and attend to virtual meetings. A meeting consists of
a group of customers that use (i) a VoIP system for many-to-many conversations
and (ii) file sharing for concurrently reading and writing documents.

Private companies buy annual licenses. Then, employees install a free client
application on their devices and access the service using proper, company-
provided credentials. Nevertheless, company employees use to travel frequently
and, often, need to buy wireless access in airports and train stations. This
practice causes extra, variable charges on the service usage.

Service Requirements. The two service components, i.e., VoIP and file shar-
ing, have different features. Mainly, the VoIP service has precise constraints on
transmission times in order to make the communication effective. In order to re-
spect this constraint, the service can reduce the voice encoding (up to a minimal
threshold) quality whenever slow connections risk to cause delays.

Instead, the file sharing system must guarantee that documents are managed
properly. Roughly, users can acquire the ownership of a document and modify
it until they decide to release the control. Each time a document is retrieved
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Fig. 3. Orchestration providing opportunistic access to e-meeting

(submitted) it is downloaded from (uploaded to) a network repository database.
Document loading and saving are not time critical operations, i.e., they can be
delayed, but data consistency must be guaranteed.

Network Structure. In order to set up a suitable network, the client starts a
recruiting procedure. Briefly, it floods with a request message its neighbours (up
to a fixed hops number) and collects their contracts. If the set of received con-
tracts satisfies preliminary conditions, e.g., sufficient nodes density ad existence
of internet-enabled nodes, the negotiation process starts.

Negotiation requires interaction with the web service. To do this, at least one
of the nodes having internet access must take responsibility for sending the nego-
tiation information to the orchestration service. This information includes nodes
contracts and topology description, i.e., nodes neighbours tables. The orchestra-
tor check whether the network configuration satisfies minimal requirements and
returns contract proposals for the control nodes. The nodes receive the negoti-
ated contracts and decide whether to accept or reject it. If a contract is rejected,
the process can be repeated1. When all the control nodes accept the proposed
contracts the service send them a piece of software implementing part of the dis-
tributed orchestration algorithm. Each node verifies the validity of the received
code and starts the orchestration procedure. The resulting network organization
is depicted in the figure below.

Intuitively, each control node is responsible for coordinating the activities of a
group of data nodes (rounded areas). Data nodes are responsible for transmitting
network traffic and they are recruited and managed by control nodes. Also,
control nodes must react to a plethora of possible events, e.g., topology changes,
data and control node fall or performances decay.

1 We assume that nodes cannot reject a contract respecting its own original clauses.
For instance a node offering 2 GB of disk space can reject a request for 3 GB but
not one for 1 GB.
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5 Related Work

Many technologies are related to our model. Here we briefly describe those that,
in our view, better apply to this context.

Just recently, software defined networking received major attention. Among
the others, OpenFlow [11,9,15] is the leading proposal of an implementation of
SDN. Basically, OpenFlow allows network managers to programmatically modify
the behavior of networks. Although it is currently applied to standard network
infrastructure, i.e., standard routers and switches, this technology seems to be
also suitable for mobile devices. Hence, we consider it to be a promising candidate
for the implementation of orchestration tools.

Formal verification plays a central role under our assumptions and it appears
at several stages. Mainly, contract-based agreements require formal analysis tech-
niques for granting that implementations satisfy a contract. A standard method
for this is model checking [7,2]. However, also proof verification is crucial for al-
lowing network nodes to check the proof validity when the source in an untrusted
service. This step can be implemented by using proof-carrying code [13].

Being a main concern, code mobility and composition environment must in-
clude proper security support. In particular, policies composition techniques
must be included in any proposed framework. Local policies [3] represent a viable
direction for allowing several actors to define their own security policies, apply
them to a local scope and compose global security rules efficiently. Also, since
our proposal is based on mobile devices technology, specific security solutions
for mobile OSes must be considered. In this sense, in [1] the problem of securing
the Android platform against malicious applications has been studied.

Finally, also dynamic monitoring appear to be necessary for managing and
re-organizing the network in case of necessity, e.g., upon failure discovery. A
possible solution consists in using the approach presented by Bertolino et al. [5]
for retrieving and collecting information about nodes behavior. Instead, for what
concerns security monitoring, a possible approach is presented in [8]. Since this
proposal has been tested on resource limited devices, it seems a good candidate
for avoiding computational loads on network nodes.

6 Conclusion

In this paper, we described the possibility of applying Software Defined Network-
ing (SDN) paradigm as potential solution to build and manage opportunistic
connection among mobile devices and web services. In particular, we described
the main issues arising when trying to orchestrate devices that share the goal of
implementing a QoS compliant network. Also, we considered the security issues
deriving from such a model and possible approaches and countermeasures. Fi-
nally, we presented a case study that highlights the main aspects that must be
considered under our assumptions.
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Abstract. Adequate Environment for conducting security experiments and test 
under controlled, safe, repeatable and as-realistic-as-possible conditions, are a 
key element for the research and development of adequate security solutions 
and the training of security personnel and researchers. In this paper, a new 
large-scale network experimental environment for high-risk security research 
was put forward. The main idea was using isolated computing clusters to obtain 
high levels of scale, manageability and safety by heavily leveraging virtualiza-
tion technology, separating experiment and control network and multilayer  
sanitization. 

Keywords: security experimental environment, architecture, virtualization,  
characteristic analysis.  

1 Introduction 

Experimentation is a keystone of scientific method and of technology innovation and 
development. The success of Internet can be attributed to many factors. However, 
experimentation environment played an important role. Today more and more re-
searchers involved in designing network services, protocols and security mechanism 
rely on results from emulation environments to evaluate correctness, performance and 
scalability [1][2][3][4][5][6]][7].  

To better understand the behavior of these applications and to predict their perfor-
mance when deployed across the Internet, the emulation environments must closely 
match real network characteristics. But, these emulation environments pay attention 
to scalability, fidelity and flexibility, don’t take into account about risk and sanitiza-
tion. The high-risk experiments such as network worms, botnets, and viruses and so 
on, are difficult to conduct in these network emulation environments. 

In this paper we describe a new architecture of network environment for conduct-
ing high-risk security experimentation. The key idea behind our environment is the 
use of isolated, special purpose computing clusters, which heavily use virtualization 
technology, physical and logical separation, and cluster management tools in order to 
attain a high level of scalability, flexibility, isolation, and sanitization. The main  
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contribution of this paper is 1) to analyze the requirement of high-risk security  
experiment, 2) to describe the architecture of a large-scale network environment that 
match the requirement, 3) to analysis the characteristic of the environment, 4) to  
describe the test on the environment. 

The rest of the paper is organized as follows: Section 2 presents the requirement of 
security research facilities should match. Section 3 describes the architecture of our 
experimental environment named LNESET (Large-scale Network Emulation envi-
ronment for high-risk Security ExperimenTation), and the technical details of the 
actual testbed. We then give the analysis in Section 4. Finally, our conclusions are in 
Section 5. 

2 Requirements for Security ExperimenTation Environment 

2.1 Risk Analysis and Risk Management 

Depending on the kinds of research activities performed, security research can in-
volve risks associated to the existing information infrastructure and ultimately to the 
public at large. From a confidentiality point of view, it is important to protect data 
from software vulnerabilities and malware collections from use for nefarious purpos-
es. In addition, certain data collections that are used in security research, such as net-
work traffic traces, could potentially contain private information. Similarly, details 
about network architecture or configuration of defensive mechanisms from real net-
works that are being emulated in a testbed facility should be protected from unautho-
rized access, as knowledge of these details could jeopardize their security. Most im-
portantly, experiments involving live malware could “spill” into a real computing 
environment, affecting it from an integrity and availability point of view, for example, 
in the case of accidental releases of malware samples on previously uninfected ma-
chines. Alternatively, the effects of such actions could be indirect, such as those 
caused by researchers interacting with infected and criminal-controlled systems. In 
that case, this action could potentially trigger a premature and unnecessary arms race 
between the criminals and security researchers and security product vendors, by alert-
ing cybercriminals that someone is “onto them”, or on weaknesses in their tools and 
approaches. 

2.2 Key Requirements Analysis 

The construction of network experimental environment can be essentially conducted 
in four fashions: mathematical modeling, stochastic simulation, in laboratory emula-
tions, or test-bed. The fidelity and scalability of the experimental environments built 
with different fashion are significantly different, and the laboratory emulation has 
often been the preferred method in security research, especially with regards to mal-
ware analysis. 

Laboratory experimentation offers an interesting compromise. On the one hand, the 
controlled conditions in which they are ideally conducted provide 1) the ability to 
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validate previous experimental results obtained by others, i.e. repeatability, and 2) the 
ability to vary the parameters and characteristics of security solutions or threats being 
studied, i.e. experimental control. On the other hand, the use of the same or similar 
pieces of hardware (whether real or emulated) and the same software that is present in 
the real world, whether offensive or defensive, adds a level of a priori realism that is 
hard to attain just by modeling and simulation. However, in order to conduct security 
experiment, the emulation environment must obey the following criteria: 

Scale. The number of elements (machines, subnets, processes, etc.) that are being 
emulated or recreated in the experiment should be large enough to approach the num-
bers in the real world or at the very least large enough so that statistically significant 
results can be obtained. 

Fidelity. The static conditions describing the environmental setup should be as close 
as possible to those of typical equivalent environments in the real world. This in-
cludes network topology, server configurations, proportion of machines and equip-
ment in various roles, and security mechanism. 

Isolation. Security experiments in emulation environment are often involving live 
malware, such as worm and virus, which could destroy the security of the other net-
work, such as management network or data-collection network. So the environment 
should isolate the live malware from the other network. 

Sanitization. Even if the live malware could be isolated in experimental network, it 
can destroy subsequent experiment conducted in the environment. So, the experimen-
tal environment should sanitize machines and network nodes quickly and entirely. 

3 Architecture of Security Experimental Environment 

3.1 Main Idea 

According to the requirement of security experiments, the LNESET are built on clus-
tering, virtualization, and software routing technology. The architecture of LNESET 
is detailed in Fig. 1, and is basically composed of three layers; they are physical infra-
structure layer, Meta resource layer, and Experiment layer. 

Virtual Machine Monitor (VMM)

Node
Mgr

Local
Admin

VM1 VM2 VMn…

 

Fig. 1. The Architecture of Large-scale Network Emulation Environment for High-risk  
Security Experimentation 
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3.2 Physical Infrastructure Layer 

At the lowest layer is the physical infrastructure layer, which is composed of compute 
nodes, switches, and other physical resources that is similar to the Emulab suite. The 
physical infrastructure of LNESET consists of two components: the control network 
and experimental network. 

The control network consists of a management server and the data server, the for-
mer is responsible for the centralized management, configuration and monitoring of 
the hardware and software resources in the experimental environment. Besides, it 
provides a user interface to the researchers to configure, run, monitor the environ-
ment, furthermore collect and analyze the experiment results. The data server is used 
to store a variety of virtual image files and experimental data. 

The experimental network is made up of various types of experiment nodes which 
are interconnected with the programmable network. The programmable network is 
stacked with some high-speed Ethernet switches which support VLAN partitioning. 
The experiment nodes include computer cluster, real router, real terminal and real 
network. 

The control network and experimental network are isolated by MLS authentication 
and access control mechanism, which is very import for security experiment. It allows 
only a set of predefined information to flow between the control network and experi-
mental network, which is needed to manage, configure, and sanitize the experimental 
network. Any other information will be denied to translate from experimental network 
to control network. 

3.3 Meta Resource Layer 

The meta resource layer is composed of a subset of resources allocated from the phys-
ical resource layer as needed by the experiment. After the requested resources have 
been successfully allocated by the control network, LNESET will bootstrap each 
compute cluster node by running a customized OS image that supports VMs. 

The meta resources include not only real terminal, router and network connectivity 
between them, but also emulation resources which are constructed by virtualization 
on computer cluster node. These emulation resources include emulation network, 
router, terminal and link. LNESET realize the emulation network by extending 
NS2[8], realize emulation router by extending Quagga[9], and realize emulation Link 
by extending TC in Linux kernel[10]. In order to improve the scalability of computer 
cluster, LNESET use Xen[11] and OpenVZ[12], which could emulate one hundred 
nodes on one computer. 

Meta resources are managed by LNESET. LNESET translates the experiment 
specification into meta resource requirements and instructs to allocate the resources 
for the experiment. After experiment, LNESET could retrieve resources by manage-
ment server. In order to clear the live malware, the computer cluster node will reboot 
remotely on initial stage of each experiment, which will format the local disk. After 
that, LNESET will reload different emulation image from data server according  
experimental requirement, which will emulate network, router, terminal or link. 
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3.4 Experiment Layer 

The experiment layer is created according to the network model of the experiment. 
Each compute cluster node serves as a basic scaling unit and implements the opera-
tion of emulation network, emulation terminal or emulation router that is mapped to 
it. A scaling unit for a network consists of a simulator instance and zero or more emu-
lated hosts each running as a VM. An emulated host can also run directly on a physi-
cal compute node. This is designed for cases where the emulated hosts have stronger 
resource requirements and thus cannot be run as VMs. LNESET provides an emula-
tion infrastructure to connect the emulated hosts running on virtual or physical  
machines to the corresponding simulator instances. 

After the experiment starts, the experimenter can interact with the emulated hosts 
and the simulated network entities. To access the emulated hosts, the experimenter 
can directly log onto the corresponding computing nodes or VMs and execute com-
mands (e.g., pinging any virtual hosts). To access the dynamic state of the simulated 
network, LNESET provides an online monitoring and control framework. This allows 
the experimenter to query and visualize the state of the network. 

4 Analysis of Architecture 

According to the previous architecture description in detail, LNESET can match the 
requirement of high-risk security experiment. 

Scale. In LNESET, meta resources include emulation network, router, and terminal, 
which are realized by virtualization technology. Each computer cluster node can emu-
late network including one hundred node, such as router, terminal or server. So, 
LNESET could provide a large network environment for security experiment based 
on cluster, hence it has a better scalability. 

Fidelity. In LNESET, except of real network, router and server, the emulation re-
sources have high consistency with real resources. Based on virtualization technolo-
gy, emulation resource could provide a realistic operating environment for testing real 
implementations of network protocol, applications and services. The routers, termin-
als and servers, and the connectivity between them could be configured according the 
experiment requirement. The network layer and system layer topology and network 
flow of environment could configure dynamically, so LNESET also provide a high 
level fidelity than test-bed based on simulation or analysis model. 

Isolation. Because the MLS authentication and access control mechanism only allows 
very specific requests to proceed, the control network has very little interaction with 
the experimental network, so that it is not generally susceptible to attacks or malicious 
activities carried out by the security experiment such as worm or virus. 

Sanitization. In LNESET, every resource will be initialized at the beginning of expe-
riment. The experimental node include real node and cluster node will be sanitized 
entirely, because they reboot over network, and the boot files in server cannot rewrite. 
After reboot, the local disks of these experimental nodes will be formatted clearly. 
Every real router will be reset at the initial stage. So LNESET should sanitize all  
resources entirely. 
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5 Conclusion 

Based on the in-depth analysis of the requirements of environment for high-risk expe-
riment, in this paper we propose an emulation experimental environment named 
LNESET. We describe the architecture of LNESET in detail. LNESET supports high-
level isolate between control network and experimental network, provides the neces-
sary tools for the experimenters to allocate and reclaim the resources. The resources 
may consist of the compute nodes in the cluster and real machines or routers. Each 
compute node is treated as a scaling unit in LNESET; it can be configured as an emu-
lation network with a set of VMs, a router or terminal for emulated hosts. The latter 
provides a realistic operating environment for testing real implementations of network 
applications and services. The VMs are connected with the simulator instances using 
a flexible emulation infrastructure. The analysis shows that LNESET is effective for 
high-risk security experimentation. 
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Abstract. There have been many incidents of IP prefix hijacking by BGP pro-
tocol in the Internet. Attacks may hijack victim's address space to disrupt net-
work services or perpetrate malicious activities such as spamming and DoS at-
tacks without disclosing identity. The relation between network topology and 
prefix hijacking influence is presented for all sorts of hijacking events in differ-
ent Internet layers. The impaction parameter is analyzed for typical prefix hi-
jacking events in different layers. A large Internet emulation environment is 
constructed and the attack impaction of IP prefix hijacking events are evaluated. 
The results assert that the hierarchical nature of network influences the prefix 
hijacking greatly.  

Keywords: IP prefix hijacking, Power law, BGP, Inter-domain routing system, 
Internet emulation environment.  

1 Instruction 

Prefix hijacking is also known as BGP hijacking, because to receive traffic destined to 
hijacked IP addresses, the attacker has to make those IP addresses known to other 
parts of the Internet by announcing them through BGP. Because there is no authenti-
cation mechanism used in BGP, a mis-behaving router can announce routes to any 
destination prefix on the Internet and even manipulate route attributes in the routing 
updates it sends to neighboring routers. Taking advantage of this weakness has be-
come the fundamental mechanism for constructing prefix hijack attacks. They occur 
when an AS announces a route that it does not have, or when an AS originates a pre-
fix that it does not own. 

Previous efforts on prefix hijacking are presented from two aspects: hijack preven-
tion and hijack detection. Generally speaking, prefix hijack prevention solutions are 
based on cryptographic authentications [4-8] where BGP routers sign and verify the 
origin AS and AS path of each prefix. While hijack detection mechanisms [9-15] are 
provided when a prefix hijack is going to happening which correction steps must fol-
low. Because there is a lack of a general understanding on the impact of a successful 
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prefix hijack, it is difficult to assess the overall damage once an attack occurs, and to 
provide guidance to network operators on how to prevent the damage. 

In this paper, we conduct a systematic study on the impaction prefix hijacks 
launched at different position in the Internet hierarchy. The Internet is classified into 
three hierarchies—core layer, forwarding layer and marginal layer based on the com-
mercial relations between autonomous systems (ASes). And a large Internet emula-
tion environment is constructed which hybridizes the network simulation technology 
and packet-level simulation technology to achieve a preferable balance between fidel-
ity and scalability. The experiment results show that the hierarchical nature of net-
work influences the prefix hijacking greatly. 

The remainder of this paper is organized as follows: The related works are dis-
cussed in section 2. The impaction analysis of the prefix hijacks attack is presented in 
section 3, in which IP prefix hijacks are classified on a comprehensive attack taxono-
my relying on the Internet hierarchy model and BGP protocol policies. Section 4 
builds an emulation environment to test the correctness of our conclusion and section 
5 concludes the paper. 

2 Related Work 

Various prefix hijack events have been reported to NANOG [19] mailing list from 
time to time. IETF's rpsec (Routing Protocol Security Requirements) Working Group 
provides general threat information for routing protocols and in particular BGP secu-
rity requirements [20]. Recent works [3,21] give a comprehensive overview on BGP 
security. The prefix hijacking is one of the key problems being noticed to BGP in 
these papers.  

Previous works on prefix hijacking can be sorted into two categories: hijack pre-
vention and hijack detection. The former one is trying to prevent the hijacking in the 
protocol mechanism level, and the latter one is trying to find and alert the hijacking 
event after it happening. The methods adopted can be categorized into two types: 
cryptography based and non-crypto based.  

3 Analysis on Prefix Hijack Attack Impaction 

3.1 Internet Hierarchy 

In [18], we build a three-hierarchy model of the Internet and give an efficient arith-
metic for it. The model is organized as follows:  

a) The set of nodes who have no providers forms a clique (interconnection 
structure), which is the core layer. 

b) If the nodes don’t forward data for others, then it belongs to the marginal 
layer. 

c) The node that belongs to neither the core layer nor the marginal layer be-
longs to the forwarding layer. And the forwarding layer has several sub-layers. 
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3.2 The Relation between Prefix Hijacking and the Internet Hierarchy 

For the simpleness of the description, the ASes whose prefixes being hijacked are 
expresses with V, and the hijack attack ASes are denoted by A. Furthermore, we sup-
pose each AS only has one provider. The multi-home mechanism is not considered in 
this paper.   

To evaluate the influence if prefix hijacking events, two impaction parameters are 
introduced as follows: 

Definition 1. Set of the affected nodes Nc: The set of nodes whose routing states 
might be changing because of the happening prefix hijacking event.  

Definition 2. Affected path factor µ: The percentage of the paths might be changed 
because of the happening prefix hijacking event. 

In paper [23], we classified the prefix hijacking events into nine types according to 
the different positions which the attackers and victims are located. The relation be-
tween prefix hijacking and the Internet hierarchy are concluded by the two impaction 
parameters.  

From the analysis, these results can be drawn:  

1) The hijacked AS in the core layer is not the most awful thing. On the contrary, if 
the AS in the marginal layer being hijacked, the number of the affected nodes is the 
largest among the three levels; 

2) The hijacked AS in the forwarding layer can affect more paths than the core 
layer or the marginal layer;  

3) If the hijacked ASes are in the same level, the hijacking AS in the forwarding 
layer can affect more nodes than the core layer or the marginal layer, and the higher 
attacker is in, the larger its influence will be;  

4) The sub-prefix hijack can affect more ASes than the same prefix hijack, and the 
lager sub-prefix range is, the bigger affected path factor µ  will be.  

4 Evaluation Environment and Experiment 

In order to verify the correctness of the conclusions in section 3, we build a prefix 
hijacking attack emulation environment, which is composed of three Juniper J2350 
routers and four server computers. Each server can emulate 30 virtual routers.  

For the authenticity of the test, the real BGP data is samples for the topology of in-
ter-domain system. According to the sampling rules in [22], a network with 110 ASes 
is build, and the commercial relations are reserved. The network is also be classified 
into layers by the hierarchical algorithm in section 3. 

Each prefix hijacking cases, we repeat the attach process three times, and calculate 
the average values of the affected nodes number Nc and path factor µ. The results are 
described in Table 1. 

From the expariment results, we can see that if the AS in the marginal layer being 
hijacked, the number of the affected nodes is the largest among the three levels; the 
hijacked AS in the forwarding layer can affect more paths than the core layer or the 
marginal layer; and the hijacking AS in the forwarding layer can affect more nodes 
than the core layer or the marginal layer.   
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Table 1. Experiment Results 

Case Nc µ 
V∈C, A∈C 13 43 

V∈C, A∈F 24 53 
V∈C, A∈S 18 36 
V∈F, A∈C 28 118 

V∈F, A∈F 34 78 
V∈F, A∈S 21 62 
V∈S, A∈C 32 75 

V∈S, A∈F 57 73 
V∈S, A∈S 28 65 

5 Conclusion 

This paper conducts a systematic study on the impaction prefix hijacks launched at 
different position in the Internet hierarchy based on the work in paper [23]. A large 
Internet emulation environment is constructed which hybridizes the network simula-
tion technology and packet-level simulation technology to achieve a preferable bal-
ance between fidelity and scalability. The experiment results show that the hierarchic-
al nature of network influences the prefix hijacking greatly. 
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Abstract. PCA (Principal Component Analysis) is one of the most wildly used 
dimension reduction technique, which is often applied to identify patterns in 
complex data of high dimension [1]. In GA-KM [2], we have proposed GA-KM 
algorithm and have experimented using KDD-99 data set. The result showed 
GA-KM is efficient for intrusion detection. However, due to the hugeness of the 
data set, the experiment needs to take a long time to finish. To solve this defi-
ciency, we combine PCA and GA-KM in this paper. The goal of PCA is to  
remove unimportant information like the noise in data sets which have high di-
mension, and retain the variation present in the original dataset as much as 
possible. The experimental results show that, compared to GA-KM [2], the 
proposed method is better in computational expense and time (through dimen-
sion reduction) and is also better in intrusion detection ratios (through noise  
reduction). 

Keywords: Intrusion detection, Principle Component Analysis (PCA), effective 
noise reduction, GA-KM.  

1 Introduction 

With rapid growth of network-based services, network security is becoming more and 
more important than ever before. Therefore, intrusion detection system (IDS) [3] 
plays a vital role in network security. There are two main categories of intrusion de-
tection techniques: signature-based detection and anomaly-based detection. Signature-
based detection is also called misuse detection which is based on signatures for 
known attacks. Anomaly-based detection is different from signature-based detection, 
which is able to detect unknown attacks by learning the behavior of normal activity. 
In the training phase of this approach, IDS builds a profile which represents normal 
behavior. In the detection phase, the similarity of a new behavior with the profile is 
analyzed by IDS. If the new behavior is far from normal behavior of the profile, then 
this behavior will be labeled as an attack. We have proposed GA-KM algorithm [2], 
and have experimented with this algorithm using KDD--99 data set, the results show 
that it is efficient for anomaly-based intrusion detection [4]. However, when we expe-
riment with this algorithm, it takes a long time to finish.  

In this paper, to solve this deficiency, Principal Component Analysis is combined 
with GA-KM algorithm and is experimented on KDD-99 data set. PCA (Principal 
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Component Analysis) can be used to reduce the dimension of high dimensional data 
and remove noise from it effectively. So we can use PCA algorithm to do some noise 
reduction on KDD-99 data. The experimental results show that the propose method 
reduces the training time and testing time greatly, and also is efficient for intrusion 
detection. 

The rest of this paper is organized as follow: in section 2, we will introduce pre-
vious works. Section 3 describes proposed method. In section 4, we report our  
experimental results and evaluations. Finally, in section 5, we conclude this paper. 

2 Related Work 

2.1 GA-KM Algorithm 

GA-KM algorithm [2] combines genetic algorithm into the traditional K-means clus-
tering algorithm [5]. In GA-KM algorithm, each individual consists of a certain num-
ber of cluster centers. The value of each cluster center is called gene of individuals. 
And a fitness function is defined as follows:    

                )1/(1)( cJxf +=                             (1) 

where cJ  is the object function for K-means algorithm. We use this fitness function 
to evaluate each individual in a population. It means that if cJ  is the small, the 
fitness value is the greater, and the clustering result is better.  

In GA-KM, selection, crossover and mutation operators are a little different from 
original GA. 

• Selection 

We combine elitism selection and fitness proportionate selection [6] to increase the 
performance of GA-KM. Elitism selection first retains the best individual which has 
the best fitness value in current population, and then replaces the worst individual in 
new population with the best individual which is retained in current population. 

•  Crossover 

To obtain better individuals and increase convergence speed of GA-KM, good 
individuals which have big fitness values cross over their genes among themselves 
and bad individuals which have small fitness values cross over their genes in 
arithmetic crossover method among themselves.  

The selections of genes depend on two cluster centers' distance for two individuals, 
one cluster center for one individual. We first calculate the distance of all pairs of 
cluster centers each from two individuals, and then match up cluster centers based on 
their minimum distance and cross over the values of these two cluster centers.  

In the formula (2), 1,1 '' BA are genes of two good individuals that their cluster 

centers' distance is the minimum distance, ',' BA are new genes of two individuals 

after crossover, and   is a random variable in the range [0,1].      r
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  (2) 

• Mutation 

In this stage, the genes of bad individuals could have bigger chance of mutation than 
the genes of good individuals. So, in order to prevent early mature convergence and 
generate newer mutation of individuals, the genes of good individuals are modified 
based on original genes with a small value Min , and the genes of bad individuals are 
modified on original genes with a big value Max .  

2.2 Principal Component Analysis 

PCA (Principal Component Analysis Algorithm) known as dimension reduction tech-
nique is a useful method for identifying patterns in complex data of high dimensions, 
and expressing the data in such a way as to highlight their similarities and differences 
[7]. And this method can effectively identify data "main" elements and structure, re-
move noise and redundancy, and reveal the simple structure hidden in complex data.  

3 Our Proposed Method 

3.1 Data Description 

For our experiments we use KDD-Cup 1999 dataset [8]. KDD-Cup 1999 data set 
contains a wide variety of intrusions simulated in a military network environment 
which is used for the Third International Knowledge Discovery and Data Mining 
Tools Competition. Each example in the data is a record of extracted features from a 
network connection gathered during the simulated intrusions. A connection is a 
sequence of TCP packets which data flows to and from a source IP address to a target 
IP address under some well-defined protocol. Each connection record consists of 41 
fields which contain basic features about TCP connection as duration, protocol type, 
number of bytes transferred, domain specific features as number of file creation, 
number of failed login attempts, and whether root shell was obtained. Each 
connection is labeled as either normal, or an attack, with exactly one specific attack 
type.  

3.2 Using PCA Algorithm 

In this paper, the goal of PCA algorithm is to reduce unimportant information of data 
set which have high dimension and retain the variation present in the original dataset 
as much as possible. Using PCA algorithm to reduce the dimensionality of complex 
data can decrease computing time when we use huge data.  
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We use PCA algorithm to do effective noise reduction for data set S  which are 
preprocessed by mapped. Here, data set S  are represented as a ND × matrix, in 

the matrix, each column represents one data example of dataset; N is the number of 
data examples, D is the number of dimensionality for each connection record. 

Firstly, calculate the mean value of all data examples:   


=

=
N

i
ifif s

N
y

1

1   (3) 

Secondly, subtract mean vector for each data example: 

ififif ysy −='  (4) 

Thirdly, find covariance matrix   of data set S , and then calculate all eigenvectors 

and eigenvalues of  ; 

Next, select number )( Ddd ≤  biggest eigenvectors based on eigenvalues to get 

robust representation of data, eigenvectors are represented as duuu ,...,, 21 , and 

then find its matrix transpose U , represented as follows: )matrix( Dd × ; 

         

And then we can get the new data set TUyx )'(=  preprocessed by mapping and 

PCA. In the matrix x , each row represents a data example, and the number of column 
is the same with the number of data examples. 

4 Experiment Results and Evaluations 

In this section, we detail the experiment results of the proposed algorithm and eva-
luate the performance of proposed method. We experimented with this proposed me-
thod using KDD Cup 99 dataset in our paper. For training and developing normal 
clusters, data file "kddcup.data_10_percent" which is downloaded from KDD Cup 
1999 site is used for our experiments. The training data set consists of normal data 
selected from the file "kddcup.data_10_percent". And the testing data set consists of 
normal data and attack data which are selected from the file "corrected". The main 
goal of our experiment is to study how the performance of proposed method. 

In our experiments, we use two kinds of data sets which are original KDD CUP 99 
dataset and KDD CUP 99 dataset preprocessed by PCA algorithm with effective noise 
reduction. In [2], we have proved that GA-KM algorithm is efficient for anomaly-
based intrusion detection. Our experimental results showed that the proposed method 
gives better representation of data set after removing noise data, and approximately 
42.5% ~ 80.7% reduction in training time. Meanwhile, we compared the performance 
of improved clustering method with original GA-KM. 
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Table 1. Comparison with average distance  

 PCA with GA-
KM  

GA-KM with 
scaling 

GA-KM without 
scaling 

Normal 1145.82495 3.143096903 1219.20607 

Attack 1900.862749 3.796500426 1445.27273 
Ratio1  1.66 1.21 1.19 
Ratio2 1.37 

Table 2. Comparison with average distance with extreme cases removed  

 PCA with GA-
KM  

GA-KM with 
scaling 

GA-KM without 
scaling 

Normal 1145.82495 3.143096903 1219.20607 

Attack 1535.489161 3.225661856 1210.45372 
Ratio1  1.34 1.02 0.99 
Ratio2 1.12 

Table 3. Comparison with median distance 

 PCA with GA-
KM  

GA-KM with 
scaling 

GA-KM without 
scaling 

Normal 1108.653748 2.764393351 1109.26483 
Attack 1359.351694 3.197027967 1213.48725 

Ratio1  1.23 1.15 1.09 
Ratio2 1.07 

In the above three tables, scaling means zero-mean normalization method which is 
used to preprocess data set. And all distances means the minimum distance between 
cluster center and data. Normal represents the minimum distance between cluster 
center and normal data from testing data; Attack represents the minimum distance 
between cluster center and attack data; Ratio1 is the value which is equal to Attack 
divided by Normal; Ratio2 is the value which is equal to Ratio1 for PCA with GA-
KM divided by Ratio1 for GA-KM with scaling. If the value Ratio1 is bigger, the 
difference between normal data and attack data is more evident, and detecting attack 
is easier. In other words, if the value Ratio2 is bigger, the performance of PCA with 
GA-KM is better than GA-KM with scaling. 

In the experiments, we use three kinds of distances to compare the performance of 
proposed method and GA-KM. As shown in Table 1, we use average distance to 
compare PCA with GA-KM, GA-KM with scaling, GA-KM without scaling; the 
results show that the performance of PCA with GA-KM is 1.37 times better than GA-
KM with scaling. As shown in Table 2, we remove the extreme distance and then 
calculate the average distance to compare these two methods, the value Ratio2 is 1.12, 
the result shows that the performance of proposed method is 1.12 times better than 
GA-KM with scaling. In Table 3, we use median distance; the result also shows that 
the performance of PCA with GA-KM is better than GA-KM with scaling. Also from 
the tables, we also can know that the performance of PCA with GA-KM, GA-KM 
with scaling are better than GA-KM without scaling.    
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From these results, we can know that performance of proposed method 
outperforms GA-KM. So we can know that after using PCA, the proposed method can 
reduce noise data effectively and retain the variation present in the original dataset as 
much as possible. Meanwhile, it also can retain a good performance after effective 
noise reduction. As a result the proposed method is also acceptable for intrusion 
detection.  

5 Conclusion 

Our research work is based on intrusion detection. We use KDD Cup 99 dataset to 
experiment and find some redundant and irrelevant data like noise data in KDD Cup 
99. So to remove unimportant data effectively, we combine dimension reduction 
technique which is PCA algorithm with clustering method GA-KM. The goal of PCA 
is to reduce noise data effectively to get smaller dimensionality dataset from KDD 
Cup 99 dataset. Our research is to observe how Principal Component Analysis and 
GA-KM algorithm are used for intrusion detection. And when after the noise informa-
tion of original dataset are reduced, how the performance is. The experimental results 
showed that the proposed method can give better and robust representation of data 
after effective noise reduction and have 42.5% ~ 80.7% time reduction in training, 
and also can retain a good performance. So, our proposed method is efficient and 
reliable for intrusion detection. 
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Abstract. We propose a key pre-distribution scheme to develop a well-
connected network using deployment knowledge where the physical lo-
cation of the nodes are pre-determined. Any node in the network can
communicate with any other node by establishing a pairwise key when
the nodes lie within each other’s communication range. Our proposed
scheme is unconditionally secure against adversarial attack in the sense
that no matter how many nodes are compromised by the adversary, the
rest of the network remains perfectly unaffected. On a more positive
note, our design is scalable and provides full connectivity.

Keywords: sensor network, bivariate symmetric polynomial.

1 Introduction

Wireless Sensor Networks (WSN) are built up of resource-constrained, battery
powered, small devices, known as sensors, which have capability of wireless com-
munication over a restricted target field. Due to its immense application from
home front to battle field, environment monitoring such as water quality con-
trol, landslide detection, air pollution monitoring etc., key distribution in sensor
network has become an active area of research over the past decade. Usually
sensor networks are meant to withstand harsh environments and thus secret
communication is very essential. The secret keys are assigned to the nodes be-
fore their deployment in a Key Pre-distribution Scheme (KPS) to enable secure
communication.

The bivariate symmetric polynomials were first used in key distribution by
Blundo et al. [1]. The scheme is t-secure, i.e., the adversary cannot gain any in-
formation about the keys of the remaining uncompromised nodes if the number
of compromised nodes does not exceed t. However, if more than t nodes are cap-
tured by the adversary, the security of the whole network is destroyed. Blundo’s
scheme is used as the basic building block in the key pre-distribution schemes
proposed in [5, 6].

We present a deployment knowledge based KPS in a rectangular grid network
by dividing the network in subgrids and applying Blundo’s polynomial based
KPS in each subgrid in such a way that nodes within communication range of
each other can establish pairwise key. The induced network is fully connected
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– any two nodes, lying within communication range of each other, are able
to communicate privately by establishing a secret pairwise key. The t-secure
property of Blundo’s scheme is utilized. A t-degree polynomial is assigned to at
most (t − 1) nodes, where at least (t + 1) shares are required to determine the
polynomial. This results in an unconditionally secure network, i.e., the network is
completely resilient against node capture and this is independent of the number
of nodes compromised. The nodes need to store at least (t+1) log q bits (where q
is large prime) and a fraction of the total nodes needs to store at most 4(t+1) log q
bits. The storage requirement decreases with decreased radio frequency radius of
the nodes. Comparison of the proposed scheme with existing schemes indicates
that our network provides better connectivity, resilience and sustains scalability,
with reasonable computation and communication overheads and slightly large
storage for few nodes.

2 Our Scheme

Subgrid Formation: The target region is an r× c rectangular grid with r rows
and c columns i.e., there are c cells in each row and r cells in each column of
the grid. Each side of a cell is of unit length. A node is placed in each cell of
the grid. Thus the network can accommodate at most rc nodes. Each of the
N(≤ rc) nodes are assigned a unique node identifier. All the nodes have equal
communication range. Let ρ be the radius of communication range and d be the
density of the nodes per unit length. Then m = ρd is the number of nodes lying
within the communication radius of each node. We divide this network into a set
of overlapping rectangular subgrids SGi,j , for i, j ≥ 1, of size (2m+1)×(2m+1)
each. Each subgrid contains (2m + 1)2 cells and two adjacent subgrids overlap
either in m rows or in m columns. By Nx,y we denote the node at row x and
column y in our rectangular grid. Deployment knowledge is used to get the idea
about the location of the nodes after their deployment in the target field. We
have designed the network to enable any pair of nodes lying in the radio fre-
quency range of each other to be in at least one common subgrid. From the
construction, t , according to our assumption. Let us assume that Ri, 1 ≤ i ≤ r
is the ith row and Cj , 1 ≤ j ≤ c is the jth column of the rectangular grid.
We refer a node to be covered, if it shares at least one common subgrid with
each node within its communication range. Note that the nodes that lie at the
intersection of the rows Ri(1 ≤ i ≤ m) and columns Cj (1 ≤ i ≤ m) are covered
by subgrid SG1,1. We consider sub-grid SG1,2 and SG2,1 overlap with SG1,1 in
m columns and m rows respectively, so that the nodes at the intersection of Ri

and Cj , for {1 ≤ i, j ≤ 2m + 1} \ {1 ≤ i, j ≤ m}, are made covered. Similarly,
SG2,2 intersects SG1,2 and SG2,1 in m rows and m columns respectively. This
automatically covers all the nodes Nx,y for 1 ≤ x, y ≤ 2m+ 2. The overlapping
of subgrids are repeated as described above to make all the nodes in the network
covered.

Polynomial Share Distribution: Now, we apply Blundo’s KPS in each sub-
grid. We choose randomly a bivariate symmetric polynomial fij(x, y) of degree
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t > (2m + 1)2 for subgrid SGi,j , i, j ≥ 1 and distribute univariate polynomial
shares of the polynomial fij(x, y) to each of the (2m + 1)2 nodes. Thus any
node with identifier ID in subgrid SGi,j receives its polynomial share PID(y) =
fij(ID, y) and is able to establish pairwise keys with the remaining nodes in SGi,j

following Blundo’s scheme.
Now, let us discuss the scheme in detail for m = 1 in the following example.
Example: when m = 1

Lemma 21. The subgrid SGi,j consists of (2m + 1)2 = 9 nodes Nx,y, where
2i− 1 ≤ x ≤ 2i+ 1 and 2j − 1 ≤ y ≤ 2j + 1.

Proof. From Figure 1, it follows that the result holds for SG1,1. Without loss of gener-
ality, let us assume that the result is true for i = i1 and j = ji, i.e., the nine nodes of the
subgrid SGi1,j1 are given by Nx,y, where 2i1−1 ≤ x ≤ 2i1+1 and 2j1−1 ≤ y ≤ 2j1+1.

Now we consider the subgrid SGi1+1,j1 . Each of the sub-grid are in the form of a 3×3
grid. From the construction it follows that the columns of SGi1,j1 and SGi1+1,j1 are
identical, and they overlap in only one row (since m = 1), i.e., R2i1+1, which can also
be written as R2(i1+1)−1. Therefore, SGi1+1,j1 consists of the nine nodes lying at the
intersection of the rows R2(i1+1)−1, R2(i1+1) and R2(i1+1)+1; and the columns C2j1−1,
C2j1 and C2j1+1. Thus the nodes of SGi1+1,j1 are given by Nx,y, where 2(i1 +1)− 1 ≤
x ≤ 2(i1 + 1) + 1 and 2j1 − 1 ≤ y ≤ 2j1 + 1. Similarly, it can be shown that the
rows of SGi1,j1 and SGi1,j1+1 are identical and they overlap in the column C2j1+1,
which can also be represented as C2(j1+1)−1. Proceeding in the similar manner the
nine nodes of the subgrid SGi1,j1+1 are Nx,y , where 2i1 − 1 ≤ x ≤ 2i1 + 1 and
2(j1 + 1)− 1 ≤ y ≤ 2(j1 + 1) + 1.

Thus the result holds for the subgrid SGi1+1,j1 and SGi1,j1+1, whenever it is true
for the subgrid SGi1,j1 . Also the result holds for SG1,1. Hence, by the principle of
mathematical induction, the result holds for subgrid SGi,j , for all values of i, j. ��

Fig. 1. Polynomial assignment to 3×3 overlapping sub-grid in a network, where m = 1

Lemma 22. Let univariate share of the bivariate symmetric polynomial fij be as-
signed to the node Nx,y.
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(i) Let both x and y be even. Then i = x
2
, j = y

2
.

(ii) Let x be even and y be odd. Then i = x
2
and j =

{
1, if y = 1;
y−1
2

, y+1
2

, otherwise .

(iii) Let x be odd and y be even. Then j = y
2
and i =

{
1, if x = 1;
x−1
2

, x+1
2

, otherwise .

(iv) Let both x and y be odd. Then

⎧⎪⎪⎨
⎪⎪⎩

i = 1, j = 1, if x = 1, y = 1;
i = 1, j = y−1

2
, y+1

2
, if x = 1, y = 1;

i = x−1
2

, x+1
2

, j = 1, if x = 1, y = 1;
i = x−1

2
, x+1

2
, j = y−1

2
, y+1

2
, otherwise .

Proof. From the construction of the scheme, it follows that univariate shares of the
bivariate symmetric polynomial fij are distributed to each of the nine nodes of the
subgrid SGi,j . Thus our target is to find the coordinates of the subgrid SGi,j to which
a node Nx,y belong. Lemma 21 suggests that sub-grid SGi,j consists of the nodes Nx,y,
for 2i− 1 ≤ x ≤ 2i+ 1 and 2j − 1 ≤ y ≤ 2j + 1. Hence possible values of i are x−1

2
, x
2

and x+1
2

. Since i is an integer we must have i = x
2
, when x is even and i = x−1

2
and

x+1
2

when x odd. We further observe from Figure 1 that the first coordinate of all
the subgrids and hence that of the corresponding bivariate polynomials assigned to
the nodes lying in the first row is always 1. Similarly, possible values of j are y−1

2
, y
2

and y+1
2

, follows from Lemma 21. As j is also an integer we have j = y
2
, when y is

even and j = y−1
2

and y+1
2

when y is odd. We also observe from the Figure 1 that
the second coordinate of all the subgrids and hence that of the corresponding bivariate
polynomials assigned to the nodes lying in the first column is always 1, according to
the construction of our design. Hence,

i =

⎧⎪⎨
⎪⎩

1, if x = 1;
x
2
, if x is even;

x−1
2

and x+1
2

, otherwise,

and j =

⎧⎪⎨
⎪⎩

1, if y = 1;
y
2
, if y is even;

y−1
2

and y+1
2

, otherwise .

Hence, combining all the possible cases for the combination of the values of x and y
we obtain the expression given in the statement of the Lemma. ��

Theorem 23. We define the following variables for our r×c rectangular grid structure
where K is the total number of symmetric bivariate polynomial required, M1,M3 and
M2 denote the total number of nodes containing only one, two or four polynomial
shares respectively. We further identify the following cases as : Case I : – r and c both
are odd; Case II : – r is odd and c is even; Case III : – r is even and c is odd and Case
IV : – r and c both are even. Then

K M1 M2 M3

Case I 1
4
(r − 1)(c− 1) 1

4
(r + 3)(c+ 3) 1

4
(r − 3)(c− 3) 1

2
(rc− 9)

Case II 1
4
(r − 1)c 1

4
(r + 3)(c+ 2) 1

4
(r − 3)(c− 2) 1

2
(rc− 6)

Case III 1
4
r(c− 1) 1

4
(r + 2)(c+ 3) 1

4
(r − 2)(c− 3) 1

2
(rc− 6)

Case IV 1
4
rc 1

4
(r + 2)(c+ 2) 1

4
(r − 2)(c− 2) 1

2
(rc− 4)
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Proof. We provide the proofs in (a) and (b) for the expressions of K and M1 respec-
tively given in the table and leave the other two for page restrictions.

(a) According to the description of the scheme, each subgrid corresponds to a distinct
bivariate polynomial, hence, the total number of polynomials required is equal
to the total number of sub-grid present in the network. Let us assume that the
sub-grid form a matrix consisting of r1 rows and c1 columns. Thus, we must have
K = r1c1.
This also follows from the construction that the subgrids are numbered in such a
way that the coordinates of the kth node of the subgrid SGi,j is less than or equal
to the coordinates of the kth node of the subgrid SGi

′
,j

′ , for 1 ≤ k ≤ 9, whenever

1 ≤ i ≤ i
′ ≤ r1 and 1 ≤ j ≤ j

′ ≤ c1. According to the assumption, Nr,c ∈ SGr1,c1 .
From Lemma 21 it follows that 2r1−1 ≤ r ≤ 2r1+1 and 2c1−1 ≤ c ≤ 2c1+1. Hence
we must have r1 ≥ r−1

2
and c1 ≥ c−1

2
. Since, r1 and c1 are integers (according to

the assumption), we have

r1 =

{
r−1
2

, when r is odd;
r
2
, when r is even .

and c1 =

{
c−1
2

, when c is odd;
c
2
, when c is even .

Hence, considering the possible combinations from the above cases and substituting
the values in the equation K = r1c1, we obtain the expression given in the first
column of the table given in the statement of the theorem.

(b) Let the node Nx,y for 1 ≤ x ≤ r, 1 ≤ y ≤ c, stores exactly one univariate
polynomial share. The possible values of x and y depends respectively on the
number of rows r and number of columns c in the rectangular grid. Then it follows
from the construction and can be verified from Figure 1 that

x ∈
{ {1, 2, . . . , r} \ {2k + 1 : 1 ≤ k ≤ r−3

2
}, when r is odd;

{1, 2, . . . , r} \ {2k + 1 : 1 ≤ k ≤ r
2
− 1}, when r is even .

Hence, we get r+3
3

and r+2
3

possible cases for r being odd and even respectively.
Similarly, we get c+3

3
cases when c is odd and c+2

3
cases when c is even. Hence,

considering the possible combinations from the above cases and multiplying the
corresponding values, we obtain the expression given in the second column of the
table given in the statement of the theorem.

��
Resilience quantifies the robustness of the entwork against node capture. We
consider the attack model as the random node capture, where the adversary
captures nodes randomly, extracts the keys stored at them. Blundo’s scheme has
the t-secure property, as the adversary will not be able to gain any information
if less than t nodes are compromised when univariate shares from a t-degree
bivariate polynomial are assigned to the nodes. Here, we have assigned univariate
shares of a t-degree bivariate polynomial where t > (2m+1)2, to at most (2m+
1)2 nodes in a subgrid. Hence, even if upto (2m+1)2− 2 = 4m2+4m− 1 nodes
are captured by the adversary, the remaining two nodes will still be able to
establish a pairwise key, which is still unknown to the adversary. This happens
to all the pairwise independent bivariate polynomials. Hence, the network is
unconditionally secure, i.e., no matter how many nodes are captured by the
adversary, remaining network will remain unaffected.
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Comparison: In Table 1, we provide the comparison of our scheme with the
existing schemes proposed by Blundo et al. [1], Liu and Ning [6], Das and Sen-
gupta [3] and Sridhar et al. [7]. Here, t denotes degree of the bivariate polynomial;
q stands for the order of the underlying finite field Fq; N is the total number of
nodes in the network; s denotes the number of nodes compromised by the ad-
versary and t in [3] is assumed to be sufficiently larger than

√
N , c

′
is a constant

and F is the total number of polynomials in [6].

Table 1. Comparison with existing schemes

Schemes Deployment
Knowledge

Storage Comm.
Cost

Comp. Cost Full Con-
nectivity

Resilience Scalable

[1] No (t + 1) log q O(logN) t + 1 Yes, 1-hop t-secure No

[6] Yes c
′
(t + 2) log q c

′
log |F| t + 1 No t-secure No

[3] No (t + 2) log q O(logN) t + 1 Yes, 2-hop secure To some
extent

[7] No 4(t + 1) log q O(logN) O(t log2 N) No depends
on s

Yes

Ours Yes 4(t + 1) log q O(logN) t + 1 Yes, 1-hop secure Yes

3 Conclusion

Utilizing the advantage of deployment knowledge and t-secure property of
Blundo’s polynomial based scheme, we design a network, which requires rea-
sonable storage to establish a pairwise key between any two nodes within radio
frequency range. The network is unconditionally secure under adversarial attack
and can be scaled to a larger network without any disturbance to the existing
nodes in the network.
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Abstract. Most researches in the VANETs domain concentrate on the
development of communication routing protocols. However, it is not ef-
fective to apply the existing routing protocols of MANETs to those of
VANETs. In this paper, we propose a new greedy forward routing proto-
col which leverages real time traffic flow information to create a routing
policy. Based on this routing policy, the proposed protocol alleviates the
influence of high dynamic topology and decreases the average delivery
delay on VANETs.

1 Introduction

Several routing protocols have been presented by many researchers for vehicular
ad hoc networks (VANETs) [1, 7]. One of the best known position-based routing
is GPSR [3]. GPSR works better in open space scenarios such as highways with
evenly distributed nodes. In the condition of cities, GPSR suffers from many
problems, because it does not consider some obstacles such as the movement of
high-speed vehicles. In GPSR, when a node receives a Hello Message from its
neighbors, it sets the Hello lifetime for each of its neighbors to prepare the next
reception of this Hello Message. If it does not receive the Hello Message from its
neighbor when the Hello lifetime expires, it decides that the neighbor has gone
out of range. Due to the high mobility, a node may not receive updated location
information from its neighbor since the neighbor has gone out of range [4]. Hence,
when a node has data to forward, it may make a wrong decision which, in turn,
leads to the packet loss. In order to provide a reasonable forwarding decision for
nodes, we propose an improved greedy forwarding protocol based on the road
traffic to alleviate the impact of vehicle mobility and enhance the stability of
the routing link. We adopt both the fluid traffic model (FTM) [5] and intelligent
driver model (IDM) [6]. FTM describes the speed as a monotonically decreasing
function of the vehicle density and the speed of vehicle is calculated by means
of the following equation:
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S = max{Smin, Smax(1− k/kjam)} (1)

where S is the output speed, Smin and Smax are the minimum and maximum
speed, respectively. kjam is the vehicular density for which a traffic jam is de-
tected. This last parameter is given by k = n/l, where n is the number of cars on
the road and l is the length of the road segment itself. According to the equation
(1), we can estimate the current flow speed S. Before we explain the protocol, in
our system model, we assume that: (1) Each vehicle is equipped with Onboard
Unit (OBU) and GPS device, which enable themselves to acquire their own po-
sitions and movement directions. (2) The source node already knows the current
position of the destination node before transmission based on the location ser-
vice. (3) All nodes are aware of the street-level information of the area where
they are currently positioned.

2 Proposed Protocol

2.1 Neighbors Classification Phase

Each vehicle exchanges the information of the neighboring vehicles and updates
the neighboring list table by Hello Messages. In order to improve the stability of
the route, unlike the traditional neighbors selection that is based on the distance
radius regardless of driving directions, in our approach, vehicles only with the
same moving direction in both each road section and transmission range are set
as one-hop neighbors or simply “Geographic Neighbors”. In order to identify ge-
ographic neighbors for each vehicle, we insert vehicle’s current speed and driving
direction in Hello Message.

Fig. 1. Group Classification of Neighbors

Once each vehicle gets its geographic neighbor list, the node needs to calculate
the current distance between geographic neighbors and itself. We define two
preset parameters Dn and Dm to decide which group vehicles will belong to.
If the distance D between vehicle and its neighbor is larger than the preset
threshold Dm (Dm ≤ D), this node will be classified into Far Group as shown in
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Table 1. Example of Neighbor List Table

Neighbor List

Node ID Position x Position y Current Speed Group Tag Time Stamp
1 1234.56 4567.89 12m/s N 3.0
2 1250.89 4564.12 9m/s F 3.5

Figure 1. If Dn ≤ D < Dm, neighbors in this area will be classified into Middle
Group. If D ≤ Dn, neighbors in this area will be classified into Near Group.
After calculating this, vehicle attaches a group tag with each neighbor in the
group list table. Every vehicle maintains a neighbor list table as shown in Table
1 and updates periodically.

2.2 Forwarding Policy and Packet Forwarding Phase

In equation (1), the number of node k is determined by information gathered
from one-hop Geographic Neighbors. Because nodes are aware of the street-level
information of the area where they are currently positioned, the length l of street
can be measured. kjam is available via a commercial navigation service, similar to
the one currently provided by Garmin Traffic [8]. With the density information
of the path, the traffic flow speed can be roughly estimated based on equation
(1). We set a routing policy to determine which group will be chosen as the next
hop candidate first. The priority level of each group is decided by the current
speed as shown in Table 2.

Table 2. Routing Policy

Output Speed Priority Level (from high to low)

Slow F M N
Medium M F N
Fast N M F

If the current flow speed S around the node is bigger than a preset Sfast, we
will assign the Near Group as the first priority candidate and the Far Group
as the last priority candidate. When the opposite happens, S < Sslow, the Far
Group will be the first priority by reverse. For medium scenarios, Sslow ≤ S <
Sfast, we set the priority level from high to low as following: Middle Group, Far
Group and Near Group. In the packet forwarding phase, the difference between
the proposed greedy forwarding and GPSR is that we use a routing policy to
choose the next hop so that the stability can be improved. When node S needs
to send the first data packet of the event message, it will choose one which is the
closest to the destination from the first priority group as the next hop forwarding
packet. If the first priority group of the present node is empty, the node will check
the second priority group. This process is repeated until all groups have been
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checked. In the worst case, when node reaches a local maximum, the right hand
rule to forward packets should be used.

Table 3. Analysis Parameters

Parameters Measures

Road Length: 1000m
Width: 6m

Transmission Range 250m
Number of Nodes 30
Number of Nodes in Traffic Jam 300
Node Speed 30km/h - 120km/h
Hello Message Interval 2.5s
Packet Traffic 1 packet/0.5s
Sslow 45km/h
Sfast 85km/h

3 Analysis

Based on simulation result in [3], the routing overhead of GPSR is determined
by Hello Message period. If we set long Hello Message exchange period, rout-
ing overhead will be decreased. However, with a long Hello Message interval
packet, delivery ratio will be reduced because a next hop may go out of the
communication range during a data packet transmission. The improved greedy
forwarding routing protocol can compromise these two metrics when we set long
exchange period. By using Matlab, we assume 30 nodes moving same direction
are randomly distributed in one segment. Each node starts moving with a veloc-
ity ranges from 30km/h to 120km/h randomly and knows its current position
as shown in Table 3. We compared 10 scenarios between GPSR and the pro-
posed protocol performances. Figure 2 shows the data delivery ratio obtained for

Fig. 2. Data Delivery Ratio
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GPSR and the proposed protocol during one Hello Message interval. It is clearly
shown that the proposed protocol guarantees a better delivery ratio compared
to GPSR. Although the proposed protocol increases the hop from the source to
destination, it avoids the case when a next hop goes out of the communication
range during a data packet transmission and finally decreases the data loss and
the resulting delay time, which can increase the routing performances.

4 Conclusion

In this paper, we proposed an improved greedy forwarding routing protocol.
To design an efficient routing protocol for dynamic environment, the proposed
protocol leverages real time vehicular traffic information to classify vehicle’s
neighbors and create a routing policy. Based on this routing policy, vehicles can
select a reasonable node as the next hop. When density of traffic flow is low which
indicates the speed in an area is high, and the topology changes frequently, a
vehicle should forward packets to the neighbor which is near to avoid the case
when a next hop goes out of the communication range during a data packet
transmission. It enhances the stability of the routing link and decreases the
average delay, which finally alleviates the influence of high dynamic of topology
on VANETs.
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Abstract. The Global Systems for Mobile communications (GSM) is
the most widespread mobile communication technology existing nowa-
days. Despite being a mature technology, its introduction dates back to
the late eighties, it suffers from several security vulnerabilities, which
have been targeted by many attacks aimed to break the underlying com-
munication protocol. Most of these attacks focuses on the A5/1 algorithm
used to protect over-the-air communication between the two parties of a
phone call. This algorithm has been superseded by new and more secure
algorithms. However, it is still in use in the GSM networks as a fallback
option, thus still putting at risk the security of the GSM based conversa-
tions. The objective of this work is to review some of the most relevant
results in this field and discuss their practical feasibility. To this end, we
consider not only the contributions coming from the canonical scientific
literature but also those that have been proposed in a more informal
context, such as during hacker conferences.

Keywords: GSM, mobile security, security attacks, encryption.

1 Introduction

The GSM is the most widespread mobile communication technology, accounting
for more than five billion subscriptions. Far from being just a personal com-
munication technology, it has become the medium of choice for implementing
and delivering a vast array of services ranging from mobile banking applica-
tions to electronic ticketing. This widespread use is also motivating the interest
of researchers in evaluating the security mechanisms provided by GSM to pro-
tect user communication. In particular, the GSM protocols suffer from many
weakness which allowed for the development of several attacks able to break
confidentiality and privacy of subscribers. GSM carriers seem to have underesti-
mated these threats, as witnessed by the several solutions for providing security
to GSM-based communications (see [4,5,7,10]) proposed so far.
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The objective of this paper is to review some of the most relevant security
attacks to the GSM related technologies, including also those techniques that,
although not being presented in a formal scientific context, have proved to be
very effective in practice.

2 The GSM Standard

The GSM has been developed by the ETSI as a standard [1] to describe pro-
tocols for second generation digital cellular networks used by mobile phones. It
offers several services based on voice transmission and data transmission. Three
are the main elements of a GSM network. The first is the Mobile Station. It is
made up of the Mobile Equipment (ME), the physical phone itself, and the Sub-
scriber Identity Module (SIM). The SIM is a smart card that carries information
specific to the subscriber together with the encryption keys (Ki and Kc). The
second element is the Core Network. It carries out call switching and mobility
management functions for mobile phones roaming on the network of base sta-
tions. It is made of several components. The third element is the Base Station
Subsystem. It is responsible for handling traffic and signaling between a mobile
station and the core network.

2.1 Security Features

The GSM standard defines several security mechanisms for protecting both the
integrity of the network and the privacy of the subscribers. Whenever a ME
tries to join a GSM network, it has to pass through an authentication proce-
dure required to verify the identity of the subscriber using it. This denies the
possibility for a subscriber to impersonate another one and guarantees that only
authorized subscribers may access the network. When connected, the signaling
and data channels over the radio path between a base station and the ME are
protected by means of an encryption scheme. This ensures the confidentiality of
the conversations. In the following we provide more details about these schemes
and about the cryptographic machinery they use.

Authentication. The GSM network authenticates the identity of a subscriber us-
ing a challenge-response mechanism. Firstly, the Authentication Center (AuC),
located within the core network, generates a 128-bit random number (RAND)
and sends it to the ME. Then, the ME computes the 32-bit signed response
(SRES) based on the encryption of RAND with the authentication algorithm
(A3) using the individual subscriber authentication key (Ki). The computation
is entirely done within the SIM. This provides enhanced security, because the
confidential subscriber information such as the individual subscriber authen-
tication key (Ki) is never released from the SIM during the process. On the
network, upon receiving the signed response (SRES) from the subscriber, the
AuC compares its value of SRES with the value received from the ME. If the
two values match, the authentication is successful and the subscriber joins the
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network. Notice that GSM authenticates the user to the network and not vice-
versa. So, the security model offers confidentiality and authentication, but not
the non-repudiation.

Data Confidentiality. The SIM contains the implementation of the key gener-
ation algorithm (A8) which is used to produce the 64-bit ciphering key (Kc)
to be used to encrypt and decrypt the data between the ME and the base sta-
tion. It is computed by applying the same random number (RAND) used in the
authentication process to the ciphering key generating algorithm (A8) with the
individual subscriber authentication key (Ki). Additional security is provided by
the periodic change of the ciphering key. Similarly to the authentication process,
the computation of the ciphering key (Kc) is done within the SIM.

Encrypted communications between the MS and the network is done using
one of the A5 ciphering algorithms. Encrypted communication is initiated by a
ciphering mode request command from the GSM network. Upon receipt of this
command, the mobile station begins encryption and decryption of data using the
selected ciphering algorithm and the ciphering key (Kc). The A5 algorithms are
implemented in the hardware of the ME, as they have to encrypt and decrypt
data on the fly.

The A5 Ciphering Algorithms. In the GSM protocol, the data is sent as sequence
of frames, where each frame contains 228 bit. Each plaindata frame is XORed
with a pseudorandom sequence generated by one of A5 stream cipher algorithms
for ensuring over-the-air voice privacy.

The A5/1 algorithm was developed in late 1987 and is based on three linear
feedback shift registers (LFSR). The keystream is built by running an algorithm,
called clock, that produces 1 bit at each step. The output of the algorithm is
the XOR of the leftmost bit of the three LFSR registers. Each register has a
clocking bit. At each cycle, the clocking bits of the registers are given as input to
a function that computes the majority bit. A register is clocked if the clocking
bit agrees with the majority bit.

The A5/2 algorithm was introduced in 1989, it is a deliberate weakened ver-
sion of the A5/1 that is almost identical to its counterpart except for an addi-
tional LFSR used to produce the three clocking bits. Since 2007, A5/2 is not
implemented anymore in mobile phones for security reasons.

Finally, the A5/3 algorithm was developed in 1997 and is based on the MISTY
cipher [12]. In the 2002 it was modified in order to obtain a faster and more
hardware-friendly version, called KASUMI [1].

3 Attacks

There is a wide category of attacks against mobile communications that do not
depend on network weaknesses. It includes mobile phones malware, identity theft
by SIM cloning and so on. Some other attacks, such as phishing with SMS, may
exploit human factors as well. A good review of such security issues can be found
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in [6]. On the contrary, this work focuses on attacks that exploit vulnerabilities
of GSM protocols.

Most of these attacks target the A5 family of ciphering algorithms. The exact
formulation of these algorithms is still officially secret. However, the research
community has been able to recover it through a mix of reverse engineering and
cryptoanalysis. Namely, the general design of A5/1 was leaked in 1994 and the
first cryptanalysis of A5/1 has been performed by Golic [9].

In this section we review some of the most interesting attacks proposed so far,
distinguishing by passive and active attacks.

3.1 Passive Attacks

The first attack targeting the A5/1 algorithm has been proposed by Golic [9],
which introduced an effective Time-Memory Trade-Off (TMTO) attack based
on the birthday paradox. The basic idea of the TMTO is to pre-compute a large
set of states A, and to consider the set of states B through which the algorithm
progresses during the generation of output bits. Any intersection between A
and B allows to identify an actual state of the algorithm. The proposed attack
would be practicable only having 15 TB of pre-calculated data or 3 hours of
known conversation [3].

Biryukov et al. presented two attacks based on a TMTO [3]. The first attack
requires 2 minutes of known-conversation data and one second of processing
time, while the second requires 2 seconds of plaintext data and several minutes of
processing time. The amount of required storage is up to 290 GB. Unfortunately,
its execution time grows exponentially with the decreasing of the input sequence.
The attack exploits many weaknesses of A5/1, like the possibility of identifying
states by prefixes of their output sequences, the ability to quickly retrieve the
initial state of an intermediate frame and the possibility to extract the key
from the initial state of any frame. The major drawback of this attack is the
considerable amount of known-conversation data required.

A different strategy, based on a correlation attack, was introduced by Ekdahl
et al. [8]. The main advantage is that whereas TMTO attacks have a complexity
which is exponential with the shift register length, here the complexity is almost
independent from it. This attack exploits the weakness that the key and the
frame counter are initialized in a linear fashion, which enables to separate the
session key from the frame number in binary linear expressions. This allows to
decrypt a conversation in less than 5 minutes, provided that few minutes of
plaintext conversation are available. Moreover, the time and space requirements
for the tables precomputation are much smaller than in previous attacks.

All the attacks presented so far had very high computational cost and/or
were based on unrealistic assumptions. Instead, the first practicable attack, im-
plementable by means of open-source software and commodity hardware, has
been made public by Nohl in 2009 [13]. This work showed that A5/1 is vul-
nerable to generic pre-computation attacks. In fact, for a cipher with small key
(64 bit in the case of A5/1), it is possible to construct a code book. It can
be exploited to perform a known-plaintext attack. For the case of A5/1, if an
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adequate number of plaintext/ciphertext couples are known, it is possible to re-
cover the encryption key. In the case of GSM, a number of predetermined control
messages can be leveraged as known plaintexts [14]. Considering all the possible
combinations, Nohl estimated that a code book for A5/1 would have been sized
128 PB and would have taken more than 100,000 years to be computed on a
standard PC. In their talk, Nohl and Paget revisited techniques for computing
the code book faster and for storing it compressed. They proposed a tweaked
A5/1 engine optimized for parallelization. By using this technique a full code
book for A5/1 can be computed in 3 months using commodity hardware. Some
tweaks presented in subsequent talks [14,17] allowed to lower this boundary to 1
month on 4 ATI GPUs. Moreover, he proposed the use of a combined approach
for data storage which makes use of distinguished point and rainbow tables [11],
by means of which it is possible to reduce the size of the code book to just 2 TB.

Nohl estimates that the attack has a 99% success rate when data from a
phone registered to the network can be collected, which maximizes the amount
of known control frames. Otherwise, the success rate drops to 50%, since only
a small number of frames with known plaintext is available. In a subsequent
talk, Nohl and Munaut performed a demonstration on how it is possible to find
phones and decrypt their calls [15].

3.2 Active Attacks

Differently from passive attacks, active attacks exploit some design weaknesses
of the telecommunication infrastructure which make possible to introduce a false
mobile tower controlled by the attacker. The major security hole exploited by
the fake tower, also called IMSI Catcher, is that the GSM specification does not
require authentication of the network to the mobile phone. The IMSI Catcher
acts between the victim mobile phone(s) and the real towers provided by the
service provider, and it is able to both control communication parameters, like
encryption algorithms, and eavesdrop traffic. Such an attack falls into the cate-
gory of Man-In-The-Middle (MITM) attacks.

Some MITM attacks against GSM have been introduced in [2]. They suppose
that the victim is connected to a fake base station, which is able to intercept and
forward the data sent by the phone to the network and vice versa. At this point,
independently from the encryption algorithm chosen by the network, the attacker
can request the victim to use a weak cipher like A5/2 (or even no encryption).
Then, the attacker can employ cryptanalysis of A5/2 to retrieve the encryption
key. It is worth noting that the key generation algorithm only depends on the
RAND parameter specified by the network. As consequence, the encryption key
used between the victim and the attacker is the same used between the attacker
and the network, so that the attacker can decrypt all the traffic even if a secure
encryption algorithm like A5/3 is requested by the network.

Paget and Nohl showed how it is possible to catch IMSI of a subscriber by
means of an active attack [17]. Their attack makes use of a fake base station
that could even be built from open source components.
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In 2010 a practical attack to GSM has been presented by Paget [16] using
open source components. It exploits the vulnerability that the mobile phone
connects to the strongest base station signal. Since the base station has full
control over communication protocols, the handset can be instructed in order to
use no traffic encryption (A5/0). In this way, the attacker can intercept all the
traffic in plaintext.
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Abstract. An extended multi-secret images scheme based on Boolean
operation is proposed, which is used to encrypt secret images with differ-
ent dimensions to generate share images with the same dimension. The
proposed scheme can deal with grayscale, color, and the mixed condition
of grayscale and color images. Furthermore, an example is discussed and
a tool is developed to verify the proposed scheme.
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1 Introduction

In traditional confidential communication systems, encryption methods are usu-
ally used to protect secret information. However, the main idea of the encryption
methods is to protect the secret key [1]. The concept of visual cryptography is
introduced by Naor and Shamir [2], which is used to protect the secret key.

Furthermore, there are a lot of works which are based on multiple-secret
sharing schemes. Wang et al. [3] develop a probabilistic (2, n) scheme for binary
images and a deterministic (n, n) scheme for grayscale image. Shyu et al. [4]
give a visual secret sharing scheme that encodes secrets into two circle shares
such that none of any single share leaks the secrets. Chang et al. [5] report two
spatial-domain image hiding schemes with the concept of secret sharing.

Moreover, many works are based on Boolean operation. Chen et al. [6] describe
an efficient (n + 1, n+ 1) multi-secret image sharing scheme based on Boolean-
based virtual secret sharing to keep the secret image confidential. Guo et al. [7]
define multi-pixel encryption visual cryptography scheme, which encrypts a block
of t(1 ≤ t) pixels at a time. Chen et al. [8] describe a secret sharing scheme to
completely recover the secret image without the use of a complicated process
using Boolean operation. Li et al. [9] give an improved aspect ratio invariant
visual cryptography scheme without optional size expansion.

In addition, visual cryptography is used in some other fields. Wu et al. [10]
propose a method to handle a secret image to n stego images with the 1/t size of
the secret image. Yang et al. [11] design a scheme based on the trade-off between
the usage of big and small blocks to address misalignment problem. Bose and
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Pathak et al. [12] find the best initial condition for iterating a chaotic map to
generate a symbolic sequence corresponding to the source message.

These works are interesting and efficient but sometimes weakness, such as
pixel expansion problems [2] and all the secret images should have the same
dimension. However, generally, the secret images may have different dimension.
Therefore, we propose an extended multi-secret images sharing scheme based on
Boolean operation to encrypt multi-secret images with the different dimension.
Moreover, the generated share images have the same dimension, then they do
not reveal any information about the secret images include their dimension.

The rest of this paper is organized as follows. Section 2 gives the basic defini-
tions. In section 3, an extended multi-secret images sharing scheme is proposed.
An experimental is presented in Section 4. Section 5 concludes this paper.

2 Preliminaries

In this section, an extended-OR operation and an extended-OR operation chain
between any two different dimensions images are defined. Let x = 30 and y =
203, then x ⊕ y = 00011110⊕ 11001011 = 11010101 = 213. Where, “⊕” is bit-
wise exclusive-OR operation. Furthermore, The exclusive-OR operation between
any two grayscale or color images with the same dimension is defined in [6].

Definition 1. Let A(aij) and B(bij) be two images with different dimensions
m×n and h×w, respectively, where m×n �= h×w, 0 ≤ aij ≤ 255, 0 ≤ bij ≤ 255.
The extended-OR operation between A and B is defined as follows.

1) Am×n⊕′Bh×w = Am×n ⊕ B′
m×n. Where, B′ is a temporary matrix. If

m × n ≤ h × w, B′ orderly takes m × n pixels from the head of B. Otherwise,
B′ circularly and orderly takes m× n pixels from the head of B.

2) Am×n
′⊕Bh×w = A′

h×w ⊕Bh×w. Where, A′ is a temporary matrix. If m×
n > h × w, A′ orderly takes h × w pixels from the head of A. Otherwise, A′

circularly and orderly takes h× w pixels from the head of A.

Fig. 1. An example for ⊕′ and ′⊕ operation

Example: Let A2×3 andB3×3 be two images, as shown in Fig.1 (a), the extended-
OR operation between A and B are: A2×3⊕′B3×3 = A2×3 ⊕ B′

2×3, as shown in

Fig.1 (b), and A2×3
′⊕B3×3 = A′

2×3 ⊕B2×3, as shown in Fig.1 (c).
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Definition 2. Let A1, A2, · · · , Ak be k(k > 1) images with different dimen-
sions. The extended-OR operation chain is defined as ψk

i=1Ai=A1⊕′ A2⊕′
· · · ⊕′Ak. Here, A1⊕′A2 �= A2⊕′A1 unless A1 and A2 have the same dimension.

3 The Sharing and Reconstruction of Multi-secret Images

In this section, n secret images with different dimensions can be encrypted to
n+ 1 share images with the same dimension. Sl, · · · , Sm are denoted as S[l,m].

3.1 The Sharing Process

Sharing Algorithm: the sharing process is composed of following two parts.

Part1. For n secret images G[0,n−1], n+1 temporary images S′
[0,n] with different

dimensions are generated by following three steps.
(I) A random integer matrix is generated, which is the first temporary image

S′
0 with the same dimension as G1. Here, ∀x ∈ S′

0, 0 ≤ x ≤ 255.
(II) According to S′

0 and the n secret images G[0,n−1], n− 1 interim matrices

B[1,n−1] are computed by Bk = Gk⊕′S′
0, k = 1, 2, · · · , n− 1.

(III) The other n temporary images S′
[1,n] are computed by: a) S′

1 = B1; b)

S′
k = Bk⊕′Bk−1 if k = 2, · · · , n− 1; and c) S′

n = G0⊕′Bn−1.

Part2. n+ 1 share images S[0,n] with the same dimension can be generated by
the n+ 1 temporary images S′

[0,n] by the following steps.

(I) Extract the widths (w[0,n−1]) and heights (h[0,n−1]) of the n secret images

G[0,n−1]. Let Gwh
[0,n−1] be n matrices with the same dimension 2 × 3, which are

used to save the w[0,n−1] and h[0,n−1], respectively. We have:

Gwh
i =

(
w1

i w2
i w3

i

h1
i h2

i h3
i

)
, where

{
wi = w1

i × w2
i × w3

i , 1 ≤ wk
i ≤ 255

hi = h1
i × h2

i × h3
i , 1 ≤ hk

i ≤ 255

Therefore, Gwh
[0,n−1] can be considered as the new n secret images. Then, the new

n+ 1 temporary images Swh
i are generated from Gwh

i using Part1.
(II) According to S′

[0,n] and Swh
i , the n+1 share images S[0,n] can be computed

as following steps.
(1) Let Mw = max{wi} and Mh = max{hi}+ 1.
(2) Generate n + 1 empty images S[0,n] with dimension Mw × Mh and copy

all the elements of S′
[0,n] to S[0,n], respectively. The last lines of S[0,n] are empty.

(3) Copy all the elements of Swh
[0,n] to the last line of S[0,n], respectively.

(4) Fill in the rest of the n+1 images S[0,n] with the random numbers which
are belong to 0 and 255.

Finally, the n+1 share images are generated with the same dimension Mw× Mh.
The proposed sharing scheme is shown in Fig.2.

Theorem 1. Assume that n secret images G[0,n−1] with different dimensions
are encrypted to n + 1 share images S[0,n]. All the share images cannot reveal
any information independently.
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Fig. 2. Sharing process and the structure of share image

Proof: Since S0 is a random matrix, then, obviously, Bk = Gk
′⊕S0 are still

random matrixes. Furthermore, all Sk which are computed from Bk are also
random matrices. Where, k = 1, 2, · · · , n − 1. Therefore, all the share images
have the randomness, then they cannot leak any information independently.

3.2 The Reconstruction Process

Part1. The width and height of each secret image can be obtained from S[0,n].

(I) For the n+1 share images S[0,n], extract the n+1 temporary images Swh
[0,n]

with the dimension 2× 3 from the head of the last lines of S[0,n], respectively.

(II) The n+ 1 temporary images Swh
[0,n] can be decrypted using the following

Part2 to obtain other n+ 1 temporary image Gwh
[0,n] with the dimension 2× 3.

(III) Let w1
i , w

2
i , w

3
i (h1

i , h
2
i , h

3
i ) be the first (second) line of Gwh

i , then wi =
w1

i × w2
i × w3

i (hi = h1
i × h2

i × h3
i ) is the width (high) of secret image Gi.

(IV) The n+1 temporary images S′
[0,n] can be obtained from the n+1 share

images S[0,n] according to the widths and highs in step III.

Part2. The n secret images S[0,n] can be obtained according to S′
[0,n].

(I) The first secret imageG0 = Sn⊕′Bn−1 = Sn⊕′(Sn−1⊕′Bn−2 = Sn⊕′(Sn−1

⊕′(Sn−2⊕′Bn−3)) = Sn(⊕′(Sn−1⊕′(Sn−2(⊕′, · · · , (S2⊕′S1)) · · · ).
(II) n−1 interim matrices Bk are generated by: B1 = S′

1 and Bk = S′
k⊕′Bk−1,

k = 2, · · · , n− 1.
(III) The other secret images are computed by Gk = Bk⊕′S0, 1 ≤ k ≤ n− 1.

Theorem 2. Assume that n secret images G[0,n−1] with different dimensions
are encrypted to n + 1 share images S[0,n], then the secret images G[0,n−1] can
be correctly reconstructed using the n+ 1 share images S[0,n].

Proof: If k = 0: We have Ψn
i=1Si = S1⊕′S2⊕′ · · · ⊕′Sn = B1⊕′(B2⊕′B1)⊕′ · · · ⊕′

(Bn=1⊕′Bn−2)⊕′(G0⊕′Bn−1) = G0. If k ≥ 1: We have Ψk
i=0Si =

S0⊕′S1⊕′ · · ·⊕′Sk = S0⊕′B1⊕′(B2⊕′B1)⊕′ · · · ⊕′(Bk⊕′Bk−1) = S0⊕′Bk = Gk.

3.3 Color Images and the Mixed Condition of Grayscale/Color
Images

The difference between handling color and grayscale images is that each pixel of
24-bit color images can be divided into three pigments, i.e., red (r), green (g),
and blue (b). We have A⊕′B = [ai,j,k⊕′bi,j,k], where k = r, g, b.
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For the mixed condition, each color image is divided into three (red, green,
and blue) identical grayscale images. Let A be grayscale image and B be color
image, we have A⊕′B = [ai,j⊕′bi,j,k], where k = r (red), g (green), b (blue).

4 Verification and Discussion

To verify the correctness of the proposed extended scheme, a tool is developed.

Example: There are five secret grayscale images G0, G1, G2, G3, G4 with the
dimensions 256 × 256, 360 × 477, 256 × 256, 196 × 210, 640 × 480, as shown
in Fig.3(a). Here, Mw = 640 and Mh = 480 + 1 = 481. Then, the five secret
images are encrypted and extended to six share images with the same dimension
640×481 using our tool, as shown in Fig.3(b). The reconstructed images are also
decrypted using this tool, as shown in Fig.3(c). However, it is unsatisfactory that
using these schemes developed in [3–12] to encrypt the five secret images since
for any two secret images, some pixels in the bigger (dimension) secret image is
out of the operation range for the smaller one and these pixels certainly cannot
be encrypted. The comparison of these schemes is shown in Table 1.

Fig. 3. An example with five secret images

Table 1. Comparison of these schemes

Schemes Pixel expansion Image distortion Dimension restriction

In [3,12] No Yes Yes
In [4,5] Yes Yes Yes
In [6,8] No No Yes
In [7,9] Yes No Yes
In [10,11] No Yes Yes
This paper No No No
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5 Conclusions

An extended multi-secret image sharing scheme based on Boolean operation is
proposed, which can share multi-secret images with different dimension. The
grayscale and color images are appropriated in our scheme. Furthermore, this
scheme can handle the mixed condition of grayscale and color images and the
share images do not suffering pixel expansion. Moreover, the reconstructed secret
images are the same dimension. In addition, all share images cannot leak any
information about the secret images include the dimensions.

Acknowledgments. This work is supported by the National Nature Science
Foundation of China (No. 60773035), the International Cooperation Project in
Sichuan Province (No. 2009HH0009) and the fund of Key Disciplinary of Sichuan
Province (No. SZD0802-09-1).

References

1. Shamir, A.: How to Share a Secret. Communications Assocating Computer 22(11),
612–613 (1979)

2. Naor, M., Shamir, A.: Visual Cryptography. In: De Santis, A. (ed.) EUROCRYPT
1994. LNCS, vol. 950, pp. 1–12. Springer, Heidelberg (1995)

3. Daoshun, W., Zhang, L., Ning, M., Xiaobo, L.: Two Secret Sharing Schemes Based
on Boolean Operations. Pattern Recognition 40(10), 2776–2785 (2007)

4. Shyu, S.J.: Sharing Multiple Secrets in Visual Cryptography. Pattern Recogni-
tion 40(12), 3633–3651 (2007)

5. Chinchen, C., Junchou, C., Peiyu, L.: Sharing a Secret Two-tone Image in Two
Gray-level Images. In: 11th International Conference on Parallel and Distributed
Systems, pp. 300–304. IEEE Press, Tainan (2005)

6. Tzung, H.C., Chang, S.W.: Efficient Multi-secret Image Sharing Based on Boolean
Operations. Signal Processing 6(12), 90–97 (2011)

7. Guo, T., Liu, F., Wu, C.: Multi-pixel Encryption Visual Cryptography. In: Wu, C.-
K., Yung, M., Lin, D. (eds.) Inscrypt 2011. LNCS, vol. 7537, pp. 86–92. Springer,
Heidelberg (2012)

8. Yihui, C., Peiyu, L.: Authentication Mechanism for Secret Sharing Using Boolean
Operation. Electronic Science and Technology 10(3), 195–198 (2012)

9. Peng, L., Peijun, M., Dong, L.: Aspect Ratio Invariant Visual Cryptography
Scheme with Optional Size Expansion. In: Eighth Intelligent Information Hiding
and Multimedia Signal Processing, pp. 219–222. IEEE Press, Piraeus (2012)

10. Yus, W., Chihching, T., Jachen, L.: Sharing and Hiding Secret Images with Size
Constraint. Pattern Recognition 37(7), 1377–1385 (2004)

11. Chingnung, Y., Anguo, P., Tseshih, C.: Misalignment Tolerant Visual Secret Shar-
ing on Resolving Alignment Difficulty. Signal Processing 89(8), 1602–1624 (2009)

12. Bose, R., Pathak, S.: A Novel Compression and Encryption Scheme Using Variable
Model Arithmetic Coding and Coupled Chaotic System. IEEE Transactions on
Circuits and Systems-I: Regular Papers 53(4), 848–856 (2006)



K. Mustofa et al. (Eds.): ICT-EurAsia 2013, LNCS 7804, pp. 519–527, 2013. 
© IFIP International Federation for Information Processing 2013 

Image Watermarking Using Psychovisual Threshold  
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Abstract. Currently the digital multimedia data can easily be copied. Digital 
image watermarking is an alternative approach to authentication and copyright 
protection of digital image content. An alternative embedding watermark based 
on human eye properties can be used to effectively hide the watermark image. 
This paper introduces the embedding watermark scheme along the edge based 
on the concept of psychovisual threshold. This paper will investigate the sensi-
tivity of minor changes in DCT coefficients against JPEG quantization tables. 
Based on the concept of psychovisual threshold, there are still deep holes in 
JPEG quantization values to embed a watermark. This paper locates and utilizes 
them to embed a watermark. The proposed scheme has been tested against vari-
ous non-malicious attacks. The experiment results show the watermark is robust 
against JPEG image compression, noise attacks and low pass filtering. 

Keywords: Image watermarking, JPEG image compression, edge detection.  

1 Introduction 

Currently, an efficient access internet makes it easy to duplicate digital image con-
tents. In addition, current mobile devices view and transfer compressed images heav-
ily [1]-[4]. Image watermarking is one of the popular techniques to manage and pro-
tect the copyright digital image content. Most of the image watermarking techniques 
exploits the characteristic of Human Visual System (HVS) in effectively embedding a 
robust watermark [5]-[7]. HVS is less sensitive to noise in highly textured area [8] 
and significantly changing region of an image. Human visual properties can be util-
ized in embedding process by insert more bits of watermark image for each block 
which has complex textures or edges on an image. The watermark with significant 
coefficients is more robust if it resides near round edges and texture areas of the im-
age [9]. This paper proposes an embedding watermark scheme along the edge of the 
host image. This scheme enables the watermark to be more robust against non-
malicious attacks.  

The organization of this paper is given as follows. The next section will give a 
brief description on the concept of pshycovisual threshold for image watermarking. 
Section 3 presents an experimental design of the image watermarking. The  
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experiment results of the propose watermark scheme are presented in Section 4. Sec-
tion 5 concludes this paper. 

 

Fig. 1. Average reconstruction error of an increment on DCT coefficient on the luminance for 
40 natural images 

 

Fig. 2. Average reconstruction error of an increment on DCT coefficient on the chrominance 
for 40 natural color images 

2 Psychovisual Threshold Based on Reconstruction Error 

A psychovisual threshold has been generated from a quantitative experimental  
method. The image is divided into the 8×8 size blocks pixels and then transformed by  
2-dimensional DCT. The resulting transformed coefficients are incremented one by 
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one on each frequency order. The DCT coefficients are incremented up to a maximum 
order of JPEG quantization table values. The effect of incrementing DCT coefficients 
are measured based on the image reconstruction error from the original image. The 
average reconstruction error from incrementing DCT coefficients for 40 natural im-
ages is shown in Fig. 1 and Fig. 2. The green line represents average image recon-
struction error based on minimum quantization value of each order while the blue line 
represents average image reconstruction error based on maximum quantization table. 
The effect of incremented DCT coefficient as the frequency just noticeable difference 
of image reconstruction is investigated. The average image reconstruction error scores 
for each frequency order from order zero until order fourteen shall produce a transi-
tional curve. In order to produce a psychovisual error threshold, the average recon-
struction error is set by smoothing the curve line of image reconstruction errors as 
presented the red line. According to Fig. 1 and Fig. 2, there are gaps and loopholes in 
the popular JPEG quantization table. The gap is identified as the difference between 
minimum error reconstruction based on JPEG quantization table and an ideal error 
threshold reconstruction. We choose the gaps in the lower order because the water-
mark overthere is more robust against JPEG compression. The locations of loopholes 
in the popular JPEG quantization tables based on error threshold level are shown in 
Fig. 3. 

 
16 14 13 15 19 28 37 55

14 13 15 19 28 37 55 64

13 15 19 28 37 55 64 83

15 19 28 37 55 64 83 103

19 28 37 55 64 83 103 117

28 37 55 64 83 103 117 117

37 55 64 83 103 117 117 111

55 64 83 103 117 117 111 90

18 18 23 34 45 61 71 92 

18 23 34 45 61 71 92 92 

23 34 45 61 71 92 92 104 

34 45 61 71 92 92 104 115 

45 61 71 92 92 104 115 119 

61 71 92 92 104 115 119 112 

71 92 92 104 115 119 112 106 

92 92 104 115 119 112 106 100 

Fig. 3. The locations if embedding watermark within 8×8 DCT coefficient for luminance (left) 
and chrominance (right) of new quantization tables Q

VL
 and Q

VR
 based on the psychvisual thre-

shold 

The watermark is expected to survive better in these deep holes against JPEG stan-
dard quantization tables Q

CL
 and Q

CR
 for luminance and chrominance respectively. 

These gaps can be computed as follows: 

CLVLGL QQQ −=                                     (1) 

CRVRGR QQQ −=                                    (2) 

The location of embedding watermark image is in 8×8 DCT coefficient as depicted 
and blacken cell in Fig. 3. Each block is embedded watermark image randomly in 
blacken cells along the edge within the host image.   
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3 Experimental Design 

An experimental sample uses a 'Lena' image 24-bit with size 512×512 pixel as a host 
image. The binary watermark image W "UTeM logo" has image size 32 × 32 pixels as 
shown in Fig. 4.  

 

Fig. 4. Original watermark image consists of 32×32 pixels 

The edge of a host image is computed using Canny edge detection to determine the 
edge location [11]. A sample Lena image is divided into blocks, each block consists 
of 8×8 image pixels. The host image is embedded a one-bit watermark for each edge 
image. The Random Numbers Generator (RNG) is an important computation in term 
of embedding process to generate the random numbers based on a secret key. The 
secret key is employed to encrypt and decrypt the watermark during watermark inser-
tion and extraction. This paper implements mersenne twister method to generate ran-
dom numbers for the embedding watermark scheme.    

3.1 Watermark Weight 

The watermark that will be embedded into the host image is subjected to JPEG quan-
tization table values. The quantization value that will be used as watermarks of em-
bedding process is given as follows: 

WQL = {18, 17, 16} and WQCR = {21, 26, 26}                        (3)
 

where the watermark weight depends upon the random numbers from a private key.  
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a                             (4) 

The calculation of the watermark quantity is given as follows:  

QWaiRNGiQ ⋅⋅= )()(                                   (5) 

Consider a given 8×8 image block, if the watermark W is 1, the watermark image is 
multiplied by "+1" and added to the host image whereas the watermark W is 0, it is 
multiply by "−1" or subtracted from the host image. Each set occurs in the each pixel 
along the edge.  This paper proposes an effective watermark embedding along the 
image edge randomly without degrading the visual image quality perceptually. If the 
watermarked image is disturbed along the boundary of an object in the image means 
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that the watermark will be degraded. Consequently, the host image lost its value 
whenever the visual aesthetic of the image was degraded.  

3.2 Watermark Insertion 

The most popular embedding watermark in frequency domain is in the most signifi-
cant coefficient region [12]. It is a trade-off between robustness and imperceptibility. 
In this paper the watermark is embedded in the loopholes based on JPEG quantization 
tables. The embedding watermark is added along the edge of an object in the image. 
At the same time, a random process based on a key is used in the embedding a water-
mark or not along a given edge. The number of bits from watermark image to be em-
bedded depends upon the numbers of edge image on each image block. The water-
mark weight will make sure that the watermark is perceptually invisible. This water-
mark procedure is as follows; 

a. Take the host image block as an input (the size of an image block is 8×8 pixels). 
b. Detect the edge image using Canny edge detection to the input image block.  
c. Transform the image block by 2-D DCT if there are more than ten edges in image 

block. 
d. Generate a unique random number based on a private key. 
e. Determine the location for the watermark based on random numbers. The random 

numbers also used to generate the watermark weight which is one or half JPEG 
quantization value.  

f. Embed the watermark into the loopholes when the block image has more than ten 
edges. Embedding value −1 or +1 when the watermark is 0 or 1 respectively.  

 

 

Fig. 5. An enhance absolute difference between the original image and the watermarked image 

3.3 Watermark Extraction 

The blind detection will be applied to extract the watermark image. This technique 
does not require an original host image for watermark detection. The watermark im-
age can be obtained by using inner product approach. The watermark is extracted 
from the host image along the edge image [13]. The watermark image is dispersed 
randomly along the edge. The watermark is detected by computing correlation be-
tween the watermarked image and the watermark code. The difference between wa-
termarked image and original image is enhanced and shown in Fig. 5. The extraction 
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of watermark involves a secret key to generate pseudo random numbers. This extrac-
tion is the inverse process of watermark embedding. The extracted watermark algo-
rithms which includes the following steps:  

a. Take the watermarked image block as an input (the size of image block is 8×8 
pixels). 

b. Detect of the edge image using Canny edge detection.  
c. Transform the image block by 2-D DCT if there are more than ten edge image in 

image block. 
d. Generate pseudo random numbers based on private key, these random numbers 

are used to find the location of watermarked image block. 
e. Extracted watermark using inner product algorithm. In order to extract the ex-

tracted sequence of the X*{x*(i), (1 < i < N)} where x*(i) ≥ 1 means that the wa-
termark is 1 and x*(i) ≤ 0 means that the watermark is 0. The correlation coeffi-
cient in the below is used to decide if the watermark image exists in the image as 
follows: 

∗⋅= XXρ                        (6) 

where ∗⋅ XX is the inner product of X and extracted sequence of the X*. If the cor-
relation coefficient between watermarked image X and extracted sequence X* is 
larger than a threshold, we determine that watermark exists.  

3.4 Image Watermarking Evaluation 

In order to evaluate the concealing of the watermark, the standard Peak Signal to 
Noise Ratio (PSNR) is calculated to measure the quality of extracted watermark im-
age. The comparison between the recovered watermark and the original watermark is 
quantitatively analysed by using Normalized Cross-Correlation (NC) [13], which is 
defined as follows:  
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where the W(i, j) is the original watermark image and 'W (i, j) is the recovered wa-
termark image. M×N is the watermark image size and the value of NC is between 0 
and 1. The higher value of NC means that the recovery watermark image is closer 
towards the original watermark image and more robust. In order to evaluate the per-
formance of this watermarking scheme, the watermarked image undergoes various 
non-malicious attacks such as JPEG image compression, gaussian white noise, salt 
and pepper noise and gaussian low pass filter.  
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4 Experimental Results 

This section examines the robustness of the image watermarking scheme against non-
malicious attacks. Several experiments are tested to evaluate its performance of  
watermarked image and the results are shown in Table 1.  

Table 1. Various Attacks for Watermarked Image 

Various attacks NC PSNR 
JPEG compression 0.8435 35.4610 
Gaussian  white noise 0.01 0.7183 20.2163 
Salt & pepper noise 0.02 0.8003 22.1565 
Gaussian low pass filter 3×3 0.9572 42.5371 

The results of watermarked images and the corresponding extracted watermark af-
ter various non-malicious attacks are shown in Fig. 6 and Fig. 7.  

 

(a) (b) 

 

(c) (d) 

Fig. 6. The results of watermarked image from (a) JPEG image compression, (b) Gaussian 
white noise 0.01, (c) Salt and pepper 0.02 and (d) 3×3 Gaussian low pass filter 
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(a) (b) (c) (d) 

Fig. 7. The extracted watermark image after from (a) JPEG image compression, (b) Gaussian 
white noise 0.01, (c) Salt and pepper 0.02 and (d) 3×3 Gaussian low pass filter 

Human visual system and its sensitivity are utilized in the design of this embedding 
watermarking scheme. The advantages of this watermarking scheme are the water-
mark image is perceptually invisible to the human eye and robust to non-malicious 
attacks. The destroying the image edge will remove the watermark. It also means that 
the quality of the host image will be damaged considerably.  

The experimental results indicate that the watermark is resistance against non-
malicious attacks. The recovered watermark changes slightly in comparison with 
original watermark and there is no significant change in visual perception between 
host image and watermarked image. Table I shows the comparison NC and PSNR of 
the proposed watermark against Gaussian low pass filter, JPEG compression, salt and 
pepper noise. The watermark scheme has a great resistance to salt and pepper noise. 
The results indicate that the proposed scheme is robust against the JPEG image com-
pression. The extracted watermark image can be damaged but the visual perception of 
watermark still can be seen by human eye.  

5 Conclusion 

Digital image watermarking becomes an important technique for management and 
copyright protection. An effective secure embedding watermark based on human 
visual system properties is explored. The quantitative experiment of psychovisual 
error threshold level on natural images has been done. According to visual threshold 
model, there are gaps within the standard JPEG quantization tables. The embedding 
watermark image on loopholes based on JPEG quantization tables has been investi-
gated.  The watermark image is embedded along the edge based on psychovisual 
threshold visually invisible to human eye. The watermark is robust to non-malicious 
attacks. The experimental results show the extracted watermark image survives 
against JPEG image compression. In addition, the image watermarking scheme has 
strong resistance against added noise and low pass filtering. 
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Abstract. This paper proposes an efficient algorithm for personal iden-
tification with biometric images. In identification based on image com-
parison, the number of comparisons is an important factor to estimate the
total processing time in addition to the processing time of a single com-
parison. Maeda et al. proposed an identification algorithm that reduces
the number of comparisons from the linear search algorithm, however
the processing time of each comparison is proportional to the number
of registered images. The algorithm in this paper is an improvement of
the algorithm by Maeda et al. with constant-time image comparisons.
This paper evaluates the algorithms in terms of the processing time and
the accuracy with practical palmprint images, and proves that the novel
algorithm can reduce the number of image comparisons from the linear
search algorithm as the algorithm by Maeda et al. without loss of the
accuracy.

1 Introduction

Personal authentication is an essential issue in many systems, especially, biomet-
ric authentication is an important technology to compensate some weaknesses
of token- and knowledge-based authentication [6]. With the spread of computers
and networks, the number of persons who use each application system is sup-
posed to become huge. For authentication based on biometric information, there
exist two possible procedures of matching, that is, verification and identifica-
tion [6]. Identification searches for the target person, while verification confirms
that the target person is a particular person. Identification requires a long pro-
cessing time and it becomes more conspicuous in systems with a large number
of users.

The aim of this paper is an acceleration of personal identification with bio-
metric images. If biometric images are formalized as numerical vectors, the iden-
tification can be reduced to the problem of nearest neighbor search, that is, to
search a set of vectors for the most similar vector to the input vector. Hence, an
approach to the aim is an acceleration of nearest neighbor search by a suitable
data structure [4] or an approximation [5]. In some practical systems, however,
the process of image matching is implemented as a distinct module and treated
as a black box whose input is a pair of two images and output is a similarity
between the two images. In such a situation, identification should be conducted
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on the basis of image comparisons. In this paper, we focus on such comparison-
based algorithms for identification with biometric images.

If we arrow some deterioration of accuracy, we can consider a method that
searches for an image whose similarity with the input image is larger than a given
threshold, instead of the most similar image. In this method, the processing time
can be reduced by stopping the search when a similar image is found. Maeda
et al. [9] proposed an identification algorithm (MSM) that reduces the number
of image comparisons in the linear search. The main idea of the algorithm is
that, for N images that were registered for authentication, a similarity between
any pair of the registered images is calculated in advance, and then the order of
comparisons with the input image is decided according to the N ×N matrix of
the similarities. They reported that the average number of comparisons is exper-
imentally O(

√
N), while that in the linear search is O(N). However, the process

to choose the image for each comparison is comparing the N row vectors in the
matrix, hence the processing time of a single image comparison is proportional
to N . Therefore, the total processing time is estimated to be proportional to
N3/2 on the assumption that the number of comparisons is O(

√
N) [3].

In this paper, we propose an identification algorithm with biometric images
as an improvement of MSM. The main idea is to prepare the order of image
comparisons statically by a kd-tree [4] instead of the dynamic O(N) computation
from the N ×N matrix. By the assumption of comparison-based identification,
any algorithm requires O(N) comparisons of images. The time complexity of the
novel algorithm is no more than O(N). Additionally, we examine the processing
time and the accuracy of the three identification algorithms, the novel one, MSM,
and the linear search, with the features extracted by Scale-Invariant Feature
Transform (SIFT) [7,8] from practical palmprint images. We confirm that the
novel algorithm reduces the number of image comparisons as MSM and does not
worsen the accuracy.

2 Preliminaries

The problem of personal identification with biometric images is called identi-
fication. In identification, each image corresponds to a person. The input of
identification consists of an image (called an input image) and a set of images
(called a set of templates). The output is the name of the person judged to cor-
respond to the input image or “null” if the person of the input image is judged
to be not included in the persons of the templates.

In the rest of this paper, we consider comparison-based algorithms for identi-
fication. We suppose that an idea of similarity on biometric images is given and
only the similarity of images can be obtained as leads for identification. Then,
the linear search algorithm is, for a given threshold,

– Compare the input image with each template in the set successively in an
order;

– If a template whose similarity with the input image is not less than the
threshold is found, then output the person of the image and terminate;
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– If the similarities with every templates are less than the threshold, output
“null” and terminate.

For the accuracy of an identification algorithm, we consider “the rate that the
person who corresponds to the output image is different from the person of the
input image”, and this rate is called the error rate (ER) of the algorithm.

3 The Algorithm

We propose an identification algorithm that reduces the number of image com-
parisons in the linear search algorithm by a tree for deciding the order of image
comparisons.

Let N be the number of templates and ti a template for 1 ≤ i ≤ N . First,
we make the N × N matrix whose (i, j)-element mij is the similarity between
ti and tj for 1 ≤ i, j ≤ N . Then, we construct a tree that decides the order of
image comparisons as follows.

1. Choose � templates for the initial comparisons;
2. Construct a kd-tree for the N �-dimensional vectors obtained by 1;
3. Add an order of image comparison to each leaf of the tree in 2 on the basis

of Euclidean distance on the �-dimensional vectors.

Let tr1 , tr2 , . . . , tr� be the � templates chosen in the process 1. In process 2, the
kd-tree is constructed for the N �-dimensional vectors

(m1r1 ,m1r2 , . . . ,m1r�), (m2r1 ,m2r2 , . . . ,m2r�), . . . , (mNr1 ,mNr2 , . . . ,mNr�),

and each of the N leaves corresponds to a unique template. In process 3, an
order of image comparisons is expressed as a list of the N templates, and the
order for the leaf of ti is decided as follows.

– The first template is ti;
– The rest is the list of the templates except for ti such that the jth template

is nearer to ti than (j + 1)th template for 1 ≤ j ≤ N − 2,

where the distance between ti and tj is the distance between
(mir1 ,mir2 , . . . ,mir3) and (mjr1 ,mjr2 , . . . ,mjr3).

With the previous tree, identification is conducted as follows.

1. Compare the input image with the � templates and obtain an �-dimensional
vector;

2. Search the nearest vector to the obtained vector in the constructed tree, and
decide the order of comparisons;

3. Conduct the linear search algorithm with the decided order.

The process 1 requires � comparisons of images. Generally, nearest neighbor
search with a kd-tree in N �-dimensional vectors needs O(N1−1/�) time. In the
process 3, since we have a fixed order of image comparisons, the processing time
of a single comparison is constant. Therefore, the total processing time of the
proposed algorithm is no more than O(N). The practical number of image com-
parisons in the proposed algorithm is examined experimentally in the following
section.
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4 Experiments

The proposed algorithm in Section 3 was applied to practical palmprint images
and evaluated in terms of the ER and the number of image comparisons.

4.1 Image Matching

We consider a matching of SIFT features for the comparison of palmprint images.
This subsection defines the similarity on palmprint images for identification. In
this paper, the region of interest on each palmprint was extracted as the circle
that covers the maximal part on a palm as [3].

SIFT is one of the popular methods for image matching and object recognition
and the detailed mechanism can be found in [7,8]. SIFT translates an image into
a set of key points and each key point has a vector as its feature. Then, a
comparison of two images is done by matching two sets of key points. There
exist several possible procedures for the matching of key points. In this paper,
the similarity on images (that is, sets of key points) is defined as follows. Let P
and Q be two sets of key points and v(p) the feature vector of a key point p. We
consider qp, pq, and m such that

– For any p ∈ P , qp ∈ Q satisfies that ‖v(qp)− v(p)‖ is the smallest in Q.
– For any q ∈ Q, pq ∈ P satisfies that ‖v(pq)− v(q)‖ is the smallest in P .
– m is the number of the pairs of p ∈ P and q ∈ Q such that qp = q and

pq = p.

Then, the similarity of two images whose features are respectively P and Q is
defined to be m/max{|P |, |Q|}.

4.2 Results

The experiments were conducted on the PolyU Palmprint Database [2]. For the
practical process of SIFT, the function “SiftFeatureDetector” in OpenCV [1]
was used. The parameter “threshold” of the function was fixed at 0.01 and
the other parameters were set to the default values according to the results of
some preparatory experiments about the processing time and the error rate of
matching.

In addition to the proposed algorithm, MSM [9] and the linear search algo-
rithm were applied to a sample set of palmprint images. The set contains 1, 200
images that consists of 8 images times 150 persons. We separated the set into
two sets of 4 × 150 images for templates and input images, and repeated each
experiment with swapping the sets. The number of image comparisons in MSM
depends on the choice of the pair of images for the first comparison, and that
in the linear search depends on the order of templates in addition to the choice.
Therefore, identification for the two algorithms were repeated for any combina-
tion of the initial pair (600 × 600 patterns), and moreover a cyclic order was
chosen randomly and fixed for the repetition in the linear search. As for the
proposed algorithm, the number of the repetition was 600.
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Fig. 1. The ERs and the numbers of image comparisons in the proposed algorithm,
MSM, and the linear search algorithm

Table 1. The optimum ERs and the numbers of image comparisons at the point of
the optimum ERs in the proposed algorithm, MSM, and the linear search algorithm.
∗ is the rate against the number in the linear search algorithm.

ER �comparisons (∗)
linear search 24.9 417.3 (1)
MSM 20.3 94.6 (0.23)
proposed 20.2 123.4 (0.30)

We fixed the number of initial comparisons � = 10 in the proposed algorithm
and 10 initial templates were chosen randomly. Figure 1 shows the ERs and
the number of image comparisons in the proposed algorithm with 10 initial
comparisons, MSM, and the linear search algorithms at the different values of
the threshold for the image similarity. The optimum ERs and the numbers of
image comparisons at the optimum points are summarized in Table 1. The results
report that the ER of the proposed algorithm is small compared to the linear
search algorithm and almost same as MSM. The number of image comparisons in
the proposed algorithm was drastically reduced from the linear search algorithm
and is slightly larger than MSM.

5 Conclusion

This paper proposed an efficient algorithm for personal identification with bio-
metric images as an improvement of the algorithm by Maeda et al. (MSM) [9].
We replaced the O(N) process required for every image comparisons in MSM
into an overhead of a single O(N) process, where N is the number of the tem-
plates. The proposed algorithm, MSM, and the linear search algorithm were
evaluated with practical palmprint images in terms of the processing time and
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the accuracy. By the evaluation, we confirmed that the proposed algorithm can
reduce the number of image comparisons from the linear search algorithm with
no loss of the accuracy similarly as MSM.

In the experiment of the proposed algorithm, the number of initial compar-
isons was fixed to be 10, however the optimum number in the senses of the ER
and the number of comparisons is not clear. To make clear the relation between
the optimum number and the number of templates is one of our future work.
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Abstract. In this paper, PCA-based long distance face recognition algorithm 
applicable to the environment of intelligent video surveillance system is pro-
posed. While the existing face recognition algorithm uses the short distance im-
ages for training images, the proposed algorithm uses face images by distance 
extracted from 1m to 5m for training images. Face images by distance, which 
are used for training images and test images, are normalized through bilinear in-
terpolation. The proposed algorithm has improved face recognition performance 
by 4.8% in short distance and 16.5% in long distance so it is applicable to the 
intelligent video surveillance system.   

Keywords: intelligent surveillance system, image interpolation, long distance 
face recognition, principal component analysis(PCA).  

1 Introduction 

Recently, the video surveillance system has been developed to be intelligent, which 
includes finding criminals automatically or detecting fires by applying the techniques 
such as image analysis, computer vision or pattern recognition [1]. To satisfy the in-
telligent surveillance system, the long distance human identification technique appli-
cable to the surveillance camera environment is needed [2]. The studies on long dis-
tance human identification using the face are still ongoing [3, 4]. Face recognition in 
the surveillance camera system should be operated in long distance(3m~5m) as well 
as short distance(1m~2m). When the existing face recognition algorithm applies to the 
surveillance camera system as it is, the recognition rate is reduced as the distance 
between the people and the camera increases. Recently, the technology that recogniz-
es the long distance face using expensive camera which can obtain the high quality 
image from long distance is being studied [5, 6]. However, in case of face recognition, 
using expensive camera, it costs a lot to install and manage, making it difficult to use 
universally. Therefore, it is necessary to develop the long distance face recognition 
algorithm which can operate in the existing installed surveillance camera  
environment.  
                                                           
* Corresponding author.  
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In this paper, PCA-based long distance face recognition algorithm applicable to the 
environment of surveillance camera is proposed. While single distance face images 
are used for training images for existing PCA-based face recognition, the proposed 
method uses face images by distance of 1m to 5m for the user training images. In 
addition, the size of face images extracted by distance are different for face images by 
distance of 1m to 5m, and thus the method is used to normalize the face images into 
the same size by using bilinear interpolation. As a result of experiment, the face rec-
ognition rate of existing algorithm was 86.6% in short distance and 48.4% in long 
distance, but the proposed face recognition algorithm showed 4.8% and 16.4% im-
proved performance for 91.4% from short distance and 64.9% from long distance, 
respectively.  The composition of this paper is as follows. In chapter 2, PCA, which 
is used in face recognition, and interpolation methods, which is used in normalization 
of face image size, are introduced. In chapter 3, the proposed long distance face rec-
ognition algorithm and experiment results are explained and chapter 4 concludes the 
paper. 

2 Background 

In this paper, PCA method which uses feature extraction method using basis vector 
are used [7]. To express two dimensional face images, face shape and texture informa-
tion are vectorized. For face shape information, physiographic features like distance 
and ratio of face elements such as eye, nose and mouth are used. Texture information 
is expressed as brightness information itself in the face area by arraying the brightness 
value of two dimensional face images in order, features are extracted by expressing 
first-dimensional vector. The feature extraction process in face recognition is to find 
the base vector for linear transition. PCA technique is to find the eigenvector for co-
variance matrix as basis vector. PCA uses face images as a feature vector for face 
recognition by reflecting the face images to basis vector.  

In case of long distance face recognition using PCA, the size of recognition images 
should be normalized fitting to the data size of training images. In general, since im-
ages taken from long distance are smaller than images taken from short distance, in-
terpolation should be used to normalize the image size [8]. The nearest neighbor in-
terpolation is the simplest method among interpolations and it refers to the pixel of 
nearest original images from the location that the output pixel is to be produced. Bili-
near interpolation is a technique to produce the pixel to be interpolated using adjacent 
four pixels. The interpolated pixel is determined by the sum of four pixels multiplied 
by weighted value. At this time, weighted values are determined linearly and are in-
versely proportional to the distance from each of the adjacent pixels. Interpolation 
using higher-order polynomial equation defines the function of weighted value and is 
a method to calculate the pixel values by adding all values of neighboring pixel values 
of original images multiplied by weighted values. The representative method using 
higher-order polynomial equation includes cubic convolution interpolation. Bicubic 
convolution interpolation produces new interpolated pixels using 16 pixels of original 
images. 
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Fig. 1. Face recognition flowchart using PCA. (a) The flowchart of proposed long distance face 
recognition algorithm. (b) Flowchart of face image normalization.  

3 Proposed Long Distance Face Recognition and Experimental 
Results 

Fig. 1 is the flowchart of proposed PCA-based long distance face recognition. The 
overall flow of face recognition algorithm is same as existing PCA-based face recog-
nition [7]. However, it has a difference in that proposed algorithm uses face images by 
distance of 1m to 5m as training images and adds the normalization process for face 
images by distance. Since PCA-based face recognition must use the difference of each 
face images and average face images, the size of images to be used in face recognition 
should be the same through the normalization. In this experiment, the size of face 
images was set as 50×50. 50×50 is the average size of face images extracted from 1m 
distance. The normalization process is shown in Fig. 1(b).  

Face recognition algorithm is divided into training area and test area. Once the face 
images for training are entered, the size of input face images is judged. If the size of 
image is 50×50, the next step which is equalization will be conducted, but if the size 
is smaller than 50×50, the equalization will be conducted after enlarging the size to 
50×50 through bilinear interpolation. All face images entered through this process 
will be normalized into 50×50 image size. Using normalized face images, the average 
face is produced in training images and by projecting each training image to the aver-
age face, the feature points unique to each face image are extracted. In test area like in 
training area, the input face images are normalized through interpolation and equaliza-
tion. By comparing the feature points extracted from input face images to test area 
and feature points of face registered in training area, find the face images with the 
most similar values and classify.  

Since the face recognition experimented in this paper needs face images by dis-
tance, the experiments in this paper used the ETRI face database [8] composed of face 
images by distance. ETRI face database obtained 500 face images (1m~5m: 100  

(a)                                           (b)
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images for each) per person from 10 people considering various lighting environment 
and distance change. The obtained face images were obtained through various lighting 
environment and 1m to 5m of distance change. To check whether the proposed me-
thod in this experiment is suitable for long distance face recognition situation, the 
experiment was conducted under the assumption that all of the face is extracted from 
input images by distance of 1m to 5m. 

In this experiment, to select the appropriate interpolation for the normalization 
process of face images, 1m face images were used as training images and the face 
images by distance of 1m to 5m were used for test images. At this time, for normali-
zation of face image size by distance of 1m to 5m, the nearest neighbor, bilinear, bi-
cubic convolution and lanczos3 interpolations were used [10]. The original face image 
extracted from person 1 according to the distance change of 1m to 5m. The sizes of 
extracted face images are 50×50, 30×30, 20×20, 16×16 and 12×12 from 1m to 5m, 
respectively. The face images extracted by distance are normalized by four kinds of 
interpolation. 

 

 
Fig. 2. Face recognition rate by distance according to interpolation 

For training images per one person, 20 images of 1m face image were used and 80 
images of face image by distance of 1m to 5m were used for test images. Fig. 2 shows 
the change of face recognition rate by distance according to interpolation in the same 
training and test condition. As a result of experiment, for short distance, when bilinear 
interpolation was used, the short distance face (1m to 2m) had the best recognition 
performance which is 86.6%. When the nearest neighbor interpolation, bilinear, bi-
cubic convolution and lanczos3 interpolations were used, the long distance (3m to 
5m) showed similar performances which were 47.8%, 48.4%, 48.2% and 48.5%, re-
spectively. Therefore, the bilinear interpolation was used in PCA-based face recogni-
tion considering the complexity of computation, execution time and performance. 

The existing face recognition algorithm has only used the single distance face im-
ages for training images, but the proposed algorithm improves the face recognition 
rate using the face images by distance for training images. Table 1 is the experimental 
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condition to compare the recognition rate when using single distance face images and 
face images by distance for training images. In CASE 1, only images taken at 1m 
were made up for training images and the number of training images per person used 
as 20 images. In CASE 2, the number of entire training images per person was 20 
images which is same as CASE 1, but instead of using 1m face images, total of 20 
images with 4 images each by distance of 1m to 5m were used. Fig. 3 shows the 
change of face recognition rate according to construction of training images. The 
experiment was conducted under the same condition that the number of training im-
ages per person was 20 images. When using single distance for training images, the 
performance was shown for 86.6% in short distance and for 48.4% in long distance. 
However, when using face images by distance of 1m to 5m, the short distance had 
better performance for 91.4% than when using single distance for training images 
which is 64.9%.  

Table 1. Face recognition experiment according training images 

CASE Training Condition 

1 Training image per person -1m           :  20 images
Test image per person     -1m~5m     :  80 images each 

2 Training image per person -1m~5m    :  4 images each 
Test image per person     -1m~5m     : 80 images each 

 

 
Fig. 3. Face recognition rate by distance according construction of training images  

4 Conclusions 

As various incidents are frequently occurred recently, the interest in long distance 
human identification technology is also increasing with the development of intelligent 
video surveillance camera. The PCA-based face recognition which has used the exist-
ing single distance face images as training images has disadvantage of lowering the 
recognition rate as the distance between surveillance camera and the user increases. In 
this paper, PCA-based long distance face recognition algorithm that is applicable to 
the environment of surveillance camera is proposed. The proposed face recognition 
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algorithm uses face images by distance of 1m to 5m for training images and the bili-
near interpolation is used for normalization of input face images by various distances. 
As a result of experiment, the proposed face recognition algorithm had improved face 
recognition rate by 4.8% in short distance and by 16.5% in long distance.  

In the future, to improve the inconvenience of registering face images by distance 
of 1m to 5m by the user, the study to produce the various face images by distance 
automatically will be conducted using single distance images. 
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Abstract. Shifting primes have proved its efficiency in CPUs without
hardware multiplier such as the located at the MSP430 from Texas In-
struments. This work analyzes and presents the advantages of the shifting
primes for CPUs with hardware multiplier such as the JN5139 from NX-
P/Jennic based on an OpenRISC architecture. This analysis is motivated
because Internet of Things is presenting several solutions and use cases
where the integrated sensors and actuators are sometimes enabled with
higher capabilities. This work has concluded that shifting primes are of-
fering advantages with respect to other kind of primes for both with and
without hardware multiplier. Thereby, offering a suitable cryptography
primitives based on Elliptic Curve Cryptography (ECC) for the different
families of chips used in the Internet of Things solutions. Specifically, this
presents the guidelines to optimize the implementation of ECC when it
is presented a limited number of registers.

1 Introduction

Internet of Things proposes an ecosystem where all the embedded systems and
consumer devices are powered with Internet connectivity, distributed intelli-
gence, higher lifetime and higher autonomy. This evolution of the consumer
devices to more connected and intelligent devices is defining the new generation
of devices commonly called ”smart objects”.

Smart objects are enabled with the existing transceivers and CPUs from the
Wireless Sensor Networks (WSNs), i.e. CPUs highly constrained of 8 and 16
bits such as ATMega 128, Intel 8051, and MSP430 [7]. But, since the level
of intelligence and required functionality is being increased, some vendors are
powering the consumer devices with CPUs not so constrained such as ARM
5 used in the SunSpot nodes [8] from Oracle Lab or the NXP/Jennic JN5139
used in the imote and recently in the first smart light from the market based on
6LoWPAN presented by GreenWave [9].

These smart objects require a suitable security primitives to make feasible the
usage of scalable security protocols for the application layer such as DTLS, which
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has been considered the security to be applied over the Constrained Application
Protocol (CoAP) [10] over IPv6 network layer [11].

Specifically, CoAP and the Smart Energy profile for ZigBee alliance (SE 2.0)
are considering DTLS 1.2 described in the RFC6347 [12]. This extends the ci-
phersuites to include the supported by hardware in the majority of the Wireless
Sensor Networks transceivers, i.e. AES-128 in CCM mode. In addition, this in-
cludes Elliptic Curve Cryptography (ECC) for establishing the session.

Therefore, the challenge is in offering a suitable ECC implementation for the
authentication and establishment of the sessions through algorithms such as
DTLS.

ECC implementations have been optimized in several works of the state of
the art. For example, it has been optimized for constrained devices based on
MSP430 in our previous works. But, such as described, the market is not limited
to these highly constrained devices therefore it needs to be evaluated how the
special primes considered for very specific CPU architectures and conditions are
performing for other CPUs.

This work presents the shifting primes and describes how they were used for
the MSP430, then it is described the new architecture from the JN5139 CPU, and
finally how the shifting primes continue being interesting for the implementation
over this higher capabilities, in particular shifting primes offer a feature to carry
out the reduction modulo p at the same time that it is carried out the partial
multiplication in order to optimize the usage of the registers and consequently
reach an implementation which is presenting the best performance from the state
of the art for the JN5139 CPU.

2 Shifting Primes

Shifting primes are a family of pseudo-mersenne primes that were designed, in [4],
to optimize the ECC cryptography primitives when the CPU is not supporting
a hardware multiplication. This type of constrained CPUs is the commonly used
in sensors and actuators for home automation and mobile health products. For
example, the low category of the MSP430 family from Texas Instrument [7].

Similar primes to the shifting primes have been previously mentioned in [14],
but they did not exploited its properties and applications. These new properties
which are the used to optimize the implementation for constrained devices with-
out hardware multiplier were described in [4]. In addition, this work presents new
features for its optimization in CPUs with hardware multiplication support.

A shifting prime p is a prime number that can be written as follows: p =
u · 2α − 1, for a small u. In particular we are using for the implementations
p = 200 ·28·19−1. There are more than 200 shifting primes that are 160-bit long.
The details about this definition can be seen in [4] and [5].

For the implementation of the ECC primitives is used the Montgomery rep-
resentation for modular numbers. Thereby, computing x �→ x/2(p) is very fast
even without a hardware multiplier when the shifting primes are used.
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Operations using shifting primes can be optimized computing x �→ x/216(p)
instead of shifting one by one each step during the multiplication. By using this
technique, MSP430 can make a single scalar multiplication within 5.4 million
clock cycles in [3].

But, the situation is rather different when the CPU supports hardware mul-
tiplication. For this situations, the use of the hardware multiplier through the
offered instructions set performs better, since blocks of several bits can be multi-
plied within a few cycles, for example blocks of 16 bits for a CPU of 32 bits with
a 16 bits multiplier such as the located at the JN5139 CPU from Jennic/NXP.

The following sections present as the implementation of the ECC primitives
can be optimized for CPUs with hardware multiplier and the advantages that
the shifting primes are offering for these high capability CPUs yet.

3 C and Assembler in JN5139

The ECC primitives implementation has been optimized for Jennic/NXP JN5139
microcontroller. The implementation is mainly developed in C, but there are
critical parts of the code that require a more precise and low level control, and
they have required the use of assembler. In particular, assembler has been used
for the basic arithmetic (additions, subtractions and multiplications modulo p).

The target architecture of this chip is based on the OpenRISC 1200 instruction
set, and it has been named ”BeyondArchitecture” or ”ba”. In particular, the basic
instruction set for JN5139 is called ”ba1” and the one for JN5148 is called ”ba2”.

Some of the characteristics that are important in our implementation are:

1. 32 general purpose registers (GPRs) labeled r0-r31. They are 32 bits wide.
Some of them are used for specific functions (r0 is constantly 0, r1 is the stack
pointer, r3-r8 are used for function parameters and r9 is the link register).
See [6, Section 4.4] and [6, Subsection 16.2.1].

2. All arithmetic and logic instructions access only registers. Therefore, they
require the use of load and store instructions to access memory. For this
purpose, OpenRISC offers the required instructions to load and store in a
very flexible way, i.e. this offers operations for bytes, half words and words
between registers and memory. The memory operations consume a low num-
ber of cycles. Load operations require two clock cycles and store operations
require one clock cycle, when there is not cache line miss or DTLB miss. See
[1, Page 15].

3. Addition operation offers different instructions; addition with carry and ad-
dition with immediate value ( l .add, l .addc, l .addi ), which consume one
clock cycle.

4. Multiplication instruction l .mul requires tree clock cycles. See [1, Table 3.2].
This multiplies two registers of 32 bits, but this only stores the result in a
single register of 32 bits. Therefore, in order to now loss information, it is
only used the least significant part of the registers, i.e. 16 effective bits from
the 32 bits, to make sure that the result fit into a single register of 32 bits.

5. The clock frequency of the JN5139 CPU is 16MHz.
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Since the RISC principles from the CPU used, the instruction set is reduced, but
this offers a very fast multiplication (within 3 clock cycles) with respect to the 16
bits emulated multiplication available in the MSP430 CPUs, which requires more
than 150 cycles. Therefore, the support for the multiplication is highly worth for
the modular multiplication performance. Such as mentioned, the multiplication
offered by the JN5139 CPU is limited to the least significant 32 bits of the result,
therefore this requires to limit the multiplication for its usage in the modular
multiplications. This is important because the implementation carries out 16x16
multiplications to avoid information loss.

Another important characteristic is that there are available a high number
of registers. Therefore, this allows to keep all the information in registers dur-
ing the multiplication process, and consequently reduce the number of memory
operations.

The following sections presents how the multiplication modular is imple-
mented over the JN5139 CPU and how the shifting primes are optimized this
implementation thanks to its suitability for the reduction modulo p, in order to
reduce the total number of required registers.

4 Multiplication Algorithm

There are different options to compute the product a · b modulo p. The choice of
one of them depends on the instruction set and the number of registers available.
There are a lot of C implementations that could be optimal for some architec-
tures, but they are rather inconvenient for other architectures.

The decisions considered for this implementation are dependent on this partic-
ular architecture, in terms such as the mentioned issues with the multiplication
instruction, l .mul, which offers a multiplication of two 32-bit numbers, but only
offers the least significant 32 bits as a result.

Let x and y, the two operands for the multiplication stored in 16 bits blocks
with big endian memory. Then, x =

∑10
i=0 xi2

16(10−i) and y =
∑10

i=0 yi2
16(10−i).

The basic multiplication algorithm requires to multiplicate each xiyj and add
the partial result from each partial multiplication to the accumulator.

The result from the multiplication of the xiyj blocks is a number of 32 bits,
which needs to me added to the accumulator. This addition to the accumulator
requires previously the shifting of the result to the proper position regarding the
index from the xiyj blocks, i.e., mij = xiyj2

16(10−i)216(10−j) = xiyj2
16(10−i−j)

requires a shifting of 216(10−i−j) to be added to the accumulator.
Since the result from the multiplication of the xiyj blocks is a number of 32

bits, the result can be directly added only when i and j presents the same parity.
This is mainly caused because mij will be divisible by 232, and consequently it
will be aligned to a word (32 bits). Otherwise, when i and j are not presenting
the same parity, mij will be divisible by 216 and not by 232, consequently the
memory is not aligned and it cannot be operated.
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A solution for the presented problem with the memory is realign the results
mij when i + j is odd, but this requires to shift operations, and the addition
to the accumulator of both results. This means 4 instructions instead of the 1
instruction when the result is . Note, that the 50% of the multiplications will
not be aligned.

The proposed solution in this work in order to avoid the mentioned extra costs
and impact in the performance is to define a second accumulator. Therefore, an
accumulator is used for the aligned additions, i.e. k·232, and another accumulator
is used for the not aligned additions, i.e. k · 232 + 216. Thereby, the realign is
only required at the end, when both accumulators are combined.

The proposed solution presents the inconvenient of requiring a high number
of registers to store the second accumulator. In the particular case, when the
numbers have a length equal to 160 bits, the accumulator needs to be equal
to 320 bits, in order to store the result from 160x160. Therefore, it is required
10 registers for a single accumulator, and consequently 20 registers for the two
required accumulators. In addition, one of the operands needs to be also stored
into the registers, i.e. 160 bits stored in 10 registers, 16 bits per register, note
that it is stored only 16 bits per register even when it is feasible to store 32
bits, since the previously described limitations by the hardware multiplication.
In summary, it is required 30 registers to keep into the registers the accumulators
and one of the operands, but it is not feasible because additional registers for
the temporal are required.

But, a solution is feasible to maintain both accumulators into the registers
and at the same time the additionally required registers thanks to the features
from the shifting primes.

Shifting primes allows to carry out the reduction modulo p, while it is added
the partial result to the accumulator. Thereby, the result is 160 bits (when p is a
160 bits number). This allows to keep the two accumulators of 160 bits, instead of
the previously mentioned 2 accumulators of 320 bits. Therefore, only 5 registers
are required for each accumulator, i.e., 10 registers for both accumulators, what
is feasible.

Let two accumulators A and B, A =
∑5

i=0 Ai2
32·i, B =

∑5
i=0 Bi2

32·i. A is
used for the aligned operations and B for the not aligned operations. Let the
previously mentioned operands x and y. The first multiplication iteration is to
multiplicate the first operand by x9, and after add it to the adequate accumulator
such as follows:

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9

A

B

× y9

x0y9 x2y9 x4y9 x6y9 x8y9

x1y9 x3y9 x5y9 x7y9 x9y9

�� �� �� �� ��

�� �� �� �� ��

Then, it is established the operand x into the registers r13 ,..., r20, the accu-
mulator A in r22 ,..., r26 and the accumulator B in r27 ,..., r31. The assembler
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code required to carry out this partial multiplication is composed by 10 l .mul,
where each one requires 3 cycles.

l . mul r31 , r20 , r3
l . mul r26 , r21 , r3
l . mul r30 , r18 , r3
l . mul r25 , r19 , r3
l . mul r29 , r16 , r3

l . mul r24 , r17 , r3
l . mul r28 , r14 , r3
l . mul r23 , r15 , r3
l . mul r27 , r12 , r3
l . mul r22 , r13 , r3

The next step is to multiplicate by x8, and shift 16 bits the result. Note, that
it should be required to shift 16 bits the accumulator, but instead of that op-
erations, the proposed solution stores this partial result in the accumulator B.
The global effect is a 16 bits in the accumulator at the end. For the next mul-
tiplication, it is required to shift the accumulator A by a block, i.e. 32 bits. For
this operations, it is taking into account that p = 0xc800 · 0x100009 − 1 and
consequently 1 ≡ 0xc800 · 0x100009 modulo p, therefore it is equal to:

A = A0 · 0x100008 +A1 · 0x100006 +A2 · 0x100004 +A3 · 0x100002 +A4 =

A0·0x100008+A1·0x100006+A2·0x100004+A3·0x100002+A40xc800·0x100009

It can be splitted into two block of 16 bits, then A4 = AH
4 · 0x10000+AL

4 , and
it can be considered:

A = (0xc800 ·AH
4 · 0x100008 +A0 · 0x100006 +A1 · 0x100004

+A2 · 0x100002 +A3) · 0x100002 + 0xc800 ·AL
4 · 0x100009

The value 0xc800 ·AL
4 · 0x100009 is moved to B, since now it has the adequate

alignment to be combined with the other accumulator. Then, the accumulator
A can be shifted 32 bits with only change the role of the register. The change
of the role for the registers does not require any explicit instruction, it is only a
programming issue, which can be adapted when the loop from the multiplication
is unrolled. Therefore, it is unrolled the 10 iterations of the loop (one iteration
for each 16 bits from the 160 bits of the operand).

Therefore, the registers rotation is directly programmed in the code. Note
that the register r6 has the value 0xc800 during all the operation. The code is
as follows:

l . andi r8 , r31 , 0 x f f f f
l . mul r8 , r8 , r6
l . s r l i r31 , r31 , 16
l . mul r31 , r31 , r6

l . add r26 , r26 , r8
l . addc r8 , r7 , r0
l . s l l i r8 , r8 , 16
l . add r31 , r31 , r8

After the change is carried out in the accumulator, then it is carried out the
multiplication with the block x8, and it is added to the appropriated accumula-
tor. The scheme is as follows (where + represent the addition operation, and ⊕
the addition with carry):
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x0 x1 x2 x3 x4 x5 x6 x7 x8 x9

A

B

× y8

⊕x1y8 ⊕x3y8 ⊕x5y8 ⊕x7y8 +x9y8

⊕x0y8 ⊕x2y8 ⊕x4y8 ⊕x6y8 +x8y8
���
��
��

���
��
��

���
��
��

���
��
��

���
��
��

�������

�������

�������

�������

�������

Finally, in terms of assembly code is:

l . mul r7 , r20 , r3
l . add r25 , r25 , r7
l . mul r7 , r18 , r3
l . addc r24 , r24 , r7
l . mul r7 , r16 , r3
l . addc r23 , r23 , r7
l . mul r7 , r14 , r3
l . addc r22 , r22 , r7
l . mul r7 , r12 , r3
l . addc r26 , r26 , r7
l . addc r7 , r0 , r0

l . mul r8 , r21 , r3
l . add r31 , r31 , r8
l . mul r8 , r19 , r3
l . addc r30 , r30 , r8
l . mul r8 , r17 , r3
l . addc r29 , r29 , r8
l . mul r8 , r15 , r3
l . addc r28 , r28 , r8
l . mul r8 , r13 , r3
l . addc r27 , r27 , r8

The last carry values from both accumulators needs to be added. The carry of
A is shifted 16 bits and added to the most significant part of B. The final carry
from this operation is added to the carry of B.

l . addc r8 , r0 , r0
l . s l l i r8 , r8 , 16

l . add r26 , r26 , r8
l . addc r7 , r7 , r0

Now, the role of the accumulators A and B are interchanged, with a shifting of
32 bits in A. The pending carry is added to the most significant part of A.

The presented process needs to be repeated 9 times until that it is completed
all the blocks of the operand, i.e. yi. At the end, all the accumulators are added
in order to get the final result.

5 Results and Evaluation

The evaluation is focused on the multiplication modulo p, since it is the most
critical part in the ECC algorithms. There is a very rich literature about how
to implement ECC primitives by using the basic modular arithmetic. For this
purpose, it needs to be fixed a curve and implement the point arithmetic. A wide
variety of curves, point representations and formulas for point addition and point
doubling can be found in [2].

For the prime p = 200 · 25619 − 1 we have chosen the Weierstrass
curve y2 = x3 − 3x − 251. The number of points of this curve is
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p + 1257662074940094999762760, that is a prime number. We have chosen the
parameter −3 to use the formulas for point addition and point doubling in Ja-
cobian coordinates given in [2].

The time that we have considered as a reference is the time required for a key
generation. This requires the selection of a random number sK (the private key)
and the computation of the scalar multiplication [sk]G where G is a generator
of the group of points in the curve. The generator has been set up with the
following coordinates: xG = 0x9866708fe3845ce1d4c1c78e765c4b3ea99538ee

and yG = 0x58f3926e015460e5c7353e56b03dd17968bfa328

The time required for the scalar multiplication is usually computed in terms of
the time M required for a single modular multiplications. A standard reference is
[15] that gives 1610M for 160-bit scalar multiplication. This result requires some
precomputations and considers that computing a square is a bit faster than a
standard multiplication, 0.8M. We have made a rather optimized multiplication
with a code that requires around 2Kb. To have another function for squaring
would require more or less the same and all the other precomputations could
increase the size of the program too much. We have used an implementation
that requires 2100M (1245 multiplications and 855 squares).

Standard literature ignores the time required for other operations different
from modular multiplication. We have computed in our case that the key gen-
eration spends 83.13% of the time doing modular multiplications, this is a big
percentage, but not all the time. Of course, our biggest efforts have been done
in the optimization of this operation.

The following table presents the real time required for the key generation, one
single modular multiplication, and finally for 2100 of them.

Key Generation 140.37 ms

Single multiplication 54.9 μs

2100 multiplications 115.29 ms

rest 25.08 ms

Since the CPU clock from the JN5139 is equal to 16MHz, 54.9 μs are 878
clock cycles in real time. The number of cycles for reading the code is around
750 cycles, this is the theoretical number of cycles. But, the real time is a little
bit higher than the theoretical time because the external interruptions, cache
failures, and the pipeline could require some extra cycles to execute the code.

6 Conclusions and Future Work

The first conclusion is that the multiplication algorithm presents a high depen-
dence to the CPU architecture where it will be evaluated. From our experience,
we have experimented with the MSP430 architecture, which is based on a 16 bits
microcontroller, without support for hardware multiplication, 16 registers and a
limited set of instructions. For this work, it has been evaluated an architecture
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with higher capabilities, specifically, an architecture based on OpenRISC with
32 bits operations, support for hardware multiplication, 32 registers with a very
low cost per instruction, and an extended set of instructions. These huge differ-
ences make very difficult to compare among different implementations, at least
that they have tested over the same architecture and exploiting the same fea-
tures. For example, it can be found an implementation of ECC for MSP430 and
JN5139 in [13] which presents a very low performance, since it is implemented
over the WiseBed Operating System. Therefore, even when they are using the
same architecture the results are highly different because they are not being able
to exploit the main benefits from the architecture.

The second conclusion is that shifting primes have demonstrated be a very
useful primes, which are offering a very interesting set of properties in order to
optimize the implementations for constrained devices. First, it was optimized for
the MSP430 CPU thanks to its low quantity of bits set to 1, which simplifies
some iterations from the multiplication when it is implemented through addi-
tions and shifts as a consequence that this was not supported supported by the
hardware. Second, it has been also presented how to exploit the shifting primes
for architectures, such as the JN5139 based on OpenRISC, which are supporting
hardware multiplication. The optimization for the JN5139 has been focused on
its suitability for the reduction modulo p, while it is added the partial result
to the accumulator in order to make feasible the exploitation of the hardware
multiplication over the available registers.

Finally, it needs to be considered hybrid scenarios, since in the different use
cases from the Internet of Things, it will be common to find a same solution
with multiple CPUs in the sensors, actuators and controllers. For example, it
could be found a JN5139 module in the controller, since this has a higher mem-
ory and processing capabilities to manage multiple nodes requests and mainte-
nance. However, the most common CPU for the sensors and actuators will be
the MSP430, since this presents a lower cost but yet enough capabilities for their
required functionality. Therefore, it is very relevant to have this kind of primes
and implementations such as the presented in this work, which is feasible for
devices with different capabilities. For that reason, our future work will be fo-
cused on demonstrate a scenario where MSP430 and JN5139 are integrated into
the same solution, and both implement high level security algorithms such as
DTLS for CoAP, using both of them certificates built with shifting primes-based
keys. making thereby them feasible to interoperate and exploit the described op-
timization.
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Ferraro Petrillo, Umberto 507
Fiore, Ugo 469
Fudholi, Dhomas Hatta 223

Gao, Jing 173
Georgescu, Adela 353
Govindaraju, Rajesri 41

Hadining, Aulia F. 41
Hagihara, Shigeki 60
Hasibuan, Zainal Arifin 192
He, Mingxing 513
Hendrik 223
Herawan, Tutut 162
Hou, Shuhui 312
Huang, Minhuan 306, 318
Huang, Yi-Li 392
Hudec, Ladislav 285

Jara, Antonio J. 540
Jensen, Jostein 343
Jia, Wentao 337

Kaneko, Tomoko 331
Kang, Ho-Seok 490
Kim, Pankoo 253
Kim, Sung-Ryul 490
Ksiezopolski, Bogdan 261
Kuang, Xiaohui 479

Le, Thu Thi Bao 111
Leu, Fang-Yie 392
Li, Hui 300, 383, 459
Li, Jin 373
Li, Rui 337
Li, Xiang 479
Li, Xiao 513
Li, Xiaoqing 383
Liu, Beishui 459
Liu, Bo 453
Liu, Jung-Chun 392
Liu, Lingxia 306
Liu, Tingting 459
Lu, Huabiao 271

Ma, Hua 243, 373
Marin, Leandro 540
Merlo, Alessio 469
Mitra, Sarbari 496
Moon, Hae-Min 534



552 Author Index

Mukhopadhyay, Sourav 496
Muljo, Hery Harjono 202
Mustofa, Khabib 21

Nam, Nguyen Hoai 183
Ng, Liang Shen 162
Ngo, Chan Nam 101
Nguyen, Huynh Tuong 183
Nguyen, Nhung T.H. 324
Nguyen, Oanh K. 324
Nguyen, Thi Ai Thao 11
Nguyen, Thuc D. 324
Nguyen, Quang-Hung 183
Nien, Pham Dac 183
Nishide, Takashi 363

Olimid, Ruxandra F. 399

Pan, Sung Bum 534
Pardamean, Bens 202
Pardede, Eric 223
Park, Youngho 416

Quirchmayr, Gerald 441

Rahayu, Wenny 223
Ramdhani, Neila 152
Ren, Yizhi 295
Rhee, Kyung-Hyune 416, 502
Rusinek, Damian 261

Sahib, Shahrin 519
Sakurai, Kouichi 363
Sarkar, Pinaki 141
Sasaki, Ryoichi 312
Selviandro, Nungki 192
She, Yuchao 300
Shimakawa, Masaya 60
Sir, Yosua Albert 21
Skarmeta, Antonio 540
Su, Jinshu 271
Sulistyo, Selo 50
Sun, Xiaoxia 318
Sunindyo, Wikan Danar 71
Suparta, Wayan 214
Suprapto 91
Sur, Chul 416
Suryana, Nanna 519
Syafar, Faisal 173
Syalim, Amril 363

Takaya, Mayumi 131
Tanaka, Hidehiko 331
Thoai, Nam 183
Tjoa, A Min 233
Tran, Minh-Triet 409
Truong, Quynh Chi 121
Truong, Toan-Thinh 409
Tsuruta, Yusuke 131

Uehara, Tetsutaro 312

Venkatesan, Hari 31
Verderame, Luca 469

Wahid, Fathul 1
Wang, Dongxia 306
Wang, Huan 513
Wang, Xiaofeng 271
Wardoyo, Retantyo 91
Wei, Guanghui 459
Wen, Huaqing 502
Wen, Yan 485
Wierzbicki, Adam 261
Wiradhany, Wisnu 152
Wu, Beibei 295
Wu, Chunqing 453

Xie, Xingxing 373
Xu, Jian 295
Xu, Ming 295

Yamamoto, Shuichiro 331
Yamamura, Akihiro 131
Yang, Jing-Hao 392
Yiu, Siuming 312
Yonezaki, Naoki 60
You, Ilsun 253, 453, 469
Yu, Wanrong 453

Zhang, Chunyan 337
Zhang, Haiping 295
Zhang, Yinghui 383
Zhao, Baokang 271, 453
Zhao, Jinjing 306, 318, 479, 485
Zhao, Lu 490
Zheng, Ning 295
Zhu, Hui 243, 300, 383, 459
Zou, Dingjie 453


	Title
	Preface
	Organization
	Table of Contents
	Information and Communication Technology-Eurasia Conference (ICT-EurAsia)
	E-Society
	Translating the Idea of the eGovernmentOne-Stop-Shop in Indonesia
	Introduction
	Theoretical Framework
	eGovernment One-Stop-Shop
	Idea Translation

	Research Method
	Findings
	OSS as a Unit with a Limited Authority: 2000-2001
	OSS as a Unit with a Higher Authority: 2002-2005
	OSS as a Department: 2006-Present

	Discussion
	Conclusion
	References

	A Practical Solution against Corrupted Parties and Coercers in Electronic Voting Protocolover the Network
	Introduction
	Background
	Security Requirements
	Cryptography Building Block

	The Proposed Electronic Voting Protocol
	Threats in Electronic Voting Protocol
	The Proposed Electronic Voting Protocol

	Security Analysis
	Conclusion
	References

	Early-Detection Systemfor Cross-Language (Translated) Plagiarism
	Introduction
	Problem Formulation
	Related Works
	Methodology
	Documents Similarity Measures
	Sentence-Based Detection Algorithm
	Modified Sentence-Based Detection Algorithm
	Illustration of Algorithm Usage

	Implementation, Testing and Results
	Conclusion
	References

	TransWiki: Supporting Translation Teaching
	Introduction
	Related Work
	TransWiki
	Access Control
	Access Log
	Discussion Forum
	Audio Player

	Evaluation
	Conclusions
	References

	Physicians' Adoption of Electronic Medical Records: Model Development UsingAbility – Motivation - Opportunity Framework
	Introduction
	Model Development
	Ability, Motivation, and Opportunity Theory
	EHRS Adoption Model
	Research Model Development

	Methods and Discussion
	References


	Software Engineering
	Software Development Methodsin the Internet of Things
	Introduction
	Background
	The AMG Method
	The Abstraction Step
	The Modeling Step
	The Generation Step

	Discussion
	Conclusion
	References

	SAT–Based Bounded Strong SatisfiabilityChecking of Reactive System Specifications
	Introduction
	Preliminaries
	Reactive Systems
	A Language for Describing Reactive System Specifications
	Properties of Reactive System Specifications

	Bounded Strong Satisfiability
	Procedure for Checking Bounded Strong Satisfiability
	SAT-Based Bounded Universality Checking for NBA
	Characterization of Non-accepted k-Loops
	Reduction to SAT
	Improvement

	Experiments
	Related Work
	Conclusion
	References

	OSMF: A Framework for OSS Process Measurement
	Introduction
	Related Work
	Business Process Management
	Process Mining

	Research Issues
	Solution Approach
	Business Aspects of OSS Projects
	OSMF Measurement Framework
	Evaluation of Engineering Process Measurement Results

	Results
	OSS Processes Measurement Framework
	Evaluation of Engineering Process Measurement Results

	Discussion
	OSS Processes Measurement Framework
	Evaluation of Engineering Process Measurement Results

	Summary and Future Work
	References

	Analyzing Stability of Algorithmic SystemsUsing Algebraic Constructs
	Introduction
	Related Work
	Models of Algorithms in z-domain
	Singular Model
	Chained Model
	Parallel Models
	Recursion with Stochastic Observation
	Functional Properties

	Discussion
	Conclusion
	References

	Algorithms of the Combination of Compiler Optimization Optionsfor Automatic Performance Tuning
	Introduction
	Algorithms of Orchestration
	Algorithm of Exhaustive Search
	Algorithm of Batch Elimination
	Algorithm of Iterative Elimination
	Algorithm of Combined Elimination
	Algorithm of Optimization Space Exploration
	Algorithm of Statistical Selection

	Algorithm of Heuristics Elimination
	Conclusion
	References


	Security and Privacy
	On Efficient Processing of Complicated Cloaked Regionfor Location Privacy Aware Nearest-Neighbor Queries
	Introduction
	Related Works
	The Casper* Privacy Aware Query Processor
	Vertices Reduction Paradigm
	The Direct Vertices Reduction Paradigm Approach
	The Bounding Vertices Reduction Paradigm Approach
	The Distance Dimension ε as VRP Tuning Parameter

	Group Execution Agent
	Experimental Evaluations
	Conclusion and Future Works
	References

	Semantic-Aware Obfuscation for Location Privacyat Database Level
	Introduction
	Related Work
	Location Obfuscation
	Semantic-Aware Obfuscation
	Bob-Tree

	Semantic Bob-Tree
	Concepts
	Index Structure
	Search, Insert, Delete and Update Algorithms
	Simple Scenario

	Evaluation
	Privacy Analysis
	Performance

	Conclusion and Future Work
	References

	Practical Construction of Face-Based AuthenticationSystems with Template Protection Using Secure Sketch
	Introduction
	Related Works
	Construction Methods
	Processing Stages
	Feature Extraction
	Quantization
	Sketch Generation
	Feature Recovery
	Security Analysis

	Experiments
	Individual Tests
	Fusion Tests

	Conclusions and Future Works
	References

	CAPTCHA Suitable for Smartphones
	Introduction
	The Proposed Technique
	Basic Idea
	Security
	Comparison with the Existing CAPTCHA

	Line Trace Attack
	Experiment of Attack Using Line Trace Program

	Validity of the Proposed CAPTCHA
	Experiments
	Result of Experiments

	Future Work and Summary
	References

	Code Based KPD Scheme with Full Connectivity:Deterministic Merging
	Introduction
	Related Works
	Contributions in This Paper

	Basics of Combinatorial Design
	KPD Using Reed Solomon (RS) Codes
	Weakness of the Above RS Code Based KPD

	Remedy: Deterministic Merging of Nodes
	Assured Full Communication: Theoretical Results

	Network Parameters
	Communication Probability; Overhead; Network Scalability
	Resiliency

	Simulation and Comparative Results
	Conclusions and Future Works
	References


	Cloud and Internet Computing
	Indonesian Digital Natives
	Introduction
	Methods
	Result
	Mapping of the Various Technologies Used
	Attitude towards Technology

	Conclusion
	References

	End-to-End Delay Performance for VoIP on LTE Systemin Access Network
	Introduction
	How Is the Performance for VoIP on LTE System in AccessNetwork
	LTE QoS Framework and Voice over IP (VoIP)
	Two Types of Bearers in LTE
	Characteristics VoIP Traffic Delay

	Simulation Design and Methodology
	Result and Analysis
	End-to-End (E2E) Delay Performance
	Packet Loss Performance for Baseline VoIP Network

	Conclusion
	References

	Mobile Collaboration Technology in Engineering Asset Maintenance – What Technology, Organisationand People Approaches Are Required?
	Introduction
	Research Motivation
	Literature Review
	Engineering Asset Maintenance
	Current IT/IS Capabilities for Engineering Asset Maintenance
	Collaboration Requirements by Asset Maintenance’ Stakeholders
	Proposed Framework

	Research Methods
	The Delphi Technique
	Multiple Case Studies

	Preliminary Findings and Discussion
	Conclusion
	References

	A Genetic Algorithm for Power-Aware VirtualMachine Allocation in Private Cloud
	Introduction
	Problem Formulation
	Terminology, Notation
	Power Consumption Model
	Static Virtual Machine Allocation Problem (SVMAP)
	The GAPA Algorithm

	Experimental Study
	Scenarios
	Workload and Simulated Cluster
	Experiments

	Related Works
	Conclusions and Future Works
	References

	Cloud-Based E-Learning: A Proposed Model and Benefits by Using E-LearningBased on Cloud Computing for Educational Institution
	Introduction
	E-Learning: Current State and Challenges
	Cloud Computing
	Cloud-Based E-Learning Architecture
	Previous Cloud-Based E-Learning Architecture
	Proposed Cloud-Based E-Learning Architecture

	Conventional E-Learning towards Cloud-Based E-Learning
	Expected Benefits
	Conclusion and Future Work
	References


	Knowledge Management
	Information Systems Strategic Planningfor a Naval Hospital
	Introduction
	Methodology
	Result and Discussions
	External Business Environment Analysis
	Internal Business Environment Analysis
	External IT/IS Environment Analysis
	Internal IT/IS Environment Analysis

	Conclusion
	References

	Estimation of Precipitable Water Vapor Usingan Adaptive Neuro-fuzzy Inference System Technique
	Introduction
	Methodology
	Data Collection
	Adaptive Neuro-fuzzy Inference System

	Result and Discussion
	PWV Result at UMSK
	PWV Result at NTUS

	Conclusion
	References

	A Data-Driven Approach toward BuildingDynamic Ontology
	Introduction
	Related Work
	System Design and Concept
	Dynamic Ontology Propagation
	Changes in Data
	Delta Script
	Delta Schema Script

	Application Support
	Conclusion
	References

	Using Semantic Web to Enhance User Understandabilityfor Online Shopping License Agreement
	Introduction
	Related Work
	License Agreements
	Semantic Web

	Use Case Scenarios
	Semantic Web and License Agreements
	Sub License Ontology

	Rules Used for Constructing License Ontology
	Reasoning License Ontology
	Conclusion
	Future Work
	References



	Asian Conference on Availability, Reliability andSecurity (AsiaARES)
	Dependable Systems and Applications
	Secure and Verifiable Outsourcingof Sequence Comparisons
	Introduction
	Preliminaries
	Edit Distance
	Grid Graph Measures
	Yao's Garbled Circuit

	Secure Model and Definitions
	Secure and Verifiable Outsourcing of Sequence Comparisons
	High-Level Description
	The Proposed Construction

	Analysis of the Proposed Construction
	Robust Verifiability
	Security Analysis

	Conclusions
	References

	Syntactic Analysis for Monitoring Personal Information Leakage on Social Network Services:A Case Study on Twitter
	Introduction
	Related Works
	Monitoring Personal Information Leakage on Social NetworkServices
	Experiment
	Conclusion and Future Works
	References

	On the Efficiency Modelling of Cryptographic Protocols by Means of the Qualityof Protection Modelling Language (QoP-ML)
	Introduction
	Related Work

	Case Study: TLS Handshake Protocol
	Protocol Modelling
	Security Metrics Definition
	Process Instantiation
	QoP-ML Processing and QoP Evaluation

	The Runtime of TLS Protocol Implementation
	Conclusions
	References

	DiffSig: Resource Differentiation Based MalwareBehavioral Concise Signature Generation
	Introduction
	System Overview
	Resource Differentiation Scheme (DiffHandle)
	File Differentiation Scheme
	Register Key Differentiation Scheme
	Network Differentiation Scheme

	Iterative Sequence Alignment (ISA)
	Pairwise Sequence Alignment Algorithm
	Iterative Sequence Alignment (ISA)

	Signature Refinement by Backtracking into Original Syscall Sequences
	Evaluation
	Data Set
	Performance of DiffSig

	Conclusions
	References

	On Identifying Proper Security Mechanisms
	Introduction
	Related Work
	Methods
	Security Mechanism Weighting
	Correlation of Security Mechanisms
	Security Mechanism - Selection Process and Evaluation

	Conclusions
	References

	A Recovery Approach for SQLite History Recordersfrom YAFFS2
	Introduction
	Related Work
	Recovery Elements of SQLite Deleted Records
	The Proposed Method
	Experiments
	Conclusions and Future Work
	References

	UVHM: Model Checking Based Formal Analysis Schemefor Hypervisors
	Introduction
	Formal Analysis on Hypervisors
	Formal Analysis on Binary Code

	System Implementation and Testing
	Adding the Bug
	Implementation Module
	System Testing and Results Analysis

	Conclusion
	References

	SA4WSs: A Security Architecture for Web Services
	Introduction
	Related Works
	Security Standards
	Security Architecture
	Supporting Platform

	Security Architecture for Web Services
	Improved Security Implementation Approach
	Architecture

	Conclusion
	References

	Verifying Data Authenticity and Integrity inServer-Aided Confidential Forensic Investigation
	Introduction
	Preliminaries: Commutative Encryption
	Proposed Scheme: Encryption-Then-Blind Signature with Designated Verifier
	Requirements of ``Server-Aided Confidential Forensic Investigation''
	Details of Proposed Scheme

	Conclusions
	References

	A Test Case Generation Technique for VMM Fuzzing
	Introduction
	Implementation Challenges of IA-32 ISA Based VMM
	Test Case Generation and Execution
	Test Procedure Overview
	Test Case Generation and Execution

	Conclusion
	References

	A Variant of Non-Adaptive Group Testing andIts Application in Pay-Television via Internet
	Introduction
	Preliminaries
	d-disjunct Matrix, Reed-Solomon Codes and Concatenated Codes
	A Variant of Group Testing and the Connection between Traitor Tracing and Group Testing

	The Application in Pay-TV Internet-Based and Comparison
	Algorithm
	Comparison

	Conclusion
	References

	A Proposal on Security Case Based on Common Criteria
	Introduction
	Related Work
	Assurance Case
	Security Case
	Common Criteria

	Security Case Reference Patterns
	Issues to Describe Security Case
	Security Case Based on Security Target Structure
	Security Case to Assure Security Requirements against Threats

	Considerations
	Future Issues
	References

	An Adaptive Low-Overhead Mechanism for Dependable General-Purpose Many-CoreProcessors
	Introduction
	Background and Related Work
	HLAR Mechanism
	Evaluation
	Methodology
	Experimental Results

	Conclusion
	References

	Identity Management Lifecycle - Exemplifying the Need for Holistic IdentityAssurance Frameworks
	Introduction
	Identity Management Lifecycle and Threats towards It
	Creation
	Usage
	Update
	Revocation
	Governance

	Identity Assurance Frameworks
	Discussion
	Conclusion
	References


	Cryptography
	Anonymous Lattice-Based BroadcastEncryption
	Introduction
	Related Work

	Preliminaries
	Lattices
	The Learning with Errors Problem
	The Ring-Learning with Errors Problem

	Anonymous Broadcast Encryption
	Tag-Based Anonymous Hint Systems
	Anonymous Broadcast Encryption

	Conclusions
	References

	Supporting Secure Provenance Updateby Keeping “Provenance” of the Provenance
	Introduction
	Problem Definition
	Contributions

	Related Work
	Hash/Signature Chain, Stamping and Countering
	Aggregate Signatures

	Preliminaries
	Definition
	Participants in the Provenance System
	The Basic Provenance Recording Method
	Aggregate Signature Aggr and TreeAggr

	Integrity Scheme for Provenance by Keeping ``The Provenance'' of the Provenance
	Provenance Recording: Securing Provenance with Signature-Chain
	Provenance Update: Allowing Update in the Signature Chain
	The Case of Updates of the Parent Nodes
	Signature Verification

	Aggregating Signatures of Previous Versions of a Provenance Node Using TreeAggr
	Security Analysis
	Storage Requirements
	References

	New Ciphertext-Policy Attribute-Based Access�Control with Efficient Revocation
	Introduction
	 Related Work
	Our Contribution

	Systems and Models
	System Description and Assumptions
	Threat Model and Security Requirements

	Preliminaries and Definitions
	Bilinear Pairings
	Decisional Bilinear Diffie-Hellman Exponent (BDHE) Assumption twelve
	System Definition and Our Basic Construction

	Ciphertext Policy Attribute-Based Access Control with Efficient Revocation
	KEK Construction
	Our Construction

	Key Update
	Efficiency Analysis
	Security
	Conclusion
	References

	Provably Secure and Subliminal-Free Variantof Schnorr Signature
	Introduction
	Preliminaries
	Notations
	Complexity Assumptions
	Subliminal Channels in Probabilistic Digital Signature

	Definition and Security Model
	Specification of Subliminal-Free Signature
	Security Model

	Subliminal-Free Variant of Schnorr Signature
	Construction
	Consistency of Our Construction

	Analysis of the Proposed Subliminal-Free Signature Scheme
	Existential Unforgeability
	Subliminal-Freeness

	Conclusions and Future Work
	References

	A Block Cipher Mode of Operation with Two Keys
	Introduction
	Block Cipher Modes of Operation
	The Output Protection Chain (The OPC)
	The OPC-1
	The OPC-2

	Security Analysis
	Security of the CFB
	Security of the OFB
	Security of the CTR
	Security of the OPC-1
	Security of the OPC-2

	Conclusions and Future Studies
	References

	On the Security of an Authenticated Group KeyTransfer Protocol Based on Secret Sharing
	Introduction
	Preliminaries
	Security Goals
	Secret Sharing
	Discrete Logarithm Assumption

	Sun et al.'s Group Key Transfer Protocol
	The Proposed Attacks
	Insider Attack
	Known Key Attack

	Countermeasures
	Conclusions
	References

	Modified Efficient and Secure DynamicID-Based User Authentication Scheme
	Introduction
	Review and Cryptanalysis of Khurram Khan's Scheme
	Review of Khurram Khan's Scheme
	Cryptanalysis of Muhammad Khurram Khan's Scheme

	Proposed Scheme
	Registration Phase
	Login Phase
	Mutual Authentication and Session Key Agreement Phase
	Password Update Phase
	Lost Smart Card Revocation Phase

	Security and Efficiency Analysis
	Security Analysis
	Efficiency Analysis

	Conclusions
	References


	Privacy and Trust Management
	A Simplified Privacy Preserving MessageDelivery Protocol in VDTNs
	Introduction
	Related Work
	Contribution and Organization

	System Model
	Proposed Protocol
	Setup
	Message Constitution
	Message Forwarding
	Message Retrieving

	Analysis
	Anonymous Channel
	Authentication
	Receiver Privacy

	Conclusion
	References

	Confidentiality-Preserving Query Executionof Fragmented Outsourced Data
	Introduction
	Motivating Example
	Threat Model and Security Assumptions
	Confidentiality Using Fragmentation and Encryption
	Query Execution Model
	Preserving Data Unlinkability
	Conclusion
	References

	Enhancing Privacy Protection in Distributed Environments through Identification andAuthentication-Based Secure Data-Level Access Control
	Introduction
	Existing Access Control Technologies
	De-perimeterisation Protection as a Key
	Some Existing Approaches for De-perimeterisation Protection
	Building on Existing Work

	Towards a Solution Model
	Suggested Digital Certificate
	Basic Structure of the Process
	Advantages and Limitations of the Suggested Solution

	Conclusions and Future Work
	References

	Toward Secure Clustered Multi-Party Computation:A Privacy-Preserving Clustering Protocol
	Introduction
	A Privacy-Preserving Clustering Protocol in SCMC
	TTP-Based Prioritized Voting Clustering Protocol
	Algorithm Analysis
	Computation Phase

	Conclusions
	References

	A Real-Time Privacy Amplification Schemein Quantum Key Distribution
	Introduction
	The Proposed RTPA Scheme
	Privacy Amplification Protocol
	The RTPA Scheme

	Experimental Results and Analysis
	Privacy Amplification Overhead
	Average Bit Error Rate

	Conclusion
	References


	Network Analysis and Security
	CSP-Based General Detection Model of Network Covert Storage Channels
	Introduction and Related Work
	CSP (Communicating Sequential Processes)
	The CSP-Based General Detection Model
	The General Model Framework
	Classification of Header Fields

	The Verification of Model
	The CSP Description of TCP Connection
	Classification of Header Fields in TCP
	The CSP Description of Covert Storage Channels
	Analysis of the Verification

	Conclusion
	References

	Trustworthy Opportunistic Accessto the Internet of Services
	Trustworthy Opportunistic Accessto the Internet of Services
	Introduction
	Problem Statement
	Local Area Configuration
	Network Orchestration

	Security Issues
	Network Security
	Service Level Security

	Meeting at the Airport: A Case Study
	Related Work
	Conclusion
	References

	Architecture of Network Environment for High-RiskSecurity Experimentation
	Introduction
	Requirements for Security ExperimenTation Environment
	Risk Analysis and Risk Management
	Key Requirements Analysis

	Architecture of Security Experimental Environment
	Main Idea
	Physical Infrastructure Layer
	Meta Resource Layer
	Experiment Layer

	Analysis of Architecture
	Conclusion
	References

	Emulation on the Internet Prefix Hijacking AttackImpaction
	Instruction
	Related Work
	Analysis on Prefix Hijack Attack Impaction
	Internet Hierarchy
	The Relation between Prefix Hijacking and the Internet Hierarchy

	Evaluation Environment and Experiment
	Conclusion
	References

	Improved Clustering for Intrusion Detection by PrincipalComponent Analysis with Effective Noise Reduction
	Introduction
	Related Work
	GA-KM Algorithm
	Principal Component Analysis

	Our Proposed Method
	Data Description
	Using PCA Algorithm

	Experiment Results and Evaluations
	Conclusion
	References

	Unconditionally Secure Fully Connected KeyEstablishment Using Deployment Knowledge
	Introduction
	Our Scheme
	Conclusion
	References

	An Improved Greedy Forwarding RoutingProtocol for Cooperative VANETs
	Introduction
	Proposed Protocol
	Neighbors Classification Phase
	Forwarding Policy and Packet Forwarding Phase

	Analysis
	Conclusion
	References

	A Review of Security Attackson the GSM Standard
	Introduction
	The GSM Standard
	Security Features

	Attacks
	Passive Attacks
	Active Attacks

	References


	Multimedia Security
	An Extended Multi-secret Images SharingScheme Based on Boolean Operation
	Introduction
	Preliminaries
	The Sharing and Reconstruction of Multi-secret Images
	The Sharing Process
	The Reconstruction Process
	Color Images and the Mixed Condition of Grayscale/Color Images

	Verification and Discussion
	Conclusions
	References

	Image Watermarking Using Psychovisual Thresholdover the Edge
	Introduction
	Psychovisual Threshold Based on Reconstruction Error
	Experimental Design
	Watermark Weight
	Watermark Insertion
	Watermark Extraction
	Image Watermarking Evaluation

	Experimental Results
	Conclusion
	References

	A Data Structurefor Efficient Biometric Identification
	Introduction
	Preliminaries
	The Algorithm
	Experiments
	Image Matching
	Results

	Conclusion
	References

	The PCA-Based Long Distance Face Recognition Using Multiple Distance Training Imagesfor Intelligent Surveillance System
	Introduction
	Background
	Proposed Long Distance Face Recognition and ExperimentalResults
	Conclusions
	References

	Shifting Primes on OpenRISC Processorswith Hardware Multiplier
	Introduction
	Shifting Primes
	C and Assembler in JN5139
	Multiplication Algorithm
	Results and Evaluation
	Conclusions and Future Work
	References



	Author Index



