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Preface

The 4th International Conference on Personal Satellite Services (PSATS) was
held at the Norcroft Centre at the University of Bradford, UK, during March
22–23, 2012.

The next-generation satellite services will cater to the demands of personal
services by bringing the satellite terminals directly to the hands of the user,
hence providing satellite personal services directly to the user. Technological
advances in satellite communications have made it possible to bring such value-
added satellite services directly to the user by reducing the overall cost as well as
addressing several technological challenges. A new category defined as personal
satellite services (PSATS) extends satellite services directly to users for personal
services such as communications, multimedia, and location identification. PSATS
2012 was a two-day event that explored such techniques and provided a platform
for discussion between academic and industrial researchers, practitioners, and
students interested in future techniques relating to satellite communications,
networking, technology, systems, and applications.

PSATS 2012 boasts of two outstanding keynote speakers. We were fortunate
to have Cosimo La Rocca, Advisor to the President of the Italian Space Agency
ASI, Italy, and Surendra Pal, Professor and Senior Adviser, Satellite Navigation,
Indian Space Research Organisation, India, as our keynote speakers. PSATS 2012
also included two tutorials by eminent experts in the area. The first tutorial titled
“Quality of Service in Terrestrial Wireless and Satellite Networks for Mobile
Personal Services” was offered by Giovanni Giambene, University of Siena, Italy.
The second tutorial titled “Resource Management in Cloud Computing” was
offered by Nicola Tonellotto, Information Science and Technologies Institute,
National Research Council of Italy.

PSATS 2012 included four technical sessions consisting of 22 high-quality reg-
ular papers and one poster session with five posters on advanced topics in satellite
communications. The four technical sessions included: (1) Radio Resource Man-
agement, (2) Spectrum/Interference Management and Antenna Design, (3) Mo-
bility and Security, and (4) Protocol Performance in Satellite Networks. PSATS
2012 also included a panel discussion session on the topic: “The role of satel-
lites in future personal and vehicular communications.” This session provided a
platform for sharing the views of the satellite operators, satellite research cen-
ters, SMEs, and universities on the future role of satellite communications in our
everyday life.

The conference had close to 60 participants both from the industrial and the
academic sectors from various parts of the world such as India, France, Germany,
Greece, UK, and Italy. The conference provided tea and coffee breaks as well as
lunch at the conference centre for all the participants. A Gala Dinner event
was also organized on the first day of the conference. The quality of the venue,



VI Preface

services provided by the center staff, and especially the quality of food and drinks
were all highly spoken about during the conference by the participants and the
Organizing Committee as well.

Last but not least, we would like to thank the Organizing Committee mem-
bers, Session Chairs, Technical Program Committee members, all the authors
and speakers for their technical contributions and the attendees for their partici-
pation. Also, on behalf of the Organizing Committee and the Steering Committee
of PSATS, we would like to thank our sponsors, ICST, University of Bradford,
NIIT University, ASI, and Heaton Education for their generous financial support
and CREATE-NET, Eutelsat, and EAI for their extended support in making this
event a successful one.

Prashant Pillai
Rajeev Shorey

Erina Ferro
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rtPS Scheduling with QoE Metrics in Joint  
WiMAX/Satellite Networks 

Anastasia Lygizou, Spyros Xergias, and Nikos Passas 

National and Kapodistrian University of Athens, Dept. of Informatics and Telecommunications, 
Panepistimiopolis Ilissia, 15784 Athens, Greece 
{lygizou,xergias,passas}@di.uoa.gr 

Abstract. This paper improves a previously proposed scheduling algorithm that 
is responsible to share the allocated capacity to the uplink traffic of an 
integrated satellite and WiMAX network. The target of this improvement is to 
schedule traffic of real time connections based on Quality of Experience (QoE) 
metrics. After a bibliographic search on QoE metrics, the FC-MDI (Frame 
Classification-Media Delivery Index) metric is chosen to be used in the 
proposed algorithm for the scheduling of real time connections. Two versions 
of the algorithm are proposed and evaluated. Simulation results show that the 
proposed algorithm considerably improves the QoE and the mean delay of the 
real time connections. 

Keywords: DVB-RCS, WiMAX, QoE, rtPS, scheduling. 

1 Introduction 

IEEE 802.16 [1] is a standard that aims at filling the gap between local and wide area 
networks, by introducing an advanced system for metropolitan environments. In this 
system, also known as WiMAX, both point-to-multipoint (cellular) and mesh mode 
configurations can be supported, while node mobility is also covered by amendment 
802.16e [2]. One of the main advantages of the standard is the large degree of 
flexibility it provides by supporting a wide range of traffic classes with different 
characteristics and quality of service (QoS) requirements. This is attained through a 
large set of parameters that allow users to describe in detail their traffic profiles and 
service needs. On the other hand, Digital Video Broadcasting – Return Channel 
Satellite (DVB-RCS) [3] is an open standard for bi-directional transmission of digital 
data over the satellite network. DVB-RCS is a fully mature open, satellite 
communication standard with highly efficient bandwidth management, making it a 
cost-efficient alternative in many cases. It mainly describes the uplink direction of a 
satellite network, providing advanced QoS capabilities for requesting and acquiring 
capacity for demanding services. 

The advantage of combining the two technologies is that a satellite network can be 
used for interconnecting WiMAX islands with the Internet and avoiding layout of 
expensive backbone infrastructures. This can provide reliable solution, especially in 
rural areas or locations affected by environmental factors, e.g. islands, mountains, etc. 
However, a satellite network experiences large round trip delays that can deteriorate 
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quality especially for real-time applications. In [4], we have investigated how the two 
networks can co-operate, especially in terms of QoS, in order to reduce end-to-end 
delays and packet losses due to expiration. In this work, we extend [4] towards 
improving a part of the proposed mechanism which shares capacity to real time 
connections of the WiMAX network based on the use of Quality of Experience (QoE) 
metrics, to consider the overall performance of the system from the users’ perspective. 
QoE expresses user satisfaction both subjectively and objectively, which are the two 
main categories of QoE metrics. 

The paper is organized as follows. Section 2 presents an overview of using specific 
metrics for QoE management. Section 3 describes the basic architecture of our 
mechanism and the proposed improvement in the sharing of capacity to real-time 
traffic based on QoE metric, while section 4 contains the description of the simulation 
model used for evaluation purposes together with the obtained results. Finally, section 
5 concludes the paper.  

2 QoE Metrics for QoE Management 

There is a large number of papers that use QoE metrics for measurement of video 
quality but very few that use these metrics for QoE management. [6] is the only work 
in UMTS that investigates the possibility of using QoE as a metric for scheduling 
decision. In order to get QoE feedback in real time, Pseudo-Subjective Quality 
Assessment (PSQA) technique is used [5], which is a hybrid approach between 
subjective and objective evaluation. PSQA metric starts by selecting the factors that 
may have an impact on the quality, such as: codec, bandwidth, loss, delay, and jitter. 
Then these factors are used to generate several distorted video samples, which are 
subjectively evaluated by a panel of observers. The results of the observations are then 
used to train a Random neural network (RNN) in order to capture the relation between 
the factors that cause the distortion (objective approach) and the perceived quality by 
real-human (subjective approach). In [6] loss rate (LR) of video packet and mean loss 
burst size (MLBS) are considered as the quality-affecting parameters for the training of 
RNN. MLBS parameter is the average length of a sequence of consecutive lost packets 
in a period of time and captures the way losses are distributed in the flow as this affects 
dramatically the perceptual quality of the video. After the training of RNN, Mean 
Opinion Score (MOS) is estimated in real time, which is the basic subjective metric, so 
that the scheduler can get MOS scores for making scheduling decision. [7] proposes a 
novel rate-adaptation mechanism based on QoE, using PSQA tool for obtaining MOS 
in real-time. The parameters used in PSQA are the loss rate of the I frames, loss rate of 
the P frames, loss rate of the B frames, and the MLBS of the I frames. The idea of the 
proposed scheme is to use QoE feedback from mobile stations to provision the current 
condition of the network and then adapt the rate accordingly. In [8], a novel packet 
scheduling algorithm for multi-hop wireless networks that jointly optimizes the 
delivery of multiple video, audio, and data flows according to the QoE metrics is 
developed. A previously proposed model to determine user satisfaction is used, where 
quality is given in terms of the objective metric Peak signal to noise ratio (PSNR), 
while MOS is produced through a non-linear curve mapping PSNR to MOS. The 
proposed scheduler locates sets of packet combinations across all active flows of all 
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users that pass the node that would satisfy a given buffer reduction. For each of these 
combinations, an estimation of the user satisfaction expressed in MOS decrease for 
each flow is calculated. The scheduler then drops the packets whose combination 
results in the smallest decrease in QoE satisfaction based on a proposed cost function.  

The target of this paper is to improve a previously proposed mechanism, in order to 
make the scheduling of Real-time Polling Service (rtPS) connections based on the use 
of QoE metrics. rtPS is the service in WiMAX that supports data streams consisting 
of variable-sized data packets that are transmitted at fixed intervals, such as MPEG 
video. QoE metrics are usually used for the assessment of the transmission of video 
on different network conditions, and rarely used in scheduling solutions, while they 
have never been used till now for scheduling in satellite networks. Subjective metrics 
are the most accurate for QoE measurements, as they are evaluated by real human. 
Their main shortcoming is that they are time-consuming and high-cost in man power. 
Thus, they cannot be easily repeated several times nor used in real-time (being a part 
of an automatic process). As the need for the proposed improvement is to be part of 
an automatic procedure, subjective and hybrid QoE metrics are excluded. From the 
already proposed solutions in other kind of networks, the solutions proposed in [6] 
and [7] have the drawback of using the PSQA metric for scheduling and QoE 
management. On the other hand, the solution proposed in [8] has increased 
complexity, as it calculates the QoE produced by every possible packet dropping. Our 
proposal aims to be simpler in order to be used in satellite networks, which have the 
drawback of delays. For all these reasons, the Media Delivery Index based on Frame 
Classification (FC-MDI) metric is chosen to be used in the existing mechanism, as it 
is an objective metric that gives a different weight to the loss of I, P, B frames which 
is useful for the scheduling of different categories of frames. The FC-MDI metric is 
an extension of the MDI (Media Delivery Index) metric [9], which is an objective 
metric that contains two numbers separated by colon: the delay factor (DF) and the 
media loss rate (MLR). DF is a time value indicating how many milliseconds’ the 
buffer must be able to contain to eliminate jitter, while MLR is the computed 
difference between the number of media packets received during an interval and the 
number of media packets expected during an interval. Nevertheless, in MLR some 
important information is lost, such as whether the IP packets lost are consecutive or 
inconsecutive. It does not consider the quality degradation that suffered some 
propagated loss from previous temporally related frames, so [10] proposes FC-MDI 
which takes frame classification into account to improve the performance of the MDI 
measurement. It distinguishes the packet loss based on the frame classification, and 
gives in each frame a different weight. In all types of frames, the I-frame plays the 
most important role, as the rest frames of the whole group of pictures (GOP) cannot 
decode normally if the I-frame is lost. Compared with B-frame, P-frame relies less on 
its previous I-frames and P-frames.  

3 Proposed Scheduling Solution 

In [4], an interconnection of a satellite and a WiMAX network is proposed, assuming 
that one or more of the Return Channel Satellite Terminals (RCSTs) are also WiMAX 



4 A. Lygizou, S. Xergias, and N. Passas 

Base Stations (BSs) serving a number of Subscriber Stations (SSs). This integrated 
scheduling provision mechanism consists of three main parts: PartA is an entity at the 
RCST/BS that makes the capacity requests following a prediction-based approach, 
PartB is an entity at the Network Control Center (NCC) that allocates resources and 
creates the Terminal Burst Time Plan (TBTP), while PartC is an entity at the RCST/BS 
that shares the given capacity among its WiMAX subscribers. PartB accepts the 
capacity requests made from all PartAs, processes them and creates the TBTP in order 
to allocate the capacity of a superframe among the different RCSTs. PartC, located at 
the RCST/BS, contains the scheduling algorithm that is responsible to share the 
allocated capacity, to the uplink traffic arriving from the WiMAX network. In more 
detail, PartC classifies uplink traffic arriving from the SSs into five queues 
(UGS_queue, rtPS_queue, ertPS_queue, nrtPS_queue, BE_queue based on each 
packet’s QoS service type). It then interprets TBTP (knows exactly which slots has 
been assigned to it) and selects which packets will be transmitted. This selection is 
made based on a priority scheme: it first selects packets from the UGS_queue, then 
from the rtPS_queue, then from the ertPS_queue, then from the nrtPS_queue and 
finally from BE_queue. Finally, it is also responsible to discard packets that are 
expired based on the deadlines set for their transmission to the satellite network and 
keep statistics on the packets transmitted and discarded. The RTFS (Real Time FIFO 
Scheduler) algorithm treats the transmission of packets of video connections with the 
logic of a First In First Out (FIFO) queue. The packets of all video connections are 
inserted in the rtPS_queue based on the order of their arrival. During the superframe, 
the PartC transmits, whenever it has available capacity based on the TBTP, the packets 
from this queue. A packet is dropped, if it has been expired due to delay. The 
performance of the mechanism was demonstrated in paper [4].  

The target of this paper is to improve the RTFS algorithm, in order to make the 
scheduling of rtPS connections based on the use of FC_MDI QoE metric. The 
proposed FC_MDI_S algorithm makes the following procedures in the beginning of 
every superframe : 

a) Dropping of the packets that are expired due to delay factor. 
b) Computing of the FC-MLR value of every connection based on the loss of I, P, B 

frames in the previous superframe. The FC-MLR value is computed as follows : 
ܥܨ  െ ܴܮܯ ൌ ௔כூುಽ೚ೞೞାఉכ௿ುಽ೚ೞೞାఊכ௯ುಽ೚ೞೞ௜௡௧௘௥௩௔௟ , 

where ߙ, ,ߚ ߛ  are weights with ሺ3 ൒ ߙ ൐ ߚ ൐ ߛ ൒ 0, ߙ ൅ ߚ ൅ ߛ ൌ 3ሻ  and IPLoss, 
PPLoss, and BPLoss are respectively the number of lost I, P and B frames. 
c) Sorting of the video connections based on the FC-MLR value of the connections 
computed on step b under two versions. The first version is named FC_MDI_SG and 
has a greedy logic. In order to preserve the connections that have good quality, the 
connections are sorted based on FC-MLR value in ascending way, from the best 
quality to the worst. This will lead to the maintenance of the quality of some 
connections and the starvation of some other connections. The second version is 
named FC_MDI_SF and has a fair logic. In order to be fair and maintain all 
connections (even in worse quality), the connections are sorted in the opposite way 
than the previous version from the worst quality to the best. 
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Fig. 1a. Packets of three connections to the rtPS_queue of PartC 

 

Fig. 1b. Transmission of packets under FC_MDI_SG algorithm 

 

Fig. 1c. Transmission of packets under FC_MDI_SF algorithm 

During the superframe, the PartC transmits whenever it has available capacity 
based on the TBTP. The FC_MDI_SG version transmits all the packets of one 
category, giving priority to I frames, then to P frames and last to B frames, and then 
moves on to packets of the same category of another connection. The order of the 
connections is the one computed to step c of the algorithm. On the contrary, the 
FC_MDI_SF version transmits one packet of one category from all connections, and 
then another packet of the same category from all connections, until exhausting all the 
packets of this category. After the transmission of all packets of the previous 
category, it moves on to the next category giving priority to I frames, then to P frames 
and last to B frames. The order of the connections is the one computed to step c of the 
algorithm. Figure 1 presents an example of transmission of packets under the 
previously proposed versions. In more detail, Figure 1a presents the frames of three 
connections as they have arrived in the rtPS_queue of PartC, Figure 1b presents the 
transmission of frames under FC_MDI_SG version and Figure 1c presents the 
transmission of frames under FC_MDI_SF version. The pointer i in the 
Frame_Categoryi,j of Figure 1 shows the connection, while the pointer j shows the 
order of the packet of the specific frame category of i connection. Finally, the 
transmission of these packets as well as the dropping of the packets described in step 
a, are admeasured to the computing of the FC-MLR value of the connections for the 
next superframe.  

4 Simulations 

In order to measure the performance of the proposed algorithm, we accommodated 
the simulation program presented in [4]. The program is constructed in C++ and 
simulates the full operation of WiMAX network, as well as the DVB-RCS for the 
return link of a satellite network. We use the simulation scenario presented in [4] with 
three DVB-RCS terminals each one interconnecting a WiMAX network, all with the 
same number of subscribers. In the previous simulation scenario, every SS had 
multiple types of traffic, including video, compressed and uncompressed voice, ftp 
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Fig. 2. FC_MLR per proposed algorithm 

and http. In order to present the difference of the proposed mechanism regarding the 
QoE of the video connections, in the present simulation scenario every SS has only 
one video connection. The same video trace is used for every SS, in order to present 
the difference between the greedy and fair version. The source of this video trace is 
the “Alladin” film from “http://trace.eas.asu.edu/TRACE/ltvt.html” in high quality 
(“Verbose_Alladin.dat” file).  
 

 

Fig. 3. Mean delay per proposed algorithm 

The time frame length in WiMAX is set to 1msec, the packet size to 54 bytes and 
the modulation to 64-QAM for all SSs, leading to a transmission speed of 120Mbps 
(as indicated in the standard). The latency used in the WiMAX network for rtPS 
connections is 50msec. 

The maximum transmission rate in the return link of the satellite network is 
6Mbit/s, while the duration of the frame is set to 50msec and the superframe to 
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500msec, equal to the round trip delay. During the logon phase, each RCST terminal 
sets the CRA_level equal to zero (in order to present the difference between the 
quantity of the requested slots), the RBDC_max to 700kbps, the RBDC_timeout equal 
to 2 and the VBDC_max equal to 11 slots per frame. The latency used in the satellite 
network is 300msec.  

Figure 2 presents the mean FC-MLR value for all connections of a SS of the two 
different algorithms. In the RTFS algorithm, the transmission as well as the dropping 
of packets are admeasured to the computing of the FC-MLR value of the connections 
for reasons of comparison. The proposed FC_MDI_S algorithm has lower values for 
FC-MLR than the RTFS one, which means that video connections under the proposed 
algorithm have better QoE.  

Moreover, Figure 3 presents the mean delay of the proposed algorithm, which 
shows that both versions of the FC_MDI_S algorithm reduce considerably the mean 
delay of the connections. This was presumable, as the RTFS algorithm serves first the 
packets with the larger delay in the system, while the FC_MDI_S algorithm serves 
packets based on their frame category. The reduction in the mean delay is a 
substantially improvement, as we prefer video connections to have reduced delay.  

 

 

Fig. 4. Goodput per connection id for five connections per SS 

The greedy and fair version of the proposed algorithm have the same performance 
concerning the goodput and mean delay, as the logic of the versions for sharing 
capacity is the same. They differentiate in the way they deal with the different 
connection identifiers. Figure 4 presents the goodput per connection identifier for five 
connections per SS. This figure shows the different performance of the greedy and the 
fair version, where the connections have differentiated goodpout under the greedy 
version and equal goodput under the fair version. In the fair version, the goodput is 
less than the goodput of the best connection and better than the goodput of the worst 
connection of the greedy version. It is due to the operator of the system to choose 
between them. 

From the presented results, we conclude that the FC_MDI_S algorithm improves 
the QoE performance relatively to the RTFS algorithm, and it substantially improves 
the mean delay of the connections.  
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5 Conclusion 

In this paper, we improve a previously proposed scheduling algorithm named RTFS. 
This algorithm is responsible to share the allocated capacity to the uplink traffic 
arriving from the WiMAX network in an integrated satellite/WiMAX network. After a 
bibliographic search for QoE metrics in WiMAX and satellite networks, the FC_MDI 
QoE metric is selected to be used in the proposed algorithm named FC_MDI_S. This 
is considered novel, as QoE metrics are mainly used for the assessment of video 
quality and not for scheduling. Especially in satellite networks, QoE metrics have 
never been used in management tools. We proposed and evaluated two versions for 
FC_MDI_S, and simulation results show that it considerably improves the QoE of 
video connections and reduces their mean delay.  
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Abstract. This paper is focused on the design of an adaptive Connection 
Admission Control (CAC) algorithm for a Universal Mobile 
Telecommunication System (UMTS) based satellite system with variable link 
capacity. The main feature of the proposed algorithm is to maximize the 
resource utilization by adapting to the link conditions and the antenna gain of 
the users. The link quality of the user may vary depending on the weather 
condition, user mobility and any other propagation factors. The algorithm is 
compared against a non-adaptive admission control algorithm under different 
test cases. The proposed CAC algorithm is simulated using MATLAB and the 
performance results are obtained for a mix of multimedia traffic classes such as 
video streaming, web browsing, netted voice and email. The simulation results 
indicate a higher system performance in terms of the blocking ratio and the 
number of admitted connections. 

Keywords: Connection Admission Control, MATLAB, UMTS, multimedia 
traffic.  

1 Introduction 

The Connection Admission Control (CAC) is an integral resource management 
scheme for providing Quality of Service (QoS) in a network. Satellite networks have 
been growing in popularity owing to their large geographic coverage, and fast 
deployment when compared to terrestrial networks. Although a satellite system can 
provide added advantages to the telecommunication infrastructure, the transmission 
capacity of a satellite is very limited as compared to that of terrestrial networks. 
Hence, the radio resources have to be managed efficiently such that an acceptable 
quality of service is delivered. The design of an efficient CAC scheme for satellite 
networks has been extensively dealt in the literature. A Double Movable Boundary 
Strategy (DMBS) resource allocation scheme is proposed in [1]. It dynamically 
controls the boundary policy of the resource sharing amongst the different traffic class 
according to the variable network load conditions. CAC and the bandwidth allocation 
decisions are taken at the beginning of each control period. The impact of the queue 
threshold value on the performance of the DBMS allocation policy is evaluated.  
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A predictive CAC algorithm is proposed in [2] for onboard packet switching 
satellite systems. The algorithm performs the online measurements for the established 
connections. Based on the estimated parameters, the individual cell loss ratio (ICLR) 
is predicted ahead of the current time which is used in the CAC decision process. A 
measurement based admission control (MBAC) for onboard processing satellite is 
also proposed by the authors of [3]. Unlike, [2] where CAC is implemented onboard 
the satellite, this paper proposes a scalable CAC implemented on ground in Network 
Control Centre (NCC). The on-board measurements are performed on aggregate 
traffic rather than on single traffic for each downlink to reduce the computation 
complexities on the satellite, which are transmitted to the NCC. The CAC is based on 
the computation of the downlink effective bandwidth which is an estimation of the 
actual downlink bit rates used by the in-progress connections. Unfortunately, these 
approaches are only suitable for a system where the link capacity remains fixed. 
However, for the system in consideration, the link capacity varies with the antenna 
gain and the changing link condition of the user which in turn may vary depending on 
the weather conditions, user mobility and any other propagation factors. This paper 
proposes an adaptive CAC algorithm for a UMTS based satellite system which adapts 
to the varying link capacity in order to maximize the resource utilization. The 
adaptive CAC algorithm is compared against a non-adaptive CAC algorithm which 
does not consider these factors into account while making the CAC decision.  

The paper first describes the network architecture of the system followed by the 
presentation of the CAC functional model for the admission control algorithm. 
Section 4 describes the proposed adaptive CAC algorithm and the non-adaptive CAC 
algorithm used for comparison. The simulation results, generated in MATLAB, are 
then presented and analyzed. Finally, conclusions and further work are discussed. 

2 Network Architecture  

 
Fig. 1. UMTS based satellite network architecture 

The network architecture of a UMTS based satellite system is shown in Fig. 1. It is 
divided into three segments: a) The User Equipment (UE) segment consists of a 
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portable satellite modem, the Mobile Terminal (MT), connecting to a Terminal 
Equipment (TE) such as a personal computer or a PDA, allowing users access to 
UMTS services. Multiple TE can be connected to one MT such that multiple data 
connections can belong to one MT; b) The ground segment consists of the Radio 
Access Network (RAN) and the Core Network (CN). The CAC controller is located 
in the Radio Network Controller (RNC) of the RAN; c) The satellite segment consists 
of a multi-beam geostationary satellite system that provides a transparent link 
between the UE and the RNC. MF-TDM and MF-TDMA are adopted in the forward 
(satellite-to-user link) and the reverse (user-to-satellite link) links respectively. In the 
forward direction, each satellite channel has a bandwidth of 200 kHz, which is termed 
as forward sub-bands. 

The proposed adaptive CAC algorithm focuses on the resource availability in the 
forward direction using a fixed number of forward sub-bands to admit the data 
connections. Each MT is tuned to a particular forward sub-band and therefore, all the 
data connections belonging to a MT are also tuned to the same forward sub-band. The 
system supports different MT Classes pertaining to the size of their antennas and 
operating scenario of the MT such as portable, land-vehicular, maritime or 
aeronautical. 

3 CAC Functional Block Model 

Fig. 2. shows the functional model of the proposed adaptive CAC algorithm 
represented by the CAC Processor. The CAC Processor is an event driven functional 
entity which encompasses the admission control algorithms. The algorithm is 
executed at the arrival of a new connection request and decides whether the 
connection request can be admitted. The difference between the two algorithm lies in 
the way the resource consumed by a connection is calculated. 
 

 

Fig. 2. Functional block model of the CAC algorithms 

The Connection Request Generator generates different types of connection requests 
and sends the request to the CAC Processor. The model consists of four functional 
blocks: a Subband Selector, an Effective Bandwidth Estimator, a Resource Estimator 
and an Admission Decision Controller. The Subband Selector selects the forward sub-
band for a new MT from the list of available sub-bands. Two methods have been 
proposed: a) MinConnSubSel selects the forward sub-band with the minimum number 
of connections running from the list of available sub-bands. This method allows a 
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basic form of load balancing, b) Random method randomly selects a forward sub-
band. The Effective Bandwidth Estimator estimates the bandwidth required by the 
connection, EstCap, based on the traffic class, priority, source utilization and QoS 
value of the connection. The Resource Estimator calculates the total resources 
consumed, ResourcesUsed, by the active connections on the given forward subband. 
The admission decision controller produces an output, CAC_Output, which may 
indicate an admission or a rejection of a connection request. 

4 Admission Control Algorithms 

The difference between the two admission control algorithms; the adaptive and the 
non-adaptive, lies in the calculation of the resources consumed by a connection as 
explained below. 

4.1 Adaptive  

The total resource consumption on a given forward subband is calculated using the 
FEC code rate applied in the physical frame for a given MT. The FEC code rate varies 
with the changing link condition and the class of the MT. Each MT class supports a 
range of FEC code rates. The adaptive CAC checks the code rate against the class of 
the MT for the given link condition. The resource used on a forward sub-band is 
calculated as follows: 

=  /givenfwdsubband
allconnections

ResourcesUsed EstCap coderate
   (1) 

where, the ‘coderate’ value varies constantly in adaptive CAC algorithm.   

4.2 Non-adaptive  

For this algorithm, the change in the FEC code rate either due to a change in the link 
condition or due to the presence of different MT classes in the system is not 
considered. The resource used on a forward sub-band is calculated similar to Equation 
1; however, the value of the ‘coderate’ remains static in the non-adaptive CAC 
algorithm for a given forward sub-band. 

5 Simulation Results and Analysis 

The performance of the adaptive and the non-adaptive admission control algorithms 
are analyzed and compared using a mixed class of multimedia traffic. The 
performances are measured under different test cases and the results are compared. 
Table 1 summarizes the MATLAB scenario configuration set for the simulation.  
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Table 1. Simulation parameters for scenarios 

 

5.1 Test Case 1: Effect of Link Condition 

Fig. 3 and Fig. 4, show the effect of link quality on the blocking ratio and the number 
of admitted connections respectively. For the adaptive algorithm, the blocking ratio 
reduces under high link quality condition as compared to low link quality condition. 
The code rates supported in the high link condition are higher than in the low link 
condition and since the higher code rates allow more data to be sent in the physical 
frame, more number of connections can be admitted in turn reducing the blocking 
ratio. For the non-adaptive algorithm, a fixed code rate pertaining to the lowest code 
rate supported, by the given type of forward subband, is considered. This results in a 
reduced amount of data that can be sent in a frame in the physical layer and hence 
reduces the number of connections that can be admitted, which in turn increases the 
blocking ratio.  
 

 

Fig. 3. Effect of link condition on the blocking ratio 

Common Simulation Parameters Values 

Video Streaming 

Number of connections 25 
QoS (kbps)  32  
Source Utilization 0.8 
Mean Burst Period 0.1 
Avg. Holding time (sec)  300  

Netted Voice 

Number of connections 25 
QoS (kbps)  60 
Source Utilization 0.6 
Mean Burst Period 0.01 
Avg. Holding time (sec)  240  

Web Browsing 

Number of connections 25 
QoS (kbps)  32  
Source Utilization 0.4 
Mean Burst Period 0.01 
Avg. Holding time (sec)  200  

Email 

Number of connections 25 
QoS (kbps)  120 
Source Utilization 0.2 
Mean Burst Period 0.01 
Avg. Holding time (sec)  150  
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Fig. 4. Effect of link condition on the number of admitted connections  

5.2 Test Case2: Effect of Antenna Gain 

Fig. 5 and Fig. 6, show the effect of the antenna gain on the blocking ratio and the 
number of admitted connections respectively. For the adaptive algorithm, the 
blocking ratio varies with the different MT classes. For this test case, all the MTs are 
assumed to be in the low link condition. Each MT class supports a range of code 
rates. The MTs belonging to class 1 supports a higher code rate than class 2  followed 
by class 3, for the given low link condition. A higher code rate allows more data to be 
sent in the physical frame leading to an increase in the number of connections 
admitted and in turn reducing the blocking ratio. For the non-adaptive algorithm, the 
blocking ratio and the number of admitted connections remains same irrespective of 
the type of MT classes used as the algorithm considers a fixed code rate for a given 
forward subband.  
 

 

Fig. 5. Effect of antenna gain on the blocking ratio 
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Fig. 6. Effect of antenna gain on the number of admitted connections 

5.3 Test Case 3: Effect of Traffic Intensity 

Fig. 7 and Fig. 8, show the effect of the traffic intensity on the blocking ratio and the 
number of admitted connections respectively. For this test case, all the MTs are 
assumed to be in the low link condition. The traffic intensity or the offered traffic load 
(ρ) is defined as the ratio of the average arrival rate (‘λ’) to the average service rate 
(‘μ’). Therefore, ρ=λ/µ. The system runs with different traffic load by changing the 
average inter arrival times for the video streaming traffic. As can be seen, the 
blocking ratio for the adaptive algorithm remains lower than the non-adaptive 
algorithm as the traffic load increases. The amount of resources needed to 
accommodate the same amount of traffic for the non-adaptive algorithm is much 
higher than that for the adaptive algorithm with the increase in the traffic load and 
thus leads to a higher blocking ratio.  
 

 

Fig. 7. Effect of traffic intensity on the blocking ratio 
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Fig. 8. Effect of traffic intensity on the number of admitted connections 

6 Conclusion and Future Work 

In this paper, an adaptive admission control algorithm has been presented for a UMTS 
compatible satellite system. The proposed algorithm allows the system to maximize 
the resource utilization by adapting to the variable link capacity of the system caused 
by the changing link condition of the users and the different antenna gains supported 
by the system. The algorithm is compared against a non-adaptive admission control 
algorithm under different test cases. The simulation results indicate a higher system 
performance in terms of the blocking ratio and the number of admitted connections. 
This work will be extended in the future to support the multicast traffic. It will 
involve defining an admission decision process for the multicast traffic and utilizing 
the adaptive admission control algorithm and the functional model defined in this 
paper to include the support of the multicast traffic and thereby testing the system 
under different test cases.  
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Abstract. Seeking to meet the resilience, efficiency, and quality of expe-
rience challenges of personal and converged satellite services, we present a
new approach that leverages the benefits of network coding. The salient
features of this strategy are (i) source nodes manage and control the
transmission of linear combinations of data packets through heteroge-
neous communication routes, and (ii) intermediate nodes at each route
can generate new coded packets with opportunistic storage. Hence, the
amount of data and redundancy sent through each route can meet the
required performance of the different sessions. In particular it can help
surmount varying channel conditions and correct erasures but also adapt
to the different delays and bandwidth that are features of the con-
verged PSAT networks of the future. The main technical challenge is
to choose adequate, coding-aware policies to leverage heterogeneous net-
works based on content and user requirements. We present preliminary
analysis that illustrates that exploiting the routes jointly can be per-
formed seamlessly using network coding even with limited feedback ca-
pabilities.

Keywords: Convergence, Heterogeneous Networks, Network Coding,
Satellite Communications.

1 Introduction

Following well-established trends in the terrestrial networks, personal satellite
services (PSATS) will provide end users with a variety of personalized services
focused on rich media content. While there is still a difference in terms of spec-
trum between fixed and mobile satellite systems, the same convergence that
was experienced in terrestrial networks in terms of services is happening in the
satellite realm. The aim there is to provide services that are independent of the
satellite system that is serving them and leverage terrestrial networks when ap-
propriate. Advances in terrestrial and space segments’ technology already allow
personalized multimedia and broadband services to be offered from a single satel-
lite system, such as the Inmarsat Global Xpress [1], and there are technical and
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commercial incentives to continue integrating satellite and terrestrial networks,
as demonstrated by systems like TerreStar [2]. Recent advances in networking
technologies offer novel approaches for this seamless platform integration. In this
paper, network coding will be presented as a key enabler for i) improving the
performance of IP-based protocols over satellite, but also for ii) empowering net-
work combining itself be it satellite-satellite of the fixed or mobile category or
satellite-terrestrial when appropriate. We infer that the resulting services strate-
gies are instrumental in securing the position of satellite networks in the next
generation Internet.

Network coding (NC) considers digital traffic as algebraic entities not just
data that needs to be transported [3]. Because these entities can be multiplied by
constants and linearly combined, some of the usual networking constraints such
as state information and independent use of network resources can be lifted. In
addition since the coding parameters can be simple random numbers over a fairly
short Galois field [4] the coding and decoding process may remain simple [5].
While network coding is not specific to a single type of network, it has shown
promise on long delay networks such as satellite and underwater networks [6].

In the remainder of the paper we present our approach to satellite network
convergence based on NC. We will show that it allows soft service-focused han-
dover and heterogeneous network combining with overall improved performance.
Section 2 reviews some aspects of satellite system convergence leading to our
proposed architectures, outlined in Section 3. Section 4 provides a very short
introduction to network coding that clarifies aspects of the analysis presented
in Section 5. This analysis is based on heterogeneous path analysis and proba-
bilistic principles. Section 6 concludes with some look into the future especially
referring to the position of satellite systems for content dissemination in the
Future Internet.

2 Convergence in Satellite Networks

Satellite networks are impacted by the disruptions in the communications in-
dustry, driven by an emphasis on Internet based services, machine-to-machine
communications, and ubiquitous multimedia. In this environment, the converged
nature of many services is driving innovation including systems that combine
satellite and terrestrial 3G/4G to guarantee Internet access everywhere. The
successful integration of satellite networks into the Internet has been progress-
ing for over 15 years and has lead to implementable standards such as those
defined in the IETF TCPSAT [7] and IPDVB [8] as well as DVB-RCS [9] and
the ETSI-BSM [10].

Moving further, converged networking architectures are characterized by the
unbundling of services and underlying transport functions (i.e. network tech-
nologies) which enables the definition of service-driven network policies inde-
pendently of the underlying infrastructure. One architectural embodiment of
the principle is provided by the Next-Generation Networks (NGN) architecture,
one that has already been adapted to broadband services via fixed satellite sys-
tems [11] [12]. While these are major steps towards satellite-terrestrial hybrid
networks, there remains open challenges to respond in terms of capacity, packet
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erasures, and delay mismatches between systems. Full convergence of the satel-
lite network themselves has not being fully investigated but is an active field of
research. There are many services, from infrastructure support to social televi-
sion and emergency management, which require revisiting the way satellites and
other networks can work together. The new challenge is to develop mechanisms
to exploit collaboration and interaction across the different domains beyond ex-
changes of signaling information.

This is where NC can clearly make a difference. In order to profit to the
maximum of the use of NC we need to investigate the architecture of the network
that will support it from the source nodes that implement the content mixing
to the judicious placement of intermediate nodes, which without the need of
decoding, can remix different flows and guarantee they will be delivered together
to the receiver. The decoding can be naturally pushed all the way to the end
user device. This architecture is presented in the next section.

3 Architecture and Derived Scenarios

A hybrid architecture that combines both space and ground segments is consid-
ered in this paper. Figure 1 presents an overview of the targeted multi-system
and converged ecosystem. The space segment can be one or more fixed and mo-
bile systems and the ground segments, while in principle of any type, will be
assumed to be mostly wireless and broadband in nature. Specific scenarios can
be carved from this generic architecture that match service characteristics or
operational requirements. In all our scenarios, we will however assume that the
NC elements remain in the terrestrial domain. While the operations needed to
perform network coding are linear in nature and require little processing, their
implementation in a regenerative satellite are beyond the scope of this paper.

Hybrid architectures are however plagued by the consequences of heterogene-
ity. For example, different paths to the same destination may experience differing
delays, fading and erasures, not all network capacity comes at the same opera-
tional cost, etc. NC will reduce the complexity of managing and operating this
hybrid network by enabling mixes of data to be sent through different paths and
be recombined at the end without having to keep packet trackers and otherwise
state information. As will be seen in the next section, even without implement-
ing a feedback loop to manage the mixing of packets, significant gains can be
made when compared with non-network coded system. With NC the capabilities
of each system, such as capacity or cost of the bandwidth, can be traded, com-
bined and optimized. In our architecture, the source nodes (the data sources)
implement the initial network coding and the information can be sent via a com-
bination of terrestrial and satellite paths who will act as partners in the delivery
of the information. Intermediate nodes, like satellite ground stations, receivers
and wireless nodes can act as decoders or as re-encoders based on the instanta-
neous conditions they experience but also delay requirements or user equipment
capabilities.

Use cases can be defined based on the elements of Figure 1. The first one
is system combining. With network coding, a satellite system can complement
another one in times of fading. These could be of the fixed-fixed, fixed-mobile or
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mobile-mobile category depending on equipment, business models and regulatory
environments. Even if the second satellite is of lower capacity, the combination of
the two systems can allow a session/terminal to survive a momentary fading and
loss of capacity without significant QoS degradation and facilitate a handover
if appropriate. As will be seen in the next section there is a high probability
that the rich mix of content coming from a secondary path will contain enough
mixed packets (degrees of freedom) to recuperate lost or delayed information
on the primary path. There is evidence coming from terrestrial networks that
only a few packets borrowed from a secondary path can greatly improve overall
performance [13].

Another use case could combine a wireless/mobile terrestrial network while
leveraging a fixed satellite network; this can add interactivity and support rich
video applications. It will be seen in the analysis (Section 5) that with network
coding this can be implemented with little complexity. Since, network coding
relaxes the need for maintaining session state and data pointers in relaying nodes,
it supports this combination of fixed satellite and terrestrial networks. As can
be foreseen from these two very simple use cases, NC can provide additional the
coverage to increase the number of satisfied customers.

4 Network Coding Primer

Network coding (NC) offers exciting possibilities for the efficient transmission of
video over wireless and bottleneck networks by considering traffic as algebraic
information and sending linear combinations of packets. Overall NC allows to
reduce the required number of transmissions to complete a file or stream opera-
tion over noisy or unreliable networks. This results in increased throughput but
also, since the smaller completion time will reduce application layer timeouts,
of goodput which is a strong measure of Quality of Experience (QoE). While
NC adds some complexity to both source and destination nodes since it involves
performing linear operations these are not too demanding and have been suc-
cessfully implemented in hand-held devices [5]. Also the use of codes defined
on small Galois fields (GF), and of codes that are systematic, i.e., packets are
initially sent uncoded followed by a number of mixed packets, can significantly
reduce coding operation complexity [14].

We illustrate the idea of network coding in a simple multiple route scenario
in Figure 2 and compare it to a more traditional technique. A classical system
trying to include additional redundancy could transmit by assigning resources
in both routes and sending the same packets through each of the beams, as
in Figure 2 (a). This decision is agnostic to the underlying channel conditions
and is meant to provide additional reliability when a single packet transmission
does not fulfill the required reliability. In a network coded system, we have the
flexibility to send a different fraction of the data through each beam (as long as
enough coded packets are sent) and to choose the desired level of redundancy.
In Figure 2 (b) the system chooses to send 3 coded packets through one route
and 2 through the other due to channel constraints and/or system load.

Although the system of Figure 2 (a) sends one packet more than its coded
counterpart of Figure 2 (b), it is simple to see that the coded system provides
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Fig. 1. Overview

Fig. 2. A simple example of multiple routes. (a) Example of a transmission that sends
the same 3 data packets through each route for increased reliability. (b) Example of a
network coding approach where coded packets are sent through each route.

higher resiliency to packet losses. In our example, both cases may sustain up to
two packets being lost. However, without coding when the same packet is lost
in both routes, that packet is simply not recovered. Our coded example does
not share this problem as different linear combinations can be sent through each
route, guaranteeing resilience to exactly 2 packet transmissions, since the receiver
only requires 3 independent linear combinations (out of 5 that were generated)
to recover the original data.

From the example of Figure 2 (b) it is clear that a coded mechanism can pro-
vide additional guarantees of recovering all data packets. However, if more losses
occur it may impede the receiver from recovering any single packet. In RLNC,
coding across M packets requires M coded packets to recover any information.
The key is to find a trade-off between partial recovery of the data by using a
sparser code (RLNC is a dense code) and the inherent loss in performance due
to the sparser nature of the code (RLNC is delay-optimal in our example for
large enough field). A simple solution is to use a systematic structure, i.e., orig-
inal packets are sent without coding once, while all additional packets are sent
coded with RLNC [14]. Systematic network coding provides no degradation in
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performance while ensuring i) partial recovery of the packets, and ii) a reduction
in decoding complexity, as shown in [14].

5 Motivating Analysis

Consider the problem of transmission of data packets from a source to a desti-
nation in a time-slotted system, where two independent channels are available.
At each time slot, the source can transmit random linear network coded pack-
ets through both channels (different coded packet in each), one channel, or can
decide to not transmit in that time slot.

We assume an independent Gilbert-Elliott model for the channels, where p(g,i)
and p(b,i) are the corresponding packet erasure (loss) probabilities on the i-th
link for the good and bad channel, respectively. The probability of link i to

remain in state c ∈ {b, g} is given by p
(i)
c .

We assume that a genie indicates the state C = (c1, c2) of the two channels,
i.e., the probabilities of packet loss in each channel, at each time slot. However,
the event of a packet loss is not known a priori to the genie.

Let us model the general state of the system at the n-th time slot as S(n) =
(Q(n), c1(n), c2(n),P(n)) , where Q(n) represents the number of independent
linear combinations (or degrees of freedom) missing at the receiver at time slot
n, c1(n) and c2(n) represent the state of the Gilbert-Elliott channels, and P(n)
constitutes the source’s policy. We assume an online NC approach as in [15].

We define a policy P ∈ {∅, S1, S2, {S1, S2}
}
as a function that schedules the

transmission of each packet based on the channel states of the available routes,
where Si represents the event of the source transmitting through channel i.

5.1 Optimal Policy in Terms of Reduction of Channel Utilization

In the following we define an optimal policy in terms of the reduction of the
mean channel utilization, using a similar technique to [16]. Let us first define the
effective mean erasure probability of Si, p̄eff(i) as the mean erasure probability
seen by the transmitter as a result of the scheduling policy. We define α(i,C)

and Pr(i,C) as the fraction of the rate of Si and the probability of transmission
through channel i during the channel state C, respectively. Thus,

p̄eff(i) =
∑

C=(c1,c2)∈{g,b}2

p(c1,i)Pr(i,C)πC , (1)

where πC constitutes the stationary probability of the channel state C, which
can be easily determined through standard finite Markov chain techniques. The
channel utilization of channel i in our system is given by

Ui([Pr(i,C)]) =
∑
C

Pr(i,C)πC . (2)
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The optimization problem is stated as:

min
[Pr(i,C)]

∑
i

Ui

(
Pr(i,C)

)
,

subject to

Pr(i,C) ∈ [0, 1], ∀C ∈ {g, b}2, i ∈ {1, 2}∑
i∈{1,2},C∈{g,b}2

α(i,C) = 1,

(1− p(c1,1))Pr(1,C)πC = λα(1,C), ∀C ∈ {g, b}2,
(1− p(c2,2))Pr(2,C)πC = λα(2,C), ∀C ∈ {g, b}2.

In the first line, we have used the right hand side of (1) as the argument of Ui(·).
The last two conditions capture the fact that the probability of Sk transmitting
in a given channel state is linked to the mean usage of the channel during that
state, e.g., λα(1,C)/(1− p(c1,1)) for channel 1. We emphasize that to achieve this
throughput performance using no NC would require a feedback mechanism that
signals the correct reception of packets sent at each time slot. On the other hand,
NC can achieve this performance naturally without requiring such an intensive
feedback mechanism. In fact, feedback is required for other practical purposes,
for example, i) to maintain reasonably sized queues at the sender while reducing
decoding complexity [15], or ii) to enforce a required delay for decoding the
packet at the receiver [17].

The optimal policy for a given channel state C and source rate λ is given
by the vector [Pr(i,C)] that results of this optimization. The optimal policy

Popt(C) ∈ {∅, S1, S2, {S1, S2}
}
can be stated as

Policy 1

Popt(C) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

{S1, S2} w.p. Pr(1,C)Pr(2,C)

S1 w.p. Pr(1,C)(1 − Pr(2,C))

S2 w.p. (1− Pr(1,C))Pr(2,C)

∅ otherwise

where Si indicates the event of transmitting through channel i. Note that the
probability of transmitting through channel 1 and channel 2 is independent, thus
transmission over two channels or no channels at each time slot is possible.

This policy is probabilistic in nature and relies on the fact that the queues are
assumed to be of infinite size. The latter allows the system to store the (coded)
packets while awaiting a good channel. In practice, deterministic algorithms
that link the queue lengths and channel-awareness may be more relevant since
they may guarantee better delay performance, albeit with a possibly degraded
throughput region.

6 Conclusion

This paper presents network coding as a key enabler for personal satellite con-
verged services. It emphasizes an architecture for these satellite networks that
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maximizes the benefits of network coding by exploiting multiple available routes
in the space and terrestrial segments and opportunistic coding at various lo-
cations in the network. The crux of the solution lies in choosing coding-aware
policies that leverage (i) statistics from the available, time-varying channels, and
(ii) content and user requirements to allocate the right level of redundancy at
each transmission route as a means to control the performance of each session. A
case study with Markovian channels is reported; it emphasizes an optimal prob-
abilistic policy that performs transmission decisions based on a joint state of
the routes available to the transmission. This result represents a very promising
starting point for more in-depth evaluation of the potential benefits of network
coding for converged satellite services. Future research will analyze the different
available channels jointly as well as adding ancillary information to the policies,
e.g, statistics of the channels, knowledge of traffic statistics, feedback etc, to pro-
vide practical mechanisms that can be seamlessly implemented in current and
future systems. By enabling novel combination of systems and fixed-mobile as
well as satellite-terrestrial convergence NC will allow operators to flexibly define
new services and refine current offerings for optimized performance in terms of
cost, delay and other quality of service parameters that are required by their
customers.
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Abstract. In this paper we present tests results of the first platform
implementing a high performance Random Access protocol dubbed En-
hanced Spread Spectrum Aloha (E-SSA), conceived for satellite applica-
tions. The aim of the study is to highlight key features of the system,
introducing experimentally-found threshold values and translating them
into operating conditions. A system overview is provided together with
a summary of the most relevant parameters and the framework of the
tests. The preamble detection and the packet demodulation processes are
analysed, showing the importance of exploiting Successive Interference
Cancellation techniques (SIC). It is shown that the code collision, due to
a robust rate in the turbo-code and to the iterative cancellations, does
not affect the system performances. Finally, Packet Loss Ratio (PLR) in
presence of received carrier power and frequency unbalance is detailed
with the aim of simulating more realistic scenarios.

Keywords: Random Access, Enhanced Spread Spectrum Aloha, Suc-
cessive Interference Cancellation, Satellite Messaging Protocol.

1 Introduction

The launch of W2A in April 2009, carrying into orbit the first commercial S-
band payload over Europe, represents a great opportunity for space telecom-
munications industry, given its innovative nature in the satellite domain. The
MSS S-band frequencies, residing in the 2GHz band adjacent to 3G UMTS, al-
low the use of small omni-directional antennas and enable the deployment of
satellite/terrestrial hybrid networks. Furthermore, the large reflector on-board
requires a moderate EIRP at the terminal side, thus opening the way for a full
exploitation of the return link (terminal-to-satellite) [1].

The S-band frequencies are well suited to the so-called intelligent devices,
whose forthcoming exponential growth in the automotive and domotics worlds
will benefit from a low-cost high efficient system for non-real-time communica-
tions, mainly based on messaging [2]. Telemetry, environment and traffic moni-
toring, emergency alerts, fleet management, highway tolling, forecast predictions,
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c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013
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pay-per-view represent just few among all possible applications. Road-safety and
emergency applications will be tested in a real scenario through a demonstration
platform built-up by SafeTRIP, a collaborative project in the framework of the
EU Seventh Framework Program [3].

After a preliminary phase of system definition and performances assessment,
carried-out in ESA cofunded projects MiReSys and DENISE, the Enhanced
Spread Spectrum Aloha [4] has been chosen as the reference protocol for the
return link physical layer specifications, with asynchronous access, and has been
recently standardised at ETSI as Air Interface for S-band Mobile Interactive
Multimedia (S-MIM), Part 3 [5]. The E-SSA structure, based on fully asyn-
chronous random access with a robust Forward Error Correction (FEC) and
a simple open loop power control, perfectly copes with low-duty cycle bursty
transmission, adapted to satellite messaging. Furthermore, the introduction of
ad-hoc Successive Interference Cancellation (SIC) techniques, coupled with a
smart reuse of a unique hierarchic preamble, shared by the entire population of
terminals, shows good results in terms of MAC throughput. The system capacity
allows the simultaneous coexistence of millions of terminals in limited portions
of bandwidth, thus lowering the exploitation cost per final user.

This paper presents experimental results based on the first available proto-
type implementing E-SSA protocol. In Section 2 a system overview is reported,
focusing on system parameters. In Section 3 prominent relevance is given to the
features emerging from the practical implementation of the protocol, such as the
reduced impact of code collision. System capacity results, in terms of maximum
allowed MAC-Loads and PLR, are then presented, through different scenarios
at increasing standard deviation values in received power and at increasing uni-
formly distributed frequency errors.

2 System Overview

Fig. 1. E-SSA platform at Eutelsat premises
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The deployed E-SSA prototype, hosted at Eutelsat premises, is tautly shown
in Fig.1. It includes a traffic generator, able to simulate an aggregated signal
coming from thousands of terminals simultaneously transmitting over an AWGN
channel, and the first available prototype of E-SSA demodulator. Both traffic
emulator and demodulator are based on Software Defined Radio (SDR) and
are fully reconfigurable to work in a frequency range of 50-2200 MHz. In the
present study, the experiences have been run on digital samples generated at the
modulator side, stored on disk and then analysed by the demodulator (not in
real-time), bypassing the radiofrequency interfaces.

Apart from the laboratory testbed, a complete satellite chain is available at
Rambouillet teleport to transmit in S-band towards W2A. First on-air tests
have been successfully conducted and preliminary results confirm theoretical
expectations. They will constitute the basis of future work.

In Table 1, the most relevant implementation parameters, in line with the
S-MIM standard [5], are reported. One of the main differences in system choices,
with respect to ESA proposal [6], resides in the increased packet length of 1200
information bits, enabling an increased turbo code efficiency and minimizing
the code collision. However, the extended length exposes the packet to channel
variations effects within its duration, that may result in additional difficulties at
phase and frequency estimation stages.

Table 1. E-SSA implementation parameters

Equipment Parameters Value

Modulator Bandwidth 4,68 MHz
Chip-rate 3,84 Mcps

Spreading factor 256
Number of spreading codes 1

Info bits per packet 1200
Coded bits per packet 3600

Preamble length 96 bits
CRC length 16 bits

Oversampling factor 4

Demodulator Number of SIC iterations scalable [0-100]
Max. demodulation attempts 800 packets/s

Turbo codes iterations 6

Compared to the ideally-continuous packet-by-packet estimation-regeneration-
cancellation process envisaged in [6], the SIC mechanism in the analysed imple-
mentation applies per groups of detected packets. The amount of packets per
group can be scaled at will, defining the maximal number of possible demod-
ulations at each interference cancellation cycle. The SIC mechanism relies on
few fundamental operations carried out on each packet. Initially, the preamble
searcher allows the detection of the packet. During this stage the chip-timing
recovery and the frequency estimation are performed. Afterwards the packet en-
ters its true demodulation stage. The most critical operations are the phase and
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power estimations. They are performed using a channel estimator that divides
each packet in slices and estimates the power and phase of each slice. From this
point on, the packet is decoded and CRC checked. If the packet is judged to be
correctly demodulated, it is integrated with the rest of the demodulated packets.
Considering the previously recovered parameters (chip time, frequency, phase
and power), the resulting stream is regenerated and subtracted from the original
signal. Thanks to the previous operations, the total interference diminishes and
other packets with smaller SNIR arise and are detected by the preamble detector
at the following iteration. Fig. 2 well illustrates the iterative SIC behaviour.

Fig. 2. Successive Interference Cancellation process

3 Performance Analysis

Experimental results coming from the E-SSA implementation allow refining the
description of the demodulation process and a better understanding of its crucial
steps, i.e. detection, demodulation, channel estimation and cancellation. Thanks
to the use of a specific hierarchic preamble of 96 bits, whose choice has been
widely motivated in [7], packet detection algorithm can work at increased MAC-
Loads. For instance, at 1.28 bits/s/Hz (which correspond to 5000 packets/s, with
an occupied bandwidth of 4.68 MHz and a packet length of 1200 information
bits), the average Ec/Nt is equal to 30.8 dB. After the preamble correlation
phase, the SNIR of the preamble can be calculated:

SNIRpreamble =

[
Ec

Nt

]
th

+ 10 log(L) + 10 log(SF ) = 13.1dB (1)

where L is the preamble length in bits equal to 96 and SF is the spreading
factor equal to 256, resulting to be a good value for packet detection and SIC
effectiveness.

The efficiency of the turbo codes, with the choice of a robust rate (r=1/3)
results in a lower Eb/Nt threshold for the demodulation, ensuring excellent PLR
even at very low packet SNR. Keeping unvaried the assumption made in [6], i.e.
packets log-normally distributed in power with a standard deviation of 3 dB, the
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Table 2. PLR floors at different burst SNR

Burst SNRaverage (dB) PLR floor

-16 1.3 10−4

-17 5.1 10−4

-18 1.4 10−3

-19 3.8 10−3

-20 8.7 10−3

-21 1.7 10−2

system PLR floor may be evaluated. In Table 2, the good PLR values, even at
very low SNR, show the system robustness in noisy environments.

Regarding the cancellation process, due to the fact that the efficiency of each
stage affects the successive, it is very important to avoid to introduce residual
power coming from erroneous cancellations.

The PLR can be also studied at varying MAC-Loads. In order to strictly
evaluate the interference cancellation process, no noise was added, resulting in a
high SNR. Results in Table 3 confirm the validity of the implemented cancellation
process by group of packets.

Table 3. PLR floors for different MAC-Loads

MAC-Load (b/s/Hz) PLR floor

0.5 5.8 10−6

0.7 7.7 10−5

1 4.1 10−4

1.2 1.1 10−3

1.5 2.7 10−3

1.8 5.5 10−3

3.1 Code Collision

The code collision corresponds to the reception of two or more packets at the
gateway demodulator within a preamble detection interval. One can think that
the perfect superimposition of packets makes the demodulation unfeasible. An
interesting behaviour has been found out during laboratory testing of E-SSA
prototype, i.e. the PLR is not lower-bounded by the code collision effect. This
is mainly due to the robust rate of the turbo code and to the presence of the
SIC. In fact, most of the time the two superimposed packets can be correctly
demodulated, even if they have been transmitted at the same chip time. In
good channel estimation conditions, if the packets have different amplitudes,
it is possible to demodulate and cancel the most powerful of them at a first
SIC iteration, then the second one can be found by the preamble searcher at
a successive iteration. Similarly, frequency or phase differences can be useful to
differentiate between two packets starting at the same time. Moreover, even if
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Table 4. Code collision experimental results

MAC-Load (packets/s) Expected PLR Measured PLR

1000 4.2 10−4 8.3 10−6

2000 0.9 10−3 1.7 10−5

3000 1.4 10−3 1.7 10−5

4000 1.9 10−3 2.7 10−5

5000 2.3 10−3 3.8 10−5

the received packets present almost the same parameters (power, frequency and
phase), the probability of good demodulation is still not null.

The explanation comes from the structure of the E-SSA signal, which is ob-
tained by filtering a spread and scrambled BPSK sequence of symbols. From
the detection point of view, receiving two different packets aligned at the chip
time is equivalent to have a single packet, whose preamble amplitude is dou-
bled, consequently easing the detection. The turbo codes will lead the decoder
to choose one of the two initial sequences of information bits. The Table 4 herein
confirms this behaviour, showing that collision events do not lower-bound the
PLR. In fact, the measured PLR is by far lower than the expected PLR (the
ratio between the number of colliding packets and the number of transmitted
packets).

3.2 Power Distribution

The burst distribution in received power is one of the crucial system issues. In real
scenarios, due to different G/T values within a satellite beam, to the coexistence
of several transmitting antennas with distinct gains and to the impairments
introduced by the mobile channel, the power received at the hub, even in presence
of a quite accurate open loop power control, can vary substantially. This directly
affects not only the final performances of the E-SSA demodulator in terms of
achievable PLR, but also the number of iterations required to reach the fixed
PLR threshold. In order to simulate these effects, a Gaussian power distribution
has been chosen.

At increasing standard deviation in log-normally distributed power, two dis-
tinct effects are verified from the simulations. First of all, the number of terminals
with Eb/Nt lower than the demodulation threshold increases, due to the enlarged
basis of Gaussian distribution. Secondly, the SIC algorithm, starting from the
cancellation of packets with the best SNIR, is better suited to high power unbal-
ance distributions. In fact, when received power is not spread, the packet detec-
tion is much less efficient and the demodulation gets worse, because the average
SNR of detected packets is lower. In Fig. 3, it is interesting to notice that up to
a normalized MAC-Load of 1.7 b/s/Hz, the system performances are optimized
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Fig. 3. PLR at increasing MAC-Loads and different values of standard deviation
(C/N= -16dB)

at 3 dB of standard deviation both in terms of reached PLR. Above 1.7 b/s/Hz
the standard deviation optimal value becomes higher.

3.3 Frequency Distribution

Several components in the E-SSA satellite transmission can introduce a fre-
quency error: the clock instability at the terminal side, the on-board satellite
frequency conversion steps, the Doppler effect due to satellite and mobile ter-
minals, the hub frequency accuracy. While the frequency error introduced by
the satellite can be compensated at the hub and the hub itself can be eas-
ily connected to a stable reference, transmitting terminals conceived for mass
market distribution will not embed precise oscillators, as they are still quite ex-
pensive. Consequently, the E-SSA demodulator must manage a population of
terminals having a certain frequency distribution. Henceforth, frequency errors
are assumed to follow a uniform distribution.

In Fig. 4, PLR values are reported for increasing frequency errors of the
aggregated traffic. From a general point of view, the demodulator behaves like
a selective filter in frequency (-1.5kHz, 1.5kHz), as already demonstrated in [7].

For normalised MAC-Load values up to 1.5 b/s/Hz, the PLR is almost unvar-
ied up to the cut-value of 1500 Hz. Above 1.5 b/s/Hz, the system performances
in terms of PLR get worse at increasing frequency errors and, after 1500 Hz, the
PLR increases. In other terms, above MAC-Load values of 1.5 b/s/Hz, in pres-
ence of frequency drift, the detection process becomes more difficult and higher
average SNRs are required to target a fixed PLR.
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Fig. 4. PLR at increasing frequency error and fixed MAC-Loads (C/N= -16dB)

4 Conclusions

We have shown that the good theoretical performances of the E-SSA protocol
are confirmed by a real prototype. High throughputs at very low PLR (at least
10−3) have been reached and new fundamental behaviours of the system have
been refined. First of all, even if the importance of received packets power un-
balance in SIC mechanism had already been stated, here we have shown that to
each MAC-Load corresponds an optimal value of standard deviation in the log-
normally distributed received power. In an enhanced system, a simple open-loop
power control mechanism could exploit this behaviour by signalling from the
hub the ideal received power distribution, as foreseen in the S-MIM standard.
Moreover, it has been shown that the frequency error distribution could be a
constraint especially at high MAC-loads, strongly impacting the resulting PLR.
Future works will deal with the introduction of a mobile channel and the as-
sessment through the radiofrequency interfaces and the end-to-end satellite link.
The channel estimation parameters will become crucial in such an environment
and the impact on performances, jointly with the use of a control channel, will
be studied.
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Abstract. This paper presents a Master/Slave redundancy mechanism for the 
airborne Integrated Modular Radio to improve the reliability of the joint radio 
resource management (JRRM) system. The proposed mechanism adopts keep-
alive heart beat messages and real time information synchronization to ensure a 
smooth switchover in the event of a platform failure. To enhance the scalability 
and decoupling of the system, the proposed hot swap solution makes the JRRM 
switchover transparent to both the higher layers and the lower layers. The 
experiment results and the performance obtained from the test-bed has proved 
the validity of the solution.      

Keywords: Aeronautical Networking, RRM Redundancy, Integrated Modular 
Radio, Master-Slave Switchover. 

1 Introduction 

The EU Project SANDRA (Seamless Aeronautical Networking through integration of 
Data-Links, Radios and Antennas) [1] aims to design, specify and develop an 
integrated aircraft communication system primarily for air traffic management to 
improve efficiency and cost-effectiveness in service provision by ensuring a high 
degree of flexibility, scalability, modularity and reconfigurability. 

The SANDRA system is a ‘system of systems’ addressing four levels of 
integration: Service Integration, Network Integration, Radio Integration and Antenna 
Integration. From the communications network point of view, SANDRA spans across 
three segments, namely, the Aircraft segment, the Transport segment and the Ground 
segment, as shown in Fig. 1. The Aircraft segment consists of three main physical 
components: the Integrated Router (IR), the Integrated Modular Radio (IMR) and the 
Antennas. These three components form the SANDRA terminal [2]. While the IR is 
responsible for upper layer functionalities, such as routing, security, QoS and 
mobility, the IMR takes care of lower layer radio stacks and functions including radio 
resource allocation, QoS mapping and adaptation functions. Through Software 
Defined Radio (SDR) [3] the IMR supports dynamic reconfigurability of operations 
on a specific radio link at any time and provides the flexibility for accommodation of 
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future communication waveforms and protocols by means of software change only. 
The physical separation between the IR and the IMR has the advantage of increased 
modularity and identifying distinct management roles and functions for higher layer 
and lower layer components with IP providing the convergence. The Antennas 
include a hybrid Ku/L band Integrated Antenna (IA), a VHF antenna and a C-band 
antenna. The IA is a hybrid Ku/L band SatCom antenna to enable an asymmetric 
broadband link. The various end-systems i.e. Air Traffic Service (ATS), Airline 
Operation Centre (AOC), Airline Administrative communication (AAC) and 
Aeronautical Passenger Communications (APC) [4] are all connected to the IR. 

 
 

 

Fig. 1. SANDRA Network Architecture 

In the Transport segment, four radio transport technologies are considered, namely, 
VDL mode 2 [5] in VHF band, BGAN [6] in L-band, DVB-S2 [7] in Ku-band and 
AeroMACS - a WiMAX [8] equivalence for aeronautics communications - in C-band. 
The Ground segment consists of multiple Radio Access Networks (RANs) and their 
corresponding core networks, the Aeronautical Telecommunication Network (ATN), 
the Internet and the Public Land Mobile Network (PLMN) for passenger 
communications. In order to provide mobility and security services for aeronautical 
communications, functional components such as the mobility server, security and 
authentication server are required in the ground segment to provide corresponding 
mobility and security information services. These components will be provided by the 
ATS/AOC/AAC and APC service providers of the ATN on ground.  

This paper concentrates on a redundancy design of the JRRM (Joint Radio 
Resource Management) to increase the reliability of the IMR. Readers are referred to 
[9] for the functional architecture of the SANDRA terminal for radio resource 
management (RRM) and an approach to partition the functional entities between the 
IR and IMR for the configuration and reconfiguration of radio links.  

The rest of the paper is organized as follows: Section 2 is the general overview of 
the JRRM software architecture. Section 3 describes the need for a redundancy 
approach and the details of the proposed software design to support this redundancy 
behavior. It also describes the system startup flow procedures. The performance result 
of the proposed redundancy mechanism is presented in Section 4 and finally Section 5 
presents the conclusion of the paper.  
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2 The SANDRA IMR Software Architecture 

Fig. 2 depicts the general software architecture of the SANDRA IMR conforming to 
the SANDRA network architecture shown in Fig. 1. The hardware platforms are 
represented by the grey boxes.  
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Fig. 2. General Software Architecture of the IMR 

On each IMR processing hardware platform, there are five applications running: 
• The Supervisor Application: The Supervisor Application is responsible for 

launching the JRRM and the waveform applications. On boot up, the Supervisor 
Application will launch the JRRM and tell the JRRM what waveform 
applications are available on the particular machine. The JRRM can then tell the 
Supervisor Application to launch a particular waveform. If a waveform 
application goes down, the Supervisor Application will inform the JRRM. The 
waveform application might be single application, or maybe a combination of a 
stack application and a physical layer application. 
The Supervisor Application would monitor all the applications it has launched by 
sending regular health check messages and monitoring their responses. 

• The VT Manager: The Virtual Tunnel (VT) Manager[10] in the IMR works as 
user plane connection server and also encapsulates the IP packets in the 
SANDRA specific SAP messages before passing to the JRRM. It is responsible 
for establishing connections based on the real time information updated by the 
JRRM. 

• The JRRM application: The JRRM, with its provision of adaptation functions and 
together with the link management functions, forms an adaptation layer between 
the IR and IMR for interfacing the network layer with the multiple underlying 
Radio Stacks. This adaptation layer provides the necessary features for the joint 
RRM purposes. It hides the underlying complexities of the multiple radio 
protocol stacks from the network layer (i.e. in the IR) and provides a uniform 
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interface to control the multiple radios. More details of the JRRM internal design 
and functionalities are defined in [9]. 

• The Waveform application: Three combinations of the waveforms may be loaded 
onto one of the two FGPA boards the VDL2+BGAN, the DVB-S2 or the 
AeroMACS. Thus at a particular time, maximum two combinations can be 
loaded into the two FPGA boards in the two IMR processing platforms. 

• The IMR agent: This is a network management application which is responsible 
for collecting network management related information for the IMR. It consists 
of three main parts: a management interface, a Management Information Base 
(MIB), and the core agent logic. 

 
The JRRM is the centre of all the IMR control plane signals. Control signals are sent 
to and processed in the JRRM to establish and destroy connections as well as to 
control behaviours of supervisor and waveforms. User plane data pass through the VT 
Manager, then the JRRM and reach the waveform for downlink direction and vice 
versa for the uplink direction data. The IMR Agent make use of management plane 
signals to collection system status, errors etc. and report all these information to the 
network management unit. The supervisor periodically sends keep-alive messages to 
all other applications and monitors the status of them.    

3 JRRM Redundancy Design 

3.1 Problem Statement  

Safety and reliability are essential characteristics of any airborne applications. It has a 
significant impact upon effective operations. Although at present it may not be an 
essential requirement for the SANDRA IMR prototype to gain a DO-178B certifiable 
status [11], it is necessary for a commercial IMR to obtain the DO-178B certification 
in the future. As the key intelligent sub-component of IMR, the JRRM is critical for 
the normal operation of the whole SANDRA communication system to forward 
packets, resolve address, map QoS, manage links and etc. A failure of the JRRM will 
result in the failure of the IMR and thereby the whole SANDRA system. Hence to 
avoid such a failure it is imperative that the JRRM should backup all live session 
information and have the capability to switch all connections to the backup JRRM to 
provide uninterrupted service.   

Also in order maintain the scalability of the IMR system, it is important that the 
redundancy mechanism is completely transparent to the supervisor and the underlying 
waveform protocol stacks. 

The redundancy mechanism should be also transparent to the higher layers in the 
IR to minimize the coupling of these two modules and ensuring the modularity of the 
system. Another additional requirement for aeronautical communications is that the 
Master and Slave Node should switch their roles per flight base.  
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3.2 JRRM Redundancy Design 

A 1+1 (Master/Slave) level redundancy solution is adopted for the JRRM to increase 
the reliability of the IMR so as to reduce the system failure level. As depicted in Fig. 
3, the IMR consists of two IMR processing hardware platforms. Both IMR processing 
platforms have the same configurations and applications running except that the 
JRRM A in the IMR processing platform 1 works in a Master mode while the JRRM 
B in the IMR processing platform 2 works in a Slave mode. A Master mode node will 
be responsible for handling all user traffic and control signals from/to the IR and other 
applications; a Slave mode node only synchronizes information with the Master. The 
VT Manager co-located with the Master node is always active and process traffics 
while the one co-located with the Slave node synchronizes with the Master. 
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Fig. 3. The Architecture of JRRM Redundancy Design 

Keep-alive messages are sent by the Master JRRM to the Slave JRRM and should 
be responded by the Slave JRRM which ensures that both the Master and the Slave 
JRRMs know each others status. Once the Slave JRRM detects the failure of the 
Master JRRM, it will take over the task of the Master JRRM immediately and 
becomes the Mater. Both the Master and Slave JRRM nodes are configured with the 
same IP and MAC addresses for the interface towards the IR while one being enabled 
and the other one being disabled. From the IR’s point of view, only one IMR 
processing platform exists.  
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Fig. 4. JRRM system start up routines 

As shown in Fig. 3, the Master JRRM not only reads the messages from the local 
supervisor and the waveforms, but also reads the ones belonging to the remote 
applications. In the case of Master-Slave role switchover, the Slave JRRM will read 
all the queues. This makes JRRM’s location transparent to the supervisor as well as 
the waveforms.  

On system booting up, it is important to guarantee that there is one and only one 
Master exist at a particular time. This is achieved by a confliction detection procedure 
during system boot up as shown in Fig. 4. 

1. On system booting up, all the JRRMs will read the JRRM configuration files 
stored on the local disk. From the configuration file, it is assigned a 
preliminary working model either as pre-Master or pre-Slave. This will 
enable the two JRRMs to switch working mode per flight base rather than 
randomly picked up status. 

2. The JRRM will initiate all sub-modules as the pre-assigned working mode. 
3. The JRRM assigned with Master mode starts sending keep-alive message to 

the Slave JRRM. The slave JRRM starts listening and responding to the 
keep-alive message. If the Master JRRM receives keep-alive messages 
request from another Master, it will compare the system up time with the one 
contained in the keep-alive message, the one starts first will be the winner. 
Similarly, it a Slave JRRM has not received keep-alive message for a certain 
period of time, it will starts sending keep-alive message request and check 
whether another Master exist and decide whether to take the role of Master. 

4. The Master JRRM selected from the above step will be the formal active 
Master and be responsible to rewrite the configuration files on both 
platforms to swap the predefined master/slave modes. Mode change 
indications will also be sent by the master JRRM to all VT Managers to 
work as master or slave. 
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5. The Master JRRM performs its role, such as sending keep-alive message 
requests, handling all control signals and user data, checking flight status to 
load waveforms etc.. 

4 Performance Evaluation and Results 

The test-bed developed to measure the performance of the proposed mechanism is 
consists of an IR which is a Dell Vostro 430, Interl® Core™ i5 CPU, 2x2.67GHz, 
2.00GB Memory PC running Fedora Linux and two IMR Processing platforms with 
the same model PCs as IR but running QNX 6.5.0.  

The results in Fig. 5 shows the user plane data round trip delays before and after the 
Master-Slave switch over. It is assumed that the waveform emulator and the Master 
JRRM are on the same IMR processing platform before Master-Slave switch. As a 
consequence of the Master-Slave switch, the Slave JRRM becomes the Master and it 
is running on a different IMR processing platform from the waveform (cross 
platforms scenario). For one packet size test, the delay is measured as follows, 

1. The IR stamps the system time and sends a packet to the JRRM; 
2. The JRRM process the data and forward the data to the waveform emulators; 
3. The waveforms emulators swap the Destination and source address of the packet 

and echo the same payload to the JRRM; 
4. The JRRM analyze and return the data back to the IR; 
5. The IR stamps the system time again and compare the time difference. 
6. Repeat step 1-5 for one packet size 2000 times and get an average of one packet 

size to avoid random system error. 

It was seen that as the packet size increases from 0 to 1400 bytes, the delay increases 
from 1.8 milliseconds to 2.8 milliseconds. The delays increases after the Master-Slave 
switchover, because the waveforms and the JRRM are on different hardware 
platforms and the cross-platform transmission of the data takes extra time, around 2 
milliseconds.  
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Table 1 lists the time consumed by different modules during the Master-Slave 
switch process. Regardless the number of active connections being established, health 
check module and traffic processing module consumed 3.0 milliseconds and 6.0 
milliseconds respectively to become a fully functional Master from Slave mode. The 
time for the VT Manager to function from inactive to active varies from 5.0 
milliseconds to 12.0 milliseconds depend on the number of active connections. 

Table 1. Master-Slave Switch over time 

                  Active Connections  
Modules  

1 5 10 

Health check module 3.0 ms 3.0 ms 3.0 ms 
Processing module 6.0 ms 6.1 ms 6.1 ms 
VT Manager  5.0 ms 8.5 ms 12.0 ms 

5 Conclusion 

This paper presents the Master-Slave redundancy mechanism for the IMR. The 
design, signaling procedures and SAPs involved in the backup solution are described 
in detail. The solution also meets the requirement of the transparency of the JRRM 
switchover towards other components, such as the IR and the waveforms. This 
approach is validated and proved to be efficiency by the experiments results. The 
overall delay within the IMR system is far less than 10ms no matter the system is in 
normal operation or post-switched across platforms operation. 
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Abstract. Having available adequate and sufficient spectrum resources is a 
crucial factor to enable the fast growth of broadband mobile communications. 
Efficient use of scarce radio spectrum becomes more and more important. 
Especially in the lower frequency bands, with favorable conditions for mobile 
communications, spectrum will have to be shared between different services 
and applications. In this context effective sharing between mobile service and 
satellite services becomes increasingly important. It is no longer affordable to 
base the interference calculations on worst case assumptions. Therefore a novel 
and comprehensive approach of coexistence analysis is presented. The method 
discusses the extent to which propagation paths of various interference sources 
are correlated or not, and what the expected effect will be. Having a more 
realistic insight in the interference conditions could provide better viability of 
sharing arrangements, possibly with some realistic mitigation measures. 

Keywords: satellite services, MSS, FSS, mobile communication, mobile 
service, MS, broadband, spectrum, sharing, propagation, ITU-R P.452, model, 
coexistence, correlation radio path losses, interference analysis. 

1 Expected Demand for Mobile Services 

It is commonly recognized that terrestrial mobile communications have shown 
tremendous growth over the last decades. Building on this success the technology 
evolved to subsequent generations of terrestrial mobile networks, called IMT 
(International Mobile Telecommunications) systems, providing broadband wireless 
data services that support novel applications, such as internet browsing, e-mail, 
messaging, social media and video sharing.  

The enormous number of mobile users as well as the increase of mobile broadband 
applications boosts the need for wireless transmission capacity and as a consequence 
radio spectrum. The industry is responding to these needs by developing new 
technologies with a vastly enhanced performance (e.g. IMT-Advanced) and a more 
efficient and flexible use of the radio spectrum. The future use of the most advanced 
mobile technologies will provide significant gains in spectrum efficiency but will not 
be sufficient to cope with the growing demand for capacity. Studies from the 
International Telecommunications Union (ITU) [1] predict that the total spectrum 
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requirement for mobile cellular systems in the year 2020 will be significantly higher 
than the total frequency bands identified for the terrestrial component of IMT. Since 
adequate spectrum availability is considered to be a prerequisite for the success of the 
continuing development of IMT, there is a huge pressure to more make spectrum 
available for this purpose. 

At the same time, the use of Mobile Satellite Services (MSS) is also expected to 
increase significantly over the next decade. This growth is driven by demand, for 
MSS offers (global) applications for handheld mobile terminals and is very well 
suited for the delivery of among others broadband data and internet services in rural 
areas. For this reason, MSS is seen as an important element of the European Digital 
Agenda, a key goal of which is to ensure broadband access for all European Citizens. 
But MSS also makes possible new applications and services, like for example asset 
tracking and fleet management in the maritime and transport sector, onboard 
communication services offered to airline passengers, monitoring of remote pipelines 
and oil installations and machine-to-machine applications in various sectors. 
Moreover, MSS offers a solution for emergency communications in regions where the 
fixed infrastructure has collapsed as a result of a natural disaster or a crisis. These so-
called ‘hot spots’ can be reached by new satellites that are equipped with steerable 
spot beams. As a result of the above, the number of MSS handheld terminals in 
service is expected to be doubled or even tripled in 2020 and the revenues associated 
with MSS are predicted to grow at a rate of 7 to 8 percent per annum [2] [3], as 
figure 1 illustrates. Major satellite operators confirm these growth expectations, 
although some reservations are being made for the short term [4]. 

 

Predicted Global MSS Market Growth
(Source: TNO, based on NSR and Euroconsult Mott MacDonald)
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Fig. 1. Predicted global MSS market growth until 2020 

Serving the increasing number of MSS users and fulfilling the demand for 
enhanced broadband services presents a challenge to satellite operators. Having 
guaranteed and undisturbed access to sufficient spectrum resources is an essential 
basis for the successful operation of a satellite network and provisioning of reliable 
services. Since mobile communications are expected to grow, the demand for 
spectrum is increasing. A consequence of the expected increase in the use of MSS is 
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that the feeder links will also require more capacity which implies the need for 
sufficient spectrum for Fixed Satellite Services (FSS) as well. 

2 Spectrum Requirements 

In general MSS and Mobile Services (MS) are seen as complementary services, as is 
illustrated in figure 2. In the IMT concept a satellite component has been included 
from the beginning onwards to provide voice and data communication services in 
regions outside terrestrial coverage. From the satellite service point of view a 
Complementary Ground Component (CGC) is envisaged to provide mobile satellite 
or broadcasting satellite services in areas where satellite reception is difficult. CGC 
consists of base station type equipment that may be collocated with terrestrial cell 
sites or can be placed stand-alone. To enable compatibility and easy terminal hand-
over, terrestrial and satellite radio interfaces are required to have a high degree of 
common functionality and to operate in the same or adjacent frequency bands. 

 

 

Fig. 2. MSS as a component in the overall IMT-Advanced concept [5] 

To enable portable satellite terminals, similar to mobile phones used in the 
terrestrial mobile networks today, operation in the lower frequency bands (L, S and C-
band) with their favorable propagation conditions is desired. 

3 Frequency Allocations 

During the consecutive ITU World Radio Conferences (WRCs) additional frequency 
bands were step by step allocated to MS, as shown in figure 3. The allocations for MS 
will affect the spectrum that is available for satellite services. This is the case in the 
band around 2 GHz where spectrum allocated to MSS is intertwined with the MS 
allocations. In the 3600 to 3800 MHz band there is an allocation for both FSS (i.e. 
feeder links for MSS systems) as well as MS, which means frequency sharing 
between both services becomes important. The trend is that the spectrum allocations 
for satellite services are under pressure and are not likely to increase. 
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Migration of systems that might as well use higher frequency bands (Ku or Ka 
band), such as VSAT, can make the lower bands more available for portable satellite 
terminals. This measure is not expected to be sufficient and the need for sharing 
between MS and MSS/FSS will become increasingly important. 

 

Fig. 3. Spectrum made available for IMT-Advanced and spectrum allocations for FSS and MSS 
(mostly on a shared basis) 

4 Satellite Sharing with Terrestrial Mobile 

In case of wireless communication networks with terrestrial and/or satellite 
components, operated and controlled by a single provider, spectrum sharing reduces 
to an optimization issue. However, in case different providers are involved the 
situation is more complex and conflicting requirements have to be dealt with, like 
interference criteria, mitigation techniques to improve spectrum sharing and the cost 
involved with implementing the mitigation measures. There is an urgent requirement 
to optimally exploit the possibilities for sharing and coexistence between radio 
services. Against this background, there is a need to perform the coexistence analysis 
as accurately as possible. This paper discusses a novel and comprehensive approach 
to further improve the coexistence analysis between FSS and MS services in the 3400 
to 3600 MHz band, a case that is of particular current interest. 

For MS not to interfere with existing FSS links, two criteria are taken into 
account [6]: the long-term and short-term interference criterion. The long-term 
interference criterion is used to ensure a good quality of the satellite link and specifies 
the interference level that must not be exceeded for more than 20% of the time. For 
satellite earth stations in the fixed satellite service this interference level amounts to 
10% of the clear sky satellite system noise. For this criterion the interference 
contributions from all interference sources are assumed to vary simultaneously and 
are assumed to add on a power basis, meaning that interference contributions (and 
path losses) are considered to be correlated. 
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The short-term criterion is used to ensure the availability of the satellite link and 
specifies the maximum time percentage that a satellite link may be out-of-service due 
to a high level of interference (i.e. causing an increase of the satellite system noise 
which exceeds the satellite link margin). For this criterion the interference 
contributions from all interfering sources are assumed to vary independently and to 
add on a percentage-of-the-time basis, meaning that interference contributions (and 
path losses) are considered to be uncorrelated. For analogue satellite links this outage 
percentage is 0.03% and for digital links it is 0.005% [6]. 

To determine whether or not the interference criteria are exceeded, the propagation 
model described in ITU-R P452 [7] is used. We implemented this model and terrain 
data was used to calculate the interference level caused by a MS base station at a 
satellite earth station for various time percentages. Subsequently, for any (range of) 
azimuth and elevation angles of the satellite ground station, the percentage of time 
that an interference criterion is exceeded is calculated.  

The example illustrated in figure 4 shows the areas around a satellite earth station 
within which a single MS base station will cause the long and short term criterion to 
be exceeded. Obviously, the area within which a single MS base station could cause 
interference exceeding the short term criterion is much larger then for the long term 
criterion. To obtain an area comparable to that of the long term, either a high outage 
percentage (of about 5%) has to be accepted or a high satellite link margin (of about 
26 dB instead of 3 dB) has to be used by the FSS operator. Clearly, the short term 
criterion has more impact on spectrum sharing possibilities than the long term 
criterion. In the following analysis the focus will therefore be on the short term 
criterion. 

 

 

Fig. 4. Example of areas within which the long term (left) respectively short term (right) 
criterion will be exceeded by a single MS base station 

In general the assumptions made as basis for the criteria and the way in which the 
total interference caused by multiple MS base stations at a satellite earth station is 
calculated, are well suited for the case that only a limited number of dispersed MS 
base stations have to be considered. 

However, in case a large scale deployment in cities is considered, with many MS 
base stations in a clutter environment, two complications arise. Firstly, the calculation 
becomes rather complex and a large amount of environmental data is required to 
determine the clutter loss for each base station. Secondly, the assumption made for the 
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short term criterion that the interference contributions of all MS base stations arriving 
at the satellite earth station are uncorrelated becomes unlikely. Considering for 
instance a large scale MS network deployment in a city, at a large distance from a 
satellite earth station, the propagation paths between each MS base station and the 
satellite earth station are very close together (nearly identical from a propagation 
perspective). This suggests that the interference contributions of the MS base stations 
at the satellite earth station are more likely to be highly correlated even for short 
periods of time. This means that the periods of high interference at the satellite earth 
station due to each base station will occur more simultaneously instead of randomly 
spread in time. As a consequence, the actual outage percentage caused by a MS 
network deployment in a city can be considerably less than predicted when 
considering the contributions of all interferers uncorrelated as is currently common 
practice. 

An alternative approach is suggested here, which is dedicated to modelling the 
interference effects of a large scale MS network deployments in cities on FSS 
systems. This approach has been used to estimate the outage percentage at satellite 
earth stations in the Netherlands for various scenarios (i.e. MS network deployments 
in various cities). 

To reduce the computational complexity, a large scale MS network deployment in 
a city is modeled as a single (equivalent) base station by assuming propagation losses 
between each individual MS base station and the interfered-with satellite earth station 
are highly correlated. For this, a real large scale deployment of a broadband mobile 
network (based on Wimax technology) in Amsterdam served as a reference. For this 
network deployment the total power per channel, radiated towards the horizon, was 
measured. These measurements are subsequently used to determine the E-EIRP 
(Equivalent - Effective Isotropic Radiated Power) of a single base station in an 
uncluttered environment resulting in the same total power per channel towards the 
horizon (see figure 5). Knowing all the specifics of the BWA deployment in 
Amsterdam, the deployments in other cities are modeled in the same manner by 
scaling the E-EIRP according to the corresponding coverage area. 

 

 

Fig. 5. Modelling of MS deployment in a city 
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The total outage percentage due to deployments in several cities still depends on 
the extent to which the propagation loss on paths between the base stations in the 
various cities and the satellite earth stations are correlated. Again these paths can be 
close together or partly coincide (suggesting some or high correlation) or be widely 
separated (suggesting low or no correlation). At the moment that this study was 
performed, no model to predict the correlation in the path losses between different 
paths was available. This forced us to compute both the best-case (full correlation) 
and worst-case (no correlation) situation which, even for a limited number of cities 
with MS network deployments, leads to calculated outage percentages with a large 
difference. 

As an example, we consider the case of a large scale MS network deployment in 15 
cities (of which one is in Germany) and its effect on FSS systems located in Burum. 

 

 

Fig. 6. Example of a large scale MS network deployment in 15 cities 
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Since in Burum multiple satellite ground terminals are present, the outage due to 
MS interference has been calculated for all visible satellite locations. For the satellite 
ground terminals, the following parameters are used: 11 meter dish, 75oK system 
noise temperature. In addition, the (satellite) link margin is taken to be 3 dB. 

 

 

Fig. 7. Outage caused by each city and total outage assuming full correlation (ρ=1) and no 
correlation (ρ=0) 

As shown in the figure above, the large scale MS network deployment results in 
outages of 2.9 ~ 4.3 % (correlated) and 12.1 ~ 20.4 % (uncorrelated) respectively, 
depending on which satellite (location) the satellite ground terminal is aimed. This 
shows that both assumptions (fully correlated or uncorrelated) lead to quite different 
results. 

To obtain more accurate predictions, a recognized model to predict the correlation 
of the path losses between different paths is highly desired. Although not yet 
available, research is on-going in order to gain further insight in the correlation 
between path losses and thus to be able to develop an adequate model [8], [9]. 
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5 Conclusion 

Spectrum sharing requires a model by which interference can be accurately predicted. 
The current model is suitable if only a small number of dispersed interferers have to 
be considered. For more complex scenarios, as cellular like deployments in cities 
where many base stations are located within a relative small area in a clutter 
environment, it is less suited and will result in an overestimation of the outage 
percentage. To obtain more accurate predictions, a recognized model to predict the 
correlation of the path losses between different paths is required. This requirement is 
stressed by the burdens involved with implementing the mitigation techniques 
necessary to meet the objectives, which should be kept to a minimum. 
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Abstract. Integrated satellite-terrestrial networks can improve both the service
coverage and spectral efficiency in spot-beam-based mobile satellite service sys-
tem (MSS). In an integrated satellite-terrestrial network, MSS frequency is reused
in both satellite spot beams and complementary ground component (CGC). Due
to reuse of frequency, co-channel interference is present in both intra-component
(between CGCs) and inter-component (between satellite spot beam and CGC).
Without spot beams drift, these interferences have tolerable levels for acceptable
performance in voice and/or data communication. However, in practice, espe-
cially the inter component interference will start to grow if the spot beams drift
from their nominal positions due to pointing error of spot beams. In this paper,
we study the interference from the satellite component to the ground component
when the drifted spot beams start to interfere with CGCs reusing the same fre-
quency. The interference levels depend on the drift magnitude, drift angle, and
also the protection ring size utilized by the ground component. Simulation results
are provided for different values of these parameters and giving new insight into
the effects of spot beam drifting in an integrated satellite-terrestrial network.

1 Introduction

Recently, the International Telecommunication Union (ITU) has defined the concept
of an integrated mobile satellite service (MSS) system [2,3,4,6]. In this concept both
satellite based network (SBN) and complementary terrestrial based network (CTN)
are interconnected and controlled by satellite resource and network management
system [3].

CGC is ground-based component which interact directly to the core network [6].
CGC is also called by CGC type 1. Type 1 is L3 type of relay where from user equip-
ment (UE) point of view is considered as a cell of its own. Different types of CGCs are
discussed in [6]. In this paper (here after), we will use the terms CGC and terrestrial cell
interchangeably. In both of these entities MSS band is used to provide services seam-
lessly directly by satellite or via CGC. The main purpose of building such integrated
satellite-terrestrial network is to improve satellite service coverage in areas where the
satellite communications suffer from high blocking factor. On the other hand, spectral
efficiency is increased by reusing frequency in both SBN and CTN [3].

However, having benefits of increasing spectral efficiency and improving service
coverage using integrated satellite-terrestrial system, therein remain significant chal-
lenges to be resolved to foresee the successful deployment of integrated satellite-
terrestrial system. One of the major challenges is to avoid or mitigate intra- and
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inter-component co-channel interference caused by using same frequency in integrated
terrestrial-satellite system. Intra-component interference is generated within terrestrial
cells. On the other hand, inter-component interference is generated between terrestrial
cells and satellite spot beams. In ideal situation these interferences have tolerable lev-
els for acceptable performance in voice and/or data communication. But in practice the
spot beams are not fixed to the Earth surface. There are various types of natural perturb-
ing forces which will cause the GEO (Geostationary Earth Orbit) satellite to drift out
from its original path and assigned position towards so-called inclined orbit [5]. Hence,
antenna system will not be anymore aimed properly with the right pointing of its spot
beams projection towards the Earth surface. As a result, inter component co-channel
interference will start to grow if the spot beams drift from their nominal positions.

Very few papers have discussed the co-channel interference issues in integrated
satellite-terrestrial systems [1,8]. In [1], a model of an integrated mobile network com-
posed of a multiple spot beams satellite and terrestrial base stations (BSs) is presented.
This model is then used for analyzing uplink co-channel interference issues in integrated
satellite and terrestrial mobile systems. Moreover, analysis of interference issues in in-
tegrated satellite and terrestrial mobile system have been done by assuming that satellite
spot beam is completely fixed relative to the Earth surface. In [8], experimental based
study has been conducted to investigate the interference issues in integrated satellite-
terrestrial system. In both [1] and [8], drift of spot beams are assumed to be maintained
fixed. However, in inter-component interference analysis the knowledge of drifting of
spot beam is essential. Depending on the pointing accuracy of the spot beams, the po-
sition of the satellite spot beam pattern compared to the terrestrial cells can vary within
a range of several of kilometers. Hence, performance analysis of integrated satellite-
terrestrial system under the influence of spot beam drift is an important issue to study.

In this paper, we will analyze both intra component and inter component downlink
interference issues for integrated satellite-terrestrial system when the multiple satel-
lite spot beams drift. In our usage scenario, multiple satellite spot beams cover a large
geographic area which could include a large number terrestrial cells. Thus, when the ad-
jacent spot beams drift, satellite downlink interference could impinge on a large group
of co-channel terrestrial cells within the scope of satellite spot beams drift. The interfer-
ence level depends on the drift magnitude, drift angle and also on protection ring size
around the spot beam.

2 System Model

For co-existence assessment, in this study, GEO (Geostationary Earth Orbit) multi-
beam satellite is considered as space component and CGC as ground component. Geo-
graphic target area is considered as rectangular area. The target area is then sub-divided
into many service areas where services will be provided to users. For the sake of sim-
plicity we will consider only one service area which resides in the middle of the target
area. A cluster of spot beams of integrated satellite-terrestrial system and its overlaid
CGC cells is shown in Fig. 1. The coverage of the spot beam is modeled by two geomet-
rical shapes. Nominal coverage is bounded by hexagonal shape and the outer coverage
of the spot beam is bounded by circular shape. This circular shape ring is called pro-
tection ring. Protection ring is basically part of spot beam coverage. The purpose of
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Fig. 1. A cluster of spot beams (7 spot beams in one cluster)

creating protection ring around each satellite spot beam is for not emitting or receiv-
ing too much interference to/from adjacent spot beams and terrestrial cells. Inside each
protection ring the frequency used by the corresponding spot beam is not allowed to
be reused by the CGC. An example of forbidden channels within the cross section of
spot beams is also shown in Fig. 1. Very large size of protection ring will reduce inter-
component interference. However, it will lead to a reduced set of MSS channels left
available to the CGC [1]. Transmission power for each CGC cell is same. Frequency
allocation in each spot beam and terrestrial cells for a specific service area is done in
such a way that they are orthogonal. The shape of terrestrial cells is also considered
as hexagonal. Cell size varies depending on the environment such as rural and urban
case. Nominal positions of all spot beams in ideal situation (without drift) is shown in
Fig. 1. Users distribution in every terrestrial cell is assumed to be uniformly distributed.
There are several ways to plan the reuse pattern for terrestrial networks. In this paper,
we will use frequency reuse factor 3 for terrestrial cells and 7 for satellite spot beams.
If the given MSS bandwidth is 50 MHz then for a particular spot beam and its overlaid
terrestrial cells, MSS band will be divided equally into seven sub bands. One sub band

{f1 &  f2} {f3 &  f4} {f5 &  f6} f7

Terrestrialy reused MSS band

Satellite use MSS bandBand 2 Band 3Band 1

Fig. 2. MSS band allocation in satellite spot beam and terrestrial cells (14.2 MHz/CGC and 7.1
MHz/spot beam)
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will be allocated to satellite which is equivalent to 7.1 MHz and the rest will be used
for terrestrial cells. In this case, each sub band will be equivalent to 7.1 MHz. However,
due to our assumption of frequency reuse factor 3 for terrestrial cells, allocated six sub
bands will be combined to form three bands. Hence, each band of terrestrial cell will
be basically combination of two sub bands which is equivalent to 14.2 MHz. Band al-
location to a particular terrestrial cell is shown in Fig. 2 where blue, green and cyan are
represented as terrestrially reused MSS band and yellow is represented as satellite spot
beam used band (here f7). Moreover, in Fig. 2, blue color band is termed as band 1 and
is composed of two sub bands { f1, f2}. Similarly, band 2 (green) and band 3 (cyan) are
composed of { f3, f4} and { f5, f6} respectively. Frequency plan is carried out in C band
either between 3.4 GHz and 3.55 GHz or between 3.6 GHz and 3.75 GHz.

3 Drift of Spot Beams

The pointing error of drifted spot beam may vary depending on the orbit chosen for
satellite. The statistics of the drift trajectory can be obtained via measurement. However,
in this paper, we use a simple pointing error model to analyze the interference issues
under the influence of multi spot beams drift. In modeling pointing error of drifted spot
beam, we characterize it by two key parameters: drift angle and drift magnitude. Drift
angle will define the direction of spot beam drift. On the other hand, drift magnitude
defines length of trajectory path towards a certain direction of spot beam drift. Unless
otherwise specified drift angles are uniformly distributed. However, in this work most
results assumed given fixed drift angles.
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Fig. 3. Orientation of inclined and non-inclined drift angles of spot beams

According to the orientation of drift angle we can characterize it into two types of
pattern of drift angle: non-inclined and inclined. The details of two different orientation
of drift angles are given below:
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In inclined orientation, drift angle of spot beams will be inclined to any one of the
four quadrants as shown in Fig. 3. For example if the drift angle resides in quadrant
1 then two spot beams from the opposite quadrant will interfere the cells, in this case
{ f4, f6} will be responsible spot beams to interfere the target service area. Similarly if
the drift resides in quadrant 2, quadrant 3 and quadrant 4 then the set of spot beams
such as { f2, f6}, { f1, f3}, { f1, f5} will be responsible to interfere with the service area
respectively.

In non-inclined orientation of drift angle, spot beams will drift either horizontally
or vertically. Moreover if it drifts horizontally it can drift either left side or right side
from its nominal positions. In this case { f5, f4} and { f3, f2} will be responsible sets of
spot beams to interfere with the service area. On the other hand, if it moves vertically it
can drift either top or downwards from its nominal position. In this case, only one spot
beam either { f1} or { f6} will interfere with the service area. However, all of the above
considerations are for moderate realistic protection ring sizes.

4 Channel Model

The path loss model used in this work is [7]:

A = A0 + 10γ log

(
d
d0

)
(1)

where A0 is the intercept attenuation at a distance d0 from the CGC, γ is the pathloss
exponent. d0 and d are the reference distance and distance between user and CGC.
The signal-to-interference ratio (SIR) in terrestrial system depends on many factors,
including the cell layout, cell size, reuse distance, and propagation. SIR for a non-
collided user is

SIR =
Pdesired

∑Pinter f erence
(2)

where Pdesired is the signal strength from the desired CGC and Pinter f erence is the in-
terference signal strengths from neighboring co-channel CGCs. The SIR for a collided
(victim) user contains both the co-channel interference and inter-component interfer-
ence from the overlapping drifted satellite spot beam and is written as

SIR =
Pdesired

∑Pinter f erence +∑Psatellite
(3)

where Psatellite is the summation of satellite interference powers experienced by the
desired user from the co-channel drifted spot beams.

5 Simulation Results

In this section interference of integrated satellite-terrestrial has been evaluated using
pointing error model presented in Section III and the parameters presented in Table 1.
In our simulation, we consider geographic area of 70× 70 km2 reflecting the size of a
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Table 1. Simulation Model Parameters

Simulation Parameters Value
Service Area 70× 70 km2

Protection ring size 135 km
Frequency reuse factor for cellular 3
Frequency reuse factor for satellite 7

CGC cell radius 5 km
Drift angle Uniform or (0o,45o,90o)

Number of users per cell (CGC) 100
Path loss exponent (α) 3.8

A0 105.45 dB
Reference distance (d0) 200 m

Satellite interference power −104 dBm
Transmission power (CGC) 43 dBm

Minimum receiver sensitivity (CGC) 6.4 dB
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Fig. 4. Number of victim cells due to drift of spot beam vs. drift magnitude

service area of a city. As performance metrics, we use the number of victim cells and
received SIR level.

Fig. 4 shows the number of victim cells with respect to the different length of drift
magnitude of the spot beam(s). The studied drift angles were 00, 45o and 90o. It can be
seen that with 135 km protection ring radius and for all chosen drift angles there are no
victim terrestrial cells up to 19 km of drift magnitude of spot beam. However, number
of victim cells will start to grow after 20 km. It is also seen that when drifted spot beam
moves from one trajectory point to another trajectory point, the pattern of victim cells
plot also changes. Sometimes it is flat along multiple consecutive trajectory points and
sometimes it jumps from present to next trajectory point. Flatness of the plot shows
that the number of victim cells will remain same even though spot beam moves forward
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Fig. 5. Received SIR level with and without spot beams drift

and overlapped terrestrial cells. In this case, the frequency of overlapped terrestrial cells
is orthogonal to the frequency of the drifted spot beam. On the other hand, increment
of number of victim cells will occur when there is co-channel interference between
terrestrial cells and spot beam. Figure 4 also shows the impact of influence of single
or multiple spot beams on the service area. For example, at 90o drift angle only one
spot beam { f1} will be interfere with the co-channel terrestrial cells. On the other hand,
when the drift angles are 0o and 45o, two spot beams { f4, f5} and { f4, f6} respectively
will interfere with the terrestrial cells. Therefore, specially at the higher drift magnitude,
number of victim cells increase more when two spot beams overlap the terrestrial cells
then by one spot beam.

Fig. 5 shows the three sets of CDF plots of received SIR levels. Green CDF plot
shows the SIR level when there is no drift of spot beams. Blue CDF plot shows the
collection of SIR level for collided users as well as for non-collided users. In prac-
tice, when spot beams drift only co-channel terrestrial cells will be victim and others
terrestrial cells will be free from satellite interference even though overlap by drifted
spot beams. Finally, red curve CDF plot shows the SIR level only for victim users.
It is clearly seen that there is a impact of satellite interference on the performance of
integrated satellite-terrestrial system. For example, if the minimum required SIR level
is 6.4 dB, then it is seen that with around 24 percent probability the collided users will
have less than 6.4 dB. Ultimately the users those who have less than 6.4 dB SIR level
in the victim cells will go to outage.

6 Conclusions

In this paper, we have studied downlink interference issues due to pointing errors of
spot beam in an integrated satellite terrestrial network. Pointing errors of spot beams
characterized by two key parameters: drift magnitude, drift angle. Apart from pointing
errors parameters other key parameters associate to model integrated satellite-terrestrial
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system such as protection ring size, frequency reuse factor of both satellite spot beam
and terrestrial cell are also taken into account. Finally simulation has been performed
to evaluate the performance of such network under the influence of spot beam by tak-
ing into account performance metrics such as victim cells, and SIR. Simulation results
helped to understand that there exist significant inter-component interference due to
drift of spot beam. Moreover, simulation results reveal that as the drift magnitude of the
spot beam increases the performance of integrated satellite-terrestrial system decreases.
Hence, it is worthwhile to further investigate the inter-component interference issues
by taking into account more detailed physical layer model, different network load and
simulate for various application scenarios.

In summary, we can conclude that as the pointing errors of spot beam are inevitable
it is also worthwhile to study and find the possible solutions to mitigate and/or avoid
these interferences for future development as well as deployment of integrated satellite-
terrestrial system.
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Abstract. In the study of OFDM systems, discrete wavelet transforms have 
been reported to perform better than Fast Fourier Transform in multicarrier 
systems (MCS) - in terms of spectral efficiency because they can operate 
without a cyclic prefix, have reduced side-lobes and improved BER. However 
all of the wavelet families do not perform alike. This study has investigated 
various wavelet families such as Daubechies, Symlet, Haar (or db1), 
biorthogonal, reverse-biorthogonal and Coiflets for OFDM system design over 
an AWGN and multipath channels. Results show that Daubechies, Symlet, Haar 
and Coiflet wavelet families perform considerably better than other families 
considered, thus these families could be better in OFDM. 

Keywords: DWT, Family, OFDM. 

1 Introduction 

While wavelet transforms are seriously being considered for OFDM systems, it is 
pertinent to heuristically select the best among the numerous available members of 
the wavelet families. The criteria upon which any selection should be made must offer 
the best possible trade-off in comparison to its other family members. Beside other 
prominent applications, OFDM is used in Digital Video Broadcasting, DVB [1], 
which is of the form DVB-C for cable, DVB-S for satellite and DVB-T for terrestrial 
communications respectively. In [2], the discrete wavelet transform, DWT, has been 
applauded for its application advantages in video compression, Internet 
communication compression, object recognition, numerical analysis and signal 
processing. DWT does not require a cyclic prefix [3] and due to its longer basis 
functions and reduced side-lobes, bit error ratio (BER) in wavelet based OFDM is 
improved [4]. These advantages have been possible since the wavelet transform 
smartly eludes the limitation of non-simultaneous representation of signals in 
frequency and time. Recall that the Heisinberg uncertainty principle posits that it is 
impossible to represent a signal as a single point in time and frequency. However, 
wavelets use a multiresolution, time-frequency representation of a signal called time-
scale (or translation-scaling) representation. To do that, a signal, ࢙ሺ࢚ሻ can be observed 
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using this translation-scaling relation such that the signal is scaled and translated 
(shifted) periodically [5][6]. However, there are limits to the advantages of the 
wavelets transform in multicarrier system design. Continuous wavelet transforms, 

 has been defined as [6][7], 

                                            (1) 

where * is a complex conjugate. is the mother wavelet from which all other 

basis functions- daughter wavelets used in transformation are derived, through scaling 
(dilation or compression) and translation (shifting) [7]. It is given by [6], that  

                                                                  (2) ݇ is a scaling factor and is a translation factor. In its continuous form, the 
expressions are redundant infinite in number and have no analytical (closed-form) 
solution. As such, they are unsuitable for practical application in MCSs. We can solve 
this problem by making the wavelets discrete, i.e. by modifying (2) to be of the form 
[6]; 

                                       (3) 

And its basis function given by; 

     ቄ1   ݂݅ ݆ ൌ ݊ ݀݊ܽ ݓ ൌ ݁ݏ݅ݓݎ݄݁ݐ݋                   0ݑ                               (4) 

Where j, n, w and u are integers and is a fixed dilation step on which the 

translation factor, depends. Precisely, is usually set to 2 and as 1 to satisfy 

the dyadic property. [8] explained that the dilation problem can be solved by 
decomposing both the low-pass and high-pass filtered signals alike.  

In the following sections, we introduce the DWT in OFDM. Then, we discuss the 
simulation environment in which this investigation was carried out.  Graphs depicting 
results from this study are then presented, showing how the different wavelet families 
of different order perform. Using these comparisons, a selection from the wavelet 
family was then used to compare FFT-OFDM and DWT-OFDM. In the final section, 
we conclude the study and a list of references follows. 

2 DWT for OFDM Systems 

2.1 The DWT Scheme  

For use in MCS such as OFDM, DWT is seen [2][6] as consisting of a quadrature 
mirror filter (QMF) bank with low-݄ and high-݃ pass filters that convolve with the 
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signal according to the following scheme;  and 

, where ݏሾ݊ሿ represents the observed signal. The low-pass filter is 

related to the high-pass filter as follows, .  ݏሾ݊ሿ is analyzed 

and reconstructed according to the Fig. 1; 

 

 
a) Analysis (DWT)                                                      b) Synthesis (IDWT) 

 

Fig. 1. The DWT/IDWT Processes 

In Fig. 1a, the signal is decomposed, filtered and then downsampled. The reverse 
of this process is done in the receiver wherein the resultant parallel QAM or PSK-
modulated samples are first upsampled and then filtered accordingly. This is called 
reconstruction.  In OFDM, however, IDWT and DWT are recursively applied to the 
parallely aligned signals as long as decomposition and reconstruction length (the 
leaves of the tree and level) of the signal permits, as in the following block diagram; 

 
 

 

Fig. 2. DWT-OFDM 

The randomly generated data are recursively up-sampled and filtered by g* and h* 
(reconstructed) respectively and passed through the channel with additive white 
Guassian noise (AWGN). The resultant signal is then decomposed and down-sampled 
(DWT) and then recovered according to the designer’s mapping scheme of choice.  

2.2 Decomposition and Reconstruction Conditions 

Fig.1 shows a 3-level schematic decomposition and reconstruction structure of a 
typical DWT for multicarrier systems. Decomposed wavelets can be reconstructed [9] 
if the energy of the wavelets satisfies this property; 
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                           (5) 

Where ߙ and ߚ are the lower and upper energy limits independent of ݏሾ݊ሿ. Eq. 5 
suggests that the signal energy||ݏሾ݊ሿ||ଶ must be in the positive bound but not infinite 
which is the basic characteristic of natural signals. The signal, ݏሾ݊ሿ under study can 
be perfectly reconstructed according to Fig. 1b and the following [6]; 

                                        (6a) 

                                                            (6b) 

h(z) and are the lowpass and highpass synthesis filters respectively, h*(z-1) and 

are the analysis lowpass and highpass filters respectively. With Fig. 1, sub-

carrier frequency increase with increase in the decomposition level, thus there would 
be more resolution and low frequency components.  

3 Simulation Environment and Results 

To succinctly distinguish among the DWT member families, BPSK has been used to 
modulate the data transmitted over Rayleigh fading channel with AWGN. Results 
below show the performance of different discrete wavelet families when compared for 
BER and SNR. Meanwhile, the following parameters have been used; 

Table 1. Simulation Parameters 

 DWT FFT 
Modulation Scheme BPSK BPSK 
FFT Size Nil 64 
Cyclic Prefix Nil 25%  
DWT Families db1, db2, db3, db5, db44, haar, coif1, coif2,

coif3, coif4, sym2, sym3, sym4, sym5, bior1.1,
bior1.3, bior1.5, bior2.2, rbio1.1, rbio1.3,
rbio1.5, rbio2.2 

Nil 

Decomposition level ݇ ൌ 2݃݋݈ ሺܰሻ, N = 64. Nil 
Symbol length 2*10^4 2*10^4 

 
In DWT, transmitted data must be in order of ܯ ൌ 2௞ to ensure possible 

decomposition and reconstruction. This has influenced our choice of ܰ ൌ  64.  

3.1 AWGN Channel Only 

In FFT-OFDM, if the bandwidth length, N is extended by L-cyclic prefix, it costs an 
effective bandwidth of ܰ/ሺܮ ൅ ܰሻ and signal power proportionate to ܰ/ሺܮ ൅ ܰሻ 
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[10]. We compensate for this power cost with an equivalence of ݐݎݍݏሺܰ/ܮ ൅ ܰሻ and 
append same to the transmitted signal. This has been cared for in the simulation with 
Rayleigh channel where cyclic prefix is required for channel immunity. This cost and 
scaling is not necessary in the DWT-OFDM since the scheme requires no cyclic 
prefix. The graphs below depict the DWT families and FFT-OFDM compared over an 
AWGN channel; 
 

 

Fig. 3. Performance of DWT families and FFT-OFDM over AWGN channel 

Using the enumerated parameters, the signal is reconstructed for ݈2݃݋ሺܰሻ or 4- 
levels in our case, with ݈2݃݋ሺܰሻ ൅ 1 leaves of the wavelet trees. In the receiver, the 
received signal is again decomposed up to 4-levels with ݈2݃݋ሺܰሻ ൅ 1 leaves. These 
leaves form the subchannels of the MCS and these subchannels modulate the data 
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and rbio1.3 DWT over AWGN 
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over the transmitter and the receiver. Over AWGN channel, results show that 
different wavelet families perform differently with Daubechies family performing 
best, while the biorthogonal and reverse-biorthogonal families perform worst. Since 
different families posses different filters, thus different wavelet families must perform 
differently.  However, other family members, such as Haar, Coiflet, and Symlet 
perform likely equally with the Daubechies family members. 

3.2 Rayleigh Fading Channel 

In [11], a Rayleigh fading channel is shown to consist of several multipath channels. 
It is characterized by a number of attenuated, time delayed copies of the original 
transmitted signal. In the baseband, its impulse response can be modeled as [12];  

                                                  (6) 

 and  are the amplitude and time delay respectively with a phase shift of 

 for the nth multipath at a prevailing time, ݐ. ܰ is the possible 

number of multipath and  is the Dirac delta. Assuming no line of sight [13][14], 

Eq.6 correctly models a Rayleigh distribution for a time varying multipath channel. In 
the frequency domain, the channel transfer function, ܪ, is obtained as a Fourier 
transform pair of the channel impulse response. 

3.3 The Channel Estimation Scheme 

In [7], Zero-forcing, ZF channel estimation method in time domain of wavelet-OFDM 
for feedforward systems has been shown for In-home Power Line Communication, 
PLC channel. We extend this ZF channel estimation in time domain of a DWT-
OFDM system to a Rayleigh fading channel with AWGN noise. 

 

 

Fig. 4. The ZF channel estimation scheme 

Given that ݎ is the received signal, expressed as; ݎ ൌ ൅ ݏܪ   is the ݓ where ,ݓ 
AWGN. If we define the channel impulse response of the systems as ݄, its transfer 
function is a Fourier transform of ݄ and is given by ܪ. Since the DWT offers a long 
basis function thus promising a total ISI and ICI combat, no CP is thus required so 
that we equalize the channel just before the DWT operation into frequency domain 
according to the following; ݒ ൌ r. ሺ1/ܪሻ. By the above scheme, the result below 
shows the performance of db5, bior2.2 and FFT-OFDM in a Rayleigh fading channel. 
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a) (db5), biorthogonal (bior2.2) DWT 

and FFT-OFDM 
 

b) Symlet (sym2), biorthogonal 
(bior2.2) DWT and FFT-OFDM 

 

Fig. 5. Performance comparison of Daubechies (db5), Symlet (sym2), biorthogonal (bior2.2) 
DWT and FFT-OFDM over Rayleigh fading channel with AWGN 

Comparing the db5 and sym2 with the FFT for instance, there is nearly 5.0dB gain 
(SNR) and with the bior2.2, there is up to 3.0dB gain (SNR). Thus, we see that the 
db5 outperforms all the family members considered in this respect. It then follows 
that Daubechies DWT family members perform better than other DWT family 
members. 

Conclusion 

An in-depth study into the performance behaviour of discrete wavelet transform for 
multicarrier systems, such as OFDM, has been presented. Results show that DWT of 
the Daubechies families champion in performance when observed in terms of BER 
and SNR. Haar DWT which is on the other the db1 sub-family can be considered 
alongside the Daubechies families. Except for biorthogonal and the reverse 
birothogonal, all other wavelet families studied perform alike. Within the Daubechies 
DWT families, lower order sub-families which have lower number of filters can be 
considered for OFDM systems in terms of improved BER and run-time at the expense 
of the higher order members. 
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Abstract. This article presents a theoretical analysis for packet delay and 
simulation results for a realistic implementation of the Multi-User MIMO LTE 
Release 8 downlink standard in mobile satellite systems. Two Satellites, one 
Ground Station and two 2x2 MIMO Channels have been used as a basic 
configuration in the simulation scenarios and various key characteristics of the 
MIMO channel and the LTE radio interface, including physical layer and radio 
resource management functions ware simulated and their impact on system 
performance is evaluated for moving terminals in wide area scenarios. 
Simulation results suggest that in practice multi-user LTE, when applied to the 
transmission over satellite links, is able to support multi stream transmission 
with very high data rates, even for hand held moving terminals. Moreover, the 
improvements of Multi-User MIMO transmissions for different system 
configurations are clearly shown for different number of users. Finally a 
theoretical approach, considering OFDMA scheduler functionality, is presented 
leading into an optimization procedure for MAC transport channel packet 
length. 

Keywords: LTE, Satellite, Multi-User MIMO, OFDMA, MAC transport 
channel. 

1 Introduction 

The growing demands for broadband wireless data communications, in multihop 
capable interfaces, are becoming more and more intense due to their improvements of 
coverage and capacity. For these reasons they are proposed for the next generation 
cellular systems like 3G-LTE [1]. This has motivated many research efforts in the last 
years, puts high pressure on operators to increase the capacities of their networks and 
on the industry for enabling such an increase also in the long term future via more 
efficient and flexible communication standards. Long-Term Evolution (LTE) is an 
emerging radio access network technology standardized in 3GPP [1], that meets all 
the previous constrains, and evolving as an evolution of Universal Mobile 
                                                           
* Member ICST, IEEE, EuMA. 
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Telecommunications System (UMTS). LTE uses Orthogonal Frequency Division 
Multiplexing OFDM as downlink air interface multiple access scheme [1].  

The interesting research outcomes that obtained by proposed LTE techniques in 
terrestrial networks have engender further interest in investigating the possibility of 
applying the same principles in satellite networks. However, there are fundamental 
differences between satellite and terrestrial channels that lead this effort to a very 
challenging research subject. The most important restriction for the successful 
deployment of mobile satellite systems in the LTE networks is the overall cost 
minimization. In order to achieve this, the technological commonalities with the 
terrestrial networks have to be maximized. This can be done by considering the 
terrestrial radio interface as the baseline for the satellite radio interface, introducing 
only those modifications that are strictly needed to deal with the satellite peculiarities. 
The most important peculiarities are nonlinear distortion introduced by the on-board 
power amplifiers, long round-trip propagation times, and reduced time diversity. 

Many researchers work on LTE and MIMO based systems for satellite 
communications. General LTE concept descriptions are available in [2-7]. In these 
papers, the focus is on key characteristics of the LTE radio interface. A set of such 
key characteristics are both qualitatively discussed and quantitatively evaluated in 
terms of downlink user data rates, spectrum efficiency generated by means of system 
level simulations and measurements. In [2] the applicability of the 3GPP Long Term 
Evolution standard to mobile satellite systems is investigated. In [5] the applicability 
of multiple-input multiple-output (MIMO) technology to satellite communications at 
the Ku-band and above is investigated. In [6] a three dimensional channel model for 
the study of distributed MIMO communication systems is presented. Finally, in [7] a 
novel physical-statistical generative model for the land mobile satellite (LMS), dual 
polarized, MIMO channel along tree sided roads is presented.  

Performance optimization of such a satellite network is crucial due to long 
propagation delays, contributing into throughput reduction. MAC layer maps the 
logical channels into a new channel format called transport channel [9]. MAC packet 
length is dynamically decided based on the service and the used Modulation and 
Coding scheme (MCS). Optimizing the packet length will contribute into less delays 
thus improving the overall performance.  In [10] combination of power and time-
frequency domain allocation of resources has been extensively studied and in [11] 
different scheduling time-frequency domain algorithm approaches have been also 
proposed. Finally in [12] a good algorithmic analysis has been presented exploiting 
simultaneously throughput optimization with QoS rate restrictions. Most important 
scheduling algorithms involved in existing analysis in literature are considering 
mostly proportional fair schemes, max CQI, min interference or round robin and 
performance results have been proposed based on the channel conditions. In order to 
make good scheduling decisions, uplink/downlink scheduler should be aware of 
channel quality in the time-frequency domain, as channel fading is time-frequency 
dependant, using channel quality reports (CQI) [13]. Although ideally, the scheduler 
should have exact knowledge of the channel quality for each sub-carrier and each user 
[14], this is not realistic due to increased signalling load and a compromise between 
good channel quality knowledge and CQI reports has to be decided [15]. However all 
previous analysis mostly focus on the scheduling algorithm performance optimization 
based on algorithm simulations and simple theoretical approaches for CQI, quality 
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and MCS selection. What is still missing is an exact analytical model to combine all 
different aspects of scheduler functionality in order to provide an exact optimization 
solution for MAC transport channel length.  

In this paper a realistic implementation of the Multi-User MIMO LTE Release 8 
downlink standard in mobile satellite systems is investigated. Simulation results show 
that the performance improvement depends on the considered parameters. MAC 
packet length optimization analysis focuses on basic delay calculation over the LTE 
air interface based on scheduler and MAC layer functionality. In the basic analysis 
retransmissions are considered as a general drawback on the throughput optimization. 
The rest of the paper is organized as follows: Section 2 describes the FDD MIMO 
LTE system level model and an overview about the simulation model used for the 
investigation with description of the performed link and system level simulations; 
Section 3 presents the basic theoretical delay analysis; Section 4 presents the 
simulation results; and finally the conclusions are given in Section 5. 

2 The Multi-User FDD MIMO LTE Simulation Model 

This section presents the proposed Multi-User FDD MIMO LTE system level model 
and the simulation setup environment. The simulation results were obtained with the 
Agilent Advanced Design System (ADS) [8]. We performed Multi-User TDD 
downlink coded measurements on MIMO channels for all the combinations of the 
parameters discussed bellow. In our analysis we assume a scenario in which two GEO 
satellites broadcast services to a Ground Mobile Terminal (GMT). Both satellite and 
terrestrial components work at the same frequency, thus realizing a Single Frequency 
Network (SFN). Figure 1 shows a schematic diagram of the simulation model that 
consists in three main blocks for each satellite link: transmitter, channel and receiver 
chains.  

 

Fig. 1. The Multi-User TDD MIMO LTE simulation model 
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The reference channel in A.3 of TS 36.101 [1] is used as a signal source with the 
exception that no Physical Hybrid ARQ Indicator Channel (HARQ) transmissions are 
employed and a Bandwidth of 10 MHz is employed. The modulation type that we 
used in our simulation scenarios is the 10 MHz QPSK 1/3. Four (2 per satellite) 
transmitter antennas and 2 receiver antennas were used as parts of the simulation in 
Transmit diversity transmission mode. The correlation matrix support was set to 
Medium. Table 1 shows some of the most fundamental simulation conditions and 
parameters.  

 

Table 1. LTE System fundamental simulation conditions and parameters 

Parameter Value 

Carrier Frequency 2.5 GHz 
Bandwidth 10 MHz 
Frame Mode TDD Configuration 
Oversampling Ratio 2 
Cyclic Prefix Normal 
Antenna Configuration 2x2 for each Satellite 
Number of code word(s) 2 (Spatial multiplexing) 
Number of layer(s) 2 (Spatial Multiplexing) 
Correlation Medium (α=0.3, β=0.9) 

 

Table 2. UEs and GMT fundamental simulation conditions and parameters 

Parameter Case 1 
1 User per Satellite 

Case 2 
2 Users per Satellite 

Case 3 
3 Users per Satellite 

Velocity (a) 5km/h, (b) 
50km/h 

(a) 5km/h, (b) 
50km/h 

(a) 5km/h, (b) 
50km/h 

Number of Subframes 10 10 10 
Modulation QPSK QPSK QPSK 
UEs Payload 1/3 1/3 1/3 
Preconding Yes Yes Yes 
Channel Estimator 2D MMSE 2D MMSE 2D MMSE 
Number of RBs for 
each 2D-MMSE 
interpolation 

5 5 5 

Turbo decoder 
iteration 

6 6 6 

 
The basic configuration of the MIMO channels is in accordance to the 

specifications of Annex B - TS 36.101 [1]. The MIMO satellite channel was modeled 
as a normal MIMO LTE channel with medium correlation and the Doppler frequency 
was taken into account. In addition, to accurately model the MIMO satellite channel, 
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a High Power Amplifier (HPA) is introduced within each satellite channel [2-4]. The 
HPAs are assumed to work with an Input Back-Off (IBO) of 4dB. Both Satellite 
channels assumed to be identical for simplicity.  Moreover the proposed inter-TTI 
interleaving technique that was proposed in [2] is used in order simulate the satellite 
propagation conditions. 

In the proposed scenario the Ground Mobile Terminal (GMT) motion is taken into 
account by considering the Doppler spread. Two different speed values are analyzed, 
that are ν = 5km/h and ν = 50km/h. The GMT receiver uses a 2D MMSE channel 
estimator with 5 RBs for each 2D-MMSE interpolation and the Turbo decoder 
iteration number was set to 6. Simulations were performed for both Single and Multi 
User UEs. The parameters used in the simulations are given in Table 2. 

3 Basic MAC Delay delayT Analysis  

In LTE services traffic is based on IP technology [1]. Between UE and Nodeb 
(terrestrial or satellite) each MAC packet is supposed to be transmitted completely 
over the air interface before starting transmission of next MAC packet in a duration of 
Time Transmission Interval TTI=1ms. In such a case the advantage is that LTE could 
provide error detection and retransmission not only on TCP/UDP IP level on the core 
network but also on the air interface resulting into better correction techniques 
improving thus the throughput and minimizing delays [1]. In each downlink 
TCP/UDP IP initiation session, scheduling decisions are mostly decided based on 
QoS service profile and Channel Quality Index (CQI) measurements. A number of 
variable length MAC packets arriving at the destination will be acknowledged by 
sending back a short acknowledgment packet of length Mack bits size on the PDSCH 
downlink channel. There is supposed to be a window size of length W, meaning that 
on the eNodeB receiver an acknowledgment is created only when a total number of W 
MAC packets are received.   One interesting question that arises then is which is the 
optimum MAC packet length size in order to improve throughput per connection. 
Suppose that a TCP/UDP IP packet of MI bits per packet be framed in such a way that 
resulting MAC packets of variable length Mmac bits per packet contains a fixed 
number of Mover header bits per packet [16]. In such a model then one MI packet will 
be segmented into Int[MI / Mmac] MAC packets. Definitely the division will never 
allocate an integer number and hence padding should be applied in order to be able to 
fix the leftover bits into exactly Mmac packet size.  The total number of MAC packets 
out of one MI size TCP/UDP IP packet are Int[MI / Mmac] +1, the total number of 
MAC bits to be transmitted out of one MI size TCP/UDP IP packet are MI + {Int[MI / 
Mmac] +1}Mover, where the factor {Int[MI / Mmac] +1}Mover is the overhead created by 
MAC layer for the MI size TCP/UDP IP packet transmission. What is then interesting 
to measure is the total transmission time (as a measure of expected delay) and the 
error performance as functions of MAC packet size Mmac  and to find the best 
compromise. Expected whole TCP/UDP IP packet transmission time in ideal 
conditions, without retransmissions, is: 
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bits to be transmitted on the downlink PHICH physical channel per W window size 

which is not delayed by scheduling decisions ( ack
sch st T= =1 ms). TTIr is the number 

of transmitted bits per scheduled block (TTI = 1ms and bandwidth of 180 kHz) which 
depends on Link Adaptation Modulation Scheme, N is the average allocated number 
of 180 kHz radio block (RB) units of bandwidth per TTI considering also the 
constraint that 0 N BW≤ ≤ where BW is the allocated bandwidth in the cell 
planning (minimum 1.8 MHz up to maximum 20 MHz) and M is the number of 
antenna ports (in case of MIMO implementation). In this analysis then we consider,  

for average 180N kHz⋅ allocated RB, TTIN r⋅  bits out of total o be transmitted 

simultaneously in TTI = 1 ms and finally if we have spatial multiplexing of M M×  

MIMO antenna ports then TTIM N r⋅ ⋅ bits are expected to be transmitted 

simultaneously in TTI = 1 ms. Finally sn T⋅  is the average schedule time by 

scheduler, where n is an integer value to indicate the number of subframes (Time 

Transmission Interval 1sT ms= ) that one MAC packet is not scheduled by scheduler 

in a total scheduling period T. Remember that n for downlink scheduling decisions 
depends mainly on the QoS Guaranteed Bit Rate (average) GBR parameter, on 
Channel Quality Index CQI measurement report and also on UE transmitter mean 
packet waiting time on the buffer.  Substituting F into equation (1) we get:  
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Considering then that its MAC packet could be retransmitted maximum v times and 

the average transmission rate is  macm  from (1) TCP/IP packet transmission delay 

time could be recalculated as:        
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Substituting then F padding bits from previous analysis TCP/IP packet transmission 
delay time could be recalculated as: 
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Average number of retransmissions macm is a function of the MAC packet error rate. 

In this analysis we do consider p to be the MAC packet successful acceptance 

probability rate. If after maximum v transmissions the MAC packet is still corrupted it 

will be finally forwarded to the upper RLC layer with probability (1 )vv p⋅ − since 

MAC layer does not discard corrupted packets even after the maximum v  number of 
retransmissions. Hence overall average retransmission rate is calculated as: 
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Since (1 ) 1 (1 ) macM
bp p− = − − where bp is the bit error rate which could be 

substituted with BER and should be calculated from simulations (as we did on section 
4 in Fig. 6a) or real channel measurements.  
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Retransmission rate macm depends on number of attempts v and on the size of the 

MAC packet macM . LTE MAC Scheduler follows rules of priorities on scheduled 

packets per TTI. Basic priority rule assigns retransmission packets with highest 
priority rather than new packets on the transmitter bucket when they are scheduled by 
scheduler. Expected delay budget equals: 

          
max budget

delayτ max max

max budget
delay s

s s
s

n T
v T n T v

T

τ −
= +  =  (7) 

and equation (6) finally becomes:  
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4 Results and Discussion 

Performance of the simulated schemes is compared in terms of Tx and Rx Signal 
Spectrum, Complementary Cumulative Distribution Function (CCDF), BER and 
BLER measurements. Simulations were conducted taking into consideration the 
number of users in each Satellite Link.  Figure 2 presents indicative Signal spectrums 
in the 4 transmit antennas (2 per Satellite) and in the 2 receive antennas 
for dBNE ob 20/ = . The modulation scheme in figure 2 is QPSK 1/3, while the 

correlation was set to medium. Figures 3 and 4 present CCDF measurements of the 
TDD Downlink LTE signals in the 2 receive (Rx) antennas. The modulation scheme 
is QPSK 1/3. As it is seen for figure 3 the number of EUs increment does not affect 
the CCDF measurements for both ground terminal velocities of 5km/h and 50 km/h. 
On the other hand the ground terminal velocity affects the CCDF measurements as it 
is seen in figure 4.  

 

 

Fig. 2. Signal spectrums in the 4 transmit (Tx) antennas and in the 2 receive (Rx) antennas for 
dBNE ob 20/ =  

BER, BLER and Throughput measurements where performed for the case of 
QPSK 1/3 modulation scheme. The throughput was evaluated using the proposed 
specifications of the LTE radio interface, where the modulation was fixed at QPSK. 
The turbo code that was used and the mapping from code words to layers ware 
according to LTE specifications. The throughput was calculated as the product: 
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Fig. 3. CCDF measurements of the TDD Downlink LTE signals in the 2 receive (Rx) antennas. 
(a) and (b) stands for v=5km/h, (c) and (d) stands for 50km/h 

 

 

Fig. 4. CCDF measurements of the TDD Downlink LTE signals in the 2 receive (Rx) antennas 
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Fig. 5. (a) BER, (b) BLER and (c) Throughput measurements for different UEs and GMT 
velocities 

CodingRateNFERThroughput layers ∗∗−= )1(            (9) 

where FER denotes the frame error rate,  layersN  denotes the number of layers and 

CodingRate is the rate of the Turbo code. Figure 5 shows BER, BLER and 
Throughput measurements of the TDD Downlink LTE signals in the first Satellite 
link. As it is seen BER and BLER measurements are degraded when the velocity of 
the GMT increases, while when the number of UEs increases the BER and BLER 
values remain unchanged. On the other hand Throughput practically remains 
unchanged. These results indicate that the increment of the multi-users number, from 
one to tree, does not have any impact in the overall performance for the given 
configuration.  The CCDF, BER, BLER and Throughput simulation results that 
derived from figures 3 to 5 indicate that the proposed Multi-User MIMO LTE 
downlink can handle up to 3 UEs per Satellite link.   

Substituting results of BER into equation (9), for a specific service maximum 
allowed delay max budget

delayτ , for specific channel conditions (thus scheduler average 

scheduling instances n  and for sT = 1ms as the sub-frame time transmission 

interval we could calculate the average number of retransmissions  MACm . Then 
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substituting into equation (4) we could calculate the optimum macM length to keep 

delay delayT  into the desired bounds. 

5 Conclusion 

In this paper system performance of a Multi-User MIMO LTE downlink for Satellite 
Communications which consists of Two Satellites, one Ground Station and two 2x2 
MIMO Channels was investigated and various key characteristics of the MIMO 
channel and the LTE radio interface, including physical layer and radio resource 
management functions ware simulated and their impact on system delay and 
performance metrices is evaluated for moving terminals in wide area scenarios. 
Simulation results indicate that the proposed Multi-User LTE system, when applied to 
the transmission over satellite links, is capable of supporting multi stream 
transmission with very high data rates, even for hand held moving terminals for up to 
3 UEs per Satellite link.  
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Abstract. Two novel reduced-size, printed spiral antennas are proposed for use 
in personal communications mobile terminals exploiting the ‘‘big low earth 
orbit’’ (Big-LEO) satellite system (uplink 1.61–1.63 GHz; downlink 2.48–2.5 
GHz). The two proposed antenna give 3.12―6.25% bandwidth at lower 
resonant mode of 1600MHz, while at the higher resonant mode of 2450MHz a 
bandwidth of around 6% is obtained. The experimental and simulated return 
losses of the proposed antennas show good agreement. The computed and 
measured gains, and axial ratios are presented, showing that the performance of 
the proposed two antennas meets typical specifications for the intended 
applications. 

Keywords: printed spiral antennas, bandwidth, return losses, axial ratios. 

1 Introduction 

Personal satellite communications systems provide global coverage, especially where 
there are no nearby terrestrial base stations [1,2]. The majority of systems currently in 
operation use the ‘big low earth orbit’ (Big-LEO) satellite system, such as 
‘Globalstar’, which was chosen as a system for detailed study [1]. Handsets of this 
system require broad-beam radiation patterns with low-cross-polarization, circularly-
polarized antennas to get acceptable link margins. These terminals use an uplink band 
at 1.61-1.6214GHz (L-band) and downlink band at 2.4835-2.5GHz (ISM/S-band). 

Satellite mobile communications systems have been available for some years. The 
systems have experienced some commercial problems, particularly due to the 
unexpectedly rapid growth of terrestrial systems, but they still have a place in the 
overall range of wireless communication systems. 

The size and appearance of the satellite handset quadrifilar helix antennas and their 
radomes presents a problem of image and convenience for a public used to the low-
profile antennas of terrestrial systems [3-6], whilst the design must achieve specific 
antenna requirements appropriate for satellite communications. 

Reducing the size of the antenna is not easy, since it requires us to have more 
directive gain than the lowest order (dipole) mode. This causes difficulties if its size is 
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required to be less than about a half wavelength at the operating frequency, due to 
what is effectively a ‘law of physics’ for small antennas, the so-called Wheeler limit 
[7]. Some success in reducing the size of antennas has been achieved by coiling the 
wire elements, first into helices and later into spirals [8-13]. Understanding of 
traditional circular spirals is well advanced, but square designs are likely to fit more 
conveniently into practical products [8, 9]. 

Spiral antennas are particularly known for their ability to produce very wide band, 
almost perfectly circularly-polarized radiation over their full coverage region. As a 
result of this polarization characteristic and the ability to produce a broad zenith-
directed pattern, spiral antennas are popular for use in satellite mobile communication 
handsets. 

In this paper, the achieveable size of the Quadrifilar Square Spiral Antenna 
(QSSA) discussed in [8- 10] was significantly reduced by a new design of Dual-Arm 
Square Spiral Antenna (DASSA) on a thin dielectric substrate. This made the new 
antenna of a size that would be easily mountable on the top of a handheld terminal for 
use with a low-earth-orbit (LEO) personal satellite communications network. The 
present program of work has thus initiated a study of a square version of the dual 
spiral antenna (DASSA) that should satisfy the following design requirements: (i) 
hemispherical radiation pattern with elevation coverage from the zenith to a nominal 
minimum elevation angle (typically 10°and 20°); (ii)circular polarization with an 
axial ratio better than 5dB within the coverage angle; (iii)operational bandwidth to be 
covered with one antenna operating by itself, either with a single wide bandwidth or, 
with the assistance of a simple matching circuit, over the two sub-bands of interest; 
(iv) the size to be minimized by implementing the DASSA over dielectric substrates 
of high relative permittivity. 

The new compact antenna design for handheld satellite mobile communication is 
investigated and discussed at L band (1.61-1.6214GHz), ISM S-band (2.4835-
2.5GHz) and dual L-S bands. Two different antenna types are presented using two-
arm spirals connected at the centre by a small rectangular patch and fed via a stripline 
from each end. Various stripline widths are studied. The inputs return loss and field 
patterns show quite reasonable results that satisfy the requirements of the 
communication strategy. The results in terms of the antenna size and radiation 
performance are addressed and compared to previous published data.  

2 Antenna Design Concept and Geometry 

The DASSA is an electrically small antenna providing circular polarization over a 
broad angular region. The antenna consists of two spirals equally spaced 
circumferentially (placed at 180° to each other) and fed by equal amplitude signals 
with 180°-phase difference between feeding sources. The DASSA can also be 
described as two orthogonal bifilar helix antennas fed in phase quadrature, (where a 
bifilar is a two-element helix antenna). The two spirals are fed at their ends, so that 
the feed lines in this case do not cause significant problems from the point of view of 
mutual coupling effects. 
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The desirable size for the DASSA will be that of the top of a typical personal 
handset; however, the initial design was made somewhat larger in order to prove the 
concept [8]: the work presented here uses a solid dielectric beneath the spirals to 
reduce the antenna size. All antennas were mounted on a thin dielectric substrate of εr  
= 2.55, tan δ = 0.0018 and thickness of 1.524 mm. Fig.1 shows the geometry of the 
two proposed antennas for dual-band (L and ISM/S-band) operation. As can be seen, 
the two antenna sizes and the striplines width used for L and ISM/S bands are (16 × 
12 mm2 and 0.25mm) and (12.5 × 8.4mm2 and 0.75mm) respectively. These two 
designs will give a variety of choices for antenna designer to further investigate the 
required antenna performance. Moreover, from the antenna sizes presented, the 
antennas can easily be mounted on top of a small area of the handset. 

        

Fig. 1. The geometry of proposed dual-band printed antennas. (Left: Ant1 with stripline width 
0.25 mm, Right: Ant2 with stripline width 0.75 mm.) 

3 Results and Discussion 

The simulated results of all antenna geometries shown in Fig. 1 were carried out using 
Agilent Advance Design System (ADS) ― Momentum 2.5D EM solver [14]. To 
validate the simulated results, the practical prototypes of the antennas were 
constructed. Fig.2 and 3 illustrates the computed and experimental results of the two 
antennas. Two adjacent resonant frequencies in the range of return loss > 10 dB are 
observed, i.e., 1.61 and 2.485 MHz. ‘Ant1’ shows the measured impedance 
bandwidth of 6.25% at 1.6 GHz and 6% at 2.475 GHz whereas the ‘Ant2’ exhibits 
narrower bandwidth of 3.15% at 1.6 GHz and 6% at 2.525 GHz. These results 
confirm that the antennas completely satisfy the desired L frequency band (1.61-1.624 
GHz) and ISM/S band (2.4835-2.5GHz) band respectively. 

Fig.4 and 5 depicts the axial ratio of the proposed antennas for y-z plane (φ = 90°). 
As can be noticed, an axial ratio of less than 3dB over ±45°elevation angle for ‘Ant1’ 
whereas it is less than 4 dB over ±40°elevation angle for ‘Ant2’. The measured gains 
for two proposed antenna are shown in Fig.6. The measured gains for both antennas 
varied between 1.25 and 2.25 dBi over the entire L band; and between 1.4 and 2.75 
dBi over the ISM/S band. These results are quite promising and encouraging for 
practical deployment. 
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Fig. 2. Return loss of the proposed antenna (Ant1), where ‘────’ simulated, ---------  
‘measured’ 

 

Fig. 3. Return loss of the proposed antenna (Ant2) , where ‘────’ simulated, --------  
‘measured’ 

 

Fig. 4. Measured axial ratios for two operating frequencies versus elevation angle at φ = 90° for 
antenna (Ant1) 
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Fig. 5. Measured axial ratios for two operating frequencies versus elevation angle at φ = 90° for 
antenna (Ant2) 

 
Fig. 6. Measured broadsight gains of the proposed dual-band antennas. (where xxxx is for Ant1 
and ooo is for Ant2) 

4 Conclusion 

A new technique was discussed that reduced the antenna size for satellite-mobile handsets. 
Different stripline widths were introduced to achieve the frequency response and radiation 
performance required for Big LEO satellite mobile communications. Two different 
antenna geometries have been presented. The new designs were found to be very compact 
compared with four-square spirals on the same dielectric substrate described in previous 
studies. The larger antenna achieves a 6% impedance bandwidth in both bands, whilst the 
more compact design is limited to 3.15% in the lower band. The results in terms of the 
return loss are extremely promising and the field radiations are acceptable for both bands 
of interest, almost covering a ±45° range of elevation angles. 



86 M.S. Binmelha et al. 

References 

1. Dietrich, F.J., Metzen, P., Monte, P.: The globalstar cellular satellite system. IEEE Trans. 
Antennas and Propagation 46(6), 935–942 (1998) 

2. Evans, J.V.: Satellite systems for personal communications. IEEE Antennas and 
Propagation Magazine 39(3), 7–20 (1997) 

3. Daddish, S.M., Abd-Alhameed, R.A., Excell, P.S.: New Designs for Dual Band Antennas 
for Satellite-Mobile Communications Handsets. Applied Computational Electromagnetics 
Society Journal 15(3), 248–258 (2000) 

4. Agius, A.A., Leach, S.M., Suvannapattana, P., Saunders, A.R.: Effects of the human head 
on the radiation pattern performance of the quadrifilar helix antenna. In: IEEE Int. Symp. 
On Antennas and Propagation, vol. 2, pp. 1114–1117 (1999) 

5. Suvannapattana, P., Agius, A.A., Saunders, S.R.: Methods for minimizing quadrifilar helix 
antenna interactions with the human head. In: IEE Seminar on Electromagnetic 
Assessment and Antenna Design Relating to Health Implications of Mobile Phones, IEE 
Pub. No. 1999/043, pp. 11/1-11/4 (1999)  

6. Ermutlu, M.E.: Modified quadrifilar helix antennas for mobile satellite communication. In: 
IEEE Conf. on Antennas and Propagation for Wireless Communications, pp. 141–144 
(1999) 

7. Wheeler, H.A.: Fundamental Limitations of Small Antennas. Proc. IRE 35, 1479–1484 
(1947) 

8. Khalil, K., Abd-Alhameed, R.A., Excell, P.S.: Dual–band quadrifilar square spiral antenna 
for satellite-mobile handsets. In: IEE International Conference on Antennas and 
Propagation, Exeter, vol. 1, pp. 186–189 (2003) 

9. Zhou, D., Abd-Alhameed, R.A., See, C.H., Excell, P.S., Hu, Y.F., et al.: Quadrifilar 
Helical Antenna Design for Satellite-Mobile Handsets Using Genetic Algorithms. 
Microwave and Optical Technology Letters 51(11), 2668–2671 (2009) 

10. Abd-Alhameed, R.A., Zhou, D., See, C.H., Excell, P.S.: Design of Dual-Band Quadrifilar 
Spiral Antennas For Satellite-Mobile Handsets. Microwave and Optical Technology 
Letters 52, 987–990 (2010) 

11. Alazhari, K., Abd-Alhameed, R.A., Excell, P.S., Khalil, K.: New designs for single and 
dual band quadrifilar spiral antennas (QSA) for satellite-mobile handsets. In: IEE 
International Conference in Antennas and Propagation, Manchester, Manchester, vol. 2, 
pp. 750–753 (2001) 

12. Nakano, H., Okuzawa, S., Ohishi, K., Mimaki, H., Yamauchi, J.: A Curl Antenna. IEEE 
Transactions on Antennas and Propagation 41(11), 1570–1575 (1993) 

13. Colburn, J.S., Rahmat-Samii, Y.: Quadrifilar-Curl Antenna for the Big-LEO Mobile 
Satellite Service System. IEEE Antennas and Propagation Society International 
Symposium Digest 2, 1088–1091 (1996) 

14. Momentum- 2.5D EM Simulator, Agilent Advance Design Systems, 
http://www.home.agilent.com/agilent/ 



P. Pillai, R. Shorey, and E. Ferro (Eds.): PSATS 2012, LNICST 52, pp. 87–94, 2013. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2013 

Network-Based Mobility with DVB-RCS2  
Using the Evolved Packet Core 

Fabian A. Walraven, Pieter H.A. Venemans, Ronald in ’t Velt, and Frank Fransen 

TNO, Eemsgolaan 3, 9727 DW, Groningen, Netherlands 
{fabian.walraven,pieter.venemans,ronald.intvelt, 

frank.fransen}@tno.nl 

Abstract. The network of the future consists of a combination of different 
access networks, each providing a level of network availability and mobility 
suited for a wide range of applications. Mobile network developments 
culminated in work on the E-UTRAN and Evolved Packet Core (EPC) network 
and can provide mobile broadband access to many citizens. However; the reach 
of these or other networks leaves remote and rural areas without network 
coverage, even in Europe. Satellite communication networks traditionally have 
a strong position in serving remote and rural areas and can potentially fill the 
gap. On the other hand, satellite communications can benefit from technology 
reuse by aligning with mobile standardization initiatives. The work presented in 
this paper describes how DVB-RCS2 satellite networks can be connected to the 
network-agnostic EPC to achieve network-based mobility with terrestrial 
mobile networks. We identify challenges and propose optimizations to improve 
the integration. 

Keywords: LTE, DVB-RCS, EPC, mobility. 

1 Introduction 

The network of the future consists of a combination of different access networks, 
connected to an IP based core network, and each providing a level of network 
availability and mobility suited for a wide range of applications. The initiative of the 
3rd Generation Partnership Project (3GPP) to define a competitive mobile network for 
the long term resulted in LTE or “Long Term Evolution”. This standardisation effort 
includes both a new radio access network (evolved UMTS terrestrial radio access 
network, or E-UTRAN) [1] and a packet core network (“Evolved Packet Core”, or 
EPC) [2] which supports mobile services over multiple access technologies, and has 
found broad industry acceptance.  

EPC is a multi-access, multi-service architecture that includes policy and QoS 
control, charging, and service continuity functions under control of a core network 
operator. Supported access networks include both 3GPP access networks such as E-
UTRAN and non-3GPP networks like WiMAX, WiFi and wired networks. 

The EPC builds on established Internet standards from the IETF, applied in an 
operator environment. It supports both client-based and network-based mobility 
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between 3GPP and non-3GPP access networks. Charging, policy and QoS control are 
supported through the Policy and Charging Control (PCC) architecture [3], which 
provides an access-independent framework to control and monitor access network 
resources. 

In satellite communications, DVB-RCS [4] is the only multi-vendor VSAT 
standard for interactive service access. DVB-RCS2 [5] is the successor of DVB-RCS 
of which the lower and higher layer specifications were recently approved by the 
DVB Project, and formal standardization is planned through ETSI early 2012.  

DVB-RCS2 provides improvements on all layers compared to the first DVB-RCS 
set of standards. It has native support for IPv6, improved performance, enhanced 
security and QoS control. The forward channel is based on the DVB-S2 specification 
[6] for efficient transport of IP traffic, and higher layer protocols draw heavily from 
IETF standards. These improvements and a standards-based approach, combined with 
wide coverage make DVB-RCS2 a viable access option in the future IP networks. For 
example, it can connect underserved remote and rural areas as a complement of 
terrestrial mobile networks. Sharing a common packet core network offering mobility 
management, secure communication and QoS control would aid integration and 
promote technology reuse. 

The work presented in this paper describes how DVB-RCS2 satellite networks can 
be integrated with the EPC to achieve network-based mobility with terrestrial mobile 
networks. We identify challenges and propose optimizations to improve the 
integration, for which an illustrative scenario is considered (adapted from [7]): a dual-
radio terminal serves as a network gateway towards a mobile backhaul (e.g., a 
backhaul for a WLAN in a train). When the terminal has cellular network coverage, it 
is connected to E-UTRAN; otherwise it performs a handover to a DVB-RCS2 
network. 

First we describe network-based mobility features of the EPC in section 2, 
followed by the policy and control features in DVB-RCS2 in section 3. Section 4 then 
describes the integration of the two networks, and we conclude in section 5. 

2 EPC and Network-Based Mobility 

A high-level overview of the EPC is depicted in Fig. 1, including both 3GPP and non-
3GPP access networks. Non-3GPP accesses can be “trusted” or “untrusted”, where 
untrusted access networks require the operator to deploy an evolved packet data 
gateway (ePDG) that ensures authentication of the user equipment (UE) and secure 
access to the EPC. For trusted accesses the EPC relies on the access network for 
providing appropriate security mechanisms. A packet data network gateway (PDN 
GW) is responsible for IP address assignment, and connects to a serving gateway 
(SGW) and access gateway (AGW) in the 3GPP and non-3GPP access networks, 
respectively. The policy and charging rule function (PCRF) is part of the PCC 
architecture and is a policy decision point for QoS enforcement and gating by both the 
policy and charging enforcement function (PCEF) in the PDN GW and the bearer 
binding and event reporting function (BBERF) in the access network gateways. For 
profile access and authentication, authorization and accounting (AAA) the home 
subscriber (HSS) and 3GPP AAA servers are used.  
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Fig. 1. The EPC architecture [8] 

The EPC includes two mobility protocols for handovers between 3GPP and non-
3GPP access networks: DSMIPv6 [9] for client-based mobility and PMIPv6 [10] 
network-based mobility. In this paper we focus on network-based mobility 
management.  

The PDN GW implements a local mobility anchor (LMA). In the access network 
there is a functionality called the mobile access gateway (MAG). The MAG sends 
binding updates to the LMA on behalf of the UE. When the UE attaches to another 
access network the MAG makes sure the UE keeps the same IP address and that the 
LMA knows where the UE is now attached. To be able to uniquely identify a UE 
across multiple access networks (each could implement its own identification 
mechanism), 3GPP has introduced a network-access identifier (NAI) based on the 
international mobile subscriber identity (IMSI) for all PMIPv6 interfaces. 

The 3GPP standards describe how a handover is performed from a 3GPP to a 
trusted non-3GPP access network using PMIPv6. First the UE is attached to a 3GPP 
access network (e.g., E-UTRAN). When a supported trusted non-3GPP access 
network is discovered the UE can initiate a handover based on mobility policy rules. 
The handover starts with non-3GPP attachment procedures, after which the 
authentication procedure starts based on the improved extensible authentication 
protocol method for 3rd generation authentication and key agreement (EAP-AKA') 
[11]. When the UE is authenticated, the UE can trigger an attachment on the network 
layer (IP), for instance a DHCP request. This triggers the policy control system in the 
trusted non-3GPP access network to contact the PCRF in the EPC. After this step the 
PMIPv6 proxy binding update is sent by the MAG in the trusted non-3GPP access 
towards the LMA in the PDN GW, and the policy control function in the PDN GW 
contacts the PCRF. The address of the associated PDN GW is registered in the HSS, 
and the LMA sends a proxy binding acknowledgement towards the MAG. At this 
moment the PMIPv6 tunnel is created. Optionally, extra policy rules can be 
provisioned in the trusted non-3GPP access network. This concludes the network 
layer attachment of the UE which now has an IP address assigned, and the connection 
to the 3GPP access network is released.  

Note that for the support of network mobility (i.e. mobility of not just one host but 
an entire network segment for which the UE is the network gateway) work is ongoing 
in the IETF on NEMO [12], which is an extension of the DSMIPv6 (client mobility) 
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standard that not only delivers address mobility for one host, but does this for a 
complete IP network. More recently an Internet Draft was published [13] describing 
the use of NEMO-like capabilities in combination with PMIPv6. 

Now that we have described the high-level procedures for handovers using network-
based mobility in the EPC, the following section elaborates the DVB-RCS2 network 
focusing on network attachment to be able to perform a handover using the EPC. 

3 DVB-RCS2 

DVB-RCS2 can be used in different network topologies of which the transparent star 
topology is most common. A satellite network operator can divide its network into 
one or more virtual networks which are assigned to one or more virtual network 
operators. An active RCS terminal (RCST) can be a member of only one virtual 
network. For simplicity we consider a DVB-RCS2 network relative to such virtual 
network (i.e. we do not consider the existence of multiple (virtual) operators in the 
same physical network). The RCST connects to a network control center (NCC) to get 
access to and request resources from the satellite network. The NCC manages the 
network resources and distributes the real-time network configuration using the DVB-
S2 forward link. The transparent gateway (TS-GW) is the function forwarding user 
traffic to and from the satellite network (often collocated with the NCC), and the 
network management center (NMC) provides overall management of the network 
elements (including service level agreements assigned to a RCST). The DVB-RCS2 
specification is split in a lower layers (MAC and below) and higher layers part. Below 
we discuss network attachment and QoS procedures in a DVB-RCS2 network 
relevant for the handover procedure. 

When a RCST wants to attach and logon to the network it first initializes the 
physical layer such that it can receive network information and configuration from the 
NCC through DVB-S2. When the information is received and processed by the RCST 
it can send a logon request to the NCC. It then enters a negotiation phase which on 
success will complete initialization of the lower layers and puts the RCST in an 
operational state (called the TDMA Sync state). Typically 2 to 4 protocol exchanges 
are needed to get to this state which completes MAC layer attachment, each exchange 
incurring latency of around 500ms due to propagation delays. When the logon is 
accepted the RCST receives several descriptors in the terminal information message 
(TIM) sent by the NCC: for example a descriptor with unsolicited timeslot 
allocations, or a list of request classes that describe lower layer services and their 
restrictions.  

The RCST can request additional resources using solicited allocation which are 
mapped to request classes. It can use these network resources for higher layer 
initialization (e.g., request for an IP address using DHCP).  

The RCST uses an IP classification table and higher layer service (HLS) mapping 
table to map IP traffic to request classes. These tables are provisioned by the NMC 
using management commands (not part of the logon procedure). A higher layers 
initialization descriptor is used to be able to boot the higher layers by the NCC at 
logon. For user traffic interfaces a DHCP option descriptor can be included in a TIM 
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which for each MAC interface can provide configuration information. The supported 
DHCP options can be advertised by the NCC in a TIM broadcast (TIM-B) message 
received by all terminals (as opposed to a TIM unicast or TIM-U message which is 
designated to a specific terminal). The RCST requests for specific DHCP options in 
the logon request. A subsequent higher layer DHCP exchange is needed to obtain an 
IP address for the interface. 

In an operational state (after a successful logon) the NCC can force the RCST to 
disable transmission, after which the RCST enters a standby state. The forward link is 
kept in an operational state during standby, while the RCST ceases transmission and 
associated network resources are released. In order for the RCST to return to an 
operational state a new logon procedure is required (e.g., after an enable transmission 
instruction from the NCC). These procedures can be used by the NCC to control the 
RCST before and during a handover. 

4 Handover to a DVB-RCS2 Access Network 

In geostationary satellite communication networks resources are relatively expensive 
and latencies high compared to terrestrial mobile networks (mostly due to propagation 
delays). We consider two prerequisites for integration: the RCST should only attach 
to the network when DVB-RCS2 becomes the active access network (according to the 
mobility policy), and the number of control protocol messages exchanged over the 
DVB-RCS2 network to perform the handover should be minimized. A trade-off 
following from these prerequisites is the state in which the RCST is kept when it is 
inactive: keeping a terminal attached makes IP address preservation across handovers 
difficult, and can result in unused network resources (especially when a large share of 
resources is unsolicited), however it would allow for a faster handover procedure 
(because less protocol exchanges result in less handover delay). In our proposed 
solution (shown in Fig. 2) we try to strike a balance between these two modes, 
considering both mobility and QoS management. 

 
UE - RCSTUE - RCST NCC - TS-GWNCC - TS-GW PDN GWPDN GW PCRFPCRFE-UTRANE-UTRAN
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Fig. 2. Optimized handover to the DVB-RCS2 access network using the EPC 
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4.1 Attachment and Mobility Management 

Network selection in the EPC can either be manual or through mobility policies. In 
our illustrative scenario a handover takes place automatically based on changing 
network conditions (e.g., when a terminal moves out of E-UTRAN coverage). We 
assume that policies are pre-provisioned for the UE to avoid extra control protocol 
exchanges. The pre-provisioned policy contains rules that trigger a handover to the 
DVB-RCS2 network based on E-UTRAN network availability. The triggers for a 
handover can be access-network specific and are out of scope of the EPC standards; 
in any case when a drop in network signal occurs the satellite network should 
establish connectivity before network connectivity to the E-UTRAN is lost and 
disruptions become noticeable. This could for example be achieved with signal 
strength measurements and thresholds, or a provisioned coverage map combined with 
real-time location information. 

In a dual radio setup the delay introduced by attachment to the DVB-RCS2 
network could be compensated by maintaining connectivity to the 3GPP access 
network until attachment is complete (i.e. “make before break”); however this is of 
limited use when a fast moving terminal (e.g., on the train from our illustrative 
example) moves out of network coverage and the radio signal drops quickly; in any 
case we believe there is a need for a procedure considering both handover delay and 
network resource efficiency for satellite networks. 

Before a network handover is initiated based on mobility policy rules, the RCST is 
in a stand-by state such that (unsolicited) network resources are not committed to the 
terminal and IP address preservation is possible.  

To reduce the number of control protocol exchanges during attachment we propose 
the use of a new DHCP option which indicates that a handover takes place and allows 
the RCST to retrieve its IP address in a TIM-U response (the IP address is assigned to 
the RCST by the PDN GW based on PMIPv6 procedures). Consequently the address 
is configured before IP-level connectivity is available for stateless [14] or stateful [15] 
address autoconfiguration. The NCC can announce the support of such DHCP option 
in the TIM-B message, and if supported by the RCST it can request for it in the logon 
request to the NCC. This would allow for attachment to layer 3 without additional 
higher layer control protocol exchanges (each exchange would cost at least 500ms), 
but requires the NAI to be present in the logon request. 

Another consideration affecting handover attachment is network security. When 
the DVB-RCS2 network is assumed to be a trusted network to the EPC (note that this 
is not a characteristic of the access network but an operator agreement), the EPC 
relies on the access network security in the non-3GPP access network (i.e. DVB-
RCS2 data link layer security). For the security between the non-3GPP access 
network and the EPC network domain security from 3GPP should be applied, as 
specified in [16]. This authentication would require additional control protocol 
exchanges before the handover is completed. Optimizations could be made by 
exchanging (part of) the authentication vector over E-UTRAN, or combine EAP 
exchanges with the DBV-RCS2 logon procedure. 



 Network-Based Mobility with DVB-RCS2 Using the Evolved Packet Core 93 

4.2 QoS Management 

Part of the handover is informing the EPC QoS functions of the access network 
change, which is separate from the PMIPv6 signaling. Although support of PCC is 
optional for trusted non-3GPP accesses, we do believe support is meaningful as it 
allows consistent QoS management across access networks. During a handover PCC 
integration involves registering the BBERF (located in the DVB-RCS2 TS-GW) with 
the PCRF, and the PCEF (located in the PDN GW) modifying the access network 
session by updating the PCRF. In response the BBERF receives the QoS rules and 
event triggers that it should enforce. The QoS rules contain maximum and guaranteed 
bitrates for defined service data flows (i.e. an aggregate set of packet flows).  

In DVB-RCS2 QoS rules are not only provisioned in the TS-GW but also in the 
RCST, and we suggest to translate the PCC QoS rules into the request classes 
configuration in the lower layer service descriptor in the TIM-U in order to provide 
QoS rule enforcement in both the RCST and TS-GW: the RCST uses its IP 
classification table (now associated to the PCC service data flow templates in the QoS 
rules) and HLS mapping table to map IP traffic to the request classes. When the 
service data flow templates provided by the PCRF are changed this requires updating 
of the IP classification table and HLS mapping table using management commands by 
the NMC, therefore keeping these templates stable would improve performance of the 
handover with integrated QoS management. 

5 Conclusion and Future Work 

The integration of DVB-RCS2 with the EPC can strengthen the network of the future 
where multiple access networks provide connectivity, especially for remote and rural 
areas. Effort is needed on mobility management and QoS management to ensure an 
efficient integration given unique properties of geostationary satellite communication 
networks (e.g., large coverage, propagation delays). We have translated this 
observation in two prerequisites in our study of network-based mobility: the RCST 
should only attach to the network when DVB-RCS2 becomes the active access 
network, and the number of control protocol messages exchanged over the DVB-
RCS2 network to perform the handover should be minimized. Based on these 
prerequisites we have proposed solutions to reduce the number of messages needed 
during a handover by adding a new DHCP option carrying an assigned PMIPv6 
address in response to a successful DVB-RCS2 logon procedure. The same TIM-U 
response message is used for carrying QoS configuration to the terminal such that 
integration with PCC is established without requiring additional control protocol 
exchanges provided that some pre-provisioning is performed. Without optimization 
the handover would require around 8 to 10 protocol exchanges for authentication and 
attachment (both MAC and IP), which can be reduced to 4 or less. Considering 
propagation delay of 250ms this shows that the integration of DVB-RCS2 with the 
EPC is feasible; however there is room and need for improvements to optimize 
network-based handovers. 
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Based on the proposed solution we are working on an implementation and 
validation of the proposed solution in our EPC testbed and plan to propose 
enhancements that further improve the integration of satellite communication 
networks with terrestrial mobile networks. 
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Abstract. Initially envisaged to support handover between different wireless 
802.x network technologies, the IEEE 802.21 standard also appears as the good 
candidate for handover management in future integrated satellite / terrestrial 
systems. This paper presents an analysis of how this standard could be 
implemented in the frame of a realistic scenario and taking into account the 
current trends in wireless networks and mobility architectures. Our solution is 
then evaluated by means of emulation over a DVB-RCS representative testbed, 
and based on an experimental MIH implementation. We finally show that 
seamless handover can nearly be achieved with very short service outages.  

Keywords: MIH, Satellite, 3GPP, LTE, Handover, Mobility, Test-bed. 

1 Introduction 

These last years show a tremendous evolution of GEO systems towards the 
integration of terminal mobility. This association with wireless terrestrial networks is 
a relatively new idea. Several proprietary hybrid systems integrating GEO satellites 
and ground components arise. The design of these integrated/hybrid systems takes 
into account physical, MAC, and network layers issues [1]. The combination of these 
two technologies can achieve for broadband services full coverage and high capacity. 
However the convergence at network level is still an open issue. 

The main networking trial is certainly seamless handover. Managing handover in a 
couple of heterogeneous technologies may rely either on specific optimised or on 
standard and generic solution such as Media Independent Handover (MIH). The first 
solution may be optimised for each case of technologies. The last solution evolves 
more naturally and easily in order to integrate new access technologies. However 
there is a clear lack of experience in the deployment of this kind of solution. 
Therefore, our position here is to propose realistic hybrid network architecture and to 
see how MIH could be integrated. 
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The paper is organized as follow: Section 2 presents existing works related to 
mobility and MIH backgrounds. Section 3 identifies a possible use case for 
satellite/terrestrial integration and describes a relevant network architecture and 
design choices for the MIH usage. At last, Section 4 presents the evaluation of this 
solution through experimentations lead on an emulation platform.  

2 Inter-system Mobility Architectures and MIH Backgrounds 

The major standard organisations support mobility features: 

• IETF proposes network, transport and session level mobility solutions, therefore 
usable for inter-system handover. The MIPSHOP and MEXT working groups 
focus on mobility issues in heterogeneous networks. Several mobile IP based 
solutions and extensions were proposed and a big trend has been raised on the 
development of “Smart Routers” products that are based on such solutions. 
Transport level mobility solutions are based either on TCP (MP-TCP, Freeze-
TCP and Mobile Socket Service) or on SCTP. SIP-based mobility was also 
proposed. 

• 3GPP/3GPP2 architecture not only supports inter-technology mobility but also 
vertical handover (e.g. with WiFi and Wimax). Two operation modes are defined: 
the non-optimized and the optimized handovers. For instance, VoIP services, in a 
2G/3G network, are based on the first mode whereas no standardized solutions 
exist for the second one. The network level mobility is based on MIPv4, 
DSMIPv6 and PMIP (Proxy MIP).  

• From another hand, IEEE has formed the 802.21 group, where MIH was 
formerly proposed for handover between 802.x access technologies. Later, the 
standard has been extended for 3GPP networks support. 

MIH provides abstract services to the higher layers using a unified interface (L2.5 
functionalities). MIH is not designed to take handover decision but rather provides the 
communication tools to assist the handover process. MIH defines three different 
services, i.e. Media Independent Event Service (MIES), Media Independent 
Command Service (MICS) and Media Independent Information Service (MIIS). 
MIES provides events triggered by changes in the link characteristic and status. MICS 
provides the upper layers necessary commands to manage and control the link 
behaviour to accomplish handover functions. MIIS provides information about the 
neighbouring networks and their capabilities. Extensive details on the IEEE 802.21 
standard can be found in [2].  

One major question is certainly the reason to use MIH in satellite context. Indeed, 
the needs of vertical handover schemes [3] have been shown in several architectures 
based on the 802.21 standard [4, 5, 6]. 

Existing Studies on MIH, Implementations and Testbeds 
To our knowledge, there is no reference implementation of the IEEE 802.21 standard. 
Nevertheless, FP6/FP7 IST projects have contributed to a prototype on GNU/Linux 
[7]. Another prototype proposes an implementation of a mobile VoIP using SCTP 
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with automatic address reconfiguration [8]. An experimental and analytical study was 
conducted [9] to determine the adequacy of protocols for mobility networks. This 
study presents the handover procedures (based on MIPv6 and PMIPv6) in 
WIFI/CDMA networks. PMIPv6 based on reactive handover method has been also 
observed in [10]. In [11], a 802.21 client is simulated in a heterogeneous environment 
and the paper analyzed the effect of speed on terminal handovers between WiFi and 
3G, but without validation of these simulations. Last, MIH has been proposed for 
future aeronautical communications [12]. 

The use of MIH was also discussed in several prototypes. An implementation of 
802.21 with a limited number of features was presented in [13]. In [14] the integration 
of broadcast technology in heterogeneous networks using MIH is discussed. [15] 
presents a solution for handover between heterogeneous networks that integrates MIH 
and Mobile Proxy Agent by defining an API performing the MIH Service Access 
Point. Eventually there is an extended research activity on seamless handover. Models 
of MIH are integrated to simulation tools such as Qualnet [16] and ns-2 [17]. Open 
source implementations such as openMIH [18] and Odtone [19] have been also set up. 

3 Scenario Description 

Mobile Services 
A hybrid system aims at offering access to users’ services wherever they are by 
enlarging the system coverage. However, such systems only make sense if they offer 
a mobile service. For a single user to a whole group of users in the same vehicle, 
applications are miscellaneous, from voice applications to Internet access. 

Access Networks 
Between the different types of satellites, GEO systems offer the best opportunity to 
cope with the terrestrial part in terms of coverage and cost. Apart private solutions, 
the main standards proposing mobility for GEO are GMR, the mobile version of DVB 
Return Channel for satellites (DVB-RCS+M) and DVB for Satellite Handheld (DVB-
SH) that focus on mobile broadcast services. GMR technology has been designed for 
extension of the cellular world to satellite and thus it focuses on voice services. Some 
integrated systems, like Terrestar [20] are nowadays using GMR technology to 
interconnect it to a mobile operator core network. Indeed GMR standard has evolved, 
following the “all-IP” wave. Therefore a LTE solution adapted to satellite appears as 
the right direction for GMR standard. In Ku/Ka bands, the use of DVB-RCS+M is 
highly relevant for vehicular services (i.e. mobile collective terminal) and this will be 
retained for our reference scenario, including for the test-bed implementation. 

Concerning the terrestrial networks, we could consider any kind of terrestrial 
networks that may provide mobility. If LTE and Wimax are two promising solutions, 
the limits of test-bed have induced the use of a simpler technology, WIFI. 

Network Architecture 
A major element in network architecture is the different roles undertaken. We assume 
a mobile service provider (MSP) ensures the IP connectivity of its mobile clients 
(final users and/or hybrid terminal) and may provide some other kinds of services. 



98 F. Arnal et al. 

This role is generally linked to the core network of final user. MSP is in charge of 
interaction with the manager of the different access networks that its clients are using. 
If needed, it may rent bandwidth at user’s demand. The following Fig. 1 illustrates a 
distribution of roles through a DVB-RCS+M / LTE architecture. A group of users are 
connecting through a LAN in a train to their services. The hybrid terminal can 
connect to an E-nodeB or to the satellite Gateway. Finally, a Mobile IP / NEMO 
architecture is chosen for network mobility support.  

The terrestrial and satellite networks are access networks between the user and his 
MSP. The MSP may propose the first visible router to user and it manages the AAA 
functionalities. However, some of these functionalities can be delegated to access 
network, using MSP Point of Presence (PoP). Moreover, MSP role can directly be 
undergone by one of the two access networks, especially for the 3GPP one. This 
option is more convenient for LTE proposing a whole set of services like IP 
Multimedia Subsystem (IMS) as shown on the figure. For satellite systems or Wimax 
the core network is less developed than cellular one. So this integration demands 
more change to their network architectures. 

Policing functionalities can be distributing on both sides and centralized by a 
global AAA entity in the MSP. In the case of a LTE network this function is managed 
by the Policy and Charging Resource Function (PCRF) whereas for others access 
networks the control at IP level can be made in implementing the IETF COPS 
standard. Policy Enforcement Point (PEP) and Policy Decision Point (PDP) are then 
introduced in the architecture, the former being deployed in the access network while 
the later is directly managed by the Mobile Service Provider (MSP). The interaction 
between these functionalities and the handover signaling is however out of the scope 
of this paper. 

 

 

Fig. 1. An example of network architecture for the DVB-RCS+M/LTE reference scenario 
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Handover Decision 
MIH supports both mobile-initiated handover as well as network-initiated handover, 
both alternatives can be preferred according to the exact deployment. In our scenario, 
the terminal chooses its mode of connection and the timing to perform the handover. 
A simple decision algorithm is implemented as an independent process (as a MIH 
user) in the terminal and based on predefined Signal-To-Noise Ratio thresholds. 
Thanks to this modular architecture, the handover decision and/or policies is open and 
could be easily extended with much sophisticated algorithms. 

MIH Functionalities 
The MIH Function (MIHF) aims at referencing any event and at informing its users. 
In our proposal, MIHF is present in mobile and network elements, as it is the most 
general solution. For Wimax, MIHF is integrated on the access points whereas for 
LTE it may be the PDN-GW. However if the MSP takes part in the handover 
decision, it must have an MIHF so as to communicate with the handover decision 
function. MIHF is communicating with other MIHF in the different networks and they 
collect information, inform or receive order from the MIH users on the same entities. 
Another interesting MIH user is the MIIS server which can be used to select the 
available networks. However this option has not been chosen here. 

MIH Primitive Selection 
Many primitives are defined in the MIH standard although all are not necessarily 
required to be implemented. The selection of the right primitives may allow a 
seamless handover. The selection has been led by the need to obtain a seamless 
handover and the convenience of the deployment for the tests. The following 
primitives have been used for handover indication: 

• MIH_Link_Configure_Thresholds is used to fix the thresholds for signaling 
the need of a handover before the link is going done. 
• MIH_Link_Parameters_Report proposes to inform the different entities when 
the threshold is reached. It allows the preparation of the handover. 
• MIH_Link_Going_Down is used by the L2 interface to announce the near 
link outage. 

4 Implementation 

Description of the Emulation Test-Bed, Implementation and Scenario 
The core platform used is the Platine emulation tool [21], representative of a DVB-
S2/RCS access network and running under a Linux environment. NEMO was 
integrated to Platine from the UMIP v0.4 software upgraded with the NEPL patch 
[22]. Standard Linux Route Advertisements (RADVD) are used for address auto-
configuration. Finally the ODTONE v0.2 beta stack was used for MIH 
implementation, modified by minor adaptations for our needs. In order to model the 
LTE/3GPP connection we have used a WIFI link which was more convenient for 
performing tests in our lab environment. In addition, only the handover from WIFI to 
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satellite could have been tested, as few extra developments were further needed for 
Satellite to WIFI handover in our platform. 

The (emulated) mobile network is connected through a hybrid Satellite Terminal 
that can be connected to the satellite gateway through the emulated satellite link, or to 
the WIFI access point. The NEMO instance and the MIH local function are therefore 
deployed on the Satellite Terminal, while the satellite and WIFI gateways host the 
network-side MIH Functions. 

 

 

Fig. 2. MIH sequence diagram between the MIH user, MIH functionality and test-bed 

Signal-to-Noise Ratio (SNR) variations are emulated by means of a pre-computed 
scenario stored in a file indicating the virtual SNR measurements. They are polled 
each 5 seconds by the mobile MIH Function (LINK_SAP interface). Two SNR 
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thresholds are configured at the MIH stack (at the MIH startup, with 
LINK_CONFIGURE_THRESHOLD). Each threshold is mapped to a given MIH 
event (LINK_GOING_DOWN and LINK_PARAMETER_REPORT). The first 
event, when received, is used to start the Platine logging process. If successful, Route 
Advertisements can be received for the satellite connection through the virtual Platine 
network interface. Subsequently, when the second threshold is crossed, it triggers the 
NEMO handover phase. We capture this event to send an inter-process signal 
(SIGUSR2) to the NEMO stack in order it performs the Binding Update / 
Acknowledgement procedure. For future improvements, this interworking will be 
developed in a proper module that will also implement separately the Decision 
algorithm for flexible evolutions. 

Application flows are composed of a CBR audio and a VBR video stream 
(RTP/UDP), each generated by VLC at a host located in the mobile network, and sent 
to a Correspondent Node (CN). This receiver is located at a neighboring network 
interconnected to both WIFI and satellite networks.  

4.1 Results 

A Wireshark client running at the CN measures the incoming rates. As shown in Fig. 
3, a short outage (0.6 seconds) is experienced just after the handover at second 90. At 
the receiver, the audio flow starts to be corrupted, but the video quality remains intact. 
 

 

Fig. 3. Incoming bit rates variations measured at Correspondent Node 

Our investigation shows that no packet loss happens during the handover, which is 
a first point of satisfaction. With comparison to a basic scenario test conducted in the 
same conditions but without MIH, that cannot be presented here due the lack of space, 
a packet loss sequence lasting nearly for 4.5 seconds was observed. 

Immediately after the handover, we understood in observing an increase of the 
satellite queue utilization that the introduced delay is not related to any mobility 
latency but to the satellite access layer allocations loop (Rate-Based Dynamic 
Capacity allocations were used here). In addition, the sudden propagation delay 
change (tenths of milliseconds with WIFI, 300ms with satellite) also adds a 
contribution to the observed delay. However since the video client largely buffers the 
receiving flow, this latency effect remains transparent, whereas audio samples are by 
far less buffered. 
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For the remaining period, audio remains corrupted and not video. This is due to the 
absence of any QoS support on the overloaded satellite connection. Buffering at the 
satellite link layer continues is never completely absorbed. Except this effect, we 
conclude this MIH integration is successful and achieves good performances, though 
only based on an experimental stack. 

5 Conclusion 

This paper has demonstrated that MIH, that appears complex at first glance, is 
actually well applicable to any hybrid IP satellite network, such as the future 
LightSquared system in the US based on LTE. Coupled with Mobile IP network 
mobility, it is able to show very good performances provided that the loss of signal 
can be detected before the link completely goes down. In our future works, derived 
scenarios with the support of QoS will be presented in an IMS environment, in order 
to illustrate how resources could be provisioned before the mobile switches to another 
network. We also intend to complete our integration work by supporting Satellite to 
WiFi handover, and maybe to implement handover decisions based on real SNR 
and/or location measurements.  
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Abstract. In the telecommunication networks the introduction of Next 
Generation Wireless Networks (NGWN) has been described as the most 
significant change in wireless communication. The convergence of different 
access networks in NGWN allows generalized mobility, consistency and 
ubiquitous provision of services to mobile users. The general target of NGWN 
is to transport different types of information like voice, data, and other media 
like video in packets form like IP. The NGWNs offer significant savings in 
costs to the operators along with new and interesting services to the consumers. 
Major challenges in NGWN are efficient resource utilization, maintaining 
service quality, reliability and the security. This paper proposes a solution for 
seamless load aware Radio Access Technology (RAT) selection based on 
interworking of different RATs in NGWN. In this paper novel load balancing 
algorithms have been proposed which have been simulated on the target 
network architecture for TCP data services. The IEEE 802.21 Media 
Independent Handover (MIH) is utilized in load balancing specifically for 
mobility management, which enable low handover latency by reducing the 
target network detection time. The proposed method considers the network 
type, signal strength, data rate and network load as primary decision parameters 
for RAT selection process and consists of two different algorithms, one located 
in the mobile terminal and the other at the network side. The network 
architecture, the proposed load balancing framework and RAT selection 
algorithms were simulated using NS2. Different attributes like load distribution 
in the wireless networks and average throughput to evaluate the effects of load 
balancing in considered scenarios.  

Keywords: NGWN, Load balancing, radio resource management, 
heterogeneous wireless networks, load balancing in wireless networks, vertical 
handovers, satellite-terrestrial wireless networks load balancing. 

1 Introduction 

Modern mobile devices like cell phones, PDA’s, Tablet PCs already support multiple 
wireless technologies like UMTS, WLAN and Bluetooth and in the very near future 
would also support satellite and WiMax with multiple interfaces provision. While 
most of these devices are able to scan the different available networks the user would 
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manually select which network he or she may want to use. It is envisaged that in the 
NGWN these devices may be able to apply some complex Radio Access Technology 
(RAT) selection techniques to find the most suitable network. Such a RAT selection 
technique may need to consider various parameters like received signal strengths, 
errors rates, costs, user preferences, QoS requirements, etc. Such a RAT selection 
technique would not only play an important part when a user switches on his or her 
mobile device but also when the user moves around. While most of the current day 
mobile networks already support seamless handovers, these are restricted to 
handovers within the same technology, i.e. horizontal handovers. It is envisaged that 
to efficiently use the network services the future mobile devices shall also support 
handovers across different radio access technologies. This process of switching 
mobile devices connectivity from one technology to another type of technology is 
called vertical handover. The joint call admission control (JCAC) algorithm for next 
generation heterogeneous wireless networks is envisioned as user-centric. User 
centricity implies that user’s preferences are considered in decision making for RAT 
selection. However user-centric JCAC algorithms often lead to highly unbalanced 
networks load, which cause congestion on overloaded network and eventually 
increase the call blocking and call dropping probabilities. The unbalanced load 
situation in co-located networks also causes the poor radio resource utilization as 
some networks remain under loaded and some get over loaded. The load balancing 
strategies are required to efficiently utilize the available radio resources and avoid the 
unwanted congestion situations due to overloaded wireless networks.  

This paper presents a novel NGWN RAT selection technique which uniformly 
distributes the network load between co-located heterogeneous wireless networks. It 
utilizes MIH to seamlessly handover mobile users between heterogeneous wireless 
networks for load balancing purpose. The advantage of this approach is that it 
minimizes the call blocking and dropping probabilities, number of packet drop/lost 
and delays during the handover process and enhances the network utilization by 
continuously balancing the load in co-located networks. The proposed load balancing 
approach monitors and controls the network load from both side (mobile node and 
network side), and addresses the most important problem in NGWN which is efficient 
resource utilization. The rest of the paper is organized as follows; section 3 describes 
the literature review of existing and presented load balancing RAT selection 
techniques, section 4 briefly describes the proposed load aware RAT selection 
algorithms and target network architecture. Simulation topology and results are 
discussed in section 5, which is followed by the conclusion. 

2 Load Balancing Techniques 

Usually more than one wireless networks may provide coverage to any given location 
in an urban area. For example, when working in an office building, the mobile device 
of a user may be in the coverage of a UMTS mobile network and a WLAN office 
network. A user may manually configure to use the UMTs network for voice services 
and the WLAN access for data services. In such overlapping coverage areas of 
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different wireless networks such as satellite networks and terrestrial networks like 
WiMax, UMTS and WLAN; a RAT selection technique is required to find the most 
suitable network based on received signal strengths, errors rates, costs, user 
preferences, QoS requirements, and most importantly the load of networks.  

The load balancing approaches presented in [2] and [3] have considered load 
balancing in homogenous network targeting WLAN. The approach in [2] considers 
the received signal strength indicator (RSSI) value to distribute the load between 
different access points (AP’s) which have overlapping coverage areas. This approach 
uses the two values in balancing the load which are RSSI between mobile station 
(MS) and AP and the average RSSI value of all the MS’s currently connected with 
AP. The method given in [3] considers both RSSI and the number of MS associated 
with AP which makes it much effective for load balancing. The technique used in  
[4] presented a solution for load balancing in homogeneous wireless networks,  
by utilizing genetic algorithm. As the genetic algorithm’s convergence directly 
proportional to the size of population (mobile nodes and APs) therefore this approach 
is effective for WLAN networks and not for the heterogeneous wireless environment 
where population size is comparatively large due to large coverage areas. All 
approaches given in [2, 3, 4] were designed to enhance the performance for 
homogeneous network environment particularly WLAN. 

In [5] load balancing approach has been presented which targets the proxy mobile 
ipv6 (PMIPV6) domain using MIH for heterogeneous networks. A comparison has 
been made between the scenario performing load balancing in extended PMIPV6 for 
handover signalling and the scenario using MIH signalling for load balancing. It was 
shown in the results that use of load balancing improves the efficiency whereas, MIH 
based load balancing improves data rate as compared to extended MIPV6 based load 
balancing. This disadvantage in this approach is when considering load-aware RAT 
selection; it is specifically designed for a MIPV6 architecture using Local Mobility 
Agent (LMA) and a new entity called Mobile Access Gateway (MAG) in the 
network. In [6] a general set of algorithms have been proposed which considers 
battery power of mobile users, received signal strength and load on available points of 
attachments in handover process to balance the load in co-located networks 
overlapping their coverage areas. In this approach load balancing is done only at 
network side without any interaction with the mobile node. On the other hand our 
proposed approach considers both; mobile nodes and network entities such as AP, BS 
and satellite ground station for load balancing thereby resulting in more efficient load 
balancing across the neighboring networks.   

In [7] a detailed algorithm has been presented for network selection in 
heterogeneous wireless networks. The algorithm presented in [7] has been divided 
into two parts, one runs at mobile terminals and other part of algorithm runs at 
network entity such as basestation (BS) or access point (AP). This approach considers 
received signal-strength, battery power, speed, and location of mobile user but does 
not considers MIH which could have improved the handover process while moving 
the mobile nodes between different networks. In [8] a next generation networks 
(NGN) based approach has been presented in which hierarchical joint call admission 
control algorithm is extended to send newly added load reports from hierarchical call 
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admission control (HCAC) entity to vertical call admission control entity (VCAC). 
The main goals of proposed approach in [8] are simplicity and scalability, however 
this approach performs balancing of load periodically and therefore may not performs 
very efficiently with abrupt load changes in different sub networks in the hierarchy. In 
[9] a Markov chain based model for load balancing and QoS based CAC has been 
presented and comparisons have been made between the results of load balancing 
based CAC and QoS based CAC algorithms. The load balancing approach presented 
in this paper more efficient than load based CAC approach presented in [9] as our 
approach uses MIH to minimize the handover delays when moving the mobile nodes 
for load balancing purpose and tends to uniformly distribute the load among available 
heterogeneous wireless networks. 

3 Load-Aware RAT Selection Framework 

3.1 Network Architecture 

Figure 1 presents the target network architecture which is considered in this paper. It 
shows an MIH enabled multi interface mobile device which can use any of the three 
available wireless networks supported by its interfaces.  

 

Fig. 1. Target network architecture 

The access network of each technology such as Satellite, WiMax and Wi-Fi is 
connected to internet. There is also a correspondent node located behind the internet 
as shown in the Figure 1. The mobile node can communicate with the correspondent 
node over the internet using any available network which is supported by its 
interfaces. The mobile node handovers to different available networks while moving 
from coverage area of one network to another and during this mobility it can maintain 
the communication with correspondent node. The load balancing algorithms are 
located at the MIH user in MIH reference model as represented by the Figure 1. MIH 
user is selected for the load balancing process origin as MIH user is the central control 
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point for triggering and handling MIH signalling as described in [1]. In mobile user 
the load balancing algorithm shown in Figure 2 is adopted and in Satellite Ground 
Station/BS/AP the load balancing algorithm for the network entity shown in Figure 3 
is adopted. 

3.2 Load Balancing Algorithms 

This section describes the proposed load-aware RAT selection algorithm. The 
proposed algorithm considers the network type, signal strength, data rate and network 
load as primary decision parameters for RAT selection process and tries to maintain 
the load equilibrium on all networks which have common or overlapped coverage 
areas. It is assumed that all considered networks and mobile nodes support the IEEE 
802.21 MIH.  

 

Fig. 2. LB algo. in the mobile device 

 
 

 

Fig. 3. LB algo. at the Network side 

The IEEE 802.21 MIH standard has been brought into use for seamless vertical 
handover operations of mobile nodes between the co-located wireless networks. The 
proposed approach has taken advantage of MIH media independent information 
service (MIIS) specifically for exchange of network load information besides 
exchanging other network related information like link type, link data rate, link 
capability, offered security and QoS and cost[1]. The proposed RAT selection 
framework consists of two load aware algorithms, one running on mobile device and 
other running on network entity like Satellite Ground Station, WiMax BS or WLAN 
AP. The flow chart shown in Figure 2 represents the proposed algorithm’s which runs 
at mobile device. At the mobile device, the proposed technique first makes a list of 
available network IDs which are visible to mobile device such that received signal 
strength from those networks is higher than the minimum threshold. In next step load 
value of each network in the list is obtained from MIIS and compared. Then in 
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following step it compares the data rate offered by each network in the list. The most 
preferred network from the list is the one with lowest load and highest offered data 
rate. The second algorithm shown in Figure 3 runs in network side. In the network 
entity like BS or AP the load balancing algorithm continuously keeps on updating the 
MIIS about its current load status and receives load information of its neighboring 
networks. This updating process runs on every time when a new connection starts or 
ends in the network. The most loaded network entity start moving out the suitable 
mobile users to appropriate networks, if the load variation is gone higher than 
threshold of 50% free resources margin, such that the percentage of free resources in 
one network is greater than or equal to the double of available resources percentage at 
any other network. Load balancing algorithm keeps on migrating out the suitable 
mobile nodes from over loaded network to the least loaded networks until the load in 
over loaded network becomes equal to or lesser than the average load in all the 
neighboring networks of overloaded network. The load balancing is performed by the 
handover procedures in both mobile and network side. In mobile nodes it is supported 
by the mobile node initiated handovers and on network entity it is supported by the 
network initiated handovers of the selected mobile nodes in the network.  

4 Simulation Architecture and Results 

4.1 Simulation Architecture 

Figure 4 presents the simulation topology considered in this paper. Purpose for 
considering particular topology for simulation is to observe the effects of load 
balancing in most ideal scenarios where mobile nodes can see maximum overlapped 
coverage areas from different networks. Each mobile user maintains a TCP 
connection with the TCP source shown in Figure 4 throughout the simulation such 
that effects of handovers on active connections can be measured. 

 

Fig. 4. Network topology for simulation 



110 M. Ali, P. Pillai, and Y.F. Hu 

The scenarios considered in this paper consist of a group of mobile users which 
travel across the coverage areas of all three networks such as Satellite, Wi-Fi and 
WiMax as shown in Figure 4. In simulation a group of mobile users starts from the 
Satellite coverage area and move together towards the WiMax coverage area. At time 
20 seconds all mobile users enter in WiMax coverage area and at approximately at 
102 seconds they leave WiMax coverage area. The Wi-Fi coverage area is overlapped 
by WiMax therefore at time 62 seconds group of mobile users enters the Wi-Fi 
coverage area and at approximately 73 seconds all mobile users leave Wi-Fi coverage. 
Satellite coverage is available to the mobile users throughout the simulation time from 
time 0 seconds to 150 seconds. The TCP source shown in the Figure 4 maintains a 
TCP connection with each mobile node throughout the simulation. 

4.2 Results 

The simulation scenario discussed in the previous section is simulated using both load 
balancing and non-load balancing algorithms using the network simulator NS2 [10]. 
Results of average throughput and load distribution at different networks such as 
satellite, WiMax and Wi-Fi networks are shown in figures from Figure 5 to Figure 8.  

 

Fig. 5. Avg. Throughput with LB 

 

Fig. 6. Avg. throughput without LB 

 

Fig. 7. Load distribution with LB 

 

Fig. 8. Load distribution without LB 

The Figure 5 is representing the average throughput graph of each network using 
load balancing algorithm, whereas the average throughput of each network using  
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non-load balancing algorithm is shown in the Figure 6. It can be easily seen from the 
two graphs shown in Figure 5 and Figure 6 that with load balancing algorithm all the 
networks showed improved average throughput as compared to the non-load 
balancing algorithm for RAT selection. The load distributions shown in Figure 7 and 
Figure 8 represent the load status of each network throughout the simulation time. 
Figure 7 represents the load status when load balancing algorithm is applied and 
Figure 8 represents the load status of each network when load balancing algorithm is 
not applied. These results are showing that in scenario where load balancing 
algorithm is applied, the overall network load of each network remained lower as 
compared to the scenario where load balancing algorithm is not applied. As the load 
balancing algorithm divides the mobile users equally among the network having 
overlapped coverage areas and non-load balancing algorithm selects the network with 
highest data rate and highest signalling strength. Balancing the network load enable us 
to keep the network availability to maximum reducing the call blocking and dropping 
probabilities and utilizing the available resource efficiently. 

5 Conclusion 

In this paper a load aware RAT selection algorithm has been presented with the 
comparison of results generated by simulation scenarios using load balancing 
algorithm and without load balancing. Considered attributes for observation are load 
distribution on each of the network and average throughput of each network such as 
satellite, WiMax and Wi-Fi networks. The results showed that with load balancing 
both parameters showed improvement in the target heterogeneous wireless network 
architecture. The average throughput with load balancing is higher for each network 
as the overall load is divided by load balancing algorithm to avoid the congestion. 
Load balancing algorithm assures the fair load distribution between the overlapping 
networks whereas without load balancing different networks show abrupt load 
variations which decrease the performance with high congestion, high call dropping 
probability and blocking probability at overloaded network. Load balancing approach 
utilizes the available radio resources efficiently. Handover latencies are minimized, as 
it does not require all the mobile users to handover when load balancing algorithm is 
used. Hence the load aware RAT selection is a better approach as it offers high radio 
resource utilization with minimum number of handovers and hence low handover 
delays, minimized call/connection blocking and dropping probability and ability to 
maximize the network availability with uniformly distribution of load in co-located 
networks.  
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Abstract. This paper summarises the issues created when deploying a virtual 
private network in broadband satellite systems. These issues are related to 
protocol enhancing, overhead, fragmentation, mobility, quality of service and 
network address translation. Solutions for these issues are proposed from the 
point of view of the satellite operator, since most depend on what degree of 
control it has over the network. More specifically, this paper explains which 
solutions can be applied when the satellite links an airplane with the ground. 
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1 Introduction 

Security in communications can be achieved with a private network that is only 
accessible by trusted members. However, nowadays traffic between two remote 
points goes through the public communications infrastructure to avoid the expensive 
investment needed to deploy a private infrastructure. 

A Virtual Private Network (VPN) establishes a private communication over public 
infrastructure. For that, some protocols like IPsec and TLS/SSL are used. IPsec is a 
security standard specified by the IETF. It is designed to provide interoperable, high 
quality, cryptography-based security for IPv4 and IPv6. The set of security services 
offered includes integrity, authentication, protection against replays, and 
confidentiality. These services are provided at the IP layer, offering protection for IP 
and upper layer protocols.  

The most common representatives of transport layer security are Secure Sockets 
Layer (SSL) and its successor Transport Layer Security (TLS). TLS/SSL is mainly 
used on top of TCP, which means that the TCP payload is protected but not the TCP 
header. The TLS protocol provides security in the form of reliability, integrity, anti-
replay and (optionally) confidentiality.  

The use of VPNs over satellite links creates additional issues to the ones already 
present in satellite links, like high delay, bandwidth-delay product and high error 
rates. These issues and solutions are summarised in the study described on this paper. 
For example, there are some known solutions like Multi-Layer IPsec to allow the use 
of transport protocol enhancing proxies inside the IPsec tunnel [1].  
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From the satellite operator’s point of view, the issues can be seen in three different 
cases, depending on which nodes it controls along the end-to-end communication 
path. The feasibility of the technical solutions shall later be then assessed with respect 
to the constraints posed by these control cases.  

 

Fig. 1. The communication path as considered for the control cases 

Three control cases are defined. Case 1 is when the satellite operator has control 
over the whole path. In Fig. 1, that corresponds to controlling from one VPN gateway 
to the other. Case 2 is when there is only control over the satellite related elements; 
satellite terminal, link and hub in Fig. 1. Case 3 is when, in addition to the satellite 
elements, one of the VPN gateways is controlled. 

This paper starts by explaining the different scenarios considered and further 
details one of them as an example. Then, the issues of Protocol Enhancing Proxies, IP 
fragmentation, overhead, mobility, and quality of service are explained. More issues 
have been identified but are left out due to space limitation. 

While the issues and solutions summarised are known, this paper’s contribution is 
the analysis of the applicability of such solutions from the perspective of the satellite 
operator, according to the different situations represented by the previously defined 
control cases. 

2 Scenarios 

Different scenarios have been considered so that it would be possible to investigate: i) 
the three different control cases, ii) the two security protocols in scope, TLS and 
IPsec, and later iii) the feasibility of the technical solutions in real-life implementation 
scenarios. These include: 

• Public safety. It describes de communications between emergency teams deployed 
on the field and their headquarters. 

• Aeronautical communications. This scenario represents the communications 
between a mobile network and a static network. In this case, the mobile network is 
an aeroplane.  

The aeronautical scenario is composed of two types of traffic, namely: 

• Safety-related communications consist of communications between pilots and air 
traffic controllers (Air Traffic Services ATS) and communications between the 
aircraft and its airline (Airline Operation Control, AOC). The air-to-ground  
data communication is assumed to be provided by an entity called the Air 
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Communications Service Provider (ACSP). Because the satellite operator has some 
influence over the ASCP, this communication path is considered as having control 
case 1. The traffic in this path is mainly made of short messages, and it uses IPv6 
taking into account the recent development in future air traffic management 
systems [2]. 

• Non safety-related communications consists of the traffic that comes from the 
passengers connecting to the internet (Airline Passenger Communications, APC) 
and forms the non-safety communications. Because there is no control at the ends 
of the communication (passenger and the internet) this is a case 2. IPv4 is 
considered in this path as it is still the most widely used protocol in the Internet.  

 

Fig. 2. Aeronautical communications scenario 

3 Investigated Technical Issues 

3.1 Protocol Enhancing Proxies (PEP) 

Standard TCP might not work efficiently in satellite networks due to the bandwidth-
delay product and the high bit error rate [3]. PEPs or enhanced TCP are usually used 
to improve the performance in such networks.   

An enhanced version of a protocol differs from the standard protocol in the 
configuration of some parameters or behaviours (e.g. congestion control mechanism); 
it is a substitute for the original protocol. On the other hand, PEPs are new elements 
in the topology configuration that improve the performance of the protocol.  

Some PEPs generate TCP packets as if they were the end hosts. Therefore, they 
must be capable of reading the fields in the TCP header. However, with IPsec these 
might be encrypted. Even if null encryption is used, after the PEP would generate a 
new packet, it would be unable to perform IPsec integrity protection and so, the new 
packet would be dropped at the IPsec gateways. Therefore, the PEPs should be placed 
outside the IPsec tunnel, requiring a control case 1 when an IPsec VPN is deployed. 
Some other solutions have been investigated like Multi-Layer IPsec. However, these 
solutions also require control case 1 and therefore the additional benefits of 
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implementing such solutions are not significant. In the aeronautical communications 
scenario, due to the short-messages characteristics of the safety communication a gain 
in performance can be achieved when enhanced TCP, optimised for short messages is 
used. This is feasible to implement as it represents a control case 1, and 
recommendations by the satellite operator to the end user is possible. In the non-
safety communication PEP could be implemented outside the IPsec channel between 
the airborne and ground APC IPsec GWs, but if the passenger’s traffic is already 
IPsec-protected, the PEP will not bring any improvement. 

3.2 Fragmentation 

All VPN technologies add some overhead which might increase the packet size 
beyond the Path Maximum Transfer Unit (PMTU) value of one link in the end-to-end 
path. Therefore, after deploying a VPN the chances of fragmentation being required 
are higher. Fragmentation and reassembly are cumbersome. When reassembling, the 
node needs to wait for all fragments to be received. Fragmentation also adds some 
overhead, for each fragment requires its own IP header. Also, when happening at 
routers, they take more time and resources than simple forwarding, effectively 
increasing the computational load and the delay.  

The situation is especially critical if fragmentation happens at the VPN gateway 
after packets are encapsulated. If that is the case, the receiving VPN gateway is forced 
to reassemble the packet before decapsulating it, rather than decapsulating each 
fragment and then forwarding them. This increases the computational load of a single 
node, the VPN gateway. 

There are two proposed solutions. Whenever possible and feasible, the satellite link 
MTU should be configured to be greater than or equal to the packet sizes generated by 
both end host plus the VPN overhead. This assures that the packet does not require 
fragmentation at the satellite link. This solution requires control case 1, since it is 
required to know the MTU and the traffic characteristics of the end hosts. 

Another solution is to use Path MTU Discovery [4]. That is, fragmentation is 
allowed only at the end hosts, but not at intermediate router.. This is the default 
behaviour for IPv6 and in IPv4 it is achieved by setting the Don't Fragment (DF) field 
in the IP header. Packets that exceed the MTU after being processed by the VPN 
should be dropped. The VPN GW then sends an ICMP message, indicating the path 
MTU (PMTU), back to the source so it can adapt the size of the packets to fit the 
tunnel MTU. When using IPv4, this solution requires control case 1. 

In the aeronautical scenario, the safety communication uses IPv6 and PMTUD is 
used by default. In the non-safety communication, PMTUD is enforced at the APC 
IPsec gateway, by setting the DF bit of all egress IPv4 packets, so that it is dropped in 
case IPsec causes the packet size to be larger than the link MTU. 

3.3 Overhead 

VPNs add new headers, causing overhead, which increases the traffic load. However, 
the impact of this overhead will depend on the payload size. For smaller payloads 
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(like VoIP) the relative increase will be important. For larger payloads the problem is 
not as bad, but it is still present. 

To minimise the effect of such issue, it is proposed to apply header compression to 
to reduce the overhead. RObust Header Compression (ROHC) has been selected 
because it is currently the state of the art of header compression protocol that provides 
high compression efficiency and robustness [5].   

This solution will be applied on the satellite link hop since it is the critical link on 
the path. ROHC can be used to compress ESP or AH headers of IPsec-protected 
packets. Even though ROHC can also be used to compress the TCP header of TLS-
protected packets, the relative compression gain obtained is not significant, as the 
payload is usually already quite large (TCP will try to create packets with the size up 
to its maximum segment size (MSS), which takes into account the link MTU). For 
TLS it is recommended to use TLS-compression, which is part of the TLS 
specification [6]. ROHC is implemented in the satellite link for both VPN types, so it 
only requires control case 2. 

3.4 Mobility 

If at least one of the VPN peers is placed inside a mobile network, then some mobility 
related issues may appear. For a VPN connection, a handover becomes critical in case 
the IP address of one VPN peer changes since VPN security associations depend on 
IP addresses. This is the case for gateway, satellite and gap-filler (technology) 
handovers. If no mobility features are deployed, the VPN connection will become 
unusable and a new one has to be setup, requiring maybe a new user interaction for 
authentication (depends on the authentication mechanism), expensive calculations, 
and extra round-trips. This is especially critical for satellite links since they have a 
high round-trip time. 

Some solutions have been proposed. One of them is MOBIKE which allows an 
IPsec security association to accept more than one IP address. The other, Mobile IP 
consists on giving the mobile node a static IP address (Home Address, HoA) 
additionally to the IP address given by the network it is plugged in (Care-of-Address, 
CoA). All packets sent to the HoA are routed through a static node called Home 
Agent, which knows at all times what CoA corresponds to each HoA. Mobile IP is 
extended from having a single mobile node to a mobile network with NEMO. 

NEMO is the chosen solution for the aeronautical scenario. It is transparent to the 
end hosts and it is implemented in the satellite link, so it can be implemented even for 
control case 2. Therefore, it is useful for both safety and non-safety communications. 
MOBIKE’s drawbacks, like being forced to start the communication on the airborne 
side, discard it as a viable option. 

3.5 Quality of Service (QoS) 

QoS provisions in the Internet are achieved through IntServ and DiffServ protocols 
[7] [8]. In both cases, the IP header is used to determine what treatment a datagram 
receives. Therefore, an IPsec VPNs in tunnel mode will be a problem because it is 
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likely to encrypt the original IP header. A TLS VPNs will not be an issue as it does 
not protect the network layer.  

To still being able to apply QoS at the satellite link (inside the IPsec tunnel), the 
required information should be present in the outer IP header. This is easily done 
when using DiffServ, as only the DS field is required, and it should be copied to the 
outer header according to the IPsec RFC [9]. IntServ access to other fields like source 
and destination addresses that are not available if the packets are tunnelled using 
IPsec. It requires control case 1 to assure that the IPsec implementation used at the 
gateway copies the value and so it can only be assured for the safety communications. 

4 Conclusions 

In this paper we explained the issues created when deploying a VPN in broadband 
satellite systems and more specifically, when the satellite links an airplane with the 
ground. 

In case there is no control or influence over the elements in the communication, 
some of these issues remain untreatable, but for some others, a solution is still 
applicable. If all the elements are under control, there is at least one solution for each 
issue. While some solutions, like copying the DSCP value for the QoS issue eliminate 
the problem, some like header compression only minimise its effects. 

Future work involves measuring the performance gains obtained from using the 
proposed solutions. For that, a testbed integrating the different elements of the 
aeronautical scenario and the solutions has been set up. 
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Abstract. Performance Enhancing Proxies (PEPs) are used in satellite networks 
for better performance of the TCP/IP applications. Multi-layer IPSec (ML-
IPSec) resolves the conflict between end-to-end security in standard IPSec and 
operation of PEPs. Previous Ml-IPSec solution has issues of limited application 
scope and increased complexity to implement and process the ML-IPSec 
protected data. This paper presents a new dynamic ML-IPSec protocol which 
addresses these issues. The paper also analyzes the protocol with reference to 
previous ML-IPSec protocol and presents the experiment performed to analyze 
the network performance while running IPSec and ML-IPSec.  

Keywords: ML-IPSec, IPSec, PEP, TCP, Dynamic ML-IPSec. 

1 Introduction 

Multi-Layer IPSec (ML-IPSec) enhances the functionality of IPSec in order to solve 
the conflicts between IPSec and intermediate entities such as TCP and application 
layer PEPs. More information on Y. Zhang work on ML-IPSec can be obtained in [1], 
[2]. The earlier work on ML-IPSec, done by HRL Laboratories, was presented to 
IETF in many meetings and an internet-draft was written as well. IETF showed 
concern in three areas: 1) the idea presented by HRL Laboratories was only targeting 
very limited domain by fixing the zone map for the security association lifetime, 2) 
implementation complexity was increased and 3) it was required to show two more 
actual implementations of ML-IPSec. However, the problem of complexity of key 
management and security association setup for intermediate devices is also very 
complex and costly operation in terms of communication and it is not addressed very 
well. The HRL Laboratories suggested using “Internet Key Exchange (IKE v2)” for 
key setup. For large networks with large number of intermediate devices, using IKE 
v2 is not a good option. Also there are requirements for changing the databases of 
IPSec and IKE to make it compatible with ML-IPSec. The ML-IPSec analysis, design 
and IETF issues are discussed in detail by M.Bhutta and H.Cruickshank in [3], [4]. 
The issues are solved by our proposed novel, new dynamic ML-IPSec protocol. The 
paper also describes in detail the new proposed Dynamic ML-IPSec design and proof 
of study performed on SSFNet simulator. 
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2 Previous Multilayer IPSec 

First let us have an overview of ML-IPSec. The IP datagram is divided into portions. 
A portion under the same security protection scheme is called “Zone”. A zone map is 
a mapping relationship from octets of the IP datagram to the associated zones for each 
octet. The zone boundaries must remain fixed within the lifetime of a security 
association otherwise it will be very difficult to do zone by zone decryption and 
authentication.  

Security Association (SA) in IPSec defines the relationship between sender and 
receiver. The Composite Security Association (CSA) in ML-IPSec also includes the 
intermediate trusted nodes in addition to the sender and receiver. For each zone, there 
is an individual security association. Therefore, all security associations for all zones 
collectively form a CSA to cover the entire IP datagram. A CSA has two elements. 
The first element is zone map and second element is a zone list. Zone map shows the 
coverage of each zone in IP datagram and second element, zone list shows the list of 
SAs for each zone. 

As Encapsulating Security Payload (ESP) in IPSec provides the maximum security 
features of IPSec protocol, so here our focus is on ESP only. The discussion on 
Authentication Header (AH) is out of scope of this paper.  

The ESP payload data field in ML-IPSec is divided into multiple pieces depending 
upon the number of zones. The payload data for each zone collectively along with 
padding, padding length and next header field is referred to as cipher text block of the 
zone. In ML-IPSec, different IP datagram parts can be encrypted using different keys 
for different zones.  The ESP authentication data field is also variable in length and 
contains multiple ICVs which are calculated for different zones and the size of them 
is dependent on the algorithms being used for integrity. More information on previous 
ML-IPsec can be found in [1], [2].  

3 Issues in Previous ML-IPSec 

As notified by IETF, the application scope and increased implementation complexity 
are main issues in previous ML-IPSec [5, HRL Laboratory report]. Also, key 
management for ML-IPSec is a very complex and big concern to make ML-IPSec 
enable to provide security services. Y. Zhang proposed to use IKEv2 to establish the 
security associations between intermediate communicating parties but, using IKEv2 
will not scale well and complexity will also increase as network will grow. However, 
the main focus here is to address the limited application scope of the previous ML-
IPSec protocol. The key management complexity is out of the scope of this paper.   

The main reason for limited application scope of previous ML-IPSec protocol is 
the way how zone map is established. As described earlier in section II, zone map 
defines the coverage of each zone in IP datagram. The zone map is part of composite 
security association (CSA) and is established between communicating parties when 
security association (SA) is established. The zone map must remain constant for the 
duration of established security association (SA) life time. By making zone map 
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constant, restricts many applications to use ML-IPSec like HTTP in which 
request/response size is variable due to appending cookies etc or any application 
appending extra headers will also not work for constant zone map. This paper 
presents a new dynamic ML-IPSec protocol which increases the scope of application 
and address the constant zone map problem.  

4 New Dynamic ML-IPSec Protocol 

The proposed new dynamic ML-IPSec protocol increases the application support by 
allowing breaking down the IP datagram into zones as per requirement. Before 
describing the details of new ML-IPSec protocol, we summaries the design 
considerations here. We propose that zone map should not be part of CSA; instead the 
zone information is embedded in the ESP header. CSA will remain same except the zone 
map information. It will contain the zone list and all designated and non-designated 
security association parameters will also remain as part of CSA and will be described in 
the same way. The zone information about the IP datagram will go as part of ESP.  

The inbound, outbound processing on participating nodes, ESP and AH packets 
parsing and security processing on ESP and AH are affected by making zone 
information part of ESP and AH header. The paper only focuses on ESP but, the basic 
logic and processing with respect to zones will be same for AH as well. All these 
processing procedures and design details are described in this section.  

4.1 Zones and Zone Map 

A zone in new ML-IPSec is a continuous block (portion) of IP datagram. The reason to 
identify a zone as a continuous block is due to the reason as it reduces the complexity to 
process a part of IP datagram. The detailed discussion on zone manipulations is in the 
coming sub-section, Security Protocols, where we discuss all the processing details.  

A zone map in previous ML-IPSec was described as bit-by-bit mapping of IP 
datagram into zones. However, in new ML-IPSec protocol zone map also contains 
information about zones but, zone map is combinations of zone pointers. A zone 
pointer points to the starting bit location in ESP header when IP datagram is 
encapsulated after encryption. Further details about zone map are described in sub-
section, Security Protocols, along with parsing and processing details of ESP header 
and IP datagram.  

4.2 Composite Security Association (CSA) 

CSA in previous ML-IPSec consists of two elements, zone list and zone map. Zone 
list is a list of all security associations associated with each zone and zone map 
defines the IP datagram bits associated with each zone. However, CSA only consists 
of zone list without zone map as zone map information becomes part of ESP header. 
Except this change, CSA remains unchanged including the definitions of designated 
and non-designated parameters.   
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4.3 Security Protocol 

As described in section II.C, the paper focuses only to discuss security protocols with 
respect to ESP only.  

The figure 5 shows the new ESP header. The ESP header is also the same as IPSec 
and previous ML-IPSec ESP header with some changes. 

4.3.1   ESP Header Design  
The ESP header contains SPI and sequence number as in IPSec and previous ML-
IPSec. After sequence number field, the ESP header contains a 4 bit field called 
“Total Zones”. This field identifies the total number of zones of each IP datagram 
under process. The IP datagram can be broken into as many zones as required by 
application up to a maximum of 15 zones.  

After “Total Zones” field, there are variable numbers of pointers fields depending 
upon the number of zones. Each pointer field consists of 11 bits to support the IP 
MTU of 1400 bytes and points to the starting position of each zone inside ESP 
payload. After adding all the pointer fields, the necessary padding is done to keep 
ESP header word size constant of 32 bits. The “Pad Length” 5 bits field describes the 
total number of padding bits added in the ESP header for pointers.  

The ESP payload data in new ML-IPSec protocol consists of multiple pieces 
depending upon the number zone. The data in each zone is encrypted after adding any 
necessary padding and then ICV is calculated on the resultant cipher data for that zone. 
The cipher data and ICV for a specific zone is combined and put in the ESP payload 
data at specific position. The resultant encrypted data and ICV of different zones are 
encapsulated in the ESP payload in the order consistent with IP datagram data.  

The figure 5 shows the new ESP header for n number of zones.  

4.3.2   ESP Header Processing  
The ESP header processing at participating nodes is in consistence with previous ML-
IPSec and IPSec protocols. The processing steps described here are followed in 
outbound and inbound processing performed in participating entities in the 
communication. The processing steps are as follows:  

Security Parameter Index (SPI)

Sequence Number

Total Zones

(4 bits)

Pointer to 

Starting position 

of Zone 1 

(11 bits)

Pointer to Starting 

Position of Zone 2

(11 bits)

-----

-----

-----

-----

-----

Pointer to starting 
position of Zone (n)

(11 bits)

Padding Pad Length
( 5 bits)

Encrypted Payload data for Zone 1 

(including padding, pad length, next header). 
(Variable Length)

……………

Integrity Check Value (ICV) for Zone 1

……………….

……………….

 

Fig. 1. ESP Header for New ML-IPSec Protocol 
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• For encryption, the payload data part for each zone is appended with 
necessary padding and pad length depending upon the algorithm and then 
encrypted. However, the designated zone also contains the “Next Header” 
field as in previous ML-IPSec. For decryption operation, the decryption is 
done depending upon the algorithm selected and original data is received after 
truncating the padding and pad length fields. The operation steps performed 
for encryption/decryption are in consistence with IPSec and ML-IPSec.  

• The ICV calculation steps in new ML-IPSec are same as in IPSec and 
previous ML-IPSec depending upon the selected algorithm. However, the 
way ICV for each zone is encapsulated in ESP header is different from 
previous ML-IPSec. In previous ML-IPSec ICVs for all zones were combined 
together and then appended at the end of combined encrypted data of all 
zones but, in new ML-IPSec ICV for each zone is appended at the end of 
encrypted data for that specific zone to make it easy for processing and less 
complex. As ICV is always calculated to fixed size depending upon the 
algorithm selected, it can be easily extracted from the end of zone encrypted 
data at receiving end to verify the integrity.  

4.4 Inbound, Outbound Processing 

The outbound and inbound processing can be referred as processing at sender end and 
receiver processing at end respectively. In intermediate nodes, partial processing is 
done on IP datagram accessible part; however the steps remain same with respect to 
inbound and outbound processing.  

4.5 Outbound Processing in ML-IPSec 

In new ML-IPSec protocol the outbound processing is done in the same way as 
described in section II.D with the following exceptions:  

 

Fig. 2. Example of Outbound Processing 



124 M.N.M. Bhutta and H. Cruickshank 

 

• There is no pre-defined constant zone map which is consulted to perform 
security operations on each selected zone.  The zones are generated dynamically 
and are processed for encryption and integrity check value calculation. 
However, the sequence of performing security operations remains same.  

The processing steps for outbound processing are shown in figure 6.  

4.6 Inbound Processing in ML-IPSec 

The inbound processing in ML-IPSec is reverse of the outbound processing. The 
processing steps for inbound processing are shown in 7: 

5 Security Services Offered by New ML-IPSec Protocol 

The new ML-IPSec offers same security services as offered by IPSec and ML-IPSec 
including origin authentication, connectionless integrity, optional partial sequence 
integrity, data confidentiality and limited traffic flow confidentiality with the help  
of ESP. 

 

Fig. 3. Example of Inbound Processing 

6 Performance Evaluation of New Dynamic ML-IPSec Protocol 

To evaluate the performance of new proposed dynamic ML-IPSec, we selected to 
modify the implementation of IPSec by NIST. The simulator used by NIST was 
SSF/SSFNet and was developed in Java. For proof of study and analyze the network 
performance while running Dynamic ML-IPSec, we have modified the NIST IPSec 
implementation according to our proposed design. Following are the details of 
experiment performed.  
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6.1 Experiment Environment 

A network of asymmetric kind where one part of network only contained clients and 
one part of network only contained servers were arranged in dumbbell topology as 
shown in figure 8. The network consisted of a pair of security gateways and one or 
more hosts behind each gateway (connected with a LAN). Each gateway provides 
secure VPN services using Dynamic ML-IPSec and IPSec for the local hosts and acts 
as the SA initiator or the SA responder. All the experiments were performed in tunnel 
mode where a security policy controls the packets to be processed. For our 
experiment, we configured the host behind security gateway to create a security 
association with each other node.  

In the experiment, we used manual key management. So at start of experiment, a 
SA was established for IKE and for IPSec/ML-IPSec. In ML-IPSec experiment, the 
SAs were different for different zones. The life time of SA was more than the 
experiment time, so that no re-keying should be required for life time of experiment.  

 

 

Fig. 4. A sample of network configuration used for experiment 

6.2 Traffic Models  

In the simulation, different experiments were performed for file transfer between TCP 
clients and TCP servers. A client connects to a randomly chosen server and requests 
server to transfer a file of fixed size for the selected duration of experiment. A TCP-
based application continuously generates fixed number of files traffic for each session 
for the duration of the experiment. The TCP clients were waiting for a random time to 
send the next request after completion of the session. 

6.3 Performance Measures  

The purpose of the study was proof of concept of dynamic ML-IPSec that it functions 
according to the policy and we achieved similar behavior between IPSec and  
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Fig. 5. Example of Inbound Processing 

ML-IPSec for same set of security related experiments. We also tried to compare the 
network performance while running IPSec and ML-IPSec for different traffic loads 
and different network bandwidth configurations.  

The packet statistics shown in figure 9 are counted according to the security  
policy enforcement and selected network conditions. We counted the 
protected/unprotected/bypassed/error packets for both inbound and outbound 
independently within a security gateway.  

For the application layer, we gathered the session throughput for different network 
conditions. We run the simulation in tunnel mode for fixed time. The internet 
connection between securities gateways were configured for different bandwidth 
values from 1 Mbps to 10 Mbps to see the effects of network bandwidth with respect 
to traffic load. To change the traffic load, we changed the file sizes from 1 Mbytes to 
20 Mbytes. The security attributes like 3DES_CBC, AES or HMAC_SHA1 etc, can 
change the overall performance under specific environment.  We considered the 
affects of our selected security schemes to play a role in our analysis.  The 
cryptographic figures used for our experiment are given below and are in consistence 
with NIST IPSec experiment.  

Table 1. Cryptographic Figures used for experiment 

Algorithms Block 
Size 

Key 
Size 

3_ 
DES_CBC 

8 bytes 24 bytes 

HMAC_SHA1 64 bytes 20 bytes 
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As shown in figures 10 and 11, overall throughput of network becomes stable once 
the network can handle all the transmitted data efficiently than the speed data is 
transmitted on the network. There remains unnoticeable difference between the 
performance while running IPSec and ML-IPSec with different number of zones. 
However, when network speed is less than the speed at which processor is 
transmitting the data on the network; we have observed that configuration where less 
processing is involved gives better performance as compared to configuration where 
high processing is required. Hence in low bandwidth network, obviously IPSec gives 
better performance as compared to ML-IPSec. However, this difference is not very 
high. The below graph and data table shows the average throughput obtained in the 
analysis.   

Table 2. Network Throughput for file size of 20MBytes 

File 
Size Bandwidth Average Throughput 
(MB) (Mbps) IPSec ML-IPSec (1 Zone) ML-IPSec (2 Zones) ML-IPSec (3 Zones) 

20 1 92.842 92.669 91.906 91.822   
20 2 185.095 184.74 183.235 183.07   
20 3 251.796 251.793 251.776 251.776   
20 4 252.02 252.02 252.01 252.006   
20 5 252.13 252.13 252.13 252.13   
20 6 252.23 252.23 252.22 252.22   
20 7 252.286 252.286 252.286 252.283   
20 8 252.336 252.333 252.33 252.33   
20 9 252.336 252.336 252.33 252.33   
20 10 252.403 252.4 252.396 252.396   
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Fig. 6. Network Throughput for file size of 20MBytes 

The figure also shows that as file size increases, the TCP application gives better 
utilize the network bandwidth as compared to low file sizes. The low file size 
degrades the network performance to very small extent.    
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6.4 Limitations of Implementation   

The analysis was performed using SSF/SSFNet simulator and NIST IPsec 
implementation. However, for our analysis there are some limitations inherited from 
NIST IPSec implementation and SSF/SSFNet implementation which are given below:  

• No actual implementation of cryptographic algorithms, keys and 
cryptographic operations is done. However, the security processing behavior 
was simulated alongside processing block size and processing time.  

• The header sizes and data sizes may be different from actual implementations 
for different constraints of Java language.  

However, the overall behavior of IPSec, ML-IPSec will not be some much different 
from real implementation.  

7 Conclusion 

The ML-IPSec can solve the interworking issues between intermediate devices such 
as PEPs and IPSec. ML-IPSec enables PEPs to access a limited portion of IP 
datagram for their proper functioning while end-to-end data confidentiality is 
preserved by ML-IPSec. However, there are some issues in previous ML-IPSec 
solution like limited application domain, which can be resolved by new dynamic ML-
IPSec by making application more flexible to break IP datagram into different zones. 
The new dynamic ML-IPSec also improves the efficiency and reduces complexity to 
encapsulate the zones information into ESP payload.  

The paper presented new dynamic ML-IPSec with detailed description of its design 
and processing. The paper has also performed an analysis on new dynamic ML-IPSec 
in comparison with IPSec and previous ML-IPSec where appropriate. The paper has 
shown some results of our analysis for security policy enforcement and network 
performance evaluation with different network bandwidth and traffic load. It is 
observed that ML-IPSec gives almost same performance as IPSec performs when 
network bandwidth is more than 3 Mbps. However, when network bandwidth is low, 
then there is small performance reduction as compared to IPSec.  
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Abstract. Technological advances are enabling the reception of satel-
lite broadcast even on mobile devices. However, mobile device usage is
highly individual and exhibits an on-demand characteristic which rather
suggests unicast. In order to avoid a wastage of the strengths of satellite
broadcasts, additional effort is needed. This paper presents an approach
to integrate satellites into heterogeneous collaborative networks for pro-
vision of IP services and broadband Internet access. Thus it supports
both real time multimedia streaming and multimedia on demand.

Keywords: IP over satellite, network convergence, heterogeneous net-
works, content distribution.

1 Introduction

Since the establishment of the Internet and basically with the launch of the World
Wide Web (WWW), human life considerably changed. It is affecting the way we
work as well as the way we spend our leisure time. We look for Information,
buy and sell, play games and communicate with other people in forums, chats
and social networking platforms. The importance of online activities and the
time we donate to them increases with the enhancing availability and growing
bandwidth of the Internet accesses. At the same time we accustom ourselves
to the way the Internet provides us with things we are looking for – which is
immediate, ubiquitous and on–demand. Everything is just a few clicks away and
waiting times of several seconds are considered as long in this context.

Due to the success of smart–phones and other mobile devices that encourage
us to an ubiquitous Internet usage, this effect has even been further amplified.
Our desire to exchange information, to participate in social networks, to use the
latest software – the word apps is often used in this context – and to access
videos and other multimedia files always and everywhere leads to constantly
increasing network traffic and bandwidth demands. Permanent upgrades and
investments on the infrastructure are needed in order to preserve connection
speed and service availability under this growing load. Considering this situation,
being now able to receive satellite broadcasts on mobile devices might seem to
be the solution to all present problems. However, satellites – and broadcast
networks in general – are inherently designed to serve a large number of people
with the same content at the same time, which is in contrast to the highly
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Fig. 1. The Internet traffic forecast. Source: www.cisco.com

individual behavior described above. In case the satellite bandwidth must be
split among thousands or even millions of users for individual transfers, the
possible benefits are extinguished. As a solution to this problem, this paper
presents an approach for efficient satellite integration into mobile networks that
uses resource request aggregation. Files that are downloaded by a large number
of users nearly simultaneously are being broadcasted, while less popular data
is send via unicast. The following sections will show that this approach not
only will cut the peak loads caused by “hot” or “hype” content but also will
allow better QoS for the most traffic intense type of online content. The latter,
according to studies presented in [10] and to the Cisco Internet traffic forecast
shown in figure 1, are video files. It is worth noting that although P2P traffic
seems to cause at least the same amount of traffic, we have to recall that a large
fraction of files exchanged via P2P consists of multimedia content. Due to the
high relevance of video files for the overall Internet traffic, the proposed network
model is motivated and described in the scope of video files. However, it can be
also applied to other types of content with similar characteristics regarding the
access patterns.

2 Related Work

The potential for traffic savings by aggregating viewers and then using an Inter-
net multicast has been analyzed in [1]. While this study shows the applicability
of request aggregation in an video on demand environment, it does not answer
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the question how the multicast can be realized. So far, multicasts over the In-
ternet have not been successfully realized in a large scale due to the effort for
multicast–group management. Related work has also been presented by [5] who
concentrate on the server load reduction potential when using a P2P–like distri-
bution model for video on demand. Further the authors of [4] analyzed also an
P2P based video delivery model for YouTube which had a focus on the reception
side. Also in [2] a P2P based approach is analyzed. None of these studies utilized
a satellite or another broadcast network for increased efficiency. However, their
research shows that a timely correlation of online video requests can be observed.

An approach focusing on the lower (packet) level of DVB service delivery
to mobile clients and the corresponding reliability issues is presented in [7]. A
satellite based content distribution model in hybrid networks has been presented
in [8]. It relies on the distribution of files before the demand arises, which becomes
possible due to popularity predictions, request forecasts, subscriptions and the
availability of large caches at the users. However, the available memory on mobile
devices is much more scarce than it is the case on TV–sets, Set–Top–Boxes or
Internet modems, which can use cheap hard disks as caches that provide high
capacities. Thus for mobile networks, a different approach must be taken. Let
us assume that we have enough storage to completely cache the video currently
played which is reasonable considering current standards.

3 Content Distribution Model

Since online video on demand (VoD) allows users to start playback of a video
at an arbitrary moment in time, usually it is sent to the customer by the time
playback is started as unicast, which is natural choice considering the individ-
ual nature of this service. But in case thousand people start watching at the
same moment, the whole data is sent one thousand times. Besides of the mas-
sive amount of traffic this generates, there is another problem: If the average
bandwidth of the user does not at least match the video’s encoding bitrate, a
fluent playback is not possible or he has to wait a long time before enough data
is buffered. Considering the numerous rural areas where UMTS is still not avail-
able – not even to talk about LTE – this is an important aspect considering
mobile video reception.

Before we start with the details of the model, let us be reminded on an im-
portant property that is essential for the applicability of the described approach.
This property is the power law distribution of online video popularity which is
confirmed by [6]. Similar results are presented by the authors of [3] who state
that 10% of all available videos cause 90% of all web traffic. While many studies
pay special attention on the long tail of that distribution, the model described
in this paper concentrates on the opposite, on the most popular files. It has fur-
ther been shown in [9] that there are online videos which exhibit heavy bursts
in their request patterns. The fact that there exist extremely popular videos
which at the same time show a strong timely correlation in their view statistics
ensures that there are files which can efficiently distributed by using the model
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presented in this paper. As already mentioned, the latter is roughly based on the
rule that files with many concurrent requests are broadcasted while the others
are transmitted via the terrestrial network as unicast. In detail, the model works
as follows:

Like it is common for peer-to-peer file exchange protocols, we subdivide each
file into several pieces of size SP . We choose the piece size accordingly to the
available mobile network bandwidth BM so that one piece can be submitted per
second. This also means that this is the maximum encoding bitrate that can
be used for the video in order to allow fluent playback. Later we will also see
simulation results where a higher video encoding bitrate is used which means
that these videos could not have been viewed instantaneously in full quality when
only the mobile network with EDGE bandwidth was used for delivery. Regardless
of a specific encoding bitrate, given a size SFi for a file Fi, this means that Fi is
split into

|PFi | :=
SFi

SP
(1)

pieces. Let further the available satellite bandwidth be BS . Whenever the number
of active downloaders exceeds a defined broadcast threshold BT , a broadcast is
scheduled. The full satellite bandwidth is utilized then, which means that we are
able to transmit multiple file pieces within one second. The ratio r between the
files transmitted per second via mobile network and via broadcast depends on
the available mobile network bandwidth. Thus it is

r =
BS

BM
(2)

Since we assume that all pieces are received sequentially via mobile network,
when BT is reached we check which is the piece with the highest sequence
number piecemax(Fi) that at least one on the active downloaders already holds.
Then during the next step respectively the next second, r pieces are submitted
at once via broadcast. In case that

piecemax(Fi) + r > |CFi | (3)

we change the start sequence number for the broadcasted pieces to |CFi | − r
in order to utilize the full available bandwidth. This means in that special case
some pieces are broadcasted even if BT is not reached for them, but it further
increases the download speed for the remaining clients. Also, all clients that
would not have reached the sequence number piecemax(Fi) after the broadcast,
the next piece in line is transmitted via unicast just as it would have been the
case without a broadcast. Two other parameters we need are the maximum
number of clients that can start watching a video per second (CpS) and the
probability P that they will. The following evaluation of this model will show
the possible traffic savings.



134 B. Klasen

4 Evaluation

The first important question concerning the evaluation of the proposed model is
the choice of the parameters. Regarding the mobile network bandwidth, choose
EDGE with 236 Kbit/sec as the lowest common denominator since it is still the
maximum available network bandwidth for several regions.Thus let

SP = 236kbit (4a)

BM = 236kbit/sec (4b)

BS = 36, 000kbit/sec (4c)

A very critical parameter is the number of users that might request a certain
file per step respectively per second. Here we use results of former studies that
analyzed video request rates on YouTube [9]. According to those, there are videos
which exhibit an average of 715.5 requests per minute during the first three days
after they have been uploaded.

This means we have approximately 12 requests per second. Since the data is
relatively coarse grained, it is impossible to distinguish how these requests are
distributed within a period shorter than one hour. Thus we assume a Poisson
distribution and let the

CpS = 7, 155 (5a)

P = 0.0017 (5b)

This corresponds to the probability for a client to request the file within 10
minutes. Further we use the average video duration of 342 seconds, which re-
lies on the results for very popular videos from the YouTube study mentioned
above. Considering the now commonly used average bitrate of 1, 057Kbps for

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0 500 1000 1500 2000

80
0

10
00

12
00

14
00

16
00

Broadcast Threshold BT

M
ea

n 
do

w
nl

oa
d 

du
ra

tio
n

Fig. 2. Encoding bitrate = 1057 Kbps

●

● ● ● ● ●
● ●

●
● ●

● ●
● ●

●
● ● ●

●
●

0 500 1000 1500 2000

50
10

0
15

0
20

0
25

0
30

0
35

0

Broadcast Threshold BT

M
ea

n 
do

w
nl

oa
d 

du
ra

tio
n

Fig. 3. Encoding bitrate = 236 Kbps



Efficient Integration of Satellites in Collaborative Network Structures 135

●

●

●

●

●

●

● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

0 500 1000 1500 2000

0.
0e

+0
0

1.
5e

+0
7

3.
0e

+0
7

Broadcast Threshold BT

B
yt

es
 s

en
t i

n 
br

oa
dc

as
t n

et
w

or
k

Fig. 4. kByte broadcasted

video with resolution 480p – which is not the highest quality but a common
resolution we find on screens of mobile devices – and a audio bitrate of 96Kbps
it results in an average video file size of ≈ 48.16MByte. We also use a lower
bitrate of 236Kbps with a corresponding filesize of 10.01 MB which allows a
fluent playback without an excessively long buffering period when we have no
broadcasts. Figure 2 and 3 show the download durations for varying values of
BT for both encoding bitrates, while BT = 0 means that broadcasts are dis-
abled. For the higher bitrate (figure 2) we have an average bandwidth saving
in the mobile network of 58%, while it is more than 86% in case of the lower
bitrate (figure 3). These are average values, and what we can clearly see in figure
3 is that the time a client needs to complete the download immediately increases
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with growing values of BT . This is what one expects considering the smaller
filesize. In general it can be stated that the larger a file – and thus the longer the
expected download time – the higher we can choose BT while still achieving a
high mobile network traffic reduction. Figure 4 shows the broadcast bandwidth,
figure 5 the mobile bandwidth needed under changing values of BT . Again, for
BT = 0 the broadcast is disabled.

5 Conclusion

This paper presents a content distribution model that uses satellite broadcasts
in a collaborative manner together with a terrestrial unicast network in order to
reduce network traffic. It has been shown that the unicast traffic can be reduced by
more than about 86%. At the same time, only relatively little satellite bandwidth
is needed. This approach requires that some authority – for example the mobile
or satellite network provider – keeps track of the number of current requests for
a certain file and decides on the delivery channel accordingly. Since this violates
the net–neutrality, it is important to implement the described approach in a way
that users are aware of this and use it voluntarily. The reason why people should
freely decide to do this is a fluent video playback even under high network load
and shorter download times for videos. The latter can be very important if people
spend also time in environments where no network access is possible.
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Abstract. In general, emulation of satellite networks has been focused on repre-
senting the features of the access network, characterised by large complexity. 
Physical layer impact has usually been neglected or reduced to static and lim-
ited models. The aim of this work is to reformulate a new model of physical 
layer oriented to network emulation, adapted to multiple satellite systems and 
configurations. The main achievement of this work is the design of a simple 
method of analysis of end-to-end communication links, that can rely on sepa-
rated uplink and downlink attenuation channels generated offline or in runtime. 
The model has been integrated in the open source platform PLATINE1, show-
ing an easy integration to distributed machine emulation and reproducing local 
propagation conditions for each ground terminal. 

Keywords: satellite, emulation, network, physical layer, DVB-S2, DVB-RCS, 
BER, ACM, delay, C/N. 

1 Introduction 

In the context of networks based on bidirectional satellite systems, gateway stations 
are connected via satellite links to an important number of terminals, sharing limited 
bandwidth. The geographic distribution of ground terminals may result in very differ-
ent atmospheric conditions and interference levels for each satellite link. Also, due to 
different uplink and downlink frequencies, the propagation conditions may differ 
slightly in each direction of the communications (forward/return link). Consequently, 
the resulting network is composed of communication segments whose performances 
vary throughout space and time (similar to the local conditions of each ground ter-
minal), defining an important aspect of satellite network architectures, as presented in 
figure 1. Rain especially may strongly affect and collapse a communication link be-
tween the satellite and a ground station. Network resources should also implement 
adaptability to these changing scenarios. For example, in the case of DVB-S2/RCS 
                                                           
1  The license of this project has recently changed to free software license GPL. Under the new 

conditions, the name of PLATINE will be abandoned and a new name for the project will be 
applied in the future. 
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architecture, featured with Adaptive Coding and Modulation (ACM) in the forward 
link, the Network Control Centre (NCC) shall define how to broadcast content with 
the most efficient MODCOD schemes at all times, and considering the different 
(C/N0) reception conditions of each user [1]. 

 

Fig. 1. Attenuation in different links in DVB-S2/RCS based in a unique satellite architecture 

In this context, we want to build a model that reflects the main impacts of the phys-
ical layer on network communications, such as error introduction and insertion of  
delays, while still keeping the perspective of network emulation. In other words, the 
main objective of this paper is to present the base for a physical layer model, simple 
enough to be efficient in terms of computation, and representative enough to test  
network performance and capabilities in the context of satellite communications. Ad-
ditionally, it will be required that the model present a flexible logical structure and 
several configurations, from extremely simple to more complex models. Network 
access emulation is already a complex system; the objective is to provide a simple and 
configurable model to evaluate more realistic results regarding the physical layer  
impact on satellite networks. 

The second section of this paper recalls the principles of analysis of RF communi-
cations for both single and multiple links. The third section presents the architecture 
of PLATINE and the previous context of physical layer representation over satellite 
networks. The fourth section describes an implementation proposal for the analysis of 
the Physical Layer impact on bidirectional satellite networks. Final conclusions for 
this study are presented in section 5. 

2 Physical Layer Impact in Communications 

The characteristics of satellite RF propagation will determine essential performance 
parameters for satellite network links: bit error rate, delay or availability, and will  
affect bit rate adaptation in some satcom systems, such as DVB-S2/RCS. The most 
representative parameters describing these impacts include: bit error rate (BER), 
channel capacity and the propagation delay. 
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2.1 Bit Error Rate and Channel Capacity 

In digital satellite communications, the error rate of an incoming data flow is meas-
ured by the link BER, which represents the ratio of the number of erroneous received 
bits over the number of bits transmitted from the communications channel. If the link 
BER is high, it may exceed the channel coding scheme’s capacity of error. For exam-
ple, in a DVB-S2 system disrupted by heavy rain, the received BBFRAME may have 
too many erroneous bits, which will be detected by the FEC, and therefore, the frame 
may be dropped by the receptor. If this situation occurs for successive frames, the 
channel will be considered blocked or in a state of failure. The calculation of BER in 
digital communications is directly related to the Carrier power to noise power spectral 
density ratio (C/N0) of the link, and the modulation and coding scheme (MODCOD) 
used for RF communications (where C/N0 is dependent on the system configuration 
and the external physical media of transmission, and the MODCOD is only dependent 
on the system design). The choice of the MODCOD will also determine the effective 
transmission rate through the communications channel, which is relevant to the whole 
network performance. 

General Link Analysis. C/N0 shows the ratio of the power of the signal received to 
the power density of the received noise that interferes in the signal demodulation and 
is an essential parameter in describing the quality of communications. 

To analyse the total C/N0 (or end-to-end C/N0 in satellite communications with 
transparent payloads) [2], there are many parameters to consider, as shown in the 
following table: 

Table 1. Parameters affecting the link budget  

Earth station Satellite  Channel 
• Geographical location: Rain fade 

statistics, Satellite look angle, 
Satellite EIRP in the direction of 
the earth station, Earth-Satellite 
Path loss 

• Transmit antenna gain Gu + 
Transmitted EIRP 

• Receive antenna gain – related to 
G/T 

• System noise temperature – 
related to G/T 

• Intermodulation noise - related to 
total C/N0 

• Equipment considerations (cross 
polar discrimination, filters) – 
related to link margins 

• Orbital position 
• Tx and Rx antennas - 

related to EIRP and G/T 
• Power -  related to EIRP 
• Transponder gain and 

noise characteristics - 
related to EIRP and G/T 

• Intermodulation noise - 
related to total C/N0 

• Interference level (C/I) 
that can be decomposed 
in inter-system and 
intra-system interference 

 

• Frequency - related 
to link margin and 
path loss 

• MODCOD - re-
lated to required 
C/N0 

• Intersystem noise / 
interference 

 

In particular, the main parameter that may dramatically change the C/N0 through-
out time is the attenuation of the channel, which is mostly affected by the weather 



 Physical Layer Representation for Satellite Network Emulator 141 

conditions, i.e. hygrometer absorption due to rain or ice. In mobile systems, shadow-
ing, and multipath propagation also represent important factors, which may eventually 
decrease the total C/N0 drastically. Thus, the attenuation of channel due to hygrome-
ters and mobile conditions are key parameters in the representation of a channel 
model. 

Segmented Analysis. In the case of satellite communications, the transmitted signal 
traverses several segments. It starts from a ground antenna transmission directed to 
the satellite reception antenna and then crosses the satellite chain, and ends with 
satellite transmission towards the ground terminal antennas followed by reception  
in ground (see figure 2). Interference from external noise sources and the 
intermodulation noise produced in the High Power Amplifier (HPA) in the satellite 
cannot be neglected for the total C/N0 calculation.  

 

Fig. 2. Segments of satellite communications and noise sources in the global satellite scheme in 
transparent case 

Finally, there is an expression to obtain the total C/N0 [3], as presented in equation 
1, which summarises the end-to-end communications quality: 

(C/N0)T
-1 = (C/N0)U

-1 + (C/N0)D
-1 + (C/N0)IM

-1 + (C/N0)I
-1 . (1) 

, where (C/N0)U  is the C/N0  for the uplink, (C/N0)D for the downlink, (C/N0)IM  for the 
intermodulation, (C/N0)I  for the interference and (C/N0)T  for the total Carrier power 
to noise power spectral density ratio. 

Remark: Note that the equation above only applies to transparent satellite-based  
systems. For the regenerative case, link quality (in terms of BER, for example) is 
computed independently, per segment. The complete BER consists in, as a first ap-
proximation, the addition of BERU and BERD, which are independently relative to 
(C/N0)U and (C/N0)D. 
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2.2 Delay 

In a general data transmission scheme, there exist two sources of delay: transmission 
delay, which is the time needed in the transmitter to convert a flow of data into a con-
crete sequence of symbols and push them into the physical medium, and propagation 
delay, which implies the transportation of those symbols across the physical medium 
from transmitter to receiver. 

In satellite communications, the transmission delay does not present any particular 
difference compared to regular terrestrial RF systems, however the physical propaga-
tion of electromagnetic waves in satellite communications implies a significant delay, 
due to large distances between the satellite and the earth station antennas. Considering 
all cases of satellite orbits, a delay model may be seen as a combination of: 

− The source ground terminal to source satellite propagation delay (tup) 
− The Inter-satellite link propagation delays (ti) 
− The destination satellite to destination ground terminal propagation delay (tdown) 

The propagation delays tup and tdown are dependent on the distance between the ground 
antennas and the satellite. In case of GEO satellites, this value will be almost fixed. In 
case of HEO/LEO, tup and tdown will vary along the orbit translation and it could be 
easily computed as an orbital position problem and distances determination. Also, the 
calculation of ti in case of satellite constellations requires modelling of inter-satellite 
links, which may be more complex [4]. 

3 Satellite Network Emulator - PLATINE 

The aim of this study is oriented to integrate a logical structure for physical layer rep-
resentation over a satcom system emulator. In our case this platform is PLATINE, but 
the aim is to propose a general structure that could also be valid for other platforms 
[5][6]. The working modes considered include two main scenarios: a transparent satel-
lite case, implemented in star topology, and the regenerative case, where a mesh struc-
ture is used and only a single hop is needed to interconnect two satellite terminals. 

In the architecture of PLATINE, each network element, such as Gateway (GW), 
Satellite Terminal (ST) or Satellite (SAT), is emulated in a dedicated machine and all 
of them are interconnected with LAN Ethernet. The satellite core network is emulated 
by the SAT machine as link emulator and the Network control center (NCC)/GW 
machine as bandwidth manager (Demand Assignment Multiple Access – DAMA). 

Concerning the physical layer representation in PLATINE, two different modules 
have been integrated in the past. The first implementation included the generation of 
error bursts (a group of consecutive erroneous bits in the data stream), using statistical 
parameters or loading pre-calculated error files.  In addition, MODCOD and Dynamic 
Rate Adaptation (DRA) scheme profiles of each terminal could also be loaded from 
an externally generated simulation. This implementation was used to analyse the im-
pact of adaptive capabilities on DVB-S2/RCS systems when affected by rain cells. 
The second implementation proposed real-time emulation of channel attenuation to 
determine the C/N0 of end-to-end links according to theoretical attenuation models. 
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This approach lacked the segmented analysis (independent analysis of each link from 
any ground station to the satellite and the satellite chain link), which is essential for a 
representative evaluation of satellite network performance. It also lacked interaction 
with the waveform and channel coding chosen for satellite transmission. 

This study re-uses this previous work and the principle of channel emulation, while 
reformulating the logical structure and settling a more flexible analysis of C/N0 based 
on link segmentation. 

4 Physical Layer Model 

The aim of the implementation is to create a common module in all the machines of the 
emulator to represent the impact of the physical layer on the satellite network. Regard-
ing the architecture of PLATINE divided in blocks, an independent module for Physical 
Layer functions is introduced between the DVB-RCS block and the Satellite Carrier 
block. This module is in charge of routing frames through the emulation network. The 
implementation of Physical emulation in a new block enables easier and cleaner integra-
tion, providing independence for external development and remaining open to wider 
schemes and new implementations of physical layers (figure 3). Internally, the Physical 
Layer block presents two inner modules referred to as Channels that manage the state of 
each segment link, e.g. downlink, uplink, or satellite segment. Since PLATINE architec-
ture follows an object-oriented approach, each Channel is represented by a class. 

 

Fig. 3. Block architecture in PLATINE and diagrams of Physical Layer block in different  
machines  

The main function of Channel objects is to manage the flow of incoming or outgoing 
frames of each machine. Their objective is to reproduce errors and delay when neces-
sary, and provide information about the C/N0 of the links. In fig.4, the Channel structure 
presents five associated attribute classes; these are virtual classes. Following this ap-
proach, a logical structure has been defined to keep coherent Channel classes among the 
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different machines and to allow the implementation of different models for each attrib-
ute class, i.e. Attenuation model may be implemented by Rain model or LMS model or, 
for example, Delay class may be implemented by a LEO or GEO model of delay. 

The five attribute classes for Channels are:  

− Attenuation class represents the attenuation state of one link, and stores the value 
in the attribute Attenuation (dB). It is further implemented by different channel 
models, i.e. Rain model, LMS model or other models. 

− Nominal Condition class represents the best C/N0 possible in the link. For example, 
for Uplink and Downlink, that value corresponds to clear sky C/N0. In the case of 
satellite segment channels, C/N0 corresponds to the best (C/I)IM that can be 
achieved using the amplification and processing chain. 

− Waveform class manages and obtains information about the current modulation and 
coding scheme used for each frame. Therefore, other attribute classes, such as Er-
ror Insertion, may use this information to complete their tasks. 

− Error Insertion class (optional) generates and inserts erroneous bits into incoming 
frames depending on the (C/N0)T obtained and the Waveform. In case of transpar-
ent payloads, this class is only present in the receiving channels (Download chan-
nels) in the ground stations. Otherwise, it is present in the satellite segment in case 
of regenerative payload. Two models are initially proposed: Single bit error, which 
calculates a reference BER and inserts erroneous bits accordingly, and Error Gate, 
which drops every incoming frame if the (C/N0)T is insufficient compared to a 
given threshold value. 

− Delay class inserts a time elapse between the reception and reemission of the 
frame. The duration of this delay will depend on the implementation model chosen. 

 

Fig. 4. Class structure for Channel module 

4.1 Principles 

In each frame transmission from one ground station, such as ST or GW, to  
another ground station, the “Physical Layer” block will determine how to affect the 
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communications, blocking the frame transmission or inserting erroneous bits if neces-
sary. One main element must be determined for each end-to-end frame transmission: 
(C/N0)T, calculated as the combination of all the segments the frame has been through, 
using equation 1. The C/N0 of each segment (uplink, downlink or satellite segment) is 
calculated in each Channel module as: 

 (C/N0)X  = (C/N0)X
 Nominal

 – Attenuation . (2) 

4.2 Execution Steps 

In the case of transparent communications, the sequence for the Physical layer func-
tion implies three stages, as shown in fig.5. First, the (C/N0)U is calculated in the 
Channel object for uplink in the emitting ground station and this information is  
inserted in a special header in the frame, obtaining a PHY-frame. The calculation of 
C/N0 for the uplink requires the emulation by the Channel object, calculating the  
attenuation in that given time and subtracting it from its nominal C/N0 value. Thereaf-
ter, the PHY-frame is routed through the SAT machine, where an additional (C/N0)IM 

due to intermodulation noise, is optionally added to the PHY-frame.. Finally, the 
frame arrives at the destination machine and (C/N0)D is calculated by the downlink 
Channel object. Then, gathering (C/N0)U, (C/N0)D and (C/N0)IM, the parameter (C/N0)T 

is obtained using equation 1 and it may be used to calculate error effects. 

 

Fig. 5. Distributed calculation of (C/N0)T  in transparent case 

In the case of regenerative communications, the evaluation of (C/N0)T is also  
performed when the frame arrives at the SAT machine and errors effects are also  
introduced. 

4.3 Results 

To validate an initial implementation of physical layer over PLATINE, several tests 
have been developed. Rain and ONOFF models of attenuation over ST links have 
been applied. Errors have been emulated by frame corruption when the (C/N0)T value 
did not reach a minimal threshold value. For example, Iperf tests have been used to 
generate UDP traffic at constant bit rate (CBR) and to internally validate the correct 
calculation of (C/N0)T for end-to-end frame transmissions. Results has been compared 
to an ideal model based on NS-2 simulations. An example of ONOFF channel is 
shown below, where a loss of bit rate efficiency may be appreciated compared to the 
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ideal model, due to the protocol overhead considered in the Platine emulation. Also, 
another difference between both platforms is that channel disruption has been imple-
mented as frame loss during physical propagation in the NS-2 simulation whereas 
frame corruption has been applied at end-user level in our physical layer over Platine. 

 

Fig. 6. Performance comparison between Platine and ideal simulation with NS2. Test: UDP 
traffic received by the GW from ST, with CBR traffic generation of 1 Mbps over a 1Mbps 
CRA channel in Return link, and affected by periodic disruptions of up/downlink every 10 
seconds. DVB-RCS/ATM/AAL5 protocol stack implementation over Platine yields a lower 
traffic throughput due to the overhead introduced. 

5 Conclusion 

First, a thorough analysis of RF satellite communications has been schematized and 
simplified into logical modules adapted to the network emulation case. Here, the in-
sertion of errors based on (C/N0)T calculations and delay has been chosen as the most 
representative impacts of the physical layer on the network emulator. 

The definition of a logical and class structure for the physical layer presented some 
challenges, such as setting up a modular structure capable of providing elementary 
models of the physical layer, while being sufficiently adequate for future complex 
models, like new models of attenuation.  

The main achievement of the design lies in the establishment of segmented analy-
sis of end-to-end (C/N0)T, since it distributes the individual link C/N0 calculation 
among all the emulator’s machines and improves the computation efficiency of the 
system and avoids overloading certain machines. 

At the moment, only basic tests have been performed to demonstrate the correct 
functioning of the emulator. Errors have been implemented with blocking states, 
when (C/N0)T was below a certain threshold.  
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The next version of Physical layer implementation will introduce error effects di-
rectly translating the (C/N0)T into Bit Error Rate (BER), which assures a gradual deg-
radation of communications with the decrease of (C/N0)T. This feature will ease the 
QoS evaluation of real-time services such as voice communications over IP or video 
conferences. Furthermore, the (C/N0)T value calculated in end-to-end communications 
will be used to test the adaptation of upper layers with changes in modulation and 
coding schemes, to improve robustness against errors and modify the bit rate. 

Other future improvements include dynamic changes in execution time, such as the 
introduction of transition profiles of Channel models, e.g. change from heavy Rain 
conditions to a clear sky model. Finally, new sources of degradation impacting the 
total C/N0 calculation shall be taken into account, such as the intermodulation effect in 
the satellite segment or the modelling of interference noise. 
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Abstract. The web has undergone a radical change over time. Changes
not only in the volume of data transferred, but also the way content is
delivered to the user. Current web server architectures are often highly
distributed and adapted for user interaction, with transactions charac-
terised by multiple connections to multiple servers. This paper discusses
the implication of this new web on next generation two-way satellite
systems. It seeks to answer the question of whether classical resource
provisioning remains suitable for this traffic. It first presents a more rep-
resentative simulation model that captures the key features of modern
web traffic. It then uses simulation to evaluate the performance over
the second generation of DVB-RCS, assessing the impact on perfor-
mance for a range of bandwidth on demand methods. This paper may
be used to formulate recommendations for how to support web traffic in
DVB-RCS2.

Keywords: Web Traffic, HTTP modelling, DVB-RCS capacity
categories.

1 Introduction

In the last decade the Word Wide Web (WWW) has radically changed both in
terms of complexity and usability. In May 2010 Google published statistics [1]
about the size and composition of web pages. This showed many current web
pages are significantly more complex compared to when version 1.1 of the Hyper-
text Transfer protocol was specified HTTP/1.1 [3]. This increase in complexity
has been accompanied by a substantial increase in HTTP traffic, with a current
average web page size at least ten times larger than a decade ago [3]. Since web
is a key service carried by satellite, it is important for the satellite community
to understand the implications of this new web, especially the implications on
emerging next generation systems, such as the new DVB-RCS2 (Digital Video
Broadcasting Return Channel via Satellite ver. 2) standard[4]. This requires a
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detailed study of web characteristics, development of a representative simulation
model and evaluation of the interactions with the satellite system.

Past work has explored the interactions of TCP and satellite bandwidth al-
location methods [2,13,14,15]. These papers have considered server workload
models to explore the effects of web over the first generation DVB-RCS system.
The interaction of HTTP over DVB-RCS was studied in detail in [15]. Although
these papers presented detailed web models, they may not be able to capture
the essential nature of the present web. They lack: (i) Support for a distributed
server architecture, employed by the majority of popular web services, (ii) Mod-
elling of web browser configurations (e.g. number of simultaneous connections
per server and proxy-based approaches), (iii) Support for the network-layer IP
signalling required to download a web page, such as the domain name service
resolution (DNS). This raises concern about the effectiveness of the models for
evaluating HTTP performance and use to explore design decisions for future
satellite systems.

This paper is a first step to understand the implications of current web on
satellite networking. We define a web model that supports multiple connection
per server to fetch the objects that we suggest closely reflects the current pa-
rameters of web traffic. Then we use the model to simulate a web transfer across
a satellite network with the classical Bandwidth on Demand (BoD) allocation
methods. Our results show interesting properties of dynamic allocation to web
flows.

The remainder of the paper is organised as follows: Section 2 describes the
key characteristics of the web and provides a brief overview of our proposed
simulation model. Section 3 discusses the performance of web over DVB-RCS2,
followed by conclusions.

1.1 The World Wide Web

HTTP [8] is the de facto protocol for delivery of web pages. In HTTP, a web
browser acts as a client, while a server application hosts the web site. The client
submits a HTTP request message to the server. The server returns a response
message to the client, which contains completion status information and may
contain content requested by the client. A web transfer usually consists of a
sequence of these request-response transactions, possibly to multiple servers, in
order to transfer the set of objects forming a web page.

HTTP was initially standardised as HTTP/1.0 [8] and revised in HTTP/1.1[9].
While HTTP/1.0 used a separate connection to the same server for every request-
response transaction, HTTP/1.1 can reuse the underlying transport connection
multiple times, (process known as HTTP pipelining), to deliver the objects at the
same server for a given web page. Since establishment of new TCP connections
incur considerable delay, web pages transferred using HTTP/1.1 experience less
latency. HTTP/1.1 also introduced the chunked transfer method to allow an ob-
ject to be sent as a continuous stream and the byte serving method, allowing a
server to transmit any portion of a resource. Currently these methods are used
extensively in web transfers.
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Fig. 1. CDF of HTTP request size from a selected pool of popular websites and reverse
CFD of the relative response size

1.2 Characterisation of Web Traffic

Statistics published by Google [1] show that the overall size of a webpage is
320 KB on average. This study found that typical web pages consisted of many
objects (around 40) that are downloaded in parallel from 7 connections on av-
erage. HTTP requests often includes also the optional body, which carry user
information (the Cookie) increasing substantially the size of the request packet.
The size of the response i.e. the downloaded object size follows a Pareto distri-
bution with a mean object size of 7187 bytes and a shape parameter of 1.2 [1].

To explore these findings a set of measurements were performed using a pool
of popular web sites. Figures 1a and 1b respectively show the cumulative distri-
bution function (CDF) of the size of requests and the reverse CDF of the size of
responses of some websites we considered. We observed that an HTTP request is
typically 200 bytes longer than a decade ago [5], mostly due to Cookie insertions,
and much more variable in length. Requests can be larger than a TCP maxi-
mum segment size (MSS). On the other hand, the characteristic distribution of
HTTP responses has been preserved and can be well approximated, as predicted
in [1], by a Pareto distribution with average 7.1 kB and shape parameter 1.2
(see Figure 1(b)). However, Figure 1(b) shows that the Pareto model may not
be suitable when using HTTP streaming. For example, a YouTube session may
embed video-clips in HTTP Streaming that would not fit this model.

Modern web scenario is characterised by heterogeneity of web technologies.
Different web browsers use different policies when downloading webpage objects.
When a webpage is accessed by clicking on the URL, the client sends a HTTP
GET request to the server requesting the main file (index.html). Once the main
file is downloaded, the client then sends requests to download the objects that are
indexed by this file. These requests are sent concurrently, limited by the allowed
number of concurrent connections. This number varies between browsers. RFC
2616 [9] originally stated that clients that use persistent connections should limit
the number of simultaneous connections that they maintain to a given server. A
single-user client should not maintain more than 2 connections with any server or
proxy. However, Internet Explorer, IE 8, allows 6 concurrent connections whereas
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IE 7 and earlier allowed only 4 connections [10]. Opera developers suggest a
maximum of 8 connections per server. Mozilla Firefox allows a maximum of
15 connections per server [11]. Google Chrome uses a maximum of 6 parallel
connections per group.

1.3 Characterising the Page Based Simulation Mode

A preliminary survey of simulation models found that many web traffic genera-
tors are still based on outdated parameters and have not been updated to reflect
the characteristics presented in the previous section. For example, the web mod-
els available in the popular ns-2 simulation package [3,5,6,7] may not be able
to capture the real web scenario. To mitigate this problem we developed a web
traffic model based on [1] and our laboratory analysis. Due to lack of space,
we could not report our entire analysis (Figure 1 reports the request/response
sizes). However, the following text summarises the steps necessary for a client
to retrieve a web page.

A HTTP transaction starts with a DNS request/response. Initially, a HTTP
request is sent for the first main object. Once received, a set of concurrent
connections are opened (the TCP connection used to transfer the first object
may be reused). Subsequently, the client requests a DNS lookup for each server
it needs to access. When the connections get the responses for their requests,
they may be reused:

1. The client first sends a DNS request to determine the IP address of the first
server it must connect. The client receives a DNS response. The RTT is
assumed to be twice the simulated one-way delay.

2. Once the DNS response is received, the client sends a HTTP GET request
to the first server. It returns a HTTP response (the main object).

3. Once a client receives the main object, it tries to fetch all the related objects
from the server (or multiple servers). It sends DNS requests for multiple
servers (if any). Our model uses a random number of servers (up to 7). We
also model a random number of objects at each server.

4. Once DNS responses have been received, the client opens concurrent con-
nections to each server. An inter-server delay represents the time between
requests to different servers, modelling client processing.

5. The client closes all TCP connections when all the objects have been down-
loaded for a webpage1.

2 Performance of Web Traffic with Capacity Categories

This section describes a set of simulations to evaluate the interaction between
the capacity categories of DVB-RCS2 [4] and the presented web traffic model.

1 If further objects are to be fetched from the first or main server, the client opens
parallel TCP connections to fetch these objects. The TCP connection used to fetch
the main file is reused.
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This uses an ns-2 simulation model of the DVB-RCS2 [16]. The simulator models
an RCS terminal (RCST) and the corresponding gateway that provides Inter-
net connectivity to the satellite network. The RCST make a capacity request
(CR) for a set of TCP flows from the network control centre (NCC). The NCC
makes corresponding allocations, providing return link (RL) capacity towards
the gateway.

An HTTP server may be accessed by an RCST via a gateway. In this case,
the RL transports mostly HTTP requests and acknowledgements (ACKs). In an
alternate use a web server may be provided at an RCST. The former is typical
for traditional broadband satellite access using a star network topology, whereas
the latter is possible when an RCST is uses as a gateway in a regenerative
satellite system or as a mini-gateway in a star system enabled to support Mesh
connectivity. This second scenario is used to provide a good illustration of the
impact of the BoD dynamics on web service performance.

The web server receives requests for a complex webpage (43 objects) and
returns the web contents through the RL. In a typical star network, the NCC
incurs an allocation delay, i.e. the delay between a CR and its corresponding
assignment, is about two satellite round trips (about 640 ms). The CR request
period in our simulations uses one request per second when traffic activity is
detected. The satellite frame period was 26.5 ms and consisted of carriers with
16 timeslots. Packets were encapsulated using a return link encapsulation (RLE)
[4] with a burst size of 53 bytes. The total transmission rate is 256 kb/s.

The allocation method used a combination of RCS capacity categories. The
RCST sends Rate Based Dynamic Capacity (RBDC) requests every second aver-
aging the input traffic over the past interval. A smoothing filtering with param-
eter 0 ≤ α ≤ 1 can be also applied to the rate samples. RBDC(α) denotes in our
graphs an RBDC method with filtered samples. The RCST may use a Volume
Based Dynamic Capacity (VBDC) request in addition to the RBDC request in
the request message. The NCC only allocates the minimum amount of slots to
satisfy a request in each transmission burst time plan (TBTP).

The client used a transport based on TCP New-Reno SACK. TCP parameters
were default with a packet size of 1500B (including the TCP/IP header). The
simulations considered three web-pages whose object sizes were extracted from
the previously described empirical distribution. The total web page sizes were
212, 178, and 315 KB.

2.1 Performance Analysis

Figure 2 reports the completion of the web page transfer and the corresponding
allocation efficiency. The efficiency is calculated as the amount of capacity used
(in bytes) including encapsulation overheads with respect to the amount allo-
cated, and it does not consider the capacity allocated after the completion of a
web transfer until the RCST channel becomes idle.

The number and the size of objects forming a web page can vary. Apart from
the BoD type and page size, many other factors influence the transfer completion
time (TCC), such as the burst size, carrier bitrate, order of scheduling of HTTP
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Fig. 2. Figure1Dynamics of application transmission rate (input), capacity requests
(REQ), and allocated rate (TBTP) for four allocation methods (RBDC(0), VBDC,
RBDC(0) + VBDC, and RBDC(0.5) + VBDC). Three HTTP test sets with different
distributions of object size.
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Table 1. Completion time and allocation efficiency (bytes used/allocated) for web
transfers for different BoD methods

Dataset RBDC(0) VBDC RBDC(0), VBDC RBDC(0.5), VBDC

Set 2 (178 kB) 18.6 s, 0.86 30.8 s, 0.99 16.7 s, 0.81 17.4 s, 0.77
Set 1 (212 kB) 21.6 s, 0.87 33.8 s, 0.98 18.4 s, 0.85 17.8 s, 0.82
Set 3 (315 kB) 21.7 s, 0.86 39.8 s, 0.99 19.2 s, 0.85 21.5 s, 0.85

requests at the client, the encapsulation efficiency, etc. This makes it difficult to
formulate precise recommendations. Despite this, our analysis highlights some
important results:

RBDC allows shorter completion times compared to the VBDC. VBDC tends
to request and allocate capacity in bursts (the allocation pattern is ON/OFF).
This increases the RTT seen by TCP and slows down the transfer. However, the
VBDC efficiency is nearly ideal (see Table 1), since VBDC tends to request the
exact amount of capacity that needs to be allocated for the queued traffic at an
RCST.

A combination of RBDC and VBDC, whether or not the RBDC requests are
pre-processed by a filter, provides better performance than RBDC or VBDC
alone.Combining RBDC and VBDC leads to a lower utilisation of the requested
bandwidth with respect to VBDC. For instance, the median of the efficiency of
RBDC was observed to be between 83% and 94%, and between 77% and 85% for
the combined method. This is probably due to the high variability of web traffic
rate during the allocation period. The compound method produces performance
better than RBDC alone, and can be used to trade latency for efficiency.

3 Conclusions

Changes in HTTP usage have been accompanied by an increase of web document
complexity and a transition from single server domains to distributed architec-
tures. This calls for a revision of the models used to evaluate performance for
web traffic.This paper proposes a model that captures the characteristics of the
HTTP request/reply transaction and a multiple-server architecture.

This model was to simulate HTTP performance with standard bandwidth
allocation mechanisms over a DVB satellite link. Our results show that the
dynamics of the allocation for a web flow can be significantly affected by the
allocation method. We found that the latency of the transmission of a web page
is less when RBDC and VBDC were combined rather than using them alone.
The performance gain is clearly dominated by the allocation pattern, which is
much more stable when RBDC and VBDC work together.

Our research also uncovered pathologies in the standard allocation mecha-
nism that must be considered when designing new allocation strategies. Future
research will extend this to include a wider range of allocation mechanisms and
provide recommendations for efficient transport of web traffic.
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Abstract. Multimedia synchronization, Software Over the Air, Personal 
Information Management on Cloud networks require new reliable protocols, 
which reduce the traffic load in the core and edge network. This work shows via 
simulations the performance of an efficient multicast file delivery, which 
advantage of the distributed file storage in Cloud computing. The performance 
evaluation focuses on the case of a personal satellite equipment with error prone 
channels. 

Keywords: Satellite, Multicast, Cloud Computing, ASM. 

1 Introduction 

The Cloud is a novel distributed platform that provides an abstraction between the 
computing resource and its underlying technical architecture (e.g., servers, storage, 
networks), enabling convenient, on-demand network access to a shared pool of 
configurable computing resources that can be rapidly provisioned and released with 
minimal management effort or service provider interaction. The increased demand of 
network resources can not sustain the exponential growth of data dissemination 
required by the next generation Web-enabled services, since the current Internet 
business models are shifting toward pervasive and ubiquitous mobile devices (e.g., 
GPS navigators, smart-phones, netbooks) and new socio-economic models arise from 
the Web 2.0 (e.g., social networking, context awareness, All-as-a-Service). Some of 
the current types of applications viable to be ported on Clouds will place very high 
demands on the network, often requiring the speedy delivery of the same data to 
multiple destinations (one-to-many communications). In cases of data dissemination 
from a single content provider to a group of consumers Reliable Multicast Transport 
(RMT) protocols can be a key factor fostering optimal resource allocation. If we look 
at the traffic load of a single user only that performs the synchronization of all his 
devices (smartphones, smart-TVs, laptops, NASs, set-top-boxes, etc.), the 
convenience of a RMT is outstanding. In particular, when all the personal devices are 
behind the home router (cable or satellite), only a single multicast flow crosses even 
the access network, and the replicas affect only the Local Area Network at home. In 
fact, since the current typical employment of Cloud services for home customers is 
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devoted to personal devices synchronization of personal multimedia file, i.e. movies, 
music, photos, e-books, documents, notes, contacts, apps, bookmarks, etc., the main 
advantage of using an RMT in a multicast domain is the significant reduction of 
bandwidth on the backbones, that is, in a Cloud scenario, on the core and edge 
networks. 

In the field of RMT protocols, the primary design goals are providing efficient, 
scalable, and robust bulk data transfer across possibly heterogeneous IP networks and 
topologies to a group of users, and, more specifically, to a set of devices. In particular, 
referring to reliable transport means either imposing a certain level of Quality of 
Service or providing the confirmed delivery of data, when applications requires the 
integrity of received data. 

The Negative ACKnowledgment (NACK) Oriented Reliable Multicast (NORM) 
protocol [1] supports a reliable multicast session participation with a minimal 
coordination among senders and receivers. NORM allows senders and receivers to 
dynamically join and leave multicast sessions at will, with a marginal overhead for 
control information and timing synchronization among participants. To accommodate 
this capability, NORM message headers contain some common information allowing 
receivers to easily synchronize to senders throughout the lifetime of a reliable 
multicast session. NORM can self-adapt to a wide range of dynamic network 
conditions with little or no pre-configuration, e.g., in case of congestion situations on 
network bottlenecks due to traffic overload. The protocol is tolerant to inaccurate 
round-trip time estimations or loss conditions that can occur in mobile and wireless 
networks; it can correctly and efficiently operate even in situations of heavy packet 
loss and large queuing or transmission delays.  

A NORM session is defined within the context of communicating participants over 
a network using pre-determined addresses and host port numbers in a connectionless 
fashion (e.g., UDP/IP). The participants communicate by using a common IP 
multicast group address and port number. NORM senders transmit data content in the 
form of objects to the session destination address and NORM receivers attempt to 
reliably receive the transmitted object using NACKs to repair requests, in a confirmed 
delivery fashion. Moreover, the sender logically segments a transmitted object into 
Forward Error Correction (FEC) coding block. The parity segments may be 
transmitted proactively, i.e., appended to the information part of the coding block, 
reactively, i.e., reacting to a repair request, or both, i.e., devoting part of the parity 
segments to proactive aim and the remaining to reactive one. 

The main drawback of a reliable multicast delivery is that the sending agent adapts 
the throughput in order to not penalize the most impaired receiver (e.g. a personal 
mobile satellite equipment in severe fading conditions). The other members of a 
group see this as performance degradation, since the delivery may last for longer. The 
main overhead in terms of data delivery delay, in case of disruptive channels, is due to 
the error recovery phase. This is particularly harmful when long latencies are 
experienced on the channel, as in the case of GEO satellite links, since the 
retransmission request requires at least twice the channel latency in time units to be 
satisfied.  
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The main concepts that are behind parallel and striped distributions can be 
summarized as follows: 

1. In the case of a single server shared among a large number of receivers, the 
bottleneck rate may undergo saturation. This leads to a scalability problem that can 
be only solved by redunding the number of servers. 

2. When multiple servers offer different performance levels in term of reliability, due 
to the network they are respectively behind, two receivers, belonging to the same 
class of service, may experience different delivery times according to the selected 
server. This is unfair, in terms of service level agreement, with the respect to 
customers that have subscribed for the same level of service. 

3. With striped transfers from multiple servers, two receivers belonging to the same 
class should experience at least the same performance, apart from the performance 
of the different access networks, which are not in charge of the Cloud service 
provider, but rather of the Internet provider. 

According to this backing provided by Cloud/Grid networking, a preliminary 
investigation on reliable Any Source Multicast (ASM) transmissions is provided in 
the follow in terms of performance evaluation of NORM protocol over large delay 
error prone satellite channels. 

3 The Case Study 

NORM is a protocol centered on the use of selective NACKs to request repairs of 
missing data. NORM provides for the use of packet-level forward error correction 
(FEC) techniques for efficient multicast repair and optional proactive transmission 
robustness [6]. FEC-based repair can be used to greatly reduce the quantity of reliable 
multicast repair requests and repair transmissions in a NACK-oriented protocol. The 
principal factor in NORM scalability is the volume of feedback traffic generated by 
the receiver set to facilitate reliability and congestion control. NORM uses 
probabilistic suppression of redundant feedback based on exponentially distributed 
random back-off (BO) timers. This allows NORM to scale well while maintaining 
reliable data delivery transport with low latency relative to the network topology over 
which it is operating. The NACKing procedure begins with a random BO timeout in 
order to avoid the possibility of NACK implosion in the case of sender or network 
failure. At the end of the BO time, the receiver will suppress its NACK message 
whether at least one of the following conditions is verified: 

1. a NACK message, received from another receiver, equals or supersedes the 
receiver’s repair needs; 

2. the receiver detects the sender is sending ordinally earlier blocks (in response to 
earlier NACKs) than what it is currently pending repair. 

Finally, the receiver enters a rest phase, according to another exponentially distributed 
random timer called hold-off (HO) timer, before starting a new recovery phase, when 
a new back-off timer will be sorted. 
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Both BO and HO are function of the round trip time (RTT) of the group (GRTT) of 
receivers, calculated by the sender/s, which collects the individual RTT of each 
receiver and assumes the maximum one as that of the group. 

When the second condition is verified, the receiver will NACK again in a 
following repair cycle, after the senders ordinal transmission point will have exceeded 
the receivers pending repair needs. However, in case of large channel latency as in 
wireless and satellite technologies, this policy - that avoids multiple repair requests in 
contiguous repair cycles - stretches the time required to deliver a block of data to the 
receiving group. Figure 2 highlights through a dashed line the case of a NACK 
suppression due to the first repair request still pending of resolution. 

 

Fig. 2. Data block delivery delay 

The simulation environment poses on NS2 v2.34 network simulator patched with 
the nrl-NORM code [7], which implement the reliable multicast transport according 
to [1]. The scenario is made up of a certain number of receivers and a variable number 
of repositories where files are stored. The test in Figure 2 is obtained with only one 
sender and two receivers, with a GEO satellite channel latency of 125 ms, an average 
loss probability of 5%, a transmission rate of 256 kbps. A data block, i.e., the FEC 
code information part, is made up of five segments of 1024 bytes each and one parity 
segment is devoted to the reactive redundancy. 

In Figure 3, 10 consecutive files of 512000 bytes size have been delivered 
according to the single delivery in Figure 2, in order to depict individual file (object) 
delivery over time. Each rectangle represents the start and completion of a delivered 
file. The rectangles overlap because the file delivery of multiple files overlaps each 
other, i.e., as new data is sent while repairs of the previous file are still occurring. 
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Looking at the "per file" goodput, it is about 160-180 kbps but the overlapping 
delivery of the series of multiple file objects comes an average goodput of about 220 
kbps, which is not bad for 256 kbps sender rate and 5% packet loss. In fact, each file 
delivery takes about 24-25 seconds to execute, in each run. 

 

Fig. 3. Object delivery performance 

In case of best effort file transfer, the sequential delivery of blocks is not a 
requirement, and NORM performs quite well. However, in case of on-demand 
multimedia playing from the Cloud, an out of order delivery of subsequent data block 
will cause the freezing of the playing. In Figure 2, e.g., block #5 is delayed of about 
12 s; this means that after playing 20 KB of the file, the player freezes for more than 
12 s, in addition to the 3 s required to sequentially play the earlier four blocks of the 
sequence. 

The only first suppression causes a shifting in time of the following recovery cycles 
for the pending blocks. This effect is degenerative and incremental with the file size. 

Proactive FEC might be a solution, at expense of an overhead of bandwidth that 
reduces the overall goodput. However NORM does not foresee a control mechanism 
for proactive FEC adaptation, and, even in case of that, the advantage would stand if 
the delivery takes a much longer time than that required to the algorithm to adapt to 
the channel impairments. 

A different solution relies on the chance of segmenting the original file into chunks 
and deliver the object from multiple servers, each of them accounts for delivering a 
single chunk or few of them. This policy was formerly foreseen by the multicast 
Internet protocol, which accounts for the ASM as in the case of the Internet Group 
Management Protocol (IGMP) [8] for IPv4 networks, i.e., one or more sources and 
multiple receivers; in addition, it stems at the basis of Grid file transfer [3] policies for 
large file delivery, and has been being inherited by Cloud computing. In fact, over the 
past few years, Cloud computing has emerged as a new paradigm in advanced 
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computing as a flexible, on demand infrastructure aiming at transparently sharing 
data, calculations, and services among users of a massive Grid [9]. 

A file delivery is performed by choosing the number of sources (repositories) 
according to the number of chunks, in which the file is split. Between the core 
network, where there are the repositories, and the receivers a satellite bottleneck link 
play the role of the access network. The satellite link bit rate is set to 1 MB/s and the 
latency is 125 ms. 

Table 1. Performance Evaluation of ASM delivery to 2, 5, and 10 Receivers 

Number of  

Receivers 

Chunk Size 

[KB] 

Allocated 

Servers 

Average FDD

[s] 

Average BDD 

[s] 

2 

100 32 7.13 4.30 

800 4 11.97 3.75 

1600 2 14.67 4.44 

3200 1 22.40 7.58 

5 

100 32 7.68 4.41 

800 4 12.19 4.28 

1600 

3200 

2 

1 

15.23 

24.49 

5.54 

9.43 

10 

100 32 8.32 4.48 

800 4 12.77 4.37 

1600 2 15.47 5.74 

3200 1 24.75 9.75 

In Table 1 we investigate a 3.2 MB file delivery delay (FDD) – a typical MP3 
song – segmented into a certain number of chunks, given the number of receivers. 
The NORM sending agent is configured, in order to organize the chunks into blocks 
of 10 data segments and 5 additional parity segments are generated for reactive 
recovery, i.e., no proactive parities are sent, appended to information. In addition, 
block delivery delay (BDD) is provided in Table 1. The simulations are performed 
with 2, 5, and 10 receivers respectively. We assume that information segments are 
released to the application layer by the transport agent through a de-jitter buffer, when 
all the segments of a received block are successfully retrieved, either when the 
decoding is required or not. For this reason BDD plays the main role in place of the 
segment delivery delay. 

The simulations reveal that there is an optimal choice of the chunk size, and hence, 
of the number of allocated servers, independently from the number of receivers. This 
size is shown in Table 1 approximately between 100 and 800 KB. The reason has to 
be found in relation to the GRTT, which determines the timings for the BO and HO 
timers. From the log files, we have experienced that, when the chunk is too short (e.g. 
100KB as in Table 1), the recovery phase after a suppression happens when the file 
delivery is already finished and only the missed packets are waited from recovery 
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phases, before the relative blocks of data are passed to the application layer. By 
choosing an opportune chunk size (e.g. 800 KB) the number of server is optimized 
and the BDD can gain even more than 70%, by reducing the average delivery delay 
per block. 

We remark that keeping the BDD as low as possible is one of the main goals in 
case of on-demand multimedia application, in order to match the user agreement and 
avoiding the suspension of a live application. 

4 Conclusions and Future Works 

These preliminary simulations show the benefit of ASM delivery in the context of 
Cloud networking, when the access network presents long latency. This technique 
allows reducing both the network load and the delivery delay, adopting a reliable 
multicast protocol. According to the parallel striped transfer, provided by Cloud 
computing, the future activities will deepen this investigation and will account for 
other challenging scenarios with particular interest to the enhancement that network 
coding could provide in the case of file delivery and broadband multimedia services. 
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Abstract. Satellite systems complement terrestrial networks where the network 
could not be deployed for technical or economical reasons. Moreover, the 
natural broadcasting capacity of satellite networks makes it a good companion 
to terrestrial networks. In this context, future services will be deployed over 
networks that combine terrestrial and satellite systems. The infrastructure 
heterogeneity could be problematic, especially because of the delays variation. 
This article presents the problem from the point of view of the transport layer, 
the layer directly connected to the application, and compares several solutions 
to help future service developers using such network configuration.  

Keywords: TCP, Hybrid networks, satellite, PEP. 

1 Introduction 

During the last decade, a wide range of network access technologies have been 
developed to extend the access to the Internet services. In parallel, the cellular 
networks, originally designed for voice/telephony mobile services have evolved to 
offer more services, such as Internet access. The convergence of fixed and mobile 
services has been achieved and standardized. Also, there has been significant progress 
on the level of the terminal handset (mobile phone, smartphone and laptop) whose 
size has been significantly reduced, while providing more capabilities and wireless 
interface support. 

With NGN and 4G architectures, services or applications are designed 
independently of the underlying access network (wireless, cellular, wired, optical, etc) 
based on the IP core technology, which is the convergent corner-stone of telephony 
and data services. The always-on paradigm is conceived as a generalized mobility for 
user services, allowing seamless service switching across any compliant network 
access technology. 

This means that applications (thus the underlying transport protocols) have to be 
persistent to the network switching. This is a challenging objective since the access 
media are heterogeneous and potentially operated by various actors.  
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This paper exposes the problems met by the transport layer and especially TCP 
with such heterogeneity and compares several solutions to help future service 
developers using hybrid networks. First, scenarios envisaged for the integration of 
satellite access systems in future networks, what we call hybrid satellite and terrestrial 
networks are detailed. Secondly, the performances of the TCP protocol are compared 
according to different TCP versions, in the specific case of hybrid handover.  

2 Hybrid Terrestrial and Satellite Systems 

The satellite integration with terrestrial network can be achieved in several manners. 
Three complementary visions are presented. A tightly coupled architecture, an 
integrated approach in which a given mobile system (3G, LTE, WIMAX) is extended 
to support the satellite media, as an alternate radio access channel for the mobile user, 
in a completely transparent way. A “relay integration”, in which the satellite is 
integrated within the mobile network infrastructure, not directly at the mobile air 
interface, but beyond a specific satellite relay enabling the access to the core mobile 
infrastructure. And a “loosely coupled integration’’, in which a satellite specific 
interface is added on the mobile terminal enabling the connection to IP data network, 
through access network. This involves multi-technology (multimodal) mobile 
terminals, handling several interfaces and running the convenient protocol (specific 
media access: DVB-RCS+M for instance). 

The first two architectures hide the network heterogeneity with a dedicated layer 2 
transparent for the upper layers. In the tightly coupled vision, the terminal can be 
aware of the satellite access; in the relay architecture the heterogeneity is embedded in 
the network. The loosely coupled architecture needs a third protocol to assure the 
network change, mobile IP would be the solution, however the network characteristics 
will be hidden too. Also the heterogeneity is a problem for the transport layer, it 
appears that an agnostic transport protocol (i.e. it does no know the underlying 
networks) should be a better solution as the knowledge of the underlying network is a 
risky hypothesis. 

2.1 Impact on the Transport Layer 

The hybridization of the networks may cause several troubles with the transport 
protocols. The firsts occurs when changing network (i.e. leaving a terrestrial network 
for a satellite network), the others when the transport protocol uses old parameters 
(Congestion WiNDow size –cwnd-, timers) on a new network (i.e. a TCP connection 
with its parameters set according to a terrestrial network uses a satellite network with 
a limited bandwidth and a long delay).  

The Handover Model: According to the network specifications and the reception 
conditions, the handover between two networks can generate service interruption or 
not. It can vary from several packet losses (soft handover), to short interruption 
(several seconds), to a long break with network addressing change (mobile IP should 
resolve this problem). The behavior of the transport layer will depend on this. In this 
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paper, we consider seamless handover and short interruptions that could be 
implemented using tighten or relay architecture. We exclude mobile IP scenarios as 
we previously show that such handover in a satellite system is too long for the 
transport layer (TCP connection reset) [1].  

We call the firsts scenarios “make before break” and the last one “break before 
make” as the adaptation is made after the handover. In the first cases, the new layer 2 
is set up before the old one is deactivated. Two links are available during a short 
period of time when the handover arises. This can provoke a disordered reception of 
packets and then trigger TCP congestion control algorithms. On the opposite, in the 
last case, the new link is established only when the old is down. The effects are a risk 
of disconnection if the disruption is too long (application or TCP timeout), the losses 
could be interpreted as a congestion and trigger the TCP congestion control 
algorithms, or an expiration of the TCP retransmission timeout (RTO) that will starve 
the connection throughput.  

Impact of the Parameters Variation: It is obvious that delay, bandwidth and in 
smaller proportion, the loss rate will vary according to the connected network. The 
transport layer “guesses” these parameters through timers for the delay, congestion 
windows for the bandwidth. Loss rate is slightly different, as it will impact the 
reaction of the protocol. When changing network, the transport protocol could be 
duped by the old parameters and do not adapt properly to the new network. 
Considering TCP, the useless retransmissions could increase because of a too small 
value of the RTO, or spurious RTO may occur as side effect. It could increase the 
unused bandwidth (i.e. waste of resources): TCP may not be able to use the 
increased bandwidth of new network or, in the opposite, provoke a real congestion if 
the congestion window is too big for the network capacity.  

In this paper we focus on the hybridization problematic. In the following part we 
briefly summarize the classical TCP versions to compare it when tested in a hybrid 
context.  

3 Transport Protocol Alternatives 

TCP [2] is a byte-stream connection oriented protocol. The connection management is 
handled by the endpoints. TCP uses a sliding window based congestion control 
scheme: the size of the transmit window is the lesser of the receiver’s advertised 
window size awnd and the sender’s congestion window size cwnd. 

The size of cwnd is determined by well-known algorithms designed to limit the 
effects of congestion in the Internet, including slow start, congestion avoidance, fast 
retransmit, and fast recovery.  

The main element that differentiates the TCP implementations is the sending window 
managment. Many different approaches have been proposed, and published at IETF, 
without reaching the standard status. Therefore, each operating system may use its own. 
This section presents a brief overview of different versions that can be interesting 
because they are well spread and therefore efficient or because they are adapted to a 
specific domain of application like satellites, mobility or high-bandwidth media. 
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Reno/New Reno: TCP Reno uses a loss-based congestion control window. It uses the 
TCP mechanism of increasing the cwnd by one segment per RTT for each received 
ACK and halving the cwnd for each loss event per RTT. It uses all well-known 
congestion control [2]. The TCP New Reno improves retransmission during the fast 
recovery phase of TCP Reno. 

Compound: Compound TCP (CTCP) is designed to fit quickly to the bandwidth 
available while staying TCP friendly. Its particularity is to be both delay-based and 
loss-based. It manages two cwnds; the classic one like in TCP Reno and the delay 
based one (dwnd) which is used only during congestion avoidance phase. 
CTCP is currently implemented over Windows Vista, Seven and Server 2008, 
Windows Server 2003 and Windows XP 64 bits.  

Cubic: The window is a cubic function of time since the last congestion event, with 
the inflection point set to the window prior to the event. 
Cubic does not rely on the receipt of ACKs to increase the window size. Cubic 
window size is dependent only on the last congestion event.  
Cubic TCP is implemented and used by default in Linux kernels 2.6.19 and above. 

Hybla: TCP Hybla is a TCP enhancement conceived with the primary aim of 
counteracting the performance deterioration caused by the long RTTs typical of 
satellite connections. It adopts the Hoe’s channel bandwidth estimate, timestamps and 
packet spacing techniques. 

Westwood: It introduces a modification of the Reno Fast Recovery algorithm. Instead 
of halving the cwnd after three duplicate ACKs, and fixing the slow start threshold 
(ssthresh) at this value, TCP Westwood sets the ssthresh at an estimate of the 
available bandwidth. 

Fortunately a number of TCP extensions have been proposed at IETF to improve 
TCP behavior. Some are general (as TCP options), while others are designed to 
change a particular TCP behavior or tends to adapt TCP functioning in the conditions 
of a given media technology (e.g. TCP Sack, Quick-Start), and some are completely 
specific to the vertical handover purpose (Freeze TCP [3], Fast Adaptation 
Mechanism [4]).  

In the following section, we compare the TCP performances of different real TCP 
stacks during a handover in a hybrid network. 

4 Experimental Test Bed Description 

The testbed relies on a satellite emulator (SATEM) developed by ASTRIUM that 
emulates the handover between satellite and wired network by selecting the available 
bandwidth, the propagation delay and the Packet Loss Ratio (PLR); this emulator is 
based on the layer 3 linux network emulator (netem). Client and Server (iperf), a 
network sniffer (Wireshark) and a TCP proxy (PEPsal) allow to generate, capture and 
produce the results. The Figure 1 shows a detailed layout of our testbed. 
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Figure 1 Testbed description 

 
 
 
 
 

Fig. 1. Testbed description 

A Performance Enhancing Proxy has been added to be compared to end-to-end 
solutions. PEPsal [5] is an integrated PEP scheme based on the TCP-splitting 
technique that adopts TCP Hybla. 

The following metrics has been chosen to evaluate the TCP performances: The 
sequence number evolution of the transmitted packets is useful to monitor the 
connection efficiency and regularity. It also tells information about packet loss, 
connection cuts and the amount of data transferred. The comparison of the sequence 
number evolution is interesting because it can be observed independently of the  
TCP version used. The Congestion Window size (cwnd), the application end-to-end 
delay and throughput where also used but not presented in this paper. Theses  
metrics have been captured and processed using the WEB100 Project and 
TCPTRACE [6]. 

 
The satellite and the wired network parameters on emulated SATEM are: 

• Emulated satellite link: Bandwidth 512 Kbps, RTT 500 ± 10ms, P.LR. 10-e5 
• Emulated wired link: bandwidth 2 Mbps, RTT 50 ms and free P.L.R.  
• The default values of TCP parameters on Linux are used. 

We choose to present first results according the variation of only one parameter at one 
time, to focus on the problems it raise.  

TCP Versions over Satellite Comparison   

We first choose to compare the TCP versions over the satellite part, even if it has been 
extensively studied [7], as the performances of Windows Seven Compound version 
are surprising.  

The sequence number evolution graph (a) shows similar performances between 
hybla, cubic and compound, however compound is more aggressive and benefits 
rapidly of the available bandwidth without undergoing losses as hybla or cubic.  
The throughput evolution (b) confirms a better behavior of compound and shows that 
after 1 minute, the tail of the hybla and cubic curve is the result of large buffers 
flushing and retransmission management that is not a positive aspect for the 
application. 
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Bandwidth variation 
The figure 3(b) shows the evolution of sequence numbers with two handovers. We set 
the RTT to 50 ms in the entire test (60s) and vary the available bandwidth (512 Kbps 
in satellite to 2 Mbps the wired network). The flows undergo three phases: first, they 
cross the wired network, then they cross the satellite network and finally, they go 
back to the wired network. 

All streams have a quite similar behavior, expect Cubic which suffers at the end of 
the phase 2. The buffers are over and the cut at the second 43 is a consequence of the 
aggressiveness of the Cubic mechanism with low bandwidth. Cubic tries to grow up 
to a maximum bandwidth. 

Bandwidth Delay product variation 
In order to confirm our results, the same tests have been done using both parameters 
(bandwidth and delay). Tests have been passed twelve times, and figure 4 shows that 
compound TCP has a predictable behavior when conditions are stable. The same 
experience with cubic or hybla does not provide such stability, even if the variation  
is low.  

 

  

Fig. 4. Sequence number evolution for a dozen (a) CTCP streams and (b) comparison of 
averages 

PLR variation 
The variation of the Packet Loss Ratio did not bring significant results, as the reaction 
of TCP versions should be comparable when affording a loss (considered as a 
congestion). Cubic obtained the worsts results because of its aggressiveness. 

PEP or Not 
One of the main question when dealing with specific medium (i.e. satellite) is does we 
need a PEP or not. Considering our previous result with the new TCP versions over 
satellite systems, we try to show in this part that splitting or spoofing TCP connection 
is less mandatory in such configuration. PEP acceleration could still be used for 
specific applications as big files downloading, but could be omitted for usual Internet 
browsing. Of course, other PEPs application services, as HTTP caching, are always 
interresting to reduce the bandwidth usage of the satellite link.  
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The Impact of "Break Before Make" Handover 
This paragraph compares the behavior of TCP versions when the handover is not error 
free (break before make scenario). The break was set to 500ms and 1000 ms.  

Break (500/1000 ms) before make, fixed bandwidth (2Mbps) and delay variation 
(500-50-500 ms RTT) 

The figure 7 (a) shows the TCP connection behavior when the break takes 500ms. 
When the streams through the satellite link in the first phase, CTCP confirms the results 
we had before. The same applies to PEPsal and Hybla, which are just behind. After the 
first break, at second 20, the restart of all streams is at least about 5 seconds for Cubic, 
and Hybla PEPsal. CTCP reacts faster and recovers the transmission in about 2 seconds. 
We get the same conclusion at the second 40, when the second handover occurs. 

In the graph (b), when the break takes 1 second, we observed the same behavior 
after the handover, but with more difficulties for Cubic. 

 

Fig. 7. Sequence number evolution with (a) 500 ms (b) 1000 ms break 

Break (500/1000 ms) before make, fixed delay (50 ms) and bandwidth variation 
(512K-2M-512K bps) 

In the figure 8 (a), we see at the beginning of the transmission that Cubic is better 
than other versions, the delay is low (but with a small bandwidth). During the two 
handovers, Cubic has a high cut, and restart is difficult. Hybla and PEPsal have 
naturally the same reaction during handovers. CTCP has a better management of the 
break, and recovers faster the connection, which takes about 2 seconds. 

When the break stays one second, all flows except CTCP, were completely broken 
after handover (b).  

 

Fig. 8. Sequence number evolution with (a) 500 ms (b) 1000 ms break 
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5 Conclusions 

This paper proposes the evaluation of different TCP versions, using real stacks, in the 
specific problematic of the handover between terrestrial and satellite networks. The 
good behavior of the transport layer is crucial to offer quality services over hybrid 
networks. The surprising conclusion of this study is that windows seven compound 
stack gives good results, in some cases better than those with an integrated PEP 
solution PEPsal/hybla, especially over large propagation delays. Tests with the "break 
before make" showed the difficulties of some TCP restart compared to others, and 
attest CTCP as the best version for handovers with or without breaks. 

References 

[1] Arnal, F., Gayraud, T., Baudoin, C., Jacquemin, B.: IP mobility and its impacts on satellite 
networking. In: ASMS (2008) 

[2] Paxson, V., Blanton, E., Allman, M.: TCP Congestion Control, RFC 5681 (2009) 
[3] Goff, T., Moronski, J., Phatak, D.S., Gupta, V.: Freeze-TCP: A true end-to-end TCP 

enhancement mechanism for mobile environements. In: INFOCOM (2000) 
[4] Li, D., Sleurs, K., Vani Lil, E., Van de Capelle, A.: A fast adaptation mechanism for TCP 

veritcal handover. In: ATC (2008) 
[5] Caini, C., et al.: Analysis of TCP live experiments on a real GEO satellite testbed. In: 

Performance Evaluation, vol. 66 (2009) 
[6] Shawn Ostermann. TCPTRACE, http://www.tcptrace.org/ 
[7] Cavendish, D., Tsuru, M., Oie, Y., Kumazoe, M.G.K.: Transmission Control Protocols 

Evaluation over Satellite Networks. In: International Conference on Intelligent 
Networking and Collaborative Systems (2010) 

 



A Modulator Interface Protocol

for GSE over DVB-SH

Bernhard Collini-Nocker, Michael Noisternig, and Thomas Soboll

Department of Computer Sciences, University of Salzburg, Austria
{bnocker,mnoist,tsoboll}@cosy.sbg.ac.at

Abstract. The evolution of DVB networks towards IP systems has led
to the introduction of a Generic Stream format in second-generation sys-
tems. A Generic Stream Encapsulation (GSE) protocol was designed as
an efficient and extensible IP encapsulation protocol for the DVB-S2
system, and there is growing interest to adopt GSE for other second-
generation DVB carriers. The DVB-SH mobile standard includes provi-
sions for GSE, but a number of adaptations are required for full support.
This paper focuses on the seamless transport of GSE packets over the
DVB-SH distribution network towards modulators. To this end architec-
tural aspects are discussed and a specific protocol is proposed.

Keywords: Modulator Interface Protocol, IP, GSE, DVB-SH.

1 Introduction

DVB-SH (Digital Video Broadcasting - Satellite to Handheld) [2] is a second-
generation mobile broadcast standard designed for universal coverage of mul-
timedia services through a hybrid satellite-terrestrial infrastructure. It inherits
the MPEG-2 Transport Stream (TS) as a means for data transport from first-
generation systems, though it includes provisions for the newer Generic Stream
Encapsulation (GSE) protocol. GSE [1] was originally designed as an efficient
and extensible encapsulation protocol for IP and other network layer protocol
data over the DVB-S2 forward link, but is now increasingly being considered for
other second-generation DVB networks. This reflects an ongoing process of ac-
cepting IP as a common transmission technology, thereby extending connectivity
beyond the DVB network and enabling the use of existing IP-based technology.
In DVB-SH the full support for GSE requires a number of adaptations. [5] de-
scribes physical and link layer modifications. This paper focuses on the seamless
transport of GSE packets over the DVB-SH distribution network towards modu-
lators. GSE is dependent on the underlying base-band frame format, which is not
uniquely defined among DVB standards and may vary depending on the coding
used. This means that a DVB-based distribution network may not be used ”as
is” for the delivery of a transmission multiplex towards broadcast modulators,
and a transparent means of forwarding GSE packets formatted for the DVB-SH
carrier is needed.
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2 Outline of the DVB-SH System Architecture

The DVB-SH system aims to provide universal coverage by combining a Satel-
lite Component (SC), which provides global outdoor coverage, with a Comple-
mentary Ground Component (CGC) for cellular-type service in environments
where reception via satellite may be impaired. The CGC consists of terrestrial
broadcast head-ends, which may be classified as ”terrestrial transmitters” for the
reception in mainly urban environments, ”personal gap fillers” for local/in-door
enhancement of satellite signals, and ”mobile transmitters” as a complementary
moving infrastructure such as on trains or ships.

Both the SC and the CGC are fed by a central Service and Network Head-
End (SNHE), which bundles different types of content (TV, IP services, etc.)
into a multiplex for transmission over some Distribution Network (DN). The
distribution network delivers the multiplex to the satellite broadcast head-end
and the CGC, using broadcast infrastructure such as DVB-S2, fibre, or xDSL.
All transmitters (modulators) may be operated in Single Frequency Network
(SFN) configuration, which improves reception performance, supports seamless
handover between transmitters, and avoids the bandwidth overhead inherent to
traditional multi-frequency network (MFN) planning.

3 Transmission over the DVB-SH Distribution Network

The DVB-SH [2] specification states that the SNHE is responsible for encapsu-
lation of the video streams and other input data into a constant bit-rate trans-
mission multiplex consisting of MPEG-2 TS or GSE streams. This works well
for traditional MPEG-2 TS but raises a number of issues for the GSE protocol,
as discussed below.

3.1 GSE-Based Delivery

Direct transmission of a GSE multiplex is (only) possible when a second-
generation DVB link (e.g., DVB-S2) is utilized as a DN. However, this has
several implications. Retransmission of the multiplex at the broadcast head-ends
(SC and CGC) requires GSE packet refragmentation because the GSE protocol
is dependent on the underlying base-band frame format, which is different in
the DVB-SH standard than in other second-generation DVB specifications.
This means that a constant bit rate from the SNHE to the receivers cannot
be guaranteed. In MPEG-2 TS systems, this is required to achieve a constant
end-to-end delay, allowing receivers to synchronize with the source based on
Program Clock Reference (PCR) values in the multiplex. This synchronization
model is not required for GSE-based video transmission because synchronization
can be effected by a receiver buffering model and the use of timestamps in the
RTP protocol, used for video delivery over IP streams. However, some additional
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overhead at the DVB-SH link may need to be accounted for due to the dif-
ferent GSE encapsulation. Delivery of a transmission multiplex implies a static
mapping from DN Input Streams or radio channels to DVB-SH Input Streams
or channels. In this case, signalling information carried within the multiplex is
destined for the DVB-SH link and must not be interpreted by the DN receiver
equipment.

The use of time-slicing such as defined in the DVB Data Broadcasting specifi-
cation within GSE streams requires knowledge about the bit-exact transmission
over the DVB-SH link. This is a caveat for SNHEs delivering a GSE multi-
plex because the DVB-SH link encapsulation (GSE framing, base-band framing,
and physical-layer signalling) needs to be carried out twice, once logically at the
SNHE, and once at the set of transmitters. The requirement for knowledge about
SH link encapsulation also applies to MPEG-2 TS transmission - in the DVB-
SH Implementation Guidelines, a (suboptimal) solution is described based on
calculating the approximate starts of time-slices assuming an average constant
bit-rate. In place of the SNHE, the broadcast head-ends could be responsible for
inserting or updating time-slicing information in the GSE streams. This would
add unwanted complexity to transmitters acting as pure modulators.

In SFN operation, the SNHE must deliver synchronization information along
with the multiplex to the set of transmitters within the DVB-SH network. For
MPEG-2 TS transmission, an SH Frame Initialization Packet (SHIP) carried
within a single TS cell has been specified in the SH standard. As the SHIP
specifies all the physical-layer settings and the beginning of SH Frames, the
start of each EFrame can be computed. Thus, an adaptation of the SHIP to
the GSE protocol could support SFN operation provided that refragmentation
is carried out in the same way at all transmitters and the possible additional
refragmentation overhead is accounted for at the SNHE. Note that in difference
to time-slicing an approximate calculation of synchronization time-stamps based
on an assumed average bit-rate cannot be used. Furthermore, even when bit-
exact broadcast transmission is replicated at the SNHE, loss of a single GSE
packet at a modulator affects an entire SH Frame because the exact number of
bytes to be left out due to GSE refragmentation cannot be derived. This means
that the transmitter cannot stay in synchronization with the other broadcast
head-ends for the rest of the SH Frame.

3.2 IP-Based Delivery

The DN may be IP-based. In this case, the SNHE and the transmitters are
end nodes in an IP infrastructure, and the connection may consist of several
intermediate links, possibly over different physical media. This requires the car-
riage of GSE streams over some IP-based tunnelling mechanism. While this is
possible and can avoid the need for GSE refragmentation at the broadcast head-
ends as long as packets are reliably transmitted or their offset within base-band
frames is known, base-band framing and physical-layer signalling still needs to
be considered at SNHEs while being carried out at transmitters.
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3.3 Transmission of Base-Band Frames

The DVB-T2 [3] standard defines a specific Modulator Interface Protocol (MIP)
[4] for the carriage of base-band frames and physical-layer signalling over MPEG-
2 TS or IP links. Delivering base-band frames (containing GSE data) instead
of raw GSE packets has a number of advantages: It allows control over each
frame, such as over the Input Stream Identifier (ISI) and the use of a base-band
frame CRC [5], physical-layer settings and other transmitter instructions can be
directly signalled instead of indicated indirectly via some GSE extension header
(e.g., a GSE adaptation of the SHIP [5]), and loss of a base-band frame does
not affect the entire SH Frame in an SFN setting. Moreover, it does not require
broadcast head-ends to carry out any further encapsulation.

4 Modulator Interface Protocol

Because of the advantages of an MIP compared to the delivery of raw GSE
streams such a protocol, applicable to DVB-SH systems, is introduced in this
section. The MIP is also suggested when the DN consists of a DVB second-
generation broadcast link because of the little overhead it introduces. In the case
that the broadcast transmission of another DVB system is to be forwarded over
DVB-SH (terrestrial) components/repeaters it is recommended that a gateway
be defined that is acting as an SNHE and carries out the re-encapsulation of the
GSE streams present in the multiplex.

A number of requirements can be identified for the MIP:

– Support for the carriage of EFrames and physical-layer signalling information
– Support for the delivery of multiple transmission multiplexes over a single

link
– In-order delivery of data and fragments thereof
– Reliable detection of packet errors and of missing packets
– Identification of the SH Frame associated with an EFrame or physical-layer

signalling packet
– Identification of the relative position of an EFrame within a particular SH

Frame
– Transparent carriage over different transport protocols, including UDP, TCP,

and RTP

The protocol design, depicted in Figure 1, has been chosen to fulfil these re-
quirements. Each MI packet is made up of a 3-byte header, a variable-length
payload field, and a CRC-32. The header includes a 4-bit version identifier to
consider future changes to the protocol, a 12-bit stream identifier, which allows
for the parallel transport of independent multiplexes, and an 8-bit payload type
field that indicates the format of the payload field. The version field is set to
zero for this specification of the protocol. The stream identifier may be chosen
by the MI encapsulator or negotiated out-band between encapsulator and the
modulator side. Physical-layer settings pertaining to a stream may be signalled
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Fig. 1. MI Packet Format

in-band within the protocol or defined externally (e.g., via service-level agree-
ments). The CRC that follows the payload is intended for the reliable detection
of bit errors in transmission data or signalling information, and further considers
the quasi error free (QEF) requirements of the GSE protocol.

Two payload type values are defined, one for the transmission of EFrames and
one to configure the physical-layer settings of the DVB-SH carrier on a per-SH
Frame basis. An MI packet carrying EFrame data is indicated by a type code of
value 0x00. Its payload field (see Figure 1) contains a 16-bit SH Frame counter, 4
reserved (RFU ) bits, a 10-bit EFrame counter, and the EFrame data, which in-
cludes the 114-bit header and the Data Field. EFrame padding may be omitted
from the payload, though zero-bits must be used to align the Data Field to a mul-
tiple of 8 bits. The EFrame counter is reset to zero for the first EFrame within an
SH Frame and incremented for each subsequent frame. The SH Frame counter is
incremented for each SH Frame within a multiplex having the same stream iden-
tifier ; its initial value in the distribution of the stream is unspecified. Both coun-
ters together allow the correct assignment of physical-layer settings per SH Frame
and the reliable detection of lost packets in SFN scenarios. In MFN configuration,
when constant bit-rate transmission and end-to-end delay is required (e.g., for rate
control at the transmitters, or for backwards compatibility with MPEG-2 TS re-
ceivers when some EFrames containMPEG-2 TS data) modulators can derive the
constant number of EFrames per SH Frame via the physical-layer information sig-
nalled per SH Frame (described below).

MI packets for the signalling of physical-layer parameters are indicated by a
payload type of value 0x01. The payload field of these packets includes a 16-bit
SH Frame counter, which indicates the SH Frame to which the data applies,
4-bit version information, as well as signalling carried in the SH Frame Initial-
ization (SHIP) packet defined for SFN configurations in the DVB-SH standard.
This data is inserted once per SH Frame, and should precede any MI packets
containing EFrame payload data for that frame. The exact format of the pay-
load structure is shown in figure 1. The timestamp length field indicates the
length (and format) of the timestamp field, and may be set to zero to omit the
timestamp information in MFN signalling. A variable-length timestamp field
has also been chosen to support transmission delays in the distribution network
that are larger than 1 second, which is the currently permitted upper limit for



A Modulator Interface Protocol for GSE over DVB-SH 179

SFN signalling via the SHIP. The support for larger delays is crucial for dis-
tribution via non-dedicated IP network connections. The maximum delay field
of the SHIP has been omitted as the encapsulator can adjust the timestamp
values accordingly by referring to the frame emission times at the modulators.
The TPS (Transmission Parameter Signalling) contains the physical-layer sig-
nalling for OFDM transmitters in the DVB-SH system. Signalling for a TDM
satellite head-end can be delivered in a transmitter-specific function encoded in
the individual-addressing block, which is composed of the individual-addressing
fields described in the SHIP (i.e., all bytes following and including the individ-
ual addressing length field).

Fig. 2. MI Protocol Stack

The MI protocol may be delivered over a
variety of transport protocols (see Figure 2).
Typical solutions include the transport over
UDP and RTP, which can provide certain
timeliness guarantees. If reliable transmission
is desired TCP may be used as a transport
protocol. In this case, an adaptation layer in
the form of a 2-byte length field preceding
each MI packet is needed. Such a solution is compatible to the approach speci-
fied for RTP delivery over TCP.

5 Conclusion

Convergence to IP networks has become an essential functionality in the ar-
chitecture of DVB networks. In this contribution we discussed the need for a
Modulator Interface Protocol to enable the seamless transport of IP data over
the DVB-SH distribution network and presented such a protocol. It supports
the carriage of EFrames as well as physical-layer signalling for MFN and SFN
transmission, and can be flexibly forwarded over DVB and IP links using various
transport protocols including UDP, TCP, and RTP.
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Abstract. This paper proposes a novel call admission control (CAC) algorithm 
and develops a two-dimensional markov chain processes (MCP) analytical 
model to evaluate its performance for heterogeneous wireless network. Within 
the context of this paper, a hybrid UMTS-WLAN network is investigated. The 
designed threshold-based CAC algorithm is launched basing on the user’s 
classification and channel allocation policy. In this approach, channels are 
assigned dynamically in accordance with user class differentiation. The two-
dimensional MCP mathematical analytic method reflects the system 
performance by appraising the dropping likelihood of handover traffics. The 
results show that the new CAC algorithm increases the admission probability of 
handover traffics, while guarantees the system quality of service (QoS) 
requirement.  

Keywords: Call admission control, handover, two-dimension markov chain, 
heterogeneous networks, dropping probability. 

1 Introduction 

In the last years, there is an increasing attention towards the transmission of 
multimedia applications and services over heterogeneous wireless networking 
technologies [5]. With the increasing demand for mobile multimedia service, the next 
generation wireless networks are expected to eventually combine multiple radio 
technologies [1], purvey the high throughput IP-connectivity to users and achieve 
service roaming across integrated radio access technologies (RATs). However, this 
hybrid network architecture requires many technical challenges and functions, 
including seamless mobility, vertical handovers between diverse RATs, security, 
subscriber administration, quality of service (QoS) and service provisioning [4]. 

When a mobile subscriber moves across the overlap networks during its lifetime, 
handover procedures will be delivered. Meanwhile, new connection requests issued 
by the intrinsic users are coming forth.  

The phenomenon is visualized that handover traffics and new connection will 
scramble for available radio resource of the target network. That may primarily cause 
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the handover dropping by virtue of the limitation of wireless resource and the 
dynamics large number of users' requests. It is apparent that the increasing of customs 
and subscriber’s mobility lead to the predicament of scarcity limited radio resource 
allocation and QoS degradation. Hence, QoS provision is an increasingly important 
task in next generation integrated networks.  

One of the key elements in providing QoS guarantees is an effective call admission 
control (CAC) policy, which not only ensures that the network meets the QoS 
requirements for new coming traffics but also guarantees that the QoS of the existing 
does not deteriorate [1]. So it is a tendency to develop an evolved CAC policy for the 
intricate environment and requirements for differentiating services. This paper is 
going to present a threshold-based CAC, which sorts users into different classes and 
uses two-dimensional markov chain process (MCP) to analyze system performance. 

The reminder of this paper is organized as follows: Section 2 enumerates CAC for 
homogeneous and heterogeneous networks respectively; in Section 3, a two-
dimension analytical model is revealed; Section 4 presents the numerical results to 
discuss the performance of new CAC algorithm; finally, this paper is concluded in 
Section 5.  

2 Related Literature 

Resource allocation schemes dealing with homogeneous networks have been devised 
and studied [1]; while a serial of revised CAC algorithms for heterogeneous wireless 
network have been investigated for a long time. In this section, several proposed 
works related to the CAC strategies will be introduced for both homogeneous and 
heterogeneous networks.  

2.1 Admission Control Algorithms in Homogeneous Networks  

In [3], dynamic channel reservation scheme (DCRS) allows assigning the guard 
channels reserved for handover traffics to new connection services basing on the 
request probability to increased channel utilization [2]. It keeps the new connection 
service blocking probability as low as possible but only provides acceptable quality of 
handoff services [3]. 

For handover traffics, dual threshold bandwidth reservation (DTBR) accomplishes 
the maximum efficiency and maintains the other relative call blocking probability 
[10]. It employs two thresholds to dominate new connection request voice traffics and 
data service that involves both handover and new connection request data traffics [7].  

2.2 Admission Control Algorithms in Heterogeneous Networks 

A great of deal of resource allocation mechanisms are previously addressed for the 
integrated environment. Ramjee et al. proved Guard channel scheme (GCS), which 
provides the reserving channels for handover traffic to show its priority. It implements 
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low dropping probability for handover services, but increases new connection services 
blocking likelihood and degrades the resource utilization [11]. In [8], a CAC 
algorithm is nominated for voice and data traffics in integrated cellular and WLAN 
networks. [9] gives the highest priority to the sensitive traffics and degrades the 
lowest priority connection according to per class degradation[7]. And [12] improves 
GCS by using a two-dimensional stochastic process model.  

3 Analytical Framework for Admission Control Scheme  

3.1 Integrated UMTS-WLAN Network 

The combination between third-generation (3G) cellular and the IEEE 802.11/16 
based wireless networks has been considered as a suitable and viable evolution path 
toward the next generation of wireless networks [6].  

This paper focuses attention on a single UMTS cell and two WLANs, which is 
shown in Figure 1. In this paper, three classes of user are defined according to the 
user’s moving tendency.  User 1 previously connects with WLAN A and tends to move 
towards to WLAN B passing through overlap area. User 2 is served by UMTS network 
and going to enter WLAN B coverage are. User 3 stays in a stable situation and always 
has connection with WLAN B.  

 

Fig. 1. This figure describes an integrated network consisting of one single UMTS cell and two 
WLANs. There are three types of user, which are classified according to their mobility.  

User 1 and User 2 send up handover traffics; User 3 sets up new connection 
services. Generally speaking, customers prefer to give a higher priority to handover 
traffics rather than new connection services, especially an ongoing handover traffic. 
Handover may bring service break off, and it is more annoying to have a call abruptly 
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terminated in the duration of the connection than being blocked occasionally on a new 
connection attempt [13].  

On the other hand, User 1 ought to bear a higher predominance than User 2. The 
reason is that when User 1 moves out of WLAN A towards to WLAN B, WLAN A will 
release the connection with User 1, once User 1 reaches the coverage area of WLAN 
B. If WLAN B does not assign the radio resource to User 1’s handover traffic, that will 
cause disruption; while User 2 has the capability of keeping a continuous serving by 
UMTS network, even if WLAN B rejects to permit the channel request from User 2. 
User 1 is claimed precedence over User 2 for avoiding service termination. Hence, 
the channel requests from User 1 are treated as the highest priority; User 2 has the 
intermediate and the resource request from new connection has the lowest priority.  

Assuming that the target WLAN B has a total channel capacity C units and each 
radio request will occupy one unit. A new connection will be accepted if the occupied 
channels do not reach Threshold 1 and a low-priority handover traffic is served when 
the amount of used resource is not up to Threshold 2. A high-priority handover traffic 
will be accepted as long as there are free channels. Figure 2 shows the channel 
allocation theory of this new CAC scheme for handover traffics and new connection 
services. 

 

Fig. 2. This diagrammatic sketch illustrates the radio resource allocation policy. It defines two 
thresholds to measure the priority of different uses.  

This threshold-based CAC reflects the priority of each kind of user. A new 
resource request comes, if there are Th1 channels are used, the resource request from 
User 3 will be denied; once the used channels are up to the amount of Th2, in that 
case, not only User 3’s but also User 2’s channel requests are rejected; with the 
growth of served traffics, the available radio resource go critical and come of C, by 
then, any channel request will be dropped, even sent from User 1. 

3.2 Two-Dimensional Traffic Model 

Basing on the expatiation above, a two-dimensional MCP system is used to model the 
prioritized- based CAC algorithm and analyze the performance. The corresponding 
markov state diagram is portrayed in Figure 3. 

Let ν1, ν2 and ν3 are channel request rates of high priority handover traffic, low 
priority handover traffic and new connection service; the mean serving times for them 
are 1/ ξHH, 1/ξLH and 1/ ξN, which are following a negative exponential distribution. 
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P0,1 P1,1

P0,0 P1,0

P2,1 PTh1-1,1

P2,0 PTh1,0

P0,Th1-1

P0,Th1-1

 

Fig. 3. This is two-dimensional Markov Chain Model. Px,y stands for the steady state 
probability. Defining Th1 and Th2 are thresholds for this scenario. 

The intensity of channel request is expressed:  

3H

H N

vv
I

ξ ξ
= +  (1) 

Where vH  and 1/ξH are average channel request rate  and service time of handover 
traffics (both high and low priority).  

In this proposed scheme, the performance evaluated parameters are handover 
traffic dropping probability and new connection blocking probability. The possible 
state spaces are depicted: 

S= {(x,y)| x+y≤C}. (2) 

Two-dimensional model settles one server for this system. Each state (x, y) 
demonstrates the amount of occupied channels: the value of x represents channel 
number occupied by new connection service and y specifies the quantity of used 
channel by (high/low priority) handover traffics. Let S(x,y;x’,y’) stands for the 
transition rate from state (x,y) to state (x’,y’) [2]. Px,y clarifies the steady state 
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probability. The channel request rates of new connection and handover traffics are 
assumed to follow a Poisson arrival process.  

Hence, the equation of S(x,y;x’,y’) is denoted: 
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The equation of state probability Px, y is exhibited as follows: 
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P0,0 is the steady state probability of the system being idle[2]. According to the 
normalization equation Σx,yPx,y=1, P0,0 is obtained: 
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Recall that once there are no free channels, high priority handover traffics are 
dropped, thus dropping probability PHH is achieved: 
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When the amount of occupied channels are same as Th2, the handover traffics from 
low priority class of user will not gain the services and be dropped, hence, the 
dropping probability of low priority handover traffics is depicted as formula: 
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(7) 

Therefore, the total dropping probability of handover traffic is the sum of PHH and PLH.  
The expression of the system utilization is profiled as the ratio of the used channels 

to the whole channel capacity [7]:  

,, x yx y
x y P

U
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=
  (8) 

4 Mathematical Results 

The handover dropping probability is a key measurement of evaluating the system 
QoS. Thus, in this section, numerical results will be shown in Figure 4 and Figure 5. 

In order to analyze the performance of class-based CAC approach, CAC without 
threshold and with one threshold schemes are introduced: no threshold scheme 
assigns all available channels to handover and new connection traffics coequally; one 
threshold method considers low priority handover traffics have the same level of new 
connection requests.  

Assuming that the total capacity of available channel C=50, 1/ ξHH=1/ξLH =1/ 
ξN=150s, ν1=0.2~0.9 channel/s, ν2=0.25~1 channel/s and ν3=0.25~0.8channel/s.  

Figure 4 shows that the dropping probability of handover traffics in CAC without 
and with one threshold strategies. The horizontal axis stands for the handover 
intensity and the vertical axis represents the dropping probability of high priority 
handover traffics. With the increasing of traffics intensity, the dropping probability is 
also elevating. It is obvious that the CAC without threshold has a higher dropping 
probability then that of one threshold scheme.  
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Fig. 4. It plots the dropping likelihood curves for high priority handover traffics of no threshold 
CAC and one-threshold CAC strategies  



 Two-Dimensional Markov Chain Model for Performance Analysis 187 

 

Figure 5 explores the dropping probability of high priority handover traffic in one- 
and two-threshold schemes. Two-threshold based CAC provides a dual-guard for high 
priority handover traffics; more channels are provided to the highest priority traffics. 
Therefore, two-threshold method permits more handover traffics to obtain radio 
channels than other two types of services.  

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
-8

-6

-4

-2

0

Intensity of Channel Request

D
ro

pp
in

g 
P

ro
ba

bi
lit

y

 

 

CAC with One Threshold 
CAC with Two Thresholds

 

Fig. 5. It appears that two-threshold approach have an advantage in protecting the QoS of high 
priority handover traffics  

The numerical results explicit that two-threshold strategy produces a better 
performance than no-threshold CAC and one-threshold CAC method in the matter of 
cutting down the handover services dropping probability and improve the quality of 
handover services [7]. 

5 Conclusions 

To sum up, this paper utilizes two-dimensional MCP model to resolve class-based 
CAC algorithm for the next generation wireless networks. This novel method 
classifies users into distinct levels and assesses the system performance by comparing 
dropping probability of high priority handover traffics. This approach decreases the 
dropping probability of handover service, minimizes the dropping likelihood of the 
user with the highest priority and guarantees the quality of transferred traffic during 
its lifetime [7]. 
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Abstract. DTN environment is characterized by intermittent connectivity, 
high/variable delay, heterogeneity, high error rate and asymmetric data rate 
amongst others. These characteristics accounts for the poor behavior of Internet 
protocols in this environment. To address these problems, DTN was conceived 
and designed together with specialized protocols to carry out its services.  
Its emergence called for a new concept in security that was considered at  
the design stage. The main aim of this paper is to propose a traditional 
cryptography based authentication scheme that does not depend on network 
administrator’s availability during post network authentication communication 
and facilitates bundle processing by the recipient in the absence of connectivity. 
In this paper, we present and discuss the system model, the proposed credential 
and the propose authentication scheme. A simulation framework is developed 
for the implementation of the proposed and referenced schemes. From the 
simulation results, the proposed scheme was observed to be independent of 
network administrator’s availability during post network authentication 
communication and facilitates bundle processing in the absence of connectivity.    

Keywords: Security, Delay/Disruption Tolerant Networking (DTN), 
Authentication, Communication Satellite, Traditional Cryptography (TC), 
Public Key Infrastructure (PKI). 

1 Introduction 

Delay/Disruption Tolerant Networking (DTN) [1-4] is a networking architecture 
designed based on message switching mechanism to provide reliable communication 
in networking environments with long/variable delay, intermittent connectivity, high 
packet loss rates, heterogeneity and asymmetric data rate amongst others using store-
and-forward operation. The poor behavior of existing internet protocols in DTN led to 
the design of specialized protocols like Bundle Protocol (BP) to provide DTN 
services as an overlay network. To facilitate interoperability between heterogeneous 
networks with different network characteristics with DTN, a new layer called Bundle 
Layer was introduced between the application layer and the transport layer of the 
internet protocol stack. The design of DTN and the protocol did not evolve without 
consideration for security which led to the development of relevant security 
documentations [5] [6] to address DTN-related security issues. The security 
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documentations highlight security requirements, define design considerations, identify 
possible threats as well as open issues. 

From the DTN security documentations and the security analysis in [7], the 
identified threats this work is designed to address are masquerading, modification and 
replay. To protect the DTN network from these threats, security solutions are required 
to support both hop-by-hop and end-to-end services as well as policy based routing. 
The policy based routing requires that an entity involve in DTN communication must 
be able to verify the authenticity of both the original sender and intermediate 
forwarder of the bundles (messages) as well as the integrity of the received bundles. 
The security blocks required to secure a transmitted bundle are defined and described 
in [6]. Farrell and Cahill in [7] while highlighting the security issues associated with 
designing the bundle to contain all the required keys and algorithm(s) for security 
processing, emphasized the need for an additional authorization checks with PKI as a 
possible solution. The use of PKI is associated with constraints like authorization 
server unavailability and limited capabilities of certain nodes for cryptographic 
operations.  

The focus of this paper is to investigate how PKI concept can be used to provide an 
authentication solution that does not depend on server availability during post trust 
establishment network communication while taking the capabilities of the entities into 
consideration. The existing PKI based schemes in DTN are [1] and [8]. These 
schemes either use certificates and encourage large storage of security credentials or 
depend on server availability. We propose an authentication scheme that combines 
both asymmetric and symmetric cryptography to provide source authentication as 
well as message authentication and integrity. The contributions of this paper are 
summarized as follows: 1) Implementing traditional PKI to provide trust 
initiation/establishment; 2) introducing our proposed Authorization Pass (APass) as a 
substitute for PKI based certificate; 3) proposing a scheme that uses symmetric based 
Hash-based Message Authentication Code (HMAC) for hop-by-hop bundle 
authentication and integrity, and asymmetric based APass for source authentication; 
and 4) evaluating the performance of the proposed and reference schemes through 
simulation.    

2 The System Model 

The DTN environment in fig. 1 assigns a communication satellite to a zone with each 
zone having more than one heterogeneous regional network administered by a 
regional administrator (gateway). Inter-zonal communication is facilitated through 
satellite-to-satellite communication. Hierarchical routing is implemented with each 
satellite maintaining a routing table of all RAs within its zone of location and other 
satellites in the network. Each RA maintains a routing table containing all RAs within 
its zone and the designated zonal satellite for the zone. RAs in the common territories 
between two zones maintain routing tables of RAs in the two zones and the 
designated satellites. The routing tables are computed from the global topology table 
generated and updated by DTNNA each time an entity joins the network. The global 
topology table is accessible whenever DTNNA is online.      
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Zone 1 Zone 2 Zone 3

RA1

RA4 RA10

RA7 RA13

RA16 RA22

RA19

DTNNA – DTN Network Administrator
RA – Regional Administrator
DM – Data Mule

DTNNA

DM 25 DM 26 DM 27

 

Fig. 1. DTN-Satellite Scenario  

The use of satellite is aimed at facilitating bundle transmission between partition or 
remote networks that cannot communicate directly either due to obstruction or limited 
range of communication facility. Communication satellites with low computing and 
storage capabilities are now designed to provide data forwarding services. To 
minimize cost, Low Earth Orbit (LEO) satellites designed to accommodate limited 
number of brief contacts at a given time are employed. The limited number of brief 
contacts at a given time might result in discontinuous coverage. To address this issue, 
some LEO satellites are designed to provide DTN concept of store and forward 
services [9]. Security solutions should not be computationally heavy as well as 
encourage large storage of security credentials. 

3 The Proposed APass 

The PKI based digital certificate is considered too heavy for implementation in DTN 
environment. Its usage is associated with revocation and storage of Certificate 
Revocation List (CRL). It is also identified to provide partial trust management since 
it does not bind identity to access rights. To address the above issues, we proposed an 
asymmetric based APass introduced in [10] and shown in fig. 2 which is a 
modification of the digital certificate. The APass excludes entity’s public key 
considered significantly large and incorporates role field to bind entity’s identity to 
authorized action. To offer revocation flexibility and eliminates the storage of CRL, 
the validity end field in the APass is uniform for all APass issued irrespective of when 
the entities join the network while the validity start field differs. 

An entity stops sending and receiving bundle when its own APass expires until it 
gets a new APass from DTNNA since other entities’ APass are also assumed to have 
expired. DTNNA is assumed to know when a new APass must be generated for the 
entities because allowing the existing APass to expire in the absence of compromise 
will affect network communication.  
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Fig. 2. The Proposed APass  

4 Authentication Model 

The authentication model is sub-divided into three phases of registration, network 
authentication and data exchange. The registration phase is facilitated by a public 
trusted entity called Registration Authority (RegAuth) which provides security 
information (secInfo) required for network authentication. The network authentication 
phase is facilitated by DTNNA and provides credential required for the data exchange 
phase. The data exchange phase is facilitated by network entities (RAs and DMs) 
using credentials obtained from DTNNA during network authentication for secure 
communication. We assume the entities cannot be compromise and the DMs are part 
of the DTNNA service providing network. Every RA is customized with pre-install 
initial public/private key pair, device identifier (devID) and RegAuth’s public key 
access on activation. For every node (RA) manufactured the vendor provides 
RegAuth with node’s devID and initial public key. Every node generates its public-
private key pair. RAs must pass through the registration/network authentication phase 
to communicate in the DTN overlay network. RegAuth generates security information 
required for network authentication, while DTNNA generates trust information for 
post network authentication communication. 

REGISTRATION/NETWORK AUTHENTICATION: The registration and 
network authentication phases are shown in fig. 3 below. 

Registration Phase:  
RA1→RegAuth: PbRegAuth{rtj DTN network|devIDRA1}  (1) 
RegAuth→RA1: PbRA1{devIDRA1| secInfoRA1|IDDTNNA|secInfoDTNNA|PbDTNNA}  (2a) 
RegAuth→DTNNA: PbDTNNA{nfa|devIDRA1| secInfoRA1}  (2b) 

Network Authentication Phase: 
RA1→DTNNA: PbDTNNA{authReq|devIDRA1| secInfoRA1|PbRA1}  (3) 
DTNNA→RA1: PbRA1{authConf|IDDTNNA|secInfoDTNNA|Kdtn|APassRA1}  (4) 

RSA encryption/decryption is used to secure communication with entity’s public key 
used to encrypt and private key to decrypt. DTNNA and RA1 use security information 
from RegAuth for mutual authentication during network authentication where received 
secInfo must match the one obtained from RegAuth. RA1 uses PbDTNNA obtained in 2a 
to encrypt 3 while DTNNA uses PbRA1 obtained in 3 to encrypt 4.  
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Fig. 3. Registration/Network Authentication Phase  

Notations: PbRA1, PbRA7, PbRegAuth, PbDTNNA: Public keys of RA1, RA7, RegAuth and 
DTNNA; secInfoRA1, secInfoDTNNA: Security information of RA1 and DTNNA; 
APassRA1, APassDM25: APass of RA1 and DM25; devIDRA1: Device identifier of RA1; 
Kdtn: Network-wide shared symmetric key; NRA1: Nonce generated by RA1(randomly 
generated string); Tstmp: Bundle’s timestamp; IDDTNNA, IDRA1, IDRA7: Network 
identifiers of DTNNA, RA1 and RA7; CustID: Reserved for network identifiers of the 
data mules; PbRA7{Hello}: Encrypted payload processed only by RA7; {APassRA1| 
NRA1}: Access control block; {Tstmp | IDRA1 | CustID | IDRA1}: Our primary bundle 
block; |: Concatenated operation; rtj: Request to join; nfa: Notification for 
authentication; authReq: Authentication request; authConf: Authentication 
confirmation.  

DATA EXCHANGE PHASE: The entities (RAs/DMs) are assumed to have passed 
through registration/network authentication and in custody of secInfoDTNNA and Kdtn 
for HMAC computation/verification, their respective APass and PbDTNNA for DTNNA 
signature verification. The authenticated resource is the bundle and is designed to 
provide authentication, integrity and confidentiality. Our version of bundle and 
acknowledgement considering the first hop between RA1 and DM25 with RA7 as 
destination in fig. 1 is shown below.  

(1). RA1 → DM25: (PbRA7{Hello}|{APassRA1| NRA1}|{Tstmp|IDRA1 | CustID  |IDRA7}   
                                                     )·hmac 
(2). DM25 → RA1: (isAccepted | APassDM25 | NRA4)·hmac 

We assumed the entities are communicating for the first time after network 
authentication and PbRA7 was obtained by RA1 when DTNNA was online. RA1 
generates the bundle in (1), append hmac computed using Kdtn and secInfoDTNNA and 
send to DM25. DM25 upon receiving the bundle verifies the hmac by comparing the 
appended hmac with the one it computes using Kdtn and secInfoDTNNA. The bundle 
content is only access if the appended and computed hmacs matches. DM25 identifies 
source/destination and ascertains bundle validity and freshness as well as APass 
signature verification using DTNNA’s public key. If all conditions are met, DM25 
accepts custody of the bundle and sends acknowledgement (2) appended with hmac to 
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RA1. DM25 then replaces the content of access control block with its APass 
(APassDM25) and generated nonce (NDM25) after which it inserts IDDM25 in the CustID 
field. It then computes hmac and append at the end of the bundle as discussed earlier 
before forwarding to RA7. RA7 accesses the bundle content after hmac verification to 
ascertain bundle validity and freshness as well as APass signature verification using 
DTNNA’s public key. If all the conditions are met, it accepts custody and sends 
acknowledgement containing its APass (APassRA7) and the received nonce NDM25 
DM25. RA7 being the destination then proceeds with the decryption of PbRA7{Hello} 
using its private key. Upon receiving acknowledgement, an entity verifies the 
appended hmac with the one it computes and verifies received APass without signature 
verification. The acknowledgement is confirmed as reply to a sent bundle if the 
received nonce matches the sent nonce after which a stored copy of the sent bundle is 
deleted. The recipient of a bundle only verifies the last forwarder on the assumption 
that the last forwarder must have verified the source/previous forwarder before 
accepting custody of the bundle. 

COMPARATIVE ANALYSIS: The proposed scheme is compared with the TC based 
protocol by Asokan et al in [8] shown in fig. 4 below.  

 

Fig. 4. Compared TC based Authentication Protocol  

The protocol assumes that S knows the public key of KS and R identity IdR prior to 
communication. KS shares a secret key with each entity and the protocol works as 
follows: (1) S generates a random secret key (k) and encrypt a message to have C. k 
and IdR are then encrypted with KS’s public key to have t which is sent together with C 
to R. (2) R forwards t to KS which decrypts (asymmetric) it with its private key to 
access the content and verify IdR. KS then encrypts (symmetric) k retrieved from t with 
the key it shares with R (KSR) to have t’ forwarded to R. R upon receiving t’ decrypts 
(symmetric) it with KSR to retrieve k used to decrypt (symmetric) C to access the 
content. This protocol like the proposed scheme is PKI based combining symmetric 
and asymmetric algorithm and was design for analysis in DTN environment even 
though it was never validated through simulation.  We modelled this protocol and 
implement it for DTN multi-hop communication. During network authentication 
phase, DTNNA generates different symmetric keys it shares with each RA/DM instead 
of Kdtn in the proposed scheme. S’s APass and DTNNA’s APass were included in t and 
t’ to provide source authentication. The access control and primary blocks in the 
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bundle are encrypted with randomly generated k to form C. The random key k is used 
to encrypt/decrypt the acknowledgement.   

5 Simulation and Performance Evaluation 

To evaluate the performance of the proposed and compared schemes, the DTN-
satellite scenario in fig. 1 was modeled in C++ using Microsoft Visual Studio 2008 
with security integrated using Crypto++ Cryptographic Library. The modeled 
framework implements hierarchical routing with DTNNA the only source of updates. 
We used Sony VAIO laptop running Windows 7 with the following parameters: Intel 
CoreTM 2 Duo with T5500 Processor @ 1.66GHz speed, 2.50RAM, 120 GB/Go 
HDD and a system type of 32 bit Operating System.   

  

Fig. 5. Simulation result for Number of Contact with DTNNA  

  

Fig. 6. Simulation result for Number of Cryptographic Operations by DTNNA  

Fig. 5 shows the simulation result for the number of contact of the communicating 
entities with DTNNA while fig. 6 shows the number of cryptographic operations 
carried out by DTNNA during bundle transmission. The number of communicating 
entities include one sender, one destination and as many intermediate nodes (DM) as 
possible. While the proposed scheme has zero contact and zero cryptographic 
operations by DTNNA, the number of contacts and cryptographic operations by 
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DTNNA for Asokan increases with increase in the number of communicating entities. 
For every contact establish DTNNA carries out three cryptographic operations of 
public key decryption, signature verification and symmetric key encryption.   

6 Conclusion 

We modeled a PKI-based system model with online server (DTNNA) in C++ using 
Microsoft Visual Studio 2008 and Crypto++ Cryptographic Library for security 
integration. We presented and discussed the system model, the proposed APass, 
proposed authentication model and the TC based protocol in [8] considered for 
comparative analysis.  From the simulation results in the last section, we confirmed 
that the TC based protocol in [8] depends on server availability and places more load 
on the server during multi-hop communication. The proposed scheme shows how 
traditional cryptographic techniques can be used judiciously to provide authentication 
and integrity solution that facilitates bundle processing by the recipient without 
depending on server availability. The proposed scheme suits the communication 
satellite because it facilitates onboard switching and processing in addition to 
providing lighter cryptographic operations and limited storage. The only issue with 
our scheme is that the sender will need contact with DTNNA for destination’ public 
key ahead of communication or will have to store the keys.  
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