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Preface

This volume of LNCS contains papers from the 9th European Performance
Engineering Workshop held at the Ludwig Maximilians University of Munich,
Germany, on July 30, 2012, and papers from the 28th UK Performance Engi-
neering Workshop held at the University of Edinburgh on July 2, 2012.

The accepted papers reflect the breadth of interest across Europe in perfor-
mance engineering of software and hardware in computer systems. A healthy
range of types of papers are in evidence: papers from classical performance mod-
elling areas such as wireless network protocols and parallel execution of scientific
codes to hot topics such as energy-aware computing to unexpected ventures into
ranking professional tennis players. In addition to new case studies, the accepted
papers also present new techniques for dealing with the modelling challenges
brought about by the increasing complexity and scale of systems today.

We extend our thanks to all members of the Program Committees for the two
workshops and all of the additional reviewers for their helpful and constructive
comments and reviews. The workshops were enriched by keynote talks given by
Isi Mitrani (EPEW) and Katinka Wolter and Nigel Thomas (UKPEW). We were
delighted to have their contributions.

We would like to express our gratitude to everyone involved in making EPEW
2012 and UKPEW 2012 a success, in particular the staff of both the Ludwig
Maximilians University and the University of Edinburgh, who helped with many
organizational and logistical challenges. We are grateful to the EasyChair site
for their excellent conference system and to Springer for their continued support
of this workshop series. The UK Performance Engineering Workshop received
financial support from the Scottish Informatics and Computer Science Alliance
(SICSA) for which we are very grateful. Finally, we thank the authors of all the
papers in this volume for their contribution and for meeting all of the deadlines
for the workshops.

July 2012 Mirco Tribastone
Stephen Gilmore
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Trading Power Consumption

against Performance by Reserving Blocks
of Servers

Isi Mitrani

School of Computing Science, Newcastle University, NE1 7RU, UK
isi.mitrani@ncl.ac.uk

Abstract. We consider the problem of managing a service center where
it is desirable to keep power consumption low. Customers may be patient
or they may defect (i.e. leave the system) if waiting times are too long.
Several blocks of servers are designated as ‘reserves’. They are powered
up and down when the queue size increases above or falls below cer-
tain thresholds. Objective functions to be minimized take into account
the number of servers that are powered up, the number of occasions
when blocks are powered up and a performance measure involving either
waiting time or number of jobs lost through defections. The question of
how to choose the blocks of reserves is answered by analyzing a suitable
queueing model. Heuristic policies are proposed and numerical results
are presented.

Keywords: Cloud Computing, Power saving, Performance, Dynamic
server allocation, Reneging, Queueing models.

1 Introduction

Service centers are supporting the operations of major organizations. They also
form the basis of a business model, sometimes referred to as Cloud Comput-
ing, whereby a company makes money by selling computing services to paying
customers. A typical service center may contain thousands of computers, which
require large amounts of power to run and to keep cool (not to mention the hid-
den costs associated with greenhouse gas emissions). Consequently, it is impor-
tant to devise strategies for reducing the power consumption while maintaining
acceptable levels of performance.

Despite much research on the design of servers whose power consumption
is proportional to their utilization, progress in that direction has been limited.
Even with the best current designs, the power consumed by an idle server is
about 65% of its peak consumption [6]. Hence, the only realistic way to reduce
significantly the power consumption of a service center is to power down blocks
of servers whenever that can be justified by the demand conditions. That is the
policy that this paper proposes to investigate.

Note the emphasis on ’blocks’: the servers in a large-scale service center
are usually grouped into logical or physical units of equal or unequal sizes.

M. Tribastone and S. Gilmore (Eds.): EPEW/UKPEW 2012, LNCS 7587, pp. 1–15, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



2 I. Mitrani

The problem of managing these blocks efficiently is to ensure that they are
switched on readily enough to respond to increased demand, yet not leave them
powered up unnecessarily when they are under-utilized.

The behaviour of users depends on the way the service center is run. In some
cases, submitted jobs are obliged to remain in the system until their service is
completed (e.g., users pay for services in advance). Then the objective to be
optimized would include some measure of performance such as the average re-
sponse time. If, on the other hand, long waits can cause jobs to depart before
receiving service, then a major part of the objective would be to minimize the
number of these ‘defections’. In both cases, a trade-off arises: the user experi-
ence is improved by increasing the number of powered-up servers, while power
consumption is lowered by increasing the number of powered-down servers.

We propose a dynamic operating policy where a subset of the available servers
are left powered on all the time, while the remainder is divided into k ‘reserve’
blocks. The latter are powered up and down depending on the number of jobs
in the system. The problem is to decide how many and how big should the
reserve blocks be. Answers are provided by analyzing two queueing models of
the system: with and without defections. Closed-form solutions are obtained in
both cases. These also lead to easily implementable and very efficient heuristic
policies.

There is a large volume of literature on improving the power consumption of
computer systems. For an overview and many references, see Berl et al [3]. A
system for monitoring demand and adaptive allocation of servers was proposed
by Chase et al [4]. However, the set of studies where a specific dynamic policy is
quantitatively modeled with a view to predicting its behaviour, is much smaller.
It is to that set that the present paper belongs.

Perhaps the closest models to ours were examined by Artalejo et al. [2], Gandhi
et al. [5], Mitrani [8,9], Schwartz et al [10] and Mazzucco et al [7]. In [2] and in [5],
servers are powered up and down one at a time. Exact results are obtained when
at most one server can be in the set-up mode (i.e., in the process of being powered
up), or when the number of servers is infinite. In [8], there is a single reserve
block with set-up times; no defections are allowed. The same model without
set-up times was subsequently examined in [10]. A similar system, again with
a single reserve block but allowing defections, was studied in [9]. Reneging was
also considered in [7], in the context of a static policy which employs a fixed
number of servers. The objective was to examine what that number should be.
For some further aspects of queues with defections, see for example Ancker and
Gafarian [1], and Ward and Glynn [11].

At the time when [8] and [9] appeared, the question was asked “Why a single
block of reserves?” Could one not reduce costs further by allowing several blocks
of servers to be designated as reserves and be turned on and off dynamically
in response to different loading conditions? We now aim to answer that ques-
tion by evaluating to what extent the increased flexibility would lead to lower
costs. It should be pointed out that such a generalization comes at a price: in
order to maintain tractability, it is assumed that both the power-on and the
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power-off operations are instantaneous. However, those operations are still as-
sumed to incur costs and the latter are included in the cost functions to be
minimized.

Our numerical experiments will show that using more than one reserve block
makes in fact only a small difference to the achievable costs. So the result of this
paper is in a sense negative: a complex operating policy is not much better than
a simple one. However, that conclusion was not a priori obvious; to arrive at it,
it was necessary to go through the process of modelling, analysis and evaluation.

The queueing model without defections, and its solution, are described in
sections 2 and 3, respectively. The model with defections, and its solution, are
presented in sections 4 and 5. Both solutions are essentially in closed form, in
the sense that they do not involve simultaneous sets of equations. Numerical
experiments examining different aspects of the control policies, together with
comparisons between the optimal policy and some simple heuristics, are shown
in section 6.

2 The Model without Defections

The service center contains N servers, of which n0 are permanently operative
(they are referred to as the ‘main’ block). The remaining N − n0 servers are
divided into k reserve blocks, of sizes m1, m2, . . ., mk, respectively. (Note that
even if the real or logical blocks are all the same size, one can easily construct
blocks of different sizes by appropriate groupings.)

Requests, or ‘jobs’, arrive in a Poisson stream with rate λ. Operative servers
accept one job at a time, service times being distributed exponentially with mean
1/μ. There is an unbounded FIFO queue for those jobs that have to wait for a
server.

There are two increasing sequences of ‘up’ and ‘down’ thresholds, Ui and
Di, which control the availability of the reserve blocks i = 1, 2, . . . , k. If the
i th reserve block is inoperative and the number of jobs in the system increases
from Ui − 1 to Ui, then that block is powered up. All of its servers become
operative instantaneously. If the i th reserve block is operative and the number
of jobs in the system drops from Di + 1 to Di, then that block is powered
down instantaneously. Any job whose service is interrupted because its server is
powered down, is immediately and instantaneously transferred to another server
if one is available. If not, the job goes to the head of the queue and its service is
eventually resumed from the point of interruption.

Let ni be the number of servers that would be operative if only blocks 0, 1, . . . , i
are powered up. That is, n1 = n0 + m1, n2 = n0 + m1 + m2 = n1 + m2, . . .,
nk = nk−1 + mk = N . It is sensible to power up reserve block i when all of its
servers can come into use, i.e. when the number of jobs in the system reaches ni:
we thus choose Ui = ni. Similarly, it is sensible to power down reserve block i
when its servers are not needed, i.e. when the number of jobs in the system drops
to ni−1: hence, chooseDi = ni−1. This choice of thresholds is not essential for the
analysis, but is made in order to reduce the number of control parameters.
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Fig. 1. A service center with reserve blocks

The system is illustrated in figure 1. The system state at time t is described
by a pair of integers [I(t), J(t)], where I(t) specifies the current state of the
reserve blocks: I(t) = 0 if only the main block is operative; I(t) = 1 if only the
main block and reserve block 1 are operative; I(t) = 2 if only the main block
and reserve blocks 1 and 2 are operative; . . .; I(t) = k if all the reserve blocks
are powered up.

The second integer, J(t), represents the number of jobs present. The ad-
missible values for J(t) depend on the value of I(t). Thus, if I(t) = 0, then
0 ≤ J(t) < n1; if I(t) = 1, then n0 < J(t) < n2; . . .; if I(t) = k, then
nk−1 < J(t) <∞. In general, if J(t) > nI(t) the queue is non-empty.

The above assumptions imply that [I(t), J(t)] is a Markov process. That pro-
cess is ergodic when the offered load, ρ = λ/μ, is smaller than the total number
of servers: ρ < N . Assuming that that condition holds, denote the steady-state
distribution of the process by

pi,j = lim
t→∞P [I(t) = i, J(t) = j] , (1)

for i = 0, 1, . . . , k and the corresponding admissible values for j. A portion of the
transition diagram of the Markov process [I(t), J(t)], for i = 0, 1, 2, is illustrated
in figure 2. The ‘instantaneous departure rates’ that appear in figure 2, μi,j ,
depend on the number of operative servers and on the number of jobs present.
When there are no defections, those rates are given by

μi,j = min(j, ni)μ . (2)

Let pi,· be the steady state marginal probability that I = i, i.e. that only blocks
0, 1, . . . , i are powered up. For i = 0 this is given by

p0,· =
n1−1∑
j=0

p0,j . (3)
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Fig. 2. Transition diagram

For i = 1, 2, . . . , k − 1, we have

pi,· =
ni+1−1∑

j=ni−1+1

pi,j . (4)

The corresponding expression for i = k is

pk,· =
∞∑

j=nk−1+1

pk,j . (5)

The steady state average number of operative servers, S, is equal to

S =

k∑
i=0

nipi,· . (6)

The average number of instances, per unit time, when block i is powered up, is
denoted by Qi; it is given by

Qi = λpi−1,ni−1 ; i = 1, 2, . . . , k . (7)

In the steady state, that is also the average number of instances, per unit time,
when block i is powered down.

Performance is measured by the average number of jobs in the system, L (one
could just as easily have taken the average response time per job):

L =

k∑
i=0

∑
j

jpi,j , (8)

where the sum with respect to j extends over the admissible numbers of jobs in
the system when the reserve blocks are in state i.



6 I. Mitrani

In assessing the cost incurred by the system per unit time, we wish to include
job holding costs, power consumption costs and unit costs for powering servers
up. Thus, the cost function has the form

C = c1L+ c2S + c3

k∑
i=1

Qimi , (9)

where c1 is the cost for holding one job in the system per unit time, c2 is the
power consumption cost for one server per unit time and c3 is the unit cost
of powering one server up (if powering down incurs different, non-zero costs,
another term can be added).

The objective of the analysis will be to provide expressions for computing L,
S and Qi, so that the cost function can be minimized with respect to the sizes
of the main and reserve blocks.

3 Solution of Model without Defections

The first step to computing the cost function (9) is to determine the steady state
probabilities (1), which in turn necessitates the solution of the corresponding set
of balance and normalizing equations.

The main task will be to express all probabilities in terms of one of them. For
numerical reasons, it is convenient to select the latter as p0,n0 . The computational
procedurewould start by setting p0,n0 = 1. The recurrences provided below enable
all remaining probabilities to be computed sequentially, at the same time accumu-
lating their sum and their contribution to the quantities of interest L, S and Qi.
Having computed all these values, they are re-normalized by dividing them by the
sum of all probabilities.

When i = 0 and j ≤ n0, the process behaves in a simple birth-and-death
manner. The corresponding probabilities are expressed recurrently in terms of
p0,n0 as follows:

p0,j−1 =
jμ

λ
p0,j ; j = n0, n0 − 1, . . . , 1 . (10)

If the probability pi,ni has already been expressed,the probabilities pi,j , for j =
ni +1,ni +2,. . .,ni+1 − 1, can be obtained as follows. Making cuts in the steady
state diagram around sets of states {(i, ni+1 − 1), (i, ni+1 − 2), . . ., (i, j)}, for
j = ni+1 − 1, ni+1 − 2, . . . , ni + 1, we write a set of balance equations:

(λ+ niμ)pi,ni+1−1 = λpi,ni+1−2

λpi,ni+1−1 + niμpi,ni+1−2 = λpi,ni+1−3 (11)

. . .

λpi,ni+1−1 + niμpi,ni+1 = λpi,ni .
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These yield expressions for the desired probabilities, first in terms of pi,ni+1−1:

pi,j = pi,ni+1−1

ni+1−1−j∑
s=0

rsi , (12)

where ri = niμ/λ; j = ni, ni + 1, . . . , ni+1 − 2.
Then it is not difficult to express the same probabilities in terms of pi,ni :

pi,j =
1− r

ni+1−j
i

1− rmi

i

pi,ni ; j = ni + 1, . . . , ni+1 − 1 . (13)

The next step is to express the probabilities pi+1,j , for j = ni + 1, . . . , ni+1, in
terms of pi,ni+1−1. First, since the average number of power-up events for block
i + 1 per unit time is equal to the average number of power-down events for
block i+ 1, we have

λpi,ni+1−1 = (ni + 1)μpi+1,ni+1 . (14)

The remaining probabilities pi+1,j , for j = ni + 2, . . . , ni+1, satisfy the balance
equations

λpi,ni+1−1 + λpi+1,j−1 = jμpi+1,j . (15)

These recurrences allow the probabilities pi+1,j , for j = ni + 1, . . . , ni+1, to be
expressed in terms of pi,ni+1−1 and hence in terms of pi,ni .

Repeating the above procedure for i = 0, 1, . . . , k− 1, all the probabilities pi,j
where j ≤ N , up to and including pk,N , are expressed in terms of p0,n0 . This
enables the computation of pi,· for i = 0, 1, . . . , k − 1, using equations (3) and
(4). At the same time, Qi is obtained for i = 1, 2, . . . , k via equation (7), and
the appropriate contributions to L are accumulated.

The remaining infinite tail, pk,j , for j = N + 1, N + 2, . . ., is determined by
remarking that in that region the process behaves like an M/M/1 queue with
parameters λ and Nμ. The relevant probabilities are geometric, satisfying the
recurrences

pk,j+1 = ρkpk,j ; j ≥ N , (16)

where ρk = λ/(Nμ). The sum of the tail probabilities (needed for computing
pk,· and for the subsequent re-normalization) is equal to

∞∑
j=N+1

pk,j =
ρk

1− ρk
pk,N . (17)

The contribution of the tail to the mean, L, is given by

∞∑
j=N+1

jpk,j =
ρk

1− ρk

[
N +

1

1− ρk

]
pk,N . (18)

We are thus able to compute the cost function for a given set of parameters.
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4 The Model with Defections

Again the system consists of N servers, with a main block of size n0 and k
reserve blocks of sizes m1, m2, . . ., mk, respectively. Block i is powered up (in-
stantaneously) when the number of jobs in the system reaches ni and is powered
down when that number drops to ni−1. The job arrival and service assumptions
are the same as before.

The important difference in this model is that customers are impatient. Upon
arrival, each job starts a personal independent timer which is an exponentially
distributed random variable with mean 1/γ. If that timer expires before the job
is admitted into service, that job leaves the system (‘defects’, or ‘reneges’). Sim-
ilarly, if the job is returned to the queue as a result of a power-down operation,
it starts a new impatience timer with parameter γ.

Thus, if there are j jobs in the queue (excluding the ones in service), then the
instantaneous total defection rate is jγ.

Using the notation of section 2, the system state at time t is described by a
pair of integers [I(t), J(t)], where I(t) specifies the current state of the reserve
blocks and J(t) is the number of jobs present. Because the rate of defections is
proportional to the size of the queue, the Markov process [I(t), J(t)] is always
ergodic. The corresponding steady state probabilities, pi,j , determine the average
number of operative servers, S (as in equation (6)), and the average number of
instances per unit time when block i is powered up, Qi (equation (7)).

Denote by R the average number of defections per unit time. This quantity
is given by

R =

k∑
i=0

∑
j>ni

(j − ni)γpi,j , (19)

where the second summation extends over the values of j that are admissible for
the corresponding value of i and exceed ni.

The cost function to be minimized in this model has the form

C = c1R+ c2S + c3

k∑
i=1

Qimi , (20)

where c1 is the revenue lost due to one defection, c2 is the power consumption
cost for one server per unit time and c3 is the unit cost of powering one server
up.

5 Solution of Model with Defections

The balance diagram for this model is similar to the one in figure 2. The instan-
taneous departure rates are now state-dependent for all i and j. They are given
by

μi,j = min(j, ni)μ+max(j − ni, 0)γ . (21)
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These differences cause small changes to the analysis of the finite part of the
process, i.e. the states (i, j) for which j ≤ N . However, the infinite tail will
require a radically different treatment.

Equations (10) continue to hold. Equations (11) now take the form

(λ+ niμ+ (mi − 1)γ)pi,ni+1−1 = λpi,ni+1−2

λpi,ni+1−1 + (niμ+ (mi − 2)γ)pi,ni+1−2 = λpi,ni+1−3

. . .

λpi,ni+1−1 + (niμ+ γ)pi,ni+1 = λpi,ni .

Again, these equations allow us to express the probabilities pi,j , for ni < j <
ni+1, first in terms of pi,ni+1−1, and then in terms of pi,ni .

Equations (14) and (15) hold without change. In those states, the queue is
empty and hence there are no defections.

This covers the finite part of the process. It remains to determine the tail
probabilities pk,j , for j = N +1, N +2, . . .. In this region the model behaves like
an an M/M/1 queue with arrival rate λ, service rate Nμ and defection rate γ
per job in the queue. The corresponding set of balance equations is

λpk,j = [Nμ+ (j + 1−N)γ]pk,j+1 ; j = N,N + 1, . . . . (22)

A simple way to solve that set of equations (other solutions exist, e.g. see [7,11])
is by introducing the generating function

g(z) =

∞∑
j=N

pk,jz
j−N . (23)

Multiplying the jth equation in (22) by zj−N and adding them together yields,
after some manipulations, a first order ordinary differential equation for g(z):

g′(z) =
[
λ

γ
− Nμ

γz

]
g(z) +

Nμ

γz
pk,N . (24)

The solution of this equation is available in closed form:

g(z) =
Nμ

γ
pk,Ne

λ
γ zz−

Nμ
γ

∫ z

0

e−
λ
γ xx

Nμ
γ −1dx . (25)

After a change of variable x→ λx/γ, this becomes

g(z) =
Nμ

γ
pk,Ne

λ
γ zz−

Nμ
γ (

γ

λ
)

Nμ
γ −1Γ (

λ

γ
z,

Nμ

γ
) , (26)

where Γ (z, y) is the incomplete gamma function:

Γ (z, y) =

∫ z

0

e−xxy−1dx .
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The sum of all tail probabilities is equal to the value of g(1):

g(1) =
Nμ

γ
pk,Ne

λ
γ (

γ

λ
)

Nμ
γ −1Γ (

λ

γ
,
Nμ

γ
) . (27)

The contribution of the infinite tail to the rate of defections, R, is provided by
γg′(1). According to (24), this is equal to

γg′(1) = (λ−Nμ)g(1) +Nμpk,N . (28)

Routines for computing the incomplete gamma function are readily available.

6 Numerical Results

A number of numerical experiments were carried out, where the models with
and without defections were solved in a variety of settings. The aims were (a) to
illustrate the effect of reserving different numbers and sizes of blocks on the cost
function, and (b) to devise efficient heuristic policies that would avoid having to
carry out expensive searches for the optimum. In all cases, the number of servers
was N = 20 and the average service time was chosen as the time unit, so that
μ = 1. In the model with defections, it was assumed that customers are willing
to wait for about one service time before departing, i.e. γ = 1.

The plots in figure 3 show the average cost per unit time as a function of k, the
number of reserve blocks (k = 0, 1, . . . , 9), in a system without defections. The
main and reserve blocks were chosen to be of approximately the same size, as far
as possible. Thus, when k = 2, the 20 servers were divided into 3 blocks of sizes
7, 7 and 6, respectively; when k = 5, the division was 4,4,3,3,3,3; when k = 8 it
was 3,3,2,2,2,2,2,2,2. Three arrival rates were used: λ = 6, λ = 10 and λ = 14,
representing average system utilizations of 30%, 50% and 70%, respectively. The
holding, power consumption and power-on unit costs were c1 = 2, c2 = 1 and
c3 = 1, respectively. In other words, reducing waiting times was considered to
be twice as important as saving power or avoiding server state changes. The
figure shows that, with one slight exception, the most expensive system is the
one where all servers are in the main block (k = 0). Significant cost savings
can be achieved by introducing one or two reserve blocks, particularly when the
offered load is medium or low. However, further increasing the number of reserve
blocks (and hence reducing the block sizes), tends to make little difference or
even increase costs.

One might suspect that equal size blocks are not necessarily best. This is
indeed the case, as figure 4 illustrates. The servers are now divided into three
blocks, with the main block having three sizes: n0 = 6, n0 = 10 and n0 = 14. In
each of these cases, the system cost is plotted against the size of the first reserve
block, m1 (the size of the second reserve block is of course 20− n0 −m1). The
arrival rate is λ = 10, i.e. the system is 50% utilized.

We see that for each main block size, there is an optimal value for m1. When
n0 = 6, that value is m1 = 7, resulting in three almost equal blocks of sizes 6,
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Fig. 5. Comparison between reserve policies for different arrival rates
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7 and 7. However, lower costs can be achieved by choosing n0 = 14 and still
lower ones when n0 = 10 (an even better choice is n0 = 11, but the resulting
cost improvement is very small). Moreover, a notable feature of the figure is
that for the good choices of n0 the curves are flatter, i.e. the choice of m1 is less
important.

In [8], where there was a single reserve block and the cost function did not in-
clude the costs of the power-on operations, arguments were presented indicating
that a good heuristic for the size of the main block is

n0 =

⌊
ρ+

1

2

[
1 +

√
1 + 4ρ

c1
c2

]⌋
, (29)

where ρ = λ/μ and �·� indicates truncation. Now that we are not restricted to
a single reserve block, we suggest a heuristic policy that uses two reserve blocks
such that

n0 = �ρ�+ 1 , (30)

and

m1 =

⌊
0.5 +

√
ρ
c1 + c3

c2

⌋
. (31)

That is, make the main block just large enough to be able to cope with the
offered load. Let the first reserve block be roughly of the size indicated by the
second term in (29), bearing in mind that the unit cost c3 discourages frequent
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powering on and hence argues for larger blocks. Leave the remaining servers, if
any, for the second reserve block.

This heuristic agrees with the results in figure 3 (which suggested a small
number of reserve blocks) and with those in figure 4: it provides the partition
n0 = 11, m1 = 5 and m2 = 4, which is almost optimal.

A more extensive comparison between the above heuristic and the optimal
policy (obtained by searching through all possible numbers and sizes of reserve
blocks) is presented in figure 5. The offered load is varied by increasing the value
of λ. Also plotted are the costs of the policy that uses no reserves at all, and the
one using a single reserve block, with n0 given by a similar expression to (29)

n0 =

⌊
0.5 + ρ+

√
ρ
c1 + c3

c2

⌋
.

A rather striking feature of the figure is that the heuristic policy is practically
indistinguishable from the optimal policy. There are some differences but most of
the time they are too small to show up in the figure. Using a single reserve block
is, on the whole, a little worse. However, the advantages of using two reserve
blocks rather than one are not great. The costs of having all servers powered on
all the time are, in general, considerably higher.

It is worth mentioning that the great majority of the configurations that
achieve the optimal costs consist of a main block and two reserve blocks. A few
partitions contain three reserve blocks and none use more than three.

The gains in costs that can be achieved by using a dynamic policy, compared
to not powering servers down, are of course largest when the system is lightly
loaded; they are smallest, or non-existent, when the system is heavily loaded.

We now turn our attention to the system with defections. Remember that the
question of stability does not arise here, since the servers can always cope with
the load. In [9], it was suggested that if only one reserve block is used, a good
heuristic for the size of the main block is n0 = �ρ� + 1 (rather that the value
given by (29)).

For the present model, where more than one reserve block is allowed, we
suggest the same heuristic policy as in the case without defections: use two
reserve blocks, with n0 and m1 given by (30) and (31), and m2 = N − n0 −m1.

Figure 6 shows a similar comparison between different policies to the one in
figure 5. Since losing jobs due to defections is a serious matter resulting in lost
revenue, the cost of losing a job was assumed to be four times greater than the
running cost of a server: c1 = 4, c2 = 1. The unit cost of powering a server on is
again c3 = 1.

This time the differences between the optimal and heuristic policies are a
little more noticeable. However, even here those differences are less than 10%.
The relative advantage of using two reserve blocks, rather than one, is again
quite small; it is of about the same order of magnitude as in the case without
defections.

Note that the cost of the system without reserves is now mostly flat, whereas
it increased roughly linearly in figure 5. This is because of the different first term
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in the cost function: defections only affect the cost of the static system when it
becomes heavily loaded.

7 Conclusion

This paper provides an analysis and evaluation of an energy-saving mechanism
whereby several blocks of servers are kept in reserve and are powered up and
down dynamically, according to the number of jobs present. This is an extension
of previously studied policies based on a single reserve block.

Two queueing models of the system are examined, one disallowing and one
allowing customer defections. In both cases, efficient closed form solutions for
evaluating the cost function are obtained. Heuristic policies which are very close
to optimal are presented.

The experiments carried out appear to indicate that the advantages derived
by using multiple reserve blocks instead of a single reserve block, are quite small.
In a large scale enterprise, small savings can mount up, but even if they do not,
a negative result of this nature is valuable. It tells us that a simple policy can
do really well, and therefore there is no need to go through an expensive search
for an optimal policy which may be quite complex.
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Abstract. In this paper we present product-form solutions from the
point of view of stochastic process algebra. In previous work [16] we have
shown how to derive product-form solutions for a formalism called La-
belled Markov Automata (LMA). LMA are very useful as their relation
with the Continuous Time Markov Chains is very direct. The disadvan-
tage of using LMA is that the proofs of properties are cumbersome. In
fact, in LMA it is not possible to use the inductive structure of the lan-
guage in a proof. In this paper we consider a simple stochastic process
algebra that has the great advantage of simplifying the proofs. This sim-
ple language has been inspired by PEPA [10], however, detailed analysis
of the semantics of cooperation will show the differences between the
two formalisms. It will also be shown that the semantics of the coopera-
tion in process algebra influences the correctness of the derivation of the
product-form solutions.

1 Introduction

In this paper we present product-form solutions from the point of view of stochas-
tic process algebra. The main motivation for this work is twofold: on one side, our
formalisation clarifies the basic mechanisms that govern product-form solutions
in Continuous Time Markov Chains (CTMCs), on the other side, we can gener-
alise the notion of product-form solutions beyond queuing theory. Product-form
solutions are efficient solutions for stationary distributions in CTMCs in general,
while so far product-form solutions have been studied mostly in the area of per-
formance evaluation/ queuing theory. The work presented here is an extension
of previous work [16] where we have shown how to derive product-form solutions
for a formalism called Labelled Markov Automata (LMA). In very simple terms,
LMA describe the state space of CTMCs as labelled graph decorated with transi-
tion rates. LMA are equipped with a basic mechanism to build complex CTMCs.
LMA have proved very useful in helping to understand basic mechanisms that
govern product-form solutions, and in providing a very elegant proof of the the-
orem GRCAT [16]. However, the disadvantage in using LMA is that the proofs,
even for simple properties, are cumbersome. In LMA it is not possible to use the
inductive structure of the language in a proof.
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In this paper we improve on previous work [16] by considering a simple
stochastic process algebra (SSPA), which preserves the semantics of cooperation
of LMA. This simple language has been inspired by PEPA [10], however detailed
analysis of the semantics of cooperation will show the differences between the
two formalisms.

In this paper we investigate the general principle that determines product-
form solutions in CTMCs, and we show that the semantics of cooperation is
crucial for the correct derivation of product-form solutions. We will introduce
a simple language equipped with a rather unique, and possibly counterintuitive
semantics, which guarantees the existence of product-form solutions. We will
argue that the semantics presented here, is precisely what is needed to model
rigorously product-form solutions for CTMCs. We shall also consider a biological
example to show an interesting application of product-form solutions to a context
different from queuing theory.

2 Related Work

There is vast literature on the topic of product-form solutions and process al-
gebra, and on the formalisation of the intrinsic mechanisms that determine
product-form solution [19,12,8,2,9,7,2,3]. On the relationship between process
algebra and product-form solutions, Hillston, Thomas and Clark, played a ma-
jor role [13,12,8,11,6,19]. The common denominator in these papers is the use
of PEPA to model processes that are known to enjoy product-solution, and to
extract, via PEPA, the modular properties of such processes. This body of work
has demonstrated to the community the modelling power of PEPA. It was shown
in [8] that quasi-reversible structures can be modelled in PEPA, together with
a large variety of product-from solutions. We differ from the work carried out
in PEPA, as our goal is not to define ’yet another stochastic process algebra’
to model product-form solutions, but to design a language and a semantics to
describe only the CTMCs that enjoy product-form solutions. With our formalism
it is relatively easy to find new product-form solutions for CTMCs. This was not
achieved in previous work.

Another formalism that has been extensively used is the Generalised Stochas-
tic Petri Nets (GSPN) [2,7,2,3]- to cite a few articles. The emphasis is to un-
derstand which GSPN enjoy product-form solutions, and what conditions on
GSPN are necessary to yield product-form solution [7]. We differ from the work
on the GSPN as we use process algebra, and also because of the generality of
our results. In this paper, and in previous work, the effort has been directed
in defining a set of sufficient conditions that guarantee product-form solutions
for time-homogenous CTMCs. Finally, it must be mentioned that similar efforts
have been carried out by the community in performance [14,5,18].

The class of product-form solutions considered by [18] is rather limited, while
a true advancement was made by [14,5] with the notions of quasi-reversibility.
Quasi-reversibility was introduced by Kelly [14], and used only on the context of
queuing networks. In [5], great efforts were successfully made to show generality
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and robustness of quasi-reversibility. Nearly all product-form solutions known in
queueing networks are derived using quasi-reversibility. It was proved in [5] that
quasi-reversibility is a sufficient condition for product-form solutions. The condi-
tions of Theorem 1 can be seen as formalisation of quasi-reversibility. The main
difference between Theorem 1 and quasi-reversibility lies in the formalisation of
the ‘connection’ of CTMCs. The way in which queues are connected together
is expressed in natural language [5]. This is the main weakness of the work.
Since it is not clear how to ‘connect’ CTMCs together, only networks of queues
are considered. Understanding of how to connect queues together is clear in the
community of performance evaluation. Our work goes further as it specifies, in a
rigorous way, the ‘connection’ or, better, the cooperation among CTMCs. Note
that we have only sufficient conditions for product-form solutions, not necessary
conditions. As consequence, there are product-form solutions that we cannot
characterise, for example [4]. We leave for future work formal development to
deal with such product-form solutions.

3 A Simple Language

In this section we introduce a simple stochastic process algebra, SSPA. The
main motivation to introduce such a formalism is to verify that the conditions
for product-form solutions can be modelled in a language. SSPA is defined in
a rather unusual way, but follows in the spirit ideas that were discussed in
[13,12]. We initially define simple processes. These are composed essentially by
choice and by recursion.Similarly to PEPA, simple processes may or may not
characterise a CTMC. Some simple process are incomplete, according to PEPA
terminology, in the sense that some transitions lack the information about the
rate. Such information can be inserted via a new operator: the closure. A second
layer of processes is defined, as cooperation of simple processes. The operator
for cooperation has been inspired by PEPA, but differently form PEPA is an
n-nary -operator, like choice. Such operator, differently form PEPA-bow, cannot
be expressed as multiple composition of the binary association.

To formally define the language we assume the existence of a set of variables
Var, and a set of actions Act on which the letter a, b, c . . . range over it.

Definition 1 (Simple processes). The set of simple process, P, is is given
by the following syntax:

E ::= 0 | D
M ::=

∑
i∈I(ai, ri).Ei | M[a←λ]

where I is a finite set of indexes.

For clarity in the notation we use the greek letters λ, μ, . . . range over the set of
positive real numbers IR+, the letters x, y, x, . . . range over Var and the letter r
ranges over IR+ ∪ Var. When writing a variable in processes, we use a subscript
that refers to the label. For example we would write (a, ya).E but not (a, yb).E.
A simple processes stand for the building blocks which are ultimately used to
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compose complex CTMCs. Nil, written 0, is the empty process; D is the symbol

for the identifier. Identifiers are equipped with identifier equations such as D
df
=

M. The choice,
∑

i∈I(a, r).Ei, represents the standard selection of one of the
possible transitions, and finally there is a new operator closure M[a←λ]. This
operator transforms all transitions labelled with the pair a and a variable into
transitions labelled with the pair a and the real number λ. The role of closure
will become clear in the later development of the paper. The grammar of simple
process aims to define the transition graph of a labelled CTMC, but not all
transition graphs derived from this grammar are CTMCs due to the presence of
variables. Examples of this kind can be seen in Fig. 1.

M0 M1 M2 M3

aλ bxb aμ

bxbFig. 1. Transition diagram of the process M0

M0 M1 M2 M3

aλ b δ aμ

b δFig. 2. Transition diagram of the process M0[b←δ]

Informally, we can say that the closure operator would transform a transition

graph of the simple process M0
df
= (a, λ).(b, xb).(a, μ).(b, xb).M0 as in Fig. 1 as

one in Fig.2 for the simple process M0[b←δ].
If all transitions of a process are decorated with a real number, as in in Fig.

2, then the underlying model description is a time-homogenous CTMC, similar
to PEPA. To formally define how to derive the CTMC of a given simple process,
we need to give a formal semantics to SSPA via labelled transition system.

Definition 2. A labelled transition system for simple processes written →: P ×
(Act × IR+ ∪ Var) × P is the smallest multi-relation that satisfies the rules in
Table 1.

We write M
a,r−→ M′ if (M, (a, r),M′) ∈→, and →∗ for the transitive closure

of →.

In what follows, we consider a relation that is generally defined in π-calculus
[17] structural congruence. Structural congruence is a relation preserved by all
operators of the calculus, i.e a congruence, that identifies terms that should not
be distinguished for semantical reasons. Hillston [10] defined a similar relation
in a operational way as isomorphism.

Definition 3. Structural congruence, written ≡ over the set of simple processes
P is the smallest congruence that allows the reorder of terms in the choice.
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We use structural congruence as a relation to talk about individual terms in
the summation, and to to avoid to be bothered by the order of terms in the
summation. For example (a, λ).E1 + (b, μ).E2 ≡ (b, μ).E2 + (a, λ).E1. We use S
to indicate a set of terms of the summation that we do not wish to identfy i.e.
(a, λ).E1 + (b, μ).E2 + (c, γ).E3 ≡ (a, λ).E1 + S.

Differently from CTMC, not all transitions in SSPA have a real number at-
tached. These are called passive transitions. Passive transitions are transitions
whose delay has not yet been specified. The difference between passive and ac-
tive transitions, is crucial in this work, so we proceed now to define such entities
via analysis of the labels in a process.

Definition 4. A label a ∈ Act is called active with respect to a simple process
M if M ≡ (a, λ).M′ +S. A label a ∈ Act is called passive with respect to a simple
process M if M ≡ (a, xa).M

′ + S.

We now define a the set of labels that are active or passive in any possible
evolution of the simple process.

Definition 5. The sets of active labels,written A(M), is recursively defined as
follows:

(Nil) A(0) = ∅;
(Def) A(D) = A(M) if D

df
= M;

(Choice) A(∑i∈I(ai, ri).Ei) = ∪i∈I{ai : (ai, ri).Ei, ri ∈ IR+} ∪ A(Ei);
(Closure) A(M[a←λ]) = A(M) ∪ {a}.
Definition 6. The set of passive labels,written P(M), is recursively defined as
follows:

(Nil) P(0) = ∅;
(Def) P(D) = P(M) if D

df
= M;

(Choice) P(∑i∈I(ai, ri).Ei) = ∪i∈I{ai : (ai, ri).Ei, ri ∈ V ar} ∪ P(Ei);
(Closure) P(M[a←λ]) = P(M)\{a}.
We simply write P and A for the set of passive and active labels when it is clear
from the context which simple process we are referring to.

Definition 7. A simple process M is closed if A(M) = ∅, it is open otherwise.

The closure operator transforms each open automata into a closed one. We now
present a few properties of the closure operator, with respect to the semantics
equivalence of strong bisimilarity.

Definition 8. We define strong bisimilarity as the largest symmetrical relation
∼= such that if M1

∼= M2, then if for all M′
1 it holds that M1

a,r−→ M′
1 then there

exists M′
2 such that M2

a,r−→ M′
2 and M′

1
∼= M′

2.

Proposition 1. 1. M[a←λ]
∼= M if M is closed.

2. M[a←λ][b←μ]
∼= Mb←μ][a←λ].



Operational Semantics for Product-Form Solution 21

3. Let P(M) ∼= {a1, a2, . . . aN} be the set of passive actions of M. M[a1 ←
λ1] . . . [aN ← λN ] is closed.

Proof. By induction on grammar of simple processes.

Sometimes, in the presence of multiple applications of the closure operator,
we write MP←R, where R is a set of rates R = {r1, r2, . . . , rN} and P =
{a1, a2, . . . , aN} is the set of passive labels in M. Clearly, by generalisation of
Proposition 1 this abbreviation is well defined, as it does not matter the order
in which the closure is performed. Now we define the interaction among simple
processes.

Table 1. Transition semantics of simple processes

∑
i∈I(ai, ri).Ei

ai,ri−→ Ei

E
a,r−→ E′

D
a,r−→ E′

if D
df
= E

(a, x).E
a,x−→ E

(a, λ).E[a←λ]
a,λ−→ E[a←λ]

(a, μ).E
a,λ−→ E

(a, μ).E[a←λ]
a,μ−→ E[a←λ]

Table 2. Transition semantics of interacting processes

Mi
a,r−→ M′i

⊗
L(M1, ..,Mi, ..Mn)

a,r−→ ⊗
L(M1, ..,M

′
i, ..Mn)

(a /∈ L)

Mi
a,λ−→ M′i Mk

a,xa−→ M′k
⊗

L(M1, ..,Mi, ..Mk, ..Mn)
a,λ−→ ⊗

L(M1, ..,M
′
i, ..,M

′
k, ..Mn)

(a ∈ L, k �= i)

Definition 9. The set of interacting processes, L, is defined by the following
syntax:

C ::= M |
⊗
L

(M1, . . . ,MN )

where L ⊆ Act, M was defined in Definition 1, and for all i, j ≤ N if i �= j it
holds that A(Mi) ∩ A(Mj) ∩ L = P(Mi) ∩ P(Mj) ∩ L = ∅.
Definition 10. The labelled transition system for the interacting processes writ-
ten →: L× (Act× IR+ ∪Var)×L is the smallest multi-relation that satisfies the
rules in Table 1.

We write C
a,r−→ C′ if (C, (a, r),C′) ∈→, and →∗ for the transitive closure

of →.
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Crucial to this definition is that the interaction happens pairwise. For example,
in queueing networks such as the Jackson network [5], this captures the idea that
customers hop from one node to one other.

Comparison with PEPA. The semantics of the interaction in SSPA has been
inspired by PEPA [10], but it is not identical. PEPA’s interaction operation works
on broadcasting while in SSPA the interaction/cooperation is strictly pairwise.

In PEPA, cooperating processes over the same set of actions L is commuta-
tive and associative with the respect to a notion of strong bisimulation. Strong
bisimilarity (∼=) identifies processes that can carry out the same transitions with
respect to the transition relation defined in Definition 10. Therefore, we assume
that Definition 8 is adapted to the interacting processes.

In SSPA, the cooperating operator is commutative, but not associative with
respect to strong bisimilarity, even under the same set of cooperating actions.
Commutativity says that the order in which processes cooperate does not matter.
If fact, two processes that differ only for the order of simple processes in the
cooperation are strongly bisimilar, and, we will see, they have the same product-
form solution. However, as far associativity goes, the reader can verify that
(M1⊕LM2)⊕LM3 and M1⊕L (M2⊕LM3) have different transitions i.e they are
not strongly bisimilar. To see this it suffices to take the following processes (M1 =
(a, λ).0 andM2 = M3 = (a, xa).0 with L = {a} and verify that (M2⊕LM3) has no
transition according to the semantics of SSPA. Therefore M1⊕L (M2⊕LM3) ∼= 0
while (M1 ⊕L M2)⊕L M3 �∼= 0, which implies, differently from PEPA semantics,
that (M1 ⊕L M2)⊕L M3 �∼= M1 ⊕L (M2 ⊕L M3). If we had used PEPA transition
system we would have been able to prove that the two processes are strongly
bisimilar.

3.1 CTMC

In this paper, we deal only with product-form solutions for time-homogenous
CTMCs. For a time-homogenous CTMC, the generator matrix Q contains all the
information to compute the transient and steady-state probability distribution.
From the matrix Q it is possible to describe the state space of the CTMC and
vice versa. Generally, in process algebra such as PEPA, the language is a means
to describe in a modular way the state space of the underlying CTMC. The
generator matrix is then appropriately recovered for computation purposes. If
the interacting process C does not contain passive transitions, we can recover the
CTMC by taking the set of all derivatives of C as the state space of the CTMC,
and by generating the entries of the generator matrix QC as the sum of all
the real numbers of the transitions between two derivatives. Rates of self-loops
should be ignored, and the diagonal of the generator matrix QC is constructed
as usual to ensure that the sum of the entries of the rows equals 0. Even in
the presence of passive transitions in a process, the generator matrix can be
recovered. However, the matrix may not be used for computation purposes, as it
may contain the variables from the passive transitions. For this reason, in what
follows, we describe how to build the generator matrix, and we will leave it to
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the reader, or to the context in which it is used, to establish if the generator can
be used straightforwardly for computation purposes, or instantiation of variables
is necessary.

Given a process, we define the set of derivatives as the set of processes derived
via the transitive closure of the labelled transition system.

The set of derivatives of an interactive process C is defined as SC = {C′ :

C
a,r−→∗

C′}. The transition rate from the state of the chain C to C′ is given by
the sum of the rates of all the labelled transitions of the process i.e.:

q(C −→ C′) =
∑

(a,r):C
a,r−→C′

C	=C′

r.

If all transition rates q(C −→ C′) ∈ IR+ then QC is the generator matrix of
the underlying CTMC of the interactive process. If for some rates it holds that
q(C −→ C′) �∈ IR+ then we must specify that the variables in the prefix (a, x).E
are considered the same if they occur with the same label. This observation has
a huge impact in correct derivation of the generator matrix. For all intents and
purposes, variables are considered the same if they are associated with the same
label. For example we could write M = (a, x).(b, μ).M+ (a, y).(c, z).M, however,
in the construction of the generator matrix, either x or y will appear in the
definition of the rate. This concept has no meaning from the point of view of the
process algebra, but it has huge impact in the building of the generator matrix,
and in the computation of probabilities. The generator matrix of M, written QM,
will be

QM =

⎛⎝−2x x x
μ −μ 0
0 z −z

⎞⎠
while the matrix

QM =

⎛⎝−(x+ y) x y
μ −μ 0
0 z −z

⎞⎠
is not what we intended. We impose that x = y, since they appear with the
label a and therefore we can treat x as a variable, and apply standard numerical
operations. The semantics for the variables is such that x, y �= z as z occurs
with the label c, not a. For this reason the subscript of the label of the action
in variables is used in this paper.

For convenience we write q(C
a−→ C′) =

∑
r:C

a,r−→C′ r for the transition rate with
respect to a label a. We note that for the latter definition we also consider rates
from a state to itself i.e. q(C

a−→ C). This will be useful later in Theorem 1. We

observe that q(C −→ C′) =
∑

a∈Act
C	=C′

q(C
a−→ C′).

Given an interacting process C, we can generate the state space of the CTMC
as SC and the generator matrix QC, then with an abuse of notation we refer to
the properties of the process meaning the properties of the CTMC. Therefore,
we can talk about a stationary or steady-state distribution of the process, πC,
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meaning that its CTMC has a stationary or steady-state distribution π. If QC

is the generator matrix of the underlying CTMC of C, then we write π(C) for
invariant measure meaning the πQC = 0. In other words, we use in the notation
π(C) instead of πQC. For C′ ∈ SC we write πM(C

′) meaning the value of the
vector πM for the element C′. If

∑
C′∈SC

π(C′) = 1 then the CTMC is ergodic
and π is the state-state distribution of C [5].

4 Product-Form Solution

We now present the main theorem of the paper regarding product-form solution
for SSPA. The theorem asserts that for a given class of processes, that satisfies
certain conditions on the rates and on the structure of state space, the product-
form solution exists. We start with the definition of structure of the processes.

Definition 11. In a simple process M =
∑

i∈I(ai, ri).Ei the label a is the unique
passive label if and only if M ≡ (a, xa).E+S and M ≡ (a, xa).E

′+S′ then S′ = S
and E = E′ .

We now define a set of unique passive labels for a process. Such a set is not
empty if in all possible evolution of the process, one passive transition with a
given label is possible.

Definition 12. The set of unique passive labels in a simple process M, written
U(M), is recursively defined as follows:

(Nil) U(0) = Act;

(Def) U(D) = U(M) if D
df
= M

(Choice) U(∑i∈I(ai, ri).Ei) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∅ if there exist a passive
label in

∑
i∈I(ai, ri).Ei

which is not unique

(∪i∈I{ai}) ∩i∈I U(Ei) if aiis a unique
passive label in∑

i∈I(ai, ri).Ei

(Closure) U(M[a←λ]) = U(M)\{a}
Such a definition is necessary as we need to use process that have one passive
transition. This restriction could be relaxed, but it would involve a more com-
plicated statement of Theorem 1.

We now provide the definition of well-formed simple processes, which are the
building blocks for the correct definition of product form solutions. Well-formed
processes are processes that will generate no confusion in the construction of
product form solutions. Informally, we can think product-form as a way of de-
composing the invariant measure of a CTMC. Now, if the CTMC has been built
using simple processes and an empty cooperation set, then each simple process
is independent of the other, and trivially the invariant measure can be written
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as the product of the invariant measures of each simple process. However, if a
complex CTMC has been built using simple processes and a non-empty coopera-
tion, then the behaviour of each simple process can be influenced by the others
in the cooperation. If, however, in each simple process, the reversed rates of the
cooperating transitions are constant in each state, then the invariant measure of
a complex CTMC can be written as the product of the invariant measures of each
simple process, in a similar fashion as if they were independent. To perform all
these calculations correctly, we need to make sure that no confusion arises when
writing the processes in SSPA, and therefore we need the notion of well-formed
processes.

Definition 13 (Well-formed processes). A simple process M is well-formed
if:

1. A(M) ∩ P(M) = ∅ and
2. if P(M) �= ∅ then P(M) = U(M).

From a syntactic point of view, we have done the work for the following result
for the product-form solution. The theorem considers only complex CTMCs com-
posed by well-formed processes. A further condition is added on the outgoing
rates of the simple processes to guarantee that on average, we can quantify the
dependency among the various processes.

Theorem 1. Given an interacting process C =
⊕

L(M1,M2, . . . ,MN ) composed
by be well-formed simple processes M1,M2, . . . ,MN that cooperate on a finite set
of actions L = {a1, a2, . . . aM}.

Assume that the state space of SC = SM1 ×SM2 × · · · × SMN is irreducible. If
for all labels in the cooperation set L there exists a set of positive real numbers
K = {κ1, . . . , κM} such that, for any simple process Mi, the following equations
are satisfied∑

M′∈SMi
q(M′ ar−→ M)πi(M

′)

πi(M)
= κr M ∈ SMi , ar ∈ L ∩ A(Mi) (1)

where πi is the invariant measure of the closed process Mc
i = Mi[P∩L←K]. Then

the following statements hold:

1. The invariant measure of the process
⊕

L(M1,M2, . . . ,MN) has the product-
form:

π(
⊕
L

(M1,M2, . . . ,MN )) = π1(M
c
1)⊗ π2(M

c
2)⊗ . . .⊗ π2(M

c
N ) (2)

where ⊗ is the Kronecker product1.
2. If

∑
M∈SMi

πi(M) = 1 (i ∈ [1, . . . , N ]) then π is the steady-state probability

distribution of
⊕

L(M1,M2, . . . ,MN).

1 If π1, π2 are two vectors, π1 ∈ IR1×n and π2 ∈ IR1×m then he Kronecker product is
π1 ⊗ π2 = (p1π2, p2π2, . . . pnπ2) ∈ IR1×nm.
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Proof. For (1) we first show that for all states (M1,M2, . . . ,MN ) ∈ SM1 × SM2 ×
· · · × SMN we can derive π(M1,M2, . . . ,MN) =

∏N
i=1 πi(Mi) for Mi ∈ SMc

i
. Since

we are considering the whole state space, the result π(
⊕

L(M1,M2, . . . ,MN)) =
π1(M

c
1)⊗π2(M

c
2)⊗. . .⊗π2(M

c
N ) follows.We shownow, forN = 2 that π(M1,M2) =

π1(M1)π2(M2) when M1⊕{a,c}M2
. Generalisation to N is straightforward. We ob-

serve, that with an abuse of notation we write M1 to indicate the simple process
in the cooperation, but also the process that forms the state space of SM1 . The
context distinguishes between these two mathematical objects.

The global balance equations for the process M1 or Mc
1 are the following,

assuming that A(M1) ∩ L = {a} and A(M2) ∩ L = {c}

πMc
1
(M1)

( ∑
M′

1∈SMc
1

qMc
1
(M1, a,M

′
1) + qMc

1
(M1, c,M

′
1)︸ ︷︷ ︸

xc

+
∑

M′
1∈SMc

1
b	=a,c

qMc
1
(M1, b,M

′
1)
)
=

∑
M′

1∈SMc
1

qMc
1
(M′

1, a,M1)πMc
1
(M′

1) +
∑

M′
1∈SMc

1

qMc
1
(M′

1, c,M1)︸ ︷︷ ︸
xc

πMc
1
(M′

1)+

∑
M′

1∈SMc
1

b	=a,c

qMc
1
(M′

1, b,M1)πMc
1
(M′

1). (3)

We have underlined the transition rates what would have a variable in M1 but
a real number in Mc

1. By definition of well-formed simple process, we know that
there is only one instance of qMc

1
(M1, c,M

′
1).

For M2 or Mc
2 the global balance equations would be similar by reverting the

role of the rates of the actions a and c.
We write now the global balance equations for the global state (M1,M2) as

follows:

π
(
(M1,M2)

)( ∑

M′
1∈SM1
b�=a,c

q((M1,M2), b, (M
′
1,M2)) +

∑

M′
2∈SM2
b�=a,c

q((M1,M2), b, (M1,M
′
2))+

∑
(M′

1,M
′
2)∈SM1

×SM2

q((M1,M2), c, (M
′
1,M

′
2)) +

∑
(M′

1,M
′
2)∈SM1

×SM2

q((M1,M2), a, (M
′
1,M

′
2))

)

=
∑

M′
1∈SM1
b�=a,c

q((M′1,M2), b, (M1,M2))π
(
(M′1,M2)

)
+

∑

M′
2∈SM2
b�=a,c

q((M1,M
′
2), b, (M1,M2))π

(
(M1,M

′
2)
)
+

∑
(M′

1,M
′
2)∈SM1

×SM2

q((M′1,M
′
2), a, (M1,M2))π

(
(M′1,M

′
2)+

∑
(M′

1,M
′
2)∈SM1

×SM2

q((M′
1,M

′
2), c, (M1,M2))π

(
(M′

1,M
′
2)
)
.
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We assume that we can write the joint invariant measure in product-form,
dividing by πM1(M1), πM2(M2) and writing down the contribution of the rates of
each simple process for the labels b /∈ L we have:

∑
M′

1∈SM1
b	=a,c

q(M1, b,M
′
1) +

∑
(M′

1,M
′
2)∈SM1

×SM2

q((M1,M2), c, (M
′
1,M

′
2))+

∑
M′

2∈SM2
b	=a,c

q(M2, b,M
′
2) +

∑
(M′

1,M
′
2)∈SM1

×SM2

q((M1,M2), a, (M
′
1,M

′
2))

=
∑

M′
1∈SM1
b	=a

q(M′
1, b,M1)

πM1(M
′
1)

πM1(M1)
+

∑
M′

2∈SM2
b	=a,c

q(M′
2, b,M2)

πM2(M
′
2)

πM2(M2)
+

∑
(M′

1,M
′
2)∈SM1

×SM2

q((M′
1,M

′
2), a, (M1,M2))

πM1(M
′
1)πM2(M

′
2)

πM1(M1)πM2(M2)
+

∑
(M′

1,M
′
2)∈SM1

×SM2

q((M′
1,M

′
2), c, (M1,M2))

πM1(M
′
1)πM2(M

′
2)

πM1(M1)πM2(M2)
.

We consider the rates in the terms with joint states. We observe that since we
impose that the simple processes are well formed, this means that there is only
one passive action in each process: in M1 the passive action will be labelled
c while in M2 will be labelled a. The number of transitions in the joint state
space SM1 × SM2 will the same number as the active transitions. Therefore we
can rewrite the global balance equation as follows:

∑
M′

1∈SM1
b	=a,c

q(M1, b,M
′
1) +

∑
M′

2∈SM2
b	=a,c

q(M2, b,M
′
2) +

∑
M′

2∈SM2

q(M2, c,M
′
2)+

∑
M′

1∈SM1

q(M1, a,M
′
1) =

∑
M′

1∈SM1
b	=a

q(M′
1, b,M1)

πM1(M
′
1)

πM1(M1)
+

∑
M′

2∈SM2
b	=a,c

q(M′
2, b,M2)

πM2(M
′
2)

πM2(M2)
+

∑
M′

2∈SM2

∑
M′

1∈SM1

q(M′
1, a,M1)

πM1(M
′
1)πM2(M

′
2)

πM1(M1)πM2(M2)

+
∑

M′
1∈SM1

∑
M′

2∈SM2

q(M′
2, c,M2)

πM1(M
′
1)πM2(M

′
2)

πM1(M1)πM2(M2)
.

We can now rewrite the global balance equations in Equation 3 in the following
convenient way:
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∑
M′

1∈SMc
1

qMc
1
(M1, a,M

′
1) + κc +

∑
M′

1∈SMc
1

b	=a,c

qMc
1
(M1, b,M

′
1) =

κa +
∑

M′
1∈SMc

1

κc

πMc
1
(M′

1)

πMc
1
(M1)

+
∑

M′
1∈SMc

1
b	=a,c

qMc
1
(M′

1, b,M1)
πMc

1
(M′

1)

πMc
1
(M1)

)

By subtracting each term side of the last two equation we obtain:∑
M′

2∈SM2
b	=a,c

q(M2, b,M
′
2) +

∑
M′

2∈SM2

q(M2, c,M
′
2)− κc =

∑
M′

2∈SM2
b	=a,c

q(M′
2, b,M2)

πM2(M
′
2)

πM2(M2)
+

∑
M′

2∈SM2

κa
πM2(M

′
2)

πM2(M2)
− κa

The latter equation can be rewritten to see that the global balance equation of
M2 by expanding the Definition of κa, κc as in Condition 1 of Theorem 1.

The proof is very elegant, not because it uses global balance equations, but
because it solidly relies on the semantics of the cooperation. Such semantics
establishes the contribution of each component to transform the global balance
equations of the joint processes into the global balance equations of each simple
process. Further considerations on the cooperation operator will lead to conclude
that the semantics given in this work is the right one, as it allows the correct
substitution of the rates in condition 1 of Theorem 1 in the passive transitions.
As Hillston pointed out in [10], passive transitions lack of information about
the speed of the transition. Such information is given by the cooperation with
the active partner. In this work we embrace this view fully, but we also find
out the right rates (the ones given by condition 1 of Theorem 1) for the passive
transitions to proceed in isolation. We could have chosen an arbitrary rate to be
substituted into the passive transition. This would have made no sense at all.
The product form solution relates the rates of the joint process with the rates
of the single components. We can see why it is important that cooperation is
not associative, and the broadcasting semantics of PEPA would not work here.
Consider three well-formed simple processesM1,M2,M3 specified as followsM1 =
(a, λ).M′

1,M2 = (a, xa).M
′
2,M3 = (a, xa).M

′
3 such that condition 1 of Theorem 1

is satisfied for M1. Assume that we have PEPA semantics and M2 ⊕ {a}M3
a,xa−→

M′
2 ⊕ {a}M′

3 and M1 ⊕ {a}(M2 ⊕ {a}M3)
a,λ−→ M1 ⊕ {a}(M′

2 ⊕ {a}M′
3). Now, to

identify the product-form solution we would need to substitute in both processes
the rate κa M2[a←κa],M3[a←κa]. The product from would not work at all. The
reader can verify this by inspecting the proof of theorem 1. Now consider the

equivalent process (M1 ⊕ {a}M2) ⊕ aM3
a,λ−→ (M′

1 ⊕ {a}M′
2) ⊕ {a}M′

3 such that

(M1 ⊕ {a}M2)
a,λ−→ (M′

1 ⊕ {a}M′
2). We would obtain a series of substitutions
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M2[a←κa] and, if (M1⊕{a}M2) satisfy the conditions in theorem 1 for a, then we

would have M3[a←κ∗
a]
, where κ∗

a =
∑

(M∗
1 ,M

∗
2)
λ

π(M∗
1,M

∗
2)

π(M′′
1 ,M

′′
2 )

Clearly this would lead

to different product-form solution from M1 ⊕ {a}(M2 ⊕ {a}M3). In conclusion,
differently from PEPA semantics, we do not wish to have associativity as the
rates used for the closure of each simple process matters. Such rates depend on
how we group simple processes together. The semantics of the cooperation is
the exactly was is needed to correctly interpret product-form solutions. In this
work we are not concerned about numerical or analytical methods for solution
equations in the form of 1. Such methods can be found in [5].

5 Product-Form Solutions for Biological Systems

As stated in the introduction, product-form solutions have been mostly used in
queueing theory. There has been a recent interest in product-form solution for
biological system [15,1]. In particular in [15,1] consider only chemical reactions,
while we show here a variation of the product-form solutions for more complex
systems.

Assume we have a cancerous cell, that grows, in a limited way provided that
there is enough energy. In absence of energy the cell could die, with a certain
probability p. We model the cell as follows:

C0 = (a, xa).C1

C1 = (a, xa).C2 + (c, γ1).C0 + (c, κc).C1

...
...

CN = (a, xa).CN + (c, γN ).C0 + (c, κc).CN .

The transitions labelled a stand for the energy that will allow the cell to grow.
As energy is provided by the environment, we model it as a passive transition.
We note that the cell has a finite growth: even in the presence of an infinite
amount of energy, the cell will stop growing. The transitions labelled c stands
for cancerous events: they could inhibit growth and kill the cell.

We model the energy as a switch, either there is energy for the cell to grow,
or there is no energy:

E0 = (a, λ).E1 + (a, δ).E0

E1 = (d, δ).E0.

The rate δ represents the speed at which the environment supplies energy. Sim-
ilarly, we model the trigger for cancer which reduces the size of the cell as a
switch:

T0 = (c, xc).T1 + (c, xc).T0

T1 = (e, ν).T0.

f The system is the following: ⊕{a,c}(E0,C0,T0), and the steady state prob-
abilities are π(⊕a,c(E0,C0,T0)) = π1(E0) ⊗ π2(C0[a←δ]) ⊗ π3(T0[c←κc]) where

κc =
γ3π1(C3)+γ2π1(C2)+γ1π1(C1)

π1(C0)
. We observe that E0,C0,T0 are well formed pro-

cess and that the conditions of Theorem 1 are satisfied.
The transition graphs of the state-space processes can be found in Figure 5.
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C0 C1 C2 C3

a xa a xa a xa
a xa

c κc

c κcc κc

c γ3

c γ2

c γ1

E0 E1

aλ

d δ

a δ

T0 T1

c xc

e ν

c xc

Fig. 3. Transition graphs of the state-space of the processes E0,C0,T0

6 Conclusion

The main interest for product-form solutions arises when a CTMC contains a
rather large state space, and the analytical computation of the steady state
probability/invariant measure can be computationally prohibitive. In this paper,
we have analysed the cooperation operator for a simple process algebra and its
relationship with product-form solution. We have clarified the semantics of such
operator, and we have shown that such semantics is necessary to derive correctly
product-form solutions.
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Abstract. Fluid analysis of Population CTMCs with non-linear evolu-
tion rates requires moment closures to transform a linear system with
infinitely many ordinary differential equations (ODEs) into a non-linear
one with a finite number of ODEs. Due to the ubiquity of kinetics with
quadratic rates in physical processes, various closure techniques have
been discussed in the context of systems biology and performance analy-
sis. However, little research effort has been put into moment closures for
higher-order moments of models with piecewise linear and higher-order
polynomial evolution rates.

In this paper, we investigate moment closure techniques applied to
such models. In particular we look at moment closures based on normal
and log-normal distributions. We compare the accuracy of the moment
approximating ODEs with the exact results obtained from simulations.
We confirm that by incorporating higher-order moment ODEs, the mo-
ment closure techniques give accurate approximations to the standard
deviation of populations. Moreover, they often improve the accuracy of
mean approximations over the traditional mean-field techniques.

Keywords: Fluid analysis, Normal closure, Log-normal closure.

1 Introduction

Population models assume that a large number of identical individuals belong-
ing to a particular population interact with individuals from other populations
and thereby alter population levels. This abstraction from individuals to pop-
ulations vastly reduces the complexity and the state-space of the underlying
model. Common examples of population models are: chemical reaction mod-
els [1] where populations represent molecule concentrations; ecology models [2]
describing the behaviour of groups of animals or plants; and software perfor-
mance models [3] capturing the interactions between components in massively
parallel systems. The analysis of such models focuses on the evolution of differ-
ent populations over time and modellers often assume exponentially distributed
rates depending on the prevailing population levels. Under those assumptions
a population model can be represented as a lumped Continuous Time Markov
Chain (CTMC), which we will refer to as a Population CTMC (PCTMC). The
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class of PCTMC models is popular among modellers since the statistical mo-
ments of the underlying stochastic process can be approximated using ordinary
differential equations (ODEs) [4]. As populations become larger, these so-called
“fluid approximations” become more accurate, while at the same time the eval-
uation cost remains unaffected. As the cost of stochastic simulation increases
with the population size, fluid analysis is often the only computationally feasible
method for evaluating models with large populations.

1.1 Moment Closures and Non-linear Rates

The evolution of moments over time in a PCTMC with finitely many popula-
tions can always be described exactly by a system of linearly coupled ODEs.
This system of ODEs is only finite if all the evolution rates of the PCTMC are
linear combinations of population levels. In case of non-linear evolution rates,
the right-hand sides of the moment ODEs contain terms that require higher-
order moments, which have to be captured by ODEs requiring even higher-order
moments, thus resulting in an infinite system of ODEs. For example the evolu-
tion of the mean approximating ODEs may depend on population covariances,
covariance ODEs on skewness and so on. To allow numerical evaluation of such
unclosed systems of ODEs, moment closure functions can be applied, which
transform an infinite system of linearly coupled ODEs into a finite system of
non-linear ODEs. Since there are infinitely many possible closure functions, a
common approach is to assume that the population levels at each point in time
are distributed according to a particular multivariate distribution, e.g. the mul-
tivariate normal or the log-normal distribution.

PCTMCs with quadratic evolution kinetics have been extensively covered
in the theoretical ecology and systems biology literature [5,6]. Many perfor-
mance analysis models, however, exhibit other non-linear evolutions rates such
as the piecewise linear min and max functions in stochastic process algebras [7],
stochastic Petri nets [8] or multi-server queueing networks, or higher-order poly-
nomial rates. While piecewise linear functions allow modellers to restrict the
speed of evolutions and the size of population levels, higher-order polynomial
rates are useful when modelling non-linear feedback. Moreover, when evolution
rates contain fractions, logarithmic or exponential rates, Taylor expansions of
these functions also yield higher-order polynomials.

1.2 Overview of the Paper

While the first order moments of piecewise linear and higher-order polynomial
rates can often be accurately approximated using the mean-field closure [9], the
evolution of second and higher-order moments using ODEs is more sensitive to
the choice of the closure. In this paper we will investigate the effect of different
normal and log-normal moment closures on the accuracy of first and second or-
der moment approximating ODEs for different types of models with piecewise
linear and cubic polynomial evolution rates. The paper is organised as follows.
In Section 2 we formally introduce PCTMCs and moment closure techniques.
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Section 3 introduces three benchmark models and describes the test framework
used to conduct the error comparison experiments. The resulting data is pre-
sented and analysed in Section 4. Finally we conclude and highlight further work
in Section 5.

2 PCTMCs

A Population continuous time Markov chain (PCTMC) consists of a finite set
of species S = {s1, . . . , sn}, and a set E of transition classes. Each state in
a PCTMC is expressed as an integer vector P = (P1, . . . , Pn) ∈ Z

n, with
the ith component representing the current population level of a species i. A
transition class e = (re(·), ce) ∈ E describes stochastic events with exponentially
distributed duration d at rate re : Zn −→ R and change the current population
vector according to the change vector ce, that is sets

P (t+ d) = P (t) + cs

The analogue to PCTMCs are Chemical Reaction Systems, where P describes
a molecule count vector and transition classes represent chemical reactions be-
tween the molecules with r being the reaction rate function and c the stoichio-
metric vector. For clarity, we will adapt a notation similar to that of chemical
reactions and denote by

si1 + · · ·+ sik → tj1 + · · ·+ tjl at r(P )

the transition class with change vector (#1(I)−#1(J), . . . ,#n(I)−#n(J)) ∈ Z
n

where I = i1, . . . , ik, J = j1, . . . , jl and #h(L) gives the count of h in the list L,
and rate {

r(P ) if Pi ≥ #i(I) for all i = 1, . . . , n

0 otherwise

An important aspect of PCTMC models is that the approximations to the evo-
lution of moments of the underlying stochastic process of the population levels
can be represented by a system of ODEs [10,11]

d

dt
E[M(P (t))] =

∑
e∈E

E[(M(P (t) + ce)−M(P (t)))re(P (t))] (1)

whereM(P ) defines the moment to be calculated. To obtain the ODE describing
the evolution of the mean of a population si for instance, all we need to do is
to substitute M(P ) = Pi in the above equation. Similarly, for higher moments
we use a suitable moment function M(P ), for example M(P ) = P1P2 for the
evolution of the mean product of the populations of s1 and s2.
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2.1 Moment Closures

In many PCTMC models, Equation (1) results in a linear but infinite system of
moment approximating ODEs. This happens if there are evolution rates re(P )
with non-linear polynomials in the population counts, such as re(P ) = PiPj .
When expanding Equation (1) for such systems, moment ODEs will depend on
higher-order moment ODEs. In a simple example with a transition class

s1 + s2 → s3 at r(P ) = P1P2

the ODE describing the mean of s1, E[P1(t)], depends on a second order moment
E[P1(t)P2(t)], the ODE for this moment depends on third order moments such
as E[P1(t)

2P2(t)] and so on. To numerically solve such infinite systems of coupled
ODEs, one option is to close these equations at some order, e.g. approximating
any higher-order moments using moments with order no larger than the order
of the highest moment we wish to obtain. Generally this involves changing the
linear but infinite system of moment ODEs into a finite non-linear system of
ODEs. In the literature this transformation is referred to as a moment closure.

To express a higher-order moment in terms of lower-order moments, moment
closure techniques often assume that the populations at each point of time are
(approximately) realisations from a particular family of probability distributions.
Many closure methods such as the normal [5], log-normal [6] or beta-binomial [12]
are named after such an assumption.

We briefly describe four types of moment closures, the mean-field [9], normal,
min-normal and log-normal closure methods respectively. In the following we will
write E[P (m)] for the raw joint moment E[Pm1

1 · · ·Pmn
n ] for a random population

vector P , where m = (m1, . . . ,mn) ∈ Z
n. We say o(m) = m1 + . . . +mn is the

order of the joint moment.

Mean-Field. Mean-field analysis [9] methods investigate the evolution of the
mean of population vectors. The mean-field closure approximates higher-order
moments such as E[Pi(t)Pj(t) · · ·Pk(t)] by the product of the individual ex-
pectations E[Pi(t)]E[Pj(t)] · · ·E[Pk(t)]. In other words, the mean-field approach
ignores the covariance between any two populations. This produces good ap-
proximations for population means, especially when the populations are high.
However in some model, for instance in the circadian clock model the mean-field
closure does not perform well [11,13].

Normal Closure. The normal moment closure [5] can be applied to any sys-
tem of ODEs originating from a PCTMC for which we want to find 2nd or
higher-order moments. It assumes that the populations at each point in time
are approximately multivariate normal and therefore all third- and higher-order
moments can be expressed in terms of means and covariances. This relationship
is captured by the Isserlis’ theorem [14]: For P (t) multivariate normal with mean
μ and covariance matrix (σij) we have

E[(P − μ)(m)] = E[(P1 − μ1)
m1 · · · (Pn − μn)

mn ] = 0, if o(m) is odd
E[(P − μ)(m)] =

∑∏
E[(Pi − μi)(Pj − μj)], if o(m) is even

(2)
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where
∑∏

sums through all the distinct partitions of 1, . . . , n into disjoint sets
of pairs i, j. If some elements in m are greater than one, then certain pairs i, j
will appear multiple times in the resulting sum. To obtain the raw moment,
we need to expand the central moment in Equation (2) first and subsequently
rearrange the equation. For example, instead of including an ODE for the third
order joint raw moment E[P1(t)P2(t)

2] we can close the expansion at second
order by using the approximation

E[P1(t)P2(t)
2] ≈ 2E[P2(t)]E[P2(t)X1(t)] + E[P1(t)]E[P2(t)

2]
−2E[P1(t)]E[P2(t)]

2 (3)

which yields E[(P1(t)− μ1(t))(P2(t)− μ2(t))
2] = 0 as required, since the multi-

variate normal distribution is not skewed.

Min-Normal Closure. The min-normal moment closure has been previously
applied in the analysis of feedback reward models where the min function guar-
antees a feedback rate to stay non-negative [15]. It aims to improve the mean-
field approximation of expectations such as E[min(Pi(t), Pj(t))], often arising
in PCTMC models coming from the PEPA process algebra or stochastic Petri
nets. The mean-field closure with the approximation min(E[Pi(t)],E[Pj(t)]) on
the right hand side of the ODEs is accurate in the absence of switch points [16],
that is the time intervals when the two means E[Pi(t)] and E[Pj(t)] are suffi-
ciently distant. This depends on the variance of the two random variables and
large errors occur whenever E[Pi(t)] ≈ E[Pj(t)]. Moreover, if switch points only
appear during the transient phase of the model then the steady-state mean-field
approximation is usually accurate.

However, we can produce a better estimate for the min expression under the
assumption that populations are approximately multivariate normal. Using a
result for the moments of a minimum of two bivariate normal random vari-
ables [17], we can use the following identity for P1, P2 bivariate normal (where
Φ and φ are the CDF and PDF of a standard normal random variable):

E[min(Pi, Pj)] = E[Pi]Φ
(

E[Pj ]−E[Pi]
θ

)
+ E[Pj ]Φ

(
E[Pi]−E[Pj ]

θ

)
−θφ

(
E[Pj ]−E[Pi]

θ

) (4)

where θ = (Var[Pi]− 2Cov[Pi, Pj ] + Var[Pj ])
1/2. The right hand side of higher-

order moment ODEs contains terms such as E[Pk min(Pi, Pj)]. In that case,
experiments suggest that a good heuristic is to insert Pk into the above equation,
capturing some covariance:

E[Pk min(Pi, Pj)] ≈ E[PkPi]Φ
(

E[Pj ]−E[Pi]
θ

)
+ E[PkPj ]Φ

(
E[Pi]−E[Pj ]

θ

)
−E[Pk]θφ

(
E[Pj ]−E[Pi]

θ

) (5)

All other terms are closed using the normal moment closure described above.
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Log-Normal Closure. Instead of assuming a multivariate normal distribution
it is also possible to use the log-normal moment closure which provides a purely
multiplicative way of closing higher-order moments. In [6], Singh et al. explain
how this closure can be applied to chemical reaction systems. Assume we want to
approximate the uncentered joint moment E[P (m)] where o(m) = m+x, m, x ∈
Z
+ using only joint moments of order up to m. Let M = {m1, . . . ,mk} be the

ordered set containing all these moments up to the order m then the log-normal
closure is defined by

E[P (m)] ≈
k∏

p=1

(
E[P (mp)]

)γp

(6)

where the exponents γp form the unique solution to the following system of linear
equations

Cm
ms

=

k∑
p=1

γpC
mp
ms , ∀s = {1, . . . , k} where Ch

l =

(
h1

l1

)
· · ·
(
hn

ln

)
(7)

Further details regarding the derivation of Equation (7) can be found in [6]. If
we were to close the third order joint moment E[P1(t)P2(t)

2] at second order
using the log-normal closure technique,we obtain

E[P1(t)P2(t)
2] ≈ E[P2(t)

2]E[P1(t)P2(t)]
2

E[P1(t)]E[P2(t)]2
(8)

Apart from the mean-field analysis, all the above closures can calculate second
and higher-order moments. As we will show in Section 4, higher-order moments
usually improve the accuracy of the mean approximations. In case of PCTMCs
with evolution rates using the min function such as in the GPEPA process al-
gebra, it is also possible to obtain higher-order moments without affecting the
means. For simplicity, we will refer to this closure as mean-field whenever com-
paring closures, such as in Figure 4 and Table 2.

3 Evaluation Framework

In this section we describe the techniques and benchmark models we use to
compare the different moment closures in the following section. Table 1 gives an
overview.

3.1 Hybrid Peer-to-Peer Model

A simple and commonly used non-linear evolution rate in PCTMCs is the
quadratic mass-action kinetics. As an example, we look at a simple abstract
model of a hybrid peer-to-peer system. The system consists of users who already
own a copy of some data to be distributed. Other users are trying to obtain
the data. Additionally, to increase the speed of data distribution, the system
includes dedicated servers that can perform faster seeding. Users with data can
leave the system and potentially come back.
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Table 1. An overview of the models used to compare the different closures. The second
column shows the number n of different species (populations) in the model. The last
column shows the number #P of different parameter configurations we evaluated the
models on.

Model Rates Closures n #P

Peer-to-peer linear, quadratic Mean-field
Normal order 2, 3 5 30

Client/server linear, Min, min-normal
min of linear 6 30

Pheromone routing linear, quadratic, Mean-field
cubic, min of quadratic Normal order 2, 3

Log-normal order 2 15 12

There are 5 populations (Ul ,Us ,Uf , Son , Soff ) ∈ Z
5 corresponding to users

without the data, with the data, those who left the system and servers in on/off
states respectively. Initially, there is a fixed number of users and servers in the
off state – the initial populations are (Nl, Ns, 0, 0, NS).

We assume that the users and servers are uniformly distributed across the
network and equally likely to initiate communication with each other. This is
often captured by the mass action kinetics – for example, the rate of the event
where a user seeds the data to a user without the data is proportional to the
product of the two populations, i.e. to Ul(t) · Us(t). The system behaviour can
be captured by 6 transition classes

Soff → Son at Soff (t) · ron
Son → Soff at Son(t) · roff

Ul +Us → Us +Us at Ul (t) ·Us(t) · rseed
Ul + Son → Us + Son at Ul (t) · Son(t)rseed,s

Us → Uf at Us(t) · rleave
Uf → Ul at Us(t) · rreturn

In the evaluation, we varied the initial count NS and the rate rleave .

3.2 GPEPA Client/Server Model

The second model we look at demonstrates the use of the bounded capacity
kinetics. We use the GPEPA process algebra [7] to define a simple client/server
model. The modelled system consists of a number of clients and servers. Clients
can request data from servers, receive data from one of the servers and then
perform some independent action with it. Servers, in addition to providing the
data, are susceptible to failure in which case they have to be reset. To cope with
the failures, clients repeat the requests after a timeout.
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Client
def
= (request , rreq).Client wait Server

def
= (request , rreq).Server get

+(fail , rfail ).Server fail

Client wait
def
= (data , rdata).Client think Server get

def
= (data, rdata).Server

+(timeout , rtimeout).Client +(fail , rfail ).Server fail

Client think
def
= (think , rthink).Client Server fail

def
= (reset , rreset ).Server

Clients{Client [NC ]} ��
{request,data}Servers{Server [NS ]}

Using the operational semantics of GPEPA, we can obtain a PCTMC. There
are 6 populations (C ,Cw ,Ct , S , Sg , Sb) ∈ Z

6, each corresponding to a state of
the client/server components. The initial state given by the system equation is
(NC , 0, 0, NS, 0, 0). The GPEPA process algebra assumes bounded capacity co-
operation – that is, the rate of cooperation between two components is no faster
than the individual rates. This introduces the min function into the transition
rates. In total, there are 7 transition classes:

C + S → Cw + Sg at rreq ·min(C (t), S (t))

Cw + Sg → Ct + S at rdata ·min(Cw (t), Sg(t))

Ct → C at rthink · Ct (t)

Cw → C at rtimeout · Cw (t)

S → Sb at rfail · S (t)
Sg → Sb at rfail · Sg(t)

Sb → S at rreset · Sb(t)

During the evaluation we varied the initial number of clients NC and the rate
rtimeout .

3.3 Spatial Pheromone Routing Model

The last model we discuss is a spatial model that represents the spread of phero-
mone in a multi-hop Wireless Sensor Network (WSN). In nature, pheromone is
a hormone laid down by colony-based insects, to indicate popular routes to food
sources or new nest sites. In a similar manner pheromone gradients have been
adapted in the WSN literature as an abstract means of studying the evolution
of routes from source to sink nodes [18]. Figure 1 visualises the topology of our
WSN model [19], where 1 is the sink node and node 15 is the sensor furthest
from it. The pheromone is at the highest level in the node 1 and the lowest level
in the node 15. We assume that the nodes exchange pheromone information us-
ing a Manhattan style communication pattern. The resulting fluid pheromone
level ph is assumed to decrease exponentially at a cubic rate proportional to
ph@(loc)3/c31, where c1 is a constant. On the other hand the pheromone level in-
creases exponentially at a rate governed by the amount of excess pheromone that
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neighbouring nodes have over the receiving node. For instance the pheromone
level at location 3 grows at rate

(max(0, ph@(2 ) − ph@(3 )) +max(0, ph@(6 ) − ph@(3 )))/c2; (9)

The model can be extended to analyse transient and steady-state routing prob-
abilities as well as packet flows in the network [20], but here we only model the
pheromone spread. For the comparison test we varied the constant parameters
c1, c2.

1 4 7 10 13

2 5 8 11 14

3 6 9 12 15

Fig. 1. Node 1 is the sink and has the highest pheromone level. The level decreases
with increasing hop distance from the sink [19].

3.4 Accurate Simulation

In order to allow a fair error comparison between simulations and ODEs, we
implemented a Gillespie simulator, which creates replications until a certain
confidence interval is reached for all the population moments that we are esti-
mating. The confidence interval for the sample statistics is computed using a
Student’s t-distribution with the degrees of freedom depending on the sample
size. In order to compute the confidence interval of distance squared samples,
we also keep track of the third and fourth order central sample moments. As an
example, in the pheromone model we say that the simulation sample averages of
mean and distance squared have converged if the relative half-width of the 95%
confidence interval is < 1% at any point in time. To achieve this, the simulation
of this model requires about 125k sample traces. The other two models require
even more replications. We also noticed that small parameter changes in some
models can heavily impact the convergence behaviour of the accurate simulation.

3.5 Computation of Error

To evaluate accuracy of the different closures we compute population moments
in each of the 3 models above, trying a large number of parameter configura-
tions. For a particular model and a set of parameters, the simulation provides
a confidence interval estimate [E[M(t)]L,E[M(t)]U ] of each moment M at each
time point t until a specified time T . At the same time, each closure provides an
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approximation Ẽ[M(t)]. The absolute error of the closure for the moment M at
time t then is

eabs(M(t)) =

⎧⎪⎨⎪⎩
0 if Ẽ[M(t)] ∈ [E[M(t)]L,E[M(t)]U ]]

Ẽ[M(t)]− E[M(t)]U if Ẽ[M(t)] > E[M(t)]U

E[M(t)]L − Ẽ[M(t)] if Ẽ[M(t)] < E[M(t)]L

To get the relative error, we divide the absolute error by the point estimate, i.e.

erel(M(t)) = eabs(M(t)) · 2

|E[M(t)]L + E[M(t)]U |
For each model, we look at means and standard deviations of all the populations
when available. We aggregate the respective errors at each order: For each time
t, we will define the average/maximum first order error as the average/maximum
relative error across all the means, that is

e1avg(t) = 1/n

n∑
i

erel(Pi(t)) e1max(t) = max
i=1,...,n

erel(Pi(t))

Similarly, we define the second order aggregate errors e2avg(t) and e2max(t) by re-

placing E[Pi(t)] with
√
Var[Pi(t)] above. For each closure, we further aggregate

the above errors by taking the average/maximum of each error across a large
number of parameter combinations. We define ēiavg(t) and ēimax(t) as the average

of eiavg(t) and maximum of eimax(t) over all parameter combinations respectively.
Additionally, we also look at the effects of scaling the initial populations on the
error of the moment closure approximations. We pick a single parameter con-
figuration and calculate the aggregate average and maximum errors eimax(t) and
eiavg(t). We repeat this when the initial populations in the model are multiplied
by a constant.

4 Closure Comparison

In this section we will evaluate the accuracy of different moment closures with
respect to results from the accurate simulation. For each of the above three
models, we plot ēiavg(t) and ēimax(t) for i = 1, 2 (the relative errors in mean and

standard deviation). Additionally, we plot eiavg(t) and eimax(t) for a single pa-
rameter combination at 3 different scales of the system, illustrating the improved
accuracy as the model size increases. Table 2 compares the numerical values of
the errors.

4.1 Hybrid Peer-to-Peer Model

Figure 2 shows the plots of the average and maximum relative errors ēiavg(t) and

ēimax(t) in the sample peer-to-peer model.
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Fig. 2. Comparison of closures for the peer-to-peer model. The dotted lines are maxi-
mum relative errors ēimax(t) over all the experiments, the solid lines the average relative
errors across a number of different model parameters ēiavg(t).

In case of approximations of the means, the mean-field analysis already gives
quite accurate results, with the average error over all populations in the order of
1% and the maximum of 26% occurring only in certain populations and limited
time intervals for each parameter configuration. As we use higher-order moments,
we can see the error decrease. The second-order normal closure improves these to
0.2% average and 12% maximum error respectively and the third order further
to 0.03% and 3%. The normal closures give quite accurate approximations to
standard deviations. For a short initial time period, the relative error is higher
due to the very small values of the standard deviation. However, for most of
the considered time, the second-order normal closure gives a maximum error of
around 27% and average error 7% and the third-order closure reduces these to
19% and 0.7% respectively. Figure 3 shows the relative errors for a single param-
eter combination at 3 different scales of the system – when initial populations
are scaled by 1, 10 and 100 respectively.

We can see that the error in all the 3 closures decreases with higher scales,
both in case of means and standard deviations. The y axis labels not shown for
the plots at scales 10 and 100 are the same as for scale 1. At the scale 100, the
normal closures give a zero error with respect to the 2% interval estimate from
the simulation for most of the time.

4.2 Client/Server Model

Figure 4 shows the average and maximum relative errors for the client/server
model. Similar to the peer-to-peer model, the mean-field mean approximations
are quite accurate, with maximum error 29% and average error no more than
4%. The min-normal closures is particularly effective here and brings down the
errors to 2% and 0.02% respectively. As mentioned above, in case of bounded
capacity rates we can also obtain standard deviation estimates using the mean-
field method. Although in many cases this can be at least quantitatively accurate,
the maximum error is quite large at 77%, with average at 4%. The min-normal
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Fig. 3. Effect of scaling on the accuracy of moment closures in the peer-to-peer model.
All the plots are shown with the same (logarithmic) scale. The gaps on the plots
represent zero error values.

closure results in an improvement to 15% and 0.8% respectively. Figure 5 shows
the effect of scaling in the client/server model.
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Fig. 4. Comparison of mean-field and min-normal closures for the client/server model

We can see a decrease in both errors as the model size increases, similar to
the case of the peer-to-peer model. There are more regions where the errors stay
non-zero even at the highest scale. This is possibly caused by the presence of
switch points where the used min approximations are particularly inaccurate.
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Fig. 5. Effect of scaling on the accuracy of moment closures in the client/server model.
The gaps on the plots represent zero values of the error.

4.3 Spatial Pheromone Routing Model
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Fig. 6. Comparison of closures for the pheromone model. Dotted lines are maximum
errors over all the experiments, solid lines the average.

The comparison results are shown in Figure 6. As can be seen both mean and
standard deviation of the pheromone levels are approximated well by the ODEs.
It is surprising though, that the aggregated maximum relative error in the means
estimated by the mean-field closure is lower than the one of higher-order esti-
mates. Further analysis revealed that the mean estimate for larger pheromone
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Fig. 7. Effect of scaling on the accuracy of moment closures in the pheromone model.
The gaps on the plots represent zero values of the error.

Table 2. Summary of the aggregate relative (%) error in the benchmark models. The
numbers on the left of each column are the maximum of ēimax(t) over all t and the
numbers on the right the maximum of ēiavg(t) respectively.

Mean-field (Min-)normal 2 Normal 3
mean s.d. mean s.d. mean s.d.

max avg max avg max avg max avg max avg max avg

Peer-to-peer 26 1 — 12 .2 27 7 3 .03 19 .7

Client/server 29 4 77 4 2 .02 15 .8 —

Pheromone 4 1 — 4 1 26 5 ←

populations ph@(1 ), ph@(4 ) and ph@(5 ) is actually much better when using a
normal closure with ODEs up to and including the third moment. For smaller
populations ph@(12 ), ph@(14 ) and ph@(15 ), the mean-field estimate is better
in this model, but Figure 7 indicates that this difference becomes smaller as we
increase the pheromone population size. Moreover, we found that the normal
closure at second order as well as the log-normal closure at second order gave
equally good estimates for mean and standard deviation of populations as the
third order normal closure.

5 Conclusions and Future Work

We have presented a moment closure comparison framework for ODEs originat-
ing from PCTMCs with highly non-linear evolution rates. We evaluated four
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different moment closure techniques on three different PCTMC models with
various parameter configurations.

We have confirmed that the mean-field first-order moment approximations
generally produce good approximations of average population traces. However, in
presence of quadratic and piece-wise linear minimum rates, higher-order moment
closures often outperform the mean-field approximation as shown in the peer-to-
peer and the client server experiments. Although the more complex pheromone
model indicates that this is not necessarily always the case, we were able to show
that this was likely due to the presence of small populations.

Aside from the mean approximation our experiments show that the generated
normally and log-normally closed ODEs produce good approximations for the
standard deviation of population moments. This is particularly important be-
cause the simulation sample averages of second order moments often require a
very large number of replications to achieve a tight interval estimate. In certain
cases the second order ODEs could be solved in less than 1% of the time it took
to finish the simulation with a 95% CI with maximum relative CI width of < 2%.

Another interesting observation is the fact that in the pheromone model the
log-normal closure produced almost identical results as the normal closure, even
though the underlying distribution assumption and the resulting closed terms
are different. Generally, however, we prefer the normal closure over the log-
normal one as the latter becomes numerically unstable in models where some
populations tend to 0.

Further research is required to make a more informed choice of which moment
closure to use for which class of models. To do so, we plan to analyse the actual
distributions of the simulated populations in the future and subsequently see if
the moment closure corresponding to the distribution family closest to the exact
distribution of the stochastic process will indeed produce the most accurate ODE
approximations for the underlying moments.

Acknowledgment. Anton Stefanek and Jeremy T. Bradley are funded by EP-
SRC on the Analysis of Massively Parallel Stochastic Systems (AMPS) project
(reference EP/G011737/1).
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Abstract. Whenever a process algebra uses weights for specifying prob-
abilities, it is desirable that the rescaling of a submodel’s weights by a
constant factor does not affect the resulting overall model. A classical
weighted approach, which is independent of rescaling weights in sub-
models, is the WSCCS approach by Tofts. The stochastic process algebra
CASPA also uses weights, but the results are in general not independent
of rescaling the submodels’ weights. This paper develops necessary and
sufficient criteria for CASPA models to be independent of rescalings.
In addition to the general notion of scale-freeness, weaker notions that
do not regard vanishing states or target on certain measures are also
considered.

Keywords: stochastic process algebra, scale-free, CASPA, nondeter-
minism.

1 Introduction

Stochastic Process Algebra (SPA) is a popular formalism used for performance
and dependability modelling and evaluation. In most classical SPAs, all actions
are associated with an exponentially distributed delay. However, similar to the
area of GSPNs [1], immediate actions which do not consume any time can be
a very useful feature, for instance for synchronising processes or for modelling
probabilistic decisions.

This paper focuses on SPAs that offer both Markovian and immediate actions.
Markovian actions are specified by their name and their rate, while immediate
actions are specified by their name and weight. Weights are eventually trans-
formed into probabilities in the following way: When the overall model has been
constructed (in a compositional way) from subprocesses, no further synchroni-
sation is necessary. At that point we say that the model is closed. On the closed
model, weights are then normalised to probabilities.

In order to motivate the problem statement we use an example from [2],
written in CASPA SPA (cf. [14,17]). Suppose there are two processes:

A:=(*s,1*);A1+(*t,1*);A2

B:=(*s,2*);B1+(*s,3*);B2

M. Tribastone and S. Gilmore (Eds.): EPEW/UKPEW 2012, LNCS 7587, pp. 48–62, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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(for details of the syntax and semantics cf. Sec. 2). Synchronising A and B over
action s results in a closed model whose behaviour is shown in Fig. 1. The
normalised transition probabilities in this case are (from left to right) 1

3 ,
1
2 ,

1
6 .

Rescaling the weights of submodel B by factor 2 to B:=(*s,4*);B1+(*s,6*);B2

would lead to transition probabilities 4
11 ,

6
11 ,

1
11 , which is clearly a different dis-

tribution. Such an effect is undesirable, since the local rescaling of a submodel’s
weights should not produce any effect on the overall model! In particular, this
would be problematic when different modellers work on different parts of the
same overall model.

A|[s]|B

(s,1·2)

��� � � � � �
(s,1·3)
���
�
�

(t,1)

���
�����

A1|[s]|B1 A1|[s]|B2 A2|[s]|B

Fig. 1. An example that does not allow rescaling of submodel B’s weights

The problem of normalising weights to probabilities in SPA is not new, as the
following glance at related work shows: A classical approach, which is indepen-
dent of rescaling weights in submodels is the WSCCS approach by Tofts [21],
where time is discrete and processes proceed in lock-step. However, the present
paper is concerned with the continuous-time scenario, where processes evolve in
parallel, with the possibility of synchronising on certain events. [7] described such
an approach in the context of semi-Markov PEPA, where weights are employed to
determine the likelihood of occurrence of certain general distributions. The paper
[11] introduces iPEPA, which is PEPA extended by weighted immediate actions.
Weights are transformed into probabilities before any parallel composition takes
place, and those probabilities are then recomputed at each level of composition.
Both approaches just mentioned, however, are not scale-free. EMPA [5] and some
versions of TIPP [16] were actually the first Markovian process algebras to offer
(weighted) immediate actions, but there the scaling problem did not occur since
only local normalisation was required. As investigated in [8], the problem of nor-
malisation is also present in PTPA and some probabilistic variants of LOTOS. In
these SPAs there may be competing synchronous and asynchronous transitions,
and the possibly nondeterministic choices between them are converted by the
semantics to a probabilistic execution fragment in the sense of [19].

Everything is fine as long as the modeller is aware of situations where poten-
tial nondeterminism could arise. However, if the modeller misses a potentially
nondeterministic situation, the analysis results could be misleading, as they de-
pend on the scaling of certain weights, i.e. their ratios, as the example in Fig. 1
has shown. Therefore it is very important to develop precise criteria for auto-
matically deciding whether a given model is scale-free or not, and this is exactly
the topic of this paper. The paper will give a necessary and sufficient criterion
for CASPA models to be scale-free, and in addition a sufficient criterion which
is considerably easier to prove. The results in this paper are for the stochastic
process algebra CASPA [14,17], but the same ideas apply to other SPAs that
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1. have both Markovian and immediate actions,
2. use weights to specify probabilities of immediate actions, and
3. use the product of weights for the weight of a synchronised immediate action.

The remainder of the paper is organised as follows: Sec. 2 sketches the CASPA
syntax by means of a small example and provides the semantic rules. Sec. 3 de-
fines different notions of scale-freeness and establishes the relationships between
them. Sec. 4 proves the main lemmata to characterise scale-freeness in the strong
and weak sense, and Sec. 5 concludes the paper.

2 CASPA Language

The CASPA language is a stochastic process algebra, notated in the form of a
guarded command language, that is used to specify Weighted Stochastic Labelled
Transition Systems:

Definition 1. A Weighted Stochastic Labelled Transition System (WSLTS) is
a tuple (S,LM , LI ,→, ���, s0) where S is a finite set of states, s0 ∈ S is the
initial state. Two sets of action labels are present: LM (Markovian labels) and
LI (immediate labels), LM ∩LI = ∅. Let Act = LM ∪LI . A special label τ ∈ LI

will be used for the internal tau transition. The transition relations are given as
→⊆ S×LM×R

>0×S and ���⊆ S×LI×R
>0×S. An element (s1, a, λ, s2) ∈→

is called a Markovian transition from s1 to s2 with the action label a and the
rate λ (describing a negative exponentially distributed random variable). Alter-

natively we write s1
a,λ→ s2. An element (s1, b, w, s2) ∈��� is called an immediate

transition from s1 to s2 with the action label b and the weight w. Alternatively

we write s1
b,w��� s2. A state with at least one outgoing immediate transition is

called vanishing, otherwise it is called tangible.

Remark 1. In some modelling frameworks, immediate transitions are given with-
out any weight or probability. This leads to nondeterministic behaviour, as e.g.
in the case of Interactive Markov Chains (IMCs) [12]. In our setup we use weights
to generate transition probabilities. Both for immediate and for exponentially
distributed transitions it is assumed that no “parallel” transitions with the
same action label exist. They are grouped together by summing up the par-

allel weights/rates, i.e. s1
b,w1��� s2 and s1

b,w2��� s2 will be grouped to s1
b,w1+w2��� s2.

The basic building blocks of the CASPA language are Markovian actions (a, λ)
(here action a with rate λ) and immediate actions (∗b, w∗) (here action b with
weight w). Sequential processes are defined by means of the prefix operator ;

and the choice operator +. The synchronised parallel composition operator is
written as |[S]| for a synchronisation set S ⊆ LI

1. Finally, the hiding operator

1 Other versions of CASPA also allow the synchronisation over Markovian labels, but
since this is irrelevant for the considerations of this paper we decided to omit this
feature.
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hide turns a set of immediate labels into the internal label τ . The complete
syntax can be found in [18].

The CASPA semantics in condensed form is given in Tab. 1 (notated in the
style of [15]). In the table, P , P ′, Q and Q′ are valid expressions in the language,
and λ, μ, ω, σ are positive real numbers. By applying these semantic rules, for
every CASPA model C a multi-transition system, and from this by standard
flattening [13] a unique WSLTS W is generated. We denote by Ccl the set of
closed CASPA models, i.e. models which will not be used in further parallel
composition. In a closed model
– all immediate action labels can safely be ignored
– time can only evolve in tangible states, (maximal progress assumption [12])
– weights can be normalised to probabilities
– a tangible initial state is required

A CASPA state measure characterises a subset of states. It can be used in con-
nection with transient or steady-state analysis. For a more detailed explanation
cf. [2].

Table 1. CASPA language semantics

a ∈ LM

(a, λ);P
(a,λ)−→ P

b ∈ LI

(∗b, ω∗);P (b,ω)��� P

P
(a,λ)−→ P ′

a ∈ LM

P + Q
(a,λ)−→ P ′

Q
(a,λ)−→ Q′

a ∈ LM

P + Q
(a,λ)−→ Q′

P
(b,ω)��� P ′

b ∈ LI

P + Q
(b,ω)��� P ′

Q
(b,ω)��� Q′

b ∈ LI

P + Q
(b,ω)��� Q′

P
(a,λ)−→ P ′

a ∈ LM

P |[S]|Q (a,λ)−→ P ′|[S]|Q
Q

(a,λ)−→ Q′
a ∈ LM

P |[S]|Q (a,λ)−→ P |[S]|Q′

P
(b,ω)��� P ′

b /∈ S

P |[S]|Q (b,ω)��� P ′|[S]|Q

Q
(b,ω)��� Q′

b /∈ S

P |[S]|Q (b,ω)��� P |[S]|Q′

P
(sb,ω)
��� P ′ Q

(sb,σ)
��� Q′

sb ∈ S ⊆ LI

P |[S]|Q (sb,ω·σ)
��� P ′|[S]|Q′

P
(sb,ω)
��� P ′

sb ∈ S

hide S in P
(τ,ω)��� hide S in P ′

P
(sb,ω)
��� P ′

sb /∈ S

hide S in P
(sb,ω)
��� hide S in P ′

P
(a,λ)−→ P ′

a ∈ LM

hide S in P
(a,λ)−→ hide S in P ′

2.1 A Small Running Example

Consider a production system with two machines – represented by their input
buffers – that are loaded by a shared robot (an extremely simplified version of
the model in [20]). The CASPA model of the system is given in Fig. 2. Lines 1-4
describe one input buffer (X is to be substituted by 1 or 2), the robot that loads
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the buffers is described in lines 5-7 and the system definition is given in lines 8-10
(synchronisations over start_enqueue, stop_enqueue). The state measures of
interest are defined in lines 11-13.

The possibly nondeterministic choice which buffer should be loaded next is
resolved by CASPA semantics to a probabilistic execution fragment (cf. [19])
according to the ratios of weights. Suppose that all weights of immediate actions
in Buffer2 are changed by the same constant factor α2. From a subprocess-
perspective, this should lead to the same resulting probabilities. But this is not
the case in this example, as we shall see later.

(1) BufferX(state [2]) :=
(2) [state = IDLE] -> (*start_enqueue,1*); BufferX(WORKING)
(3) [state = WORKING] -> (enqueue,5); BufferX(FINISHED)
(4) [state = FINISHED] -> (*stop_enqueue,1*); BufferX(IDLE)

(5) Robot(state [1]) :=
(6) [state = IDLE] -> (*start_enqueue,1*); Robot(BUSY)
(7) [state = BUSY] -> (*stop_enqueue,1*); Robot(IDLE)

(8) Sys := ( Buffer1(WORKING)|[]|Buffer2(IDLE) )
(9) |[start_enqueue, stop_enqueue]|
(10) Robot(BUSY)

(11) statemeasure buf1working Buffer1(state=WORKING)
(12) statemeasure buf2working Buffer2(state=WORKING)
(13) statemeasure any_working Buffer1(state=WORKING) | Buffer2(state=WORKING)

Fig. 2. CASPA model and measure definitions

3 Scale-Freeness

The example from the previous section shows that it is natural to ask for CASPA
models that lead to the same results for certain measures, even if weights of im-
mediate transitions are rescaled for any submodel. To make this statement more
precise, we will generalise CASPA models to accept also variables (in addition
to constants) for their weights. Before doing this, we introduce a powerful tool
from algebra, the quotient field.

Definition 2. For a CASPA model C with N sequential submodels we define

1. a generalised weight as an element of the polynomial ring R[α1, . . . , αN ]
(note that this is a unique factorisation domain (UFD) [10]),

2. the quotient field R(α1, . . . , αN ) := Quot(R[α1, . . . , αN ]) is called the field of
rational functions in N variables,

3. two quotients p
q ,

r
s are equivalent in R(α1, . . . , αN ), i.e. p

q = r
s , if and only

if ps = rq. We say that a fraction p
q “is in R” or “constant” if p

q = r
1 for

some r ∈ R.
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For generalised weights wi, i ∈ {1, . . . ,m} we have wi∑m
j=1 wj

∈ R(α1, . . . , αn).

So we see that normalising a WSLTS (including generalised weights) leads in
general to probabilities in the field of rational functions. In some lucky cases the
probabilities are constant. We define:

Definition 3. For a CASPA model C consisting of sequential submodels Si,
i ∈ {1, . . . , N} we define its relaxation C̃ as the model where every weight in a
submodel Si is multiplied by variable αi > 0 (i ∈ {1, . . . , N}). A CASPA model
is called scale-free if after applying the maximal progress assumption all proba-
bilities in the reachable part of the normalised WSLTS corresponding to C̃ do not
change regardless which actual values for αi are chosen, i.e. the corresponding
probabilities are constant in R(α1, . . . , αN ).

The next definition introduces balancedness that – while on first glance a very
different approach – will prove to be equivalent to the scale-free property.

Definition 4. A CASPA model consisting of sequential submodels
Si, i ∈ {1, . . . , N}, is called balanced if, after applying the maximal progress
assumption, for every reachable state s there is a set syn(s) ⊆ {S1, . . . ,SN}
such that for every transition emanating from s the set of participating submod-
els is equal to syn(s).

Lemma 1. For a CASPA model C it holds that: C scale-free ⇔ C balanced .

Proof. Let Si, i ∈ {1, . . . , N} be the sequential submodels of C. Assume without
loss of generality that the maximal progress assumption has been applied and the
set of transitions has been restricted to the reachable subset. A general transition

in the WSLTS of C̃ emanating from s has the form s
aI ,cI ·αI��� s′ where I is to be

understood as the multi-index (i1, . . . , iM ), ∀k ∈ {1, . . . ,M} : ik ∈ {1, . . . , N}
(M denotes the number of synchronising submodels). Furthermore, we have

aI ∈ Act, cI =
∏M

k=1 cik ∈ R and αI := αi1 · . . . · αiM . Now the normalisation
leads to the following fraction for the corresponding probability: cI ·αI

cI ·αI+...+cK ·αK
.

We see that the α product can only be cancelled out if and only if the multi-
indices are the same for every summand in the denominator.

Remark 2. The idea of balanced models is quite classic. Without calling it this
way, [21] uses a semantics that implies balancedness of all weighted decisions for
the resulting models. There, only discrete time steps are considered.

For an even stronger formulation we use

Definition 5. A transition is called synchronised if more than one submodel
participate in it, otherwise it is called unsynchronised. A CASPA model is called
simple if after maximal progress and reachability for every state s it holds that
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1. there is at most one synchronised transition emanating from s and no un-
synchronised transition, or

2. the transitions emanating from s are all are unsynchronised and belong to
the same submodel.

Lemma 2. For a CASPA model C it holds that: C simple⇒ C balanced .

Proof. Clear by definition.

Sometimes this definition of scale-freeness is too restrictive. Note that – similar to
the elimination of vanishing states in Generalised Stochastic Petri Nets (GSPNs)
– all vanishing states in a CASPA model may be eliminated in the case that no
timeless trap is present2 (cf. [18,4]). We denote this process by el(.) (note that
this is well-defined up to bisimilarity [18]).

Definition 6. A CASPA model C is called quasi scale-free, if in el(C̃) all prob-
abilities and rates are constant.

Example 1. Let C be the example presented in Fig. 2. We see in Fig. 3a the
corresponding WLSTS of the relaxation. It can immediately be seen that it is
not balanced (syn((IDLE,IDLE,IDLE)), or equivalently multi-index αI , is not
constant) and therefore, by Lemma 1 not scale-free. The same can be seen in
Fig. 3b as in the fractions emanating from (IDLE,IDLE,IDLE) only α3 cancelled
out, but nothing more. Fig. 3c shows the that the model is not even quasi scale-
free, as the rates of the CTMC depend on α1 and α2.

Sometimes even not quasi scale-free models can be useful – if the measure that
is to be computed does not depend on the weights chosen.

Definition 7. Let M be a set of CASPA state measures. A CASPA model C
without timeless traps is called scale-free with respect to M, if the analysis
results of el(C̃) for every measure inM are constant in R(α1, . . . , αN ) (i.e. they
do not depend on the scaling parameters αi, i ∈ {1, . . . , N}).

Example 2. Let C be the model given in Fig. 2. Doing CTMC analysis on el(C̃)
we see that the results are buf1working= α1

α1+α2
, buf2working= α2

α1+α2
and

any_working= α1+α2

α1+α2
= 1. So the model is only scale-free with respect to the

trivial measure any_working.

Lemma 3. The following implications hold

1. “scale-free” ⇒ “quasi scale-free”
2. “quasi scale-free” without timeless trap⇒ “scale-free with respect to all state

measures”

2 In the case that timeless traps are present, we leave vanishing states with timeless
self-loops with loop-probability 1 unchanged.
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(a) WSLTS

(b) WSLTS after normalisation

(c) CTMC

Fig. 3. State graphs for the example

“scale-free” �� Lemma 1 ��

Lemma 3

��

“balanced” “simple”
Lemma 2��

“quasi scale-free”

no timeless trapLemma 3

��
“scale-free w.r.t. M”

Fig. 4. Different notions of scale-freeness and their relations
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Proof. The first part is clear by definition: If the normalised WSLTS does not
depend on rescaling, also the result after elimination does not. Second part: If
no timeless trap is present, all vanishing states can be eliminated (cf. [18,4]) and
so the result is a CTMC. If a CTMC does not depend on rescaling, also the
analysis results will not.

Fig. 4 includes the implications and corresponding lemmata that we have shown.

4 Detecting Different Types of CASPA Models

In this section we present methods to detect the different types of CASPA models
defined in Sec. 3.

4.1 Detecting Simple CASPA Models

In general it can be demanding to verify that a CASPA model is indeed scale-
free. It cannot be shown using only the syntax of the model, but we have to
examine the state graph. The following notations will be useful:

Definition 8 (Local and Global Transitions). A CASPA model C is called
locally/globally annotated, if every immediate action label a ∈ Act \ {τ} has the
suffix _loc for local transitions, i.e. transitions that only affect the local submodel
or _glob, i.e. the transition is used for synchronisation with other components.
The internal action τ is always local (τ can always be read as τ_loc). We define
Actloc ( Actglob) as the set of local (global) immediate actions defined in C — with
suffix _loc (_glob) omitted. Immediate transitions that perform local (global)
actions are called local ( global) transitions.

The local/global annotation can be used to check condition 1 of Definition 5. For
condition 2 more information is needed. In order to distinguish local transitions
according to the submodels they belong to, we define:

Definition 9. A locally/globally annotated CASPA model is called partitioned,
if every local action has an additional suffix that determines the submodel a local
action acts in.

Example 3. The partitioned transition system from the example in Fig. 1 is
shown in Fig. 5. Clearly the model is not simple as there are two concurring
global transitions and a local transition concurring with global transitions.

Example 4. We give also an annotated version of our running example in Fig. 6.
The annotated version reveals that there are only global actions in the model.
But now the simple condition is violated as state (IDLE,IDLE,IDLE) has two
outgoing global transitions.

We already saw in Example 1 that our running example is not scale-free. But
there – even if it was easy to see – we used the fact that one start_enqueue

transition has participants Robot and Buffer1, while the other has participants
Robot and Buffer2, which is hard to detect automatically. We will formalise the
detection in the next section.
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A|[s]|B

(s glob,2)

��� � � � � �
(s glob,3)

���
�
�

(t loc A,1)

���
�����

A1|[s]|B1 A1|[s]|B2 A2|[s]|B

Fig. 5. Partitioned version of example from the introduction

Fig. 6. annotated WSLTS

4.2 Dectecting Balanced CASPA Models

For detecting balanced CASPA models, we introduce an additional signature
parameter for every transition that can be derived directly from the syntax of a
CASPA model. We need the following notation.

Definition 10. Let N be fixed and B(N) := ∪N
i=1B

i the set of boolean strings
of length up to N . There is a canonical outer product Bi × B

j → B
i+j ,

((a1, . . . , ai), (b1, . . . , bj)) �→ (a1, . . . , ai).(b1, . . . , bj) := (a1, . . . , ai, b1, . . . , bj).

The set B(N) will be called the set of patterns for CASPA models with N
submodels. For any CASPA process Q we define |Q| as the number of sequential
submodels contained in Q.

The transition relation for a CASPA model with N submodels will be altered
to ���⊆ S × LI × R

>0 ×B(N)× S, where B(N) describes the submodels that
participate at a transition. Every participating submodel will be denoted by 1,
while every non-participating submodel is set to 0. We will use 0n to denote the
boolean string (0, . . . , 0)︸ ︷︷ ︸

n times

.

We change the semantics according to Tab. 2 (only the modified semantic
rules are depicted, P1, P2 and P denote patterns). With this semantics at hand,
it remains to check the closed model (after maximal progress and reachability)
whether every vanishing state has its unique pattern of outgoing transitions.

Example 5. In our running example from Fig. 2 after maximal progress assump-
tion there are two patterns for the reachable state (IDLE,IDLE,IDLE), namely
(1, 0, 1) and (0, 1, 1), so it is clear that it is not balanced.
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Table 2. Changes to CASPA semantics for using patterns

b ∈ LI

(∗b, ω∗);P (b,ω,(1))��� P

P
(b,ω,P)��� P ′

b ∈ LI

P + Q
(b,ω,P)��� P ′

Q
(b,ω,P)��� Q′

b ∈ LI

P + Q
(b,ω,P)��� Q′

P
(b,ω,P)��� P ′

b /∈ S

P |[S]|Q (b,ω,P.0|Q|)��� P ′|[S]|Q

Q
(b,ω,P)��� Q′

b /∈ S

P |[S]|Q (b,ω,0|P |.P)��� P |[S]|Q′

P
(sb,ω,P1)

��� P ′ Q
(sb,σ,P2)

��� Q′
sb ∈ S

P |[S]|Q (sb,ω·σ,P1.P2)
��� P ′|[S]|Q′

P
(sb,ω,P)

��� P ′
sb ∈ S

hide S in P
(τ,ω,P)��� hide S in P ′

P
(b,ω,P)��� P ′

b /∈ S

hide S in P
(b,ω,P)��� hide S in P ′

Remark 3. In the pattern-based setting we can also characterise simple models
quite easily if we define | | : B(N) → {1, . . . , N}, (a1, . . . , aj) �→

∑j
i=1 ai (1 ≤

j ≤ N). We consider the reachable part of the state graph after maximal progress
assumption (S being the set of reachable states). A model is simple if

– there exists a mapping P : S → B(N) (i.e. for every state s there is a unique
pattern P(s) such that all transitions emanating from s have this pattern),
and

– for every state s with |P(s)| > 1 there is only one transition emanating from
s.

4.3 The Quasi Scale-Free Case

So far we have concentrated on the strong form of scale-freeness. For the quasi
scale-free case we present two approaches: The first one, which is straight-
forward, is to carry out the elimination process with generalised probabilities cal-
culated from generalised weights in R(α1, . . . , αn) (again after maximal progress
and reachability analysis). If after the elimination process all remaining rates
and probabilities are constant, the model is quasi scale-free by definition.

The second approach uses the patterns introduced in Sec. 4.2. The idea is
to find equivalent models under some appropriate equivalence relation that
only have emanating transitions with one single pattern per state. We will
now construct Markov Automata (MA, cf. [9]) that reflect the problem of un-
balancedness by introducing nondeterminism. Informally, an MA is a 5-tuple
(S,Act, , , s0) with state space S, action set Act and inital state s0. MAs
can express both, nondeterminism between action (immediate) transitions ( ),
and races between Markovian (delay) transitions ( ).
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Remember from Sec. 2 that for closed CASPA models all immediate action
labels can safely be ignored. So we would like to stress that the assumption in
the following definition poses no restriction for closed CASPA models. For the
rest of this section we assume that whenever C ∈ Ccl then
1. all immediate action labels are equal to τ
2. the maximal progress assumption has been applied.

Definition 11. Let C ∈ Ccl be a CASPA model (with N submodels) and S be its
set of reachable states, s0 ∈ S the initial state,→ the set of Markovian transitions
and ��� the set of immediate transitions (annotated by patterns). Let P(s) ⊆
B(N) be the set of patterns emanating from s (remember that for balanced models
|P(s)| = 1 for every s). Then a corresponding MA can be generated in the
following way:

1. For every P ∈ P(s) we calculate P (s,P , s′) :=
∑

(s,τ,ω,P,s′)∈��� ω
∑

∃t:(s,τ,ω,P,t)∈��� ω

2. := {(s, τ, μ)|s ∈ S,P ∈ P(s), μ = P (s,P , .)}
3. := {(s, λ, s′)|∃a ∈ Act : (s, a, λ, s′) ∈→}
The corresponding MA MA(C) is then defined as (S, {τ}, , , s0).

Note that the sum in the numerator of item 1 has either one or zero elements.
The combined effect of item 1 and item 2 is a pattern-wise normalisation of
weights. This construction has interesting properties, as the following lemmata
show.

Lemma 4. For a CASPA model C the MA MA(C) is always scale-free in the
sense that it does not change when submodels are rescaled.

Proof. This is clear by definition: Only transitions with the same pattern are
merged into a distribution.

Lemma 5. When Markovian action labels are ignored, the standard seman-
tics of a CASPA model C ∈ Ccl describes a probabilistic execution fragment
of MA(C) in the sense of [19].

Proof. We construct a probabilistic scheduler that yields the desired behaviour.
We have to show that for every state s every distribution on successor states of s
can be realised by some convex combination of the transitions in emanating

from s. Suppose s has the outgoing transitions s
(τ,ωi,Pi)��� si, i ∈ {1, . . . , I(s)},

then the probability distribution on the successor states si is given as P (si) :=
ωi∑I(s)

j=1 ωj

by standard semantics. Assume without loss of generality (otherwise

reorder) that |P(s)| = K and that transitions with index in {km, . . . , km+1 − 1}
belong to pattern Pm, k1 = 1, kK+1 = I(s) + 1, kh < kj for h < j. Now
the probabilities – in MA(C) – when using the m-th pattern are P (s,Pm, si) =

ωi
∑km+1−1

j=km
ωj

, so it is easy to see that the coefficients cm for the convex combination

have to be chosen as
∑km+1−1

j=km
ωj

∑I(s)
j=1 ωj

to get the distribution that is determined by

standard CASPA semantics.
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One could now reduce MA(C) modulo weak bisimulation (a relation on distri-
butions) and check whether there is a deterministic representative in the equiv-
alence class modulo weak MA bisimilarity, because this would mean that in a
nondeterministic choice it does not matter which action is taken. The problem
is that this is not the whole story. Looking at our running example, a possible
result would be an MA with just one state with a Markovian loop with rate
5, which is clearly deterministic. But we saw earlier that our example is not
scale-free!

The solution is that for getting results on the state measures (which only
can be specified for stable states) we are not allowed to lump together different
stable states (which would be done to get the Markovian loop above). This
can be realised by a sort of AP (atomic proposition) bisimulation in the spirit
of F-bisimulation [3] or Markov-AP bisimulation [6]: If all stable states have
different APs, they can never be grouped together! We recall from [9] that weak
MA bisimulation ≈ induces an equivalence relation ≈Δ on states by defining
x ≈Δ y :⇔ Δx ≈ Δy (where Δx denotes the Dirac distribution at state x).
Therefore, with an appropriate extension of ≈Δ to an AP bisimulation ≈AP

Δ we
can conclude that if our MA is weakly AP bisimilar to a deterministic MA, the
corresponding CASPA model is quasi scale-free, i.e. this is a sufficient criterion.
Note that weak AP bisimulation also generalises the elimination of vanishing
states (cf. Sec. V in [9]). The drawback of this approach is that no weak MA
bisimulation algorithm has been published so far, but at least we can state:

Lemma 6. If for a CASPA model C ∈ Ccl the resulting MA MA(C) = (S, {τ},
, , s0) is weakly AP bisimilar to a deterministic MA M ′ = (S, {τ}, ′

, , s0), where
′⊆ , then C is quasi scale-free.

Proof. Assume that all stable states in S are equipped with different atomic
propositions. Weak MA AP bisimilarity ensures that every nondeterministic
choice in MA(C) is equivalent to a deterministic one in M ′. So each decision
“does not matter” with respect to our equivalence relation. Especially it is not
important which probabilistic execution fragment of MA(C) is chosen by the
probabilistic scheduler induced by CASPA semantics according to Lemma 5. As
by Lemma 4 the distributions in MA(C) do not depend on rescaling, also the
distributions in M ′ cannot depend on rescaling of weights of submodels.

We use the diagram in Fig. 7 to prove the claim. Firstly we show that com-
mutativity of the diagram implies our claim. Secondly we prove the commu-
tativity. The diagram is explained as follows: el(.) denotes the elimination of
vanishing states (this is also defined for deterministic MA, cf. Sec. V in [9]),
det(.) denotes the mapping to a weakly AP bisimilar deterministic representa-
tive M ′. The canonical mapping from CASPA models to MA by transforming
the reachable state graph to MA (disregarding labels of Markovian actions) is de-
noted by canon(.). Now we observe that quasi scale-freeness can be identified as
canon ◦ el(C) having constant rates and probabilities – no matter, which rescal-
ing factors for submodels are chosen. But the mapping el ◦ det ◦MA(C) surely
produces constant rates and probabilities. Commutativity of the diagram follows
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from the above observation that the actual probabilistic execution fragment of
MA(C) does not play any role and by Theorem 7 in [9].

CASPA
MA(.) ��

el(.)

��

MA
∃det(.)

≈AP
Δ

�� MA

el(.)≈AP
Δ

��
CASPA

canon(.) �� MA/≈AP
Δ

Fig. 7. Elimination and weak AP bisimulation

4.4 Scale-Freeness with Respect to Some Measure

The MA-based approach sketched in Sec. 4.3 can also be adapted to the “with
respect to some measure” case. Using different state labels (characterising some
given measures) for the AP bisimulation, one can use this machinery to check
for the weaker case of scale-freeness with respect to some measureM. The basic
difference between the two settings is that in the quasi scale-free case all stable
states get different labels, while in the weaker setting some stable states might
share the same label.

5 Conclusion

We have shown necessary and sufficient criteria for scale-free CASPA models
and related different kinds of scale-freeness. Patterns have been introduced to
easily recognise participating submodels. From the state graph annotated with
patterns one can check scale-freeness. Patterns have also been used to transform
the problem to the domain of Markov Automata in order to check the quasi
scale-free case.
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Abstract. Virtualized cloud environments introduce an additional
abstraction layer on top of physical resources enabling their collective
use by multiple systems to increase resource efficiency. In I/O-intensive
applications, however, the virtualized storage of such shared environ-
ments can quickly become a bottleneck and lead to performance and
scalability issues. In software performance engineering, application per-
formance is analyzed to assess the non-functional properties taking into
account the many performance-influencing factors. In current practice,
however, virtualized storage is either modeled as a black-box or tack-
led with full-blown and fine-granular simulations. This paper presents a
systematic performance analysis approach of I/O-intensive applications
in virtualized environments. First, we systematically identify storage-
performance-influencing factors in a representative storage environment.
Second, we quantify them using a systematic experimental analysis. Fi-
nally, we extract simple performance analysis models based on regression
techniques. Our approach is applied in a real world environment using
the state-of-the-art virtualization technology of the IBM System z and
IBM DS8700.

Keywords: I/O, Storage, Performance, Virtualization.

1 Introduction

Today’s growth in resource requirements demand for a powerful yet versatile and
cost-efficient data center landscape. Virtualization is used as the key technology
to cost-optimally increase resource efficiency, resource demand flexibility, and
centralized administration. Furthermore, cloud environments enable new pay-
per-use cost models to provide resources on-demand.

Modern cloud applications have increasingly an I/O-intensive workload pro-
file (cf. [1]), e.g., mail or file server applications are often deployed in virtualized
environments. With the rise in I/O-intensive applications, however, the virtual-
ized storage of shared environments can quickly become a bottleneck and lead
to unforeseen performance and scalability issues.

M. Tribastone and S. Gilmore (Eds.): EPEW/UKPEW 2012, LNCS 7587, pp. 63–79, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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In current software performance engineering approaches, however, virtualized
storage and its performance-influencing factors are often neglected. The virtu-
alized storage is either treated as a black-box due to its complexity or modeled
with full-blown and fine-granular simulations. In rare cases, elaborate analysis is
applied, e.g., [2,3], however without explicitly considering storage configuration
aspects and their influences on the storage performance.

This paper presents a systematic performance analysis approach for I/O-in-
tensive applications in virtualized environments. First, we systematically identify
storage-performance-influencing factors by considering a representative virtual-
ized storage environment. These influencing factors are modeled hierarchically
and organized categorically by workload, operating system, and hardware. The
studied influencing factors and their classification are of general nature and not
specific to the considered environment. Second, we propose a general workload
and benchmarking methodology in order to reason about the performance of I/O-
intensive applications in virtualized environments. By applying our methodology,
we quantify the influence of the identified factors by means of a systematic ex-
perimental analysis. Finally, we derive simple performance analysis models based
on linear regression that can be used in software performance engineering. The
approach is applied in a real world environment using the state-of-the-art virtu-
alization technology of the IBM System z and IBM DS8700 with full control of
the system environment and the system workload.

In summary, the contributions of this paper are: i) We provide a study of
virtualized storage performance in a real world environment using the state-of-
the-art virtualization technology of the IBM System z. ii) We systematically
identify storage-performance-influencing factors and abstract them by means
of a hierarchical feature tree model. iii) We provide an in-depth quantitative
evaluation and comparison of the storage-performance-influencing factors. iv)We
create simple regression-based performance models for performance prediction
of a variety of storage workloads.

The remainder of this paper is organized as follows. Section 2 presents our
system environment. Section 3 identifies storage-performance-influencing factors.
Section 4 presents our experimental methodology and evaluation. In Section 5,
we extract simple performance models based on linear regression. Finally, Sec-
tion 6 presents related work, while Section 7 summarizes.

2 System Environment

A typical virtualized environment in a data center consists of servers connected
to storage systems. The mainframe System z and the storage system DS8700
of IBM comprise our virtualized environment of focus. They are state-of-the-
art high-performance virtualized systems with redundant and/or hot swappable
resources for high availability. The System z combined with the DS8700 repre-
sent a typical cloud environment. The System z enables on-demand elasticity of
pooled resources with an inherent pay-per-use accounting system (cf. [4]). The
System z provides processors and memory, whereas the DS8700 provides storage
space. The structure of this environment is illustrated in Figure 1.
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Fig. 1. IBM System z and IBM DS8700

The Processor Resource/System Manager (PR/SM) is a hypervisor managing
logical partitions (LPARs) of the machine (therefore also called LPAR hyper-
visor) and enabling CPU and storage virtualization. For memory virtualization
and administration purposes, IBM introduces another hypervisor, z/VM. The
System z supports the classical mainframe operating system z/OS and spe-
cial Linux ports for System z commonly denoted as z/Linux. The System z is
connected to the DS8700 via fibre channel. Storage requests are handled by a
storage server having a volatile cache (VC) and a non-volatile cache (NVC).
Write-requests are written to the volatile as well as the non-volatile cache, but
they are destaged to disk asynchronously. The storage server is connected via
switched fibre channel with SSD and/or HDD RAID arrays.

In such multi-tiered virtualized environments with several layers between the
hosted applications and the physical storage, many questions arise concerning the
impact of the workload profile and the storage configuration on the system per-
formance. How do certain workload characteristics, e.g., read/write request ratio,
affect the performance? How does the locality of requests affect performance in
tiered environments? Further, do current standard system configurations, e.g.,
the default I/O scheduler, still show to be suitable in such an environment? Our
experiments in Section 4 will examine these and more questions.

3 Storage Performance Influencing Factors

For the identification of storage-performance-influencing factors, we created a hi-
erarchical feature tree model aligned along logical borders, i.e., between workload
mix and system configurations, and system borders, i.e., between System z and
DS8700. The models capturing the performance-influencing factors are shown
in Figure 2, however, complex interactions between factors are not depicted for
the sake of simplicity. Still, workload-specific effects on system configurations
are discussed in our experiment scenarios in Section 4.

3.1 Workload Mix

The top model in Figure 2 shows basic characteristics of a workload mix. The
characterization is based on a general, storage-level view on the workload.
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Fig. 2. Storage Performance Influencing Factors (in gray: system-specific factors)

– Clients : The requests of the workload are created by a certain number of clients
representing e.g., threads or processes.After completion of a request, clientsmay
have a certain waiting time (or think time), e.g., to process the data requested,
before issuing another request. The number of clients affects performance defin-
ing the number of concurrent requests that require scheduling and introduce re-
source contention.

– File Set : Applications read from and write into a set of files. The size of this
file set influences the locality of requests and the effectiveness of caching al-
gorithms and data placement strategies. Depending on the physical allocation
of the files, the file sizes affect, i.e., limit, sequential requests.

– Average Request Size: Most I/O optimization strategies in the various layers
of the storage system aim at maximizing throughput by merging subsequent
sequential requests. Serving many small requests results in a lower throughput
than serving fewer large requests.

– Request Mix : While read requests are synchronous, write requests can be
served asynchronously without blocking the application. This leads to complex
optimization strategies when having mixed requests.

– Request Access Pattern: The access pattern affects performance due to the phys-
ical access of data as well as the optimization strategies in the various layers of
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the storage system. Typical request access pattern are random or sequential re-
quests.

3.2 System Configuration

The system configuration space is separated into two systems, System z and
DS8700. While the former represents the computing environment including op-
erating system configurations, the latter represents the storage environment in-
cluding hardware configurations, cf. the middle and bottom models in Figure 2,
respectively.

IBM System z – Computing Environment

– IBM System z : As mentioned before, the System z runs different operating
systems, z/OS and z/Linux, which both can run on another virtualization
layer z/VM to ease administration and increase resource sharing.

– z/Linux : As previously described, z/Linux is a special Linux port for System z
and can be regarded as a regular Linux system.

– File System: Modern file systems, e.g., EXT4 as the de facto standard for
Linux or XFS, exhibit significant performance differences under the same
workload as they are implemented and optimized differently.

– I/O Scheduler1: The current Linux standard completely fair queueing (CFQ)
scheduler performs several optimizations (e.g., splitting/merging and request
reordering) to minimize disk seek times, which account for a major part of I/O
service times in disk-based storage systems. The deadline scheduler imposes a
deadline on requests to prevent request starvation with read requests having
a significantly shorter deadline than write requests. The no operation (noop)
scheduler only merges and splits disk requests.

– Storage Connection: The System z provides two different protocols embedded
in a protocol for fibre channel, classical mainframe protocol (CKD) over fibre
channel (i.e., FICON protocol) or widespread SCSI over fibre channel proto-
col (FCP). The required protocol depends on the storage volume format (cf.
Extent Type).

IBM DS8700 – Storage Environment

– IBM DS8700 : The storage system has several configuration parameters, which
- although not all directly - can be mapped to configurations of different
systems.

– Rank (RAID Array): A RAID array formatted with a type (extent type) and
sub-divided into equally sized partitions (extents) is a rank. The extents are
used to define volumes that can be used by applications.

1 Note: i) The antecepatory scheduler was removed from the latest Linux kernel and is
highly discouraged in virtualized environments. ii) The recently announced FIOPS
scheduler is designed for flash-based storage devices and is still under development.
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– Disk Type: An array can be created with disks of a specific disk type ad-
vantageous for different usages: Fast, but more expensive SSDs for higher
performance requirements or regular HDDs (with either 7.2k r/min or 15k
r/min) for lower cost per storage space.

– RAID : The different RAID types offer a trade-off between performance,
reliability and resource efficiency.

– Extent Type: The format type of an array can be classical mainframe format,
i.e., Count Key Data (CKD), optimized for availability or regular format,
i.e., Fixed Block (FB). Each type requires a different protocol (cf. Storage
Connection).

– Extent Allocation Algorithm: Ranks (possibly a SSD/HDD mix) can be
pooled. Using multiple ranks to create volumes, the extents of a volume
can be allocated on one rank after the other or be striped across ranks to
optimize performance by exploiting parallelism.

– HBA Queue Depth: The host bus adapter (HBA) receives and queues all
requests to the storage system. Having multiple servers accessing the storage
system, the HBA queue depth controls fairness among servers, e.g., if one
server sends much more storage requests than another.

– Number of Paths : To improve availability, multiple logical or physical paths
can be defined from an operating system to the storage system. However, this
induces routing overhead to determine which path to use for the next request.

4 Experimental Storage Performance Analysis

In this section, we analyze the storage-performance-influencing factors presented
in Section 3. We start by introducing our experimental methodology.

4.1 Experimental Methodology

The experimental environment consists of the System z connected to the DS8700
storage system as introduced in Section 2 and illustrated in Figure 1.

As load driver, we used the open source Flexible File System Benchmark
(FFSB)2 because of its fine-grained configuration possibilities needed for our
in-depth analysis. The detailed parameters of the workload and the system con-
sidered in our experiments are shown in Table 1. The fixed parameters are not
varied in the experiments. The variable parameters are chosen depending on the
specific analysis scenario. The workload parameters marked as full explore are
measured in all combinations in every considered scenario. In our experiments,
hardware variations are out of scope due to constraints in the available hardware
configuration.

As an example of a benchmark run, assuming 4KB requests and a read/write ra-
tio of 80%/20%, 100 threads repeatedly issue a series of 4096 requests3 for

2 http://sourceforge.net/projects/ffsb/. Note: There is a known bug in FFSB
that miscalculates the throughput, however, it was fixed in the version we used.

3 This is limited by the smallest file size and the largest request size (128MB/32KB =
4096) and is kept constant in all runs to ensure comparability.
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Table 1. Experiment Setup and Parameters

(a) Workload Configurations

Fixed

Runtime 300sec
Threads 100 (no think time)
O DIRECT4 on

Variable

File set size {10x 128MB, 10x 1GB,
150x 1GB}

Full explore

Read/Write
Ratio

{100%/0%, 80%/20%,
50%/50%, 20%/80%,
0%/100%}

Request size {4KB, 32KB}
Access pattern {random, sequential}

(b) System Configurations

Fixed

OS z/Linux (Debian 2.6.32-5-s390x)
CPU 2 IFLs (cores) with

approx. 2760 MIPS
RAM 4GB
Storage Cache 50GB (volatile),

2GB (non-volatile)
Storage Array One RAID5 array

with 7 HDDs (15k r/min)
Connection SCSI over FCP

Variable

Hypervisor {LPAR, z/VM (on top of LPAR)}
File system {EXT4, XFS}
Scheduler {CFQ, deadline, noop}

z/Linux

System Under Test (SUT) - 
System z & DS 8700

Remote Machine

Benchmark

OS
NFS

 1. Configure

 2. Execute

 3. Results

 4. Clean

Controller 
(JAVA)

Fig. 3. Experimental Controller Setup

5 minutes. Each thread issues a request as soon as the previous request is com-
pleted. For each request series, a thread issues with 80% probability a read request
series andwith 20%probability awrite request series.Thus, during this benchmark
run, the system will be exposed to a stochastically mixed read and write workload
while the benchmark gathers performance data for both types of requests. If the
requests are sequential, the logical addresses of subsequent requests of one thread
are ascending and 4KB apart. Further, since having, e.g., 100% read requests im-
plies that there are no write requests during one run, such benchmark runs cannot
induce any write performance data (cf. fewer bars in the figures in Section 4.2 de-
picting 100% read and 100% write requests respectively).

The experiments are fully automated and run by a controller software writ-
ten in JAVA. Illustrated in Figure 3, the controller software is located on a
remote machine that is connected to the System z via NFS. After configuring
the controller, the configuration space of the experiments is explored. For every
(benchmark) configuration, the controller i) configures the benchmark, ii) ex-
ecutes the benchmark, iii) collects the results during and after the run to the
remote machine to not further introduce load on the system under test (SUT),
and finally iv) cleans the system by removing the files written by the benchmark.

4 POSIX flag that minimizes caching effects of the host.
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For the analysis, we focus on the average system performance, thus, we com-
pared the mean response time and mean throughput for each workload and
configuration scenario. We repeated each benchmark run 15 times. As the re-
sponse times are very small, the means calculated by the benchmark are prone
to large outliers. In order to obtain stable and meaningful results, we ordered
the response time means, and calculated the mean of the middle 5 values such
that the results can be reproduced.

4.2 Experimental Results

In our evaluation, we first provide an analysis of the performance influences
of the workload profile under a representative system setting. We then analyze
performance characteristics of the system environment, specifically storage level
caching effects and z/VM hypervisor overhead. Finally, we analyze operating
system influences by varying the file system and the I/O scheduler.

Workload – Variable Parameters: LPAR hypervisor, EXT4 file system, noop

scheduler, 1280MB file set.
We evaluate the system performance under varying read/write ratio, as well

as performance of different sized and of sequential and random access requests.
Figures 4a, 4b show the performance of read and write requests depending on

the read/write ratio. Themetrics are normalizedw.r.t the 100% read and the 100%
write workload respectively. The results show that sequential read-requests have
higher response times under a higher write-request fraction. This is because the
read-requests are retained (i.e., queued) longer under a higher write-request frac-
tion if the system recognizes the sequential access pattern. The goal is to servemul-
tiple read-requests at once to improve throughput. In this scenario, the throughput
of sequential and random access read-requests are approximately equal, however,
the benefit of this behavior becomes evident later when examining the caching
effects. In contrast to the read-requests, the response times of sequential write-
requests are lower than the response time of random access write-requests under
higher read-request proportion. Again, throughput of sequential and random ac-
cess write-requests are approximately equal.

To elaborate, Figures 4c, 4d illustrate the relative differences in the measured
response time and throughput between sequential and random access requests
where the metric values for sequential requests are used as a reference, i.e., a
negative value corresponds to a lower value of the respective metric for random
requests. Except for the case of 100% read-requests, the sequential requests are
always slower than random access requests, for read-requests between 50% and
70% and for write-requests between 20% and 50%, depending on the read/write
ratio. However, comparing the throughput metric of the configuration confirms
that the differences in throughput are negligible, i.e., less than 4% in most cases
and up to 7% in one case.

The previous measurements show no noticeable difference between 4KB and
32KB requests. Figures 4e, 4f illustrate the relative differences of response time
and throughput between 4KB (used as reference) and 32KB requests.
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As expected, response time and throughput of 32KB requests are consistently
higher than of 4KB requests with write- (read-) requests having higher (lower)
response times in write-intensive workloads. However, this behavior is specific
to this scenario and, as we will show later, it is different for the XFS file system.

Caching Effects – Variable Parameters: LPAR hypervisor, EXT4 file system,
noop scheduler, {1280MB, 10GB, 150GB} file set.

As described before, this system environment consists of two storage tiers
comprising storage server cache and RAID array. These tiers have significantly
different performance characteristics. The experimental results in this scenario
demonstrate the need for intelligent read-ahead and de-staging algorithms in
heterogeneous or multi-tier storage environments. They are illustrated in Fig-
ure 5 comparing 1280MB and 10GB as well as 1280MB and 150GB file sets. As
explained in [5], the storage system combines the algorithms Sequential Adap-
tive Replacement Cache (SARC), Adaptive Multi-stream Prefetching (AMP),
and Intelligent Write Caching (IWC). This combination was shown to be very
effective for workloads exhibiting a certain predictable access pattern, e.g., se-
quential requests. In case of a 10GB file set, the data exceeds the non-volatile
cache leading to frequent de-staging of data from the non-volatile cache to the
disk array. In case of a 150GB file set, the file set also exceeds the volatile cache
leading to frequent cache misses especially for random access read-requests.

z/VM Layer – Variable Parameters: {LPAR,z/VM} hypervisor, EXT4 file system,
noop scheduler, 1280MB file set.

Figure 6 illustrates the relative differences in terms of observed response time
and throughput when adding another hypervisor layer (using z/VM). This setup
benefits larger requests and impairs smaller requests in mixed workloads in
terms of the relative response times, however, given that the absolute values are
less than 2ms, the respective absolute performance differences are rather low.
Furthermore, the throughput differences are not significant given that a SCSI
connection is used and the additional hypervisor layer only performs address
mapping/translation tasks.

File System – Variable Parameters: LPAR hypervisor, {EXT4,XFS} file system,
noop scheduler, 1280MB file set.

Figure 7 illustrates the relative differences in terms of observed response time
and throughput between EXT4 (used as reference) and XFS. This comparison
requires a more fine-grained analysis as it exhibits a number of patterns. While
for pure read-workloads the read performance is constant, XFS is able to perform
better than EXT4 for sequential reads in mixed workloads. For random reads, XFS
exhibits higher response times for smaller read-requests. Large read-requests in
a write-intensive workload (read/write = 20%/80%) is the only case where XFS
performs better than EXT4 for random reads. For write-requests, XFS shows to
have higher response times than EXT4 in mixed workloads. Furthermore, even for
pure write workloads, XFS has about 50% higher response times for small random
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Fig. 4. Workload Performance: Response Time (RT) and Throughput (TP)
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Fig. 5. Caching Effects when Varying File Set Sizes

writes-requests. However, XFS is able to improve throughput for most workloads,
most noticeably for small random requests in write-intensive workloads.

I/O Scheduler – Variable Parameters: LPAR hypervisor, EXT4 file system,
{CFQ, deadline, noop} scheduler, 1280MB & 150GB file set.

As the standard scheduler in Linux distributions, CFQ incorporates a so-
called elevator mechanism reordering I/O-requests to minimize disk seek times.
Figure 8 illustrates the relative differences in terms of observed response time
and throughput between the noop (used as reference) and CFQ I/O schedulers,
the top two charts for a file set size of 1280MB, the bottom ones for 150GB. The
scheduler queues (especially small) read-requests longer if less write-requests are
in the queue, trying to reorder requests and to merge small requests into larger
ones. However, while this optimization is important for regular disks and disk
arrays, in this tiered environment, this scheduling shows drastic performance
degradation. Even if the cache is fully utilized and the response time of random



74 Q. Noorshams, S. Kounev, and R. Reussner

100%/0%
 Read/Write

80%/20%
 Read/Write

50%/50%
 Read/Write

20%/80%
 Read/Write

0%/100%
 Read/Write

4KB, Random, Read
32KB, Random, Read
4KB, Sequential, Read
32KB, Sequential, Read
4KB, Random, Write
32KB, Random, Write
4KB, Sequential, Write
32KB, Sequential, Write

R
e

la
tiv

e
 R

e
sp

o
n

se
 T

im
e

−
0

.2
−

0
.1

0
.0

0
.1

0
.2

0
.3

(a) RT Differences

100%/0%
 Read/Write

80%/20%
 Read/Write

50%/50%
 Read/Write

20%/80%
 Read/Write

0%/100%
 Read/Write

4KB, Random, Read
32KB, Random, Read
4KB, Sequential, Read
32KB, Sequential, Read
4KB, Random, Write
32KB, Random, Write
4KB, Sequential, Write
32KB, Sequential, Write

R
e

la
tiv

e
 T

h
ro

u
g

h
p

u
t

−
0

.0
6

−
0

.0
4

−
0

.0
2

0
.0

0
0

.0
2

0
.0

4
0

.0
6

0
.0

8

(b) TP Differences

Fig. 6. Relative Performance Overhead of z/VM hypervisor
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Fig. 7. Relative Performance Differences of EXT4 and XFS File System

read-requests in write-intensive workloads is slightly decreased, the throughput
is significantly reduced with this scheduler.

The deadline scheduler assigns deadlines to requests in order to avoid request
starvation. Interestingly, in our environment, it exhibited almost no performance
differences (less than 5%, mostly less than 1%) to the noop scheduler, therefore,
the results are omitted for brevity.

4.3 Discussion

Summarizing themeasurement results, the conclusions fromour analysis aremani-
fold. In our tiered storage environment, theworkload is subject to optimization and
queueing in the storage system. The applied read aheadmechanisms (i.e., publicly
available caching algorithms) improve performance significantly for requests with
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Fig. 8. Relative Performance Differences of noop and CFQ Schedulers

certain access pattern (e.g., sequential). However, the increased queueing of se-
quential read-requests impairs the response time on fully cached data considerably
while still achieving equal throughput of sequential and random requests. More
specifically, the response time is highly dependent on the read/write ratio. For
fully cacheddata, sequential read-requests have considerablyhigher response times
under a higher write-request fraction. However, the performance of sequential re-
quests is approximately stable and independent of the file set size. Considering
the hypervisor, z/VM introduces very low virtualization overhead.More generally,
while the EXT4 file system is very widespread being the de facto standard for Linux
systems, the XFS file system showed to be beneficial for sequential reads in terms
of response time. In terms of throughput, XFS is beneficial for big requests in read-
intensiveworkloads and for randomread- andwrite-requests for balancedandwrite-
intensive workloads. Furthermore, while the noop and the deadline I/O scheduler
showed to perform equally well in our environment, the CFQ scheduler impaired
performance drastically.
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Table 2. Linear Regression Depending on Type (Read or Write) Proportion

(a) Response Time (file set: 1280MB)

Size Access Type R2

4KB Random Read 0.29346
32KB Random Read 0.03769
4KB Sequential Read 0.92605
32KB Sequential Read 0.93349
4KB Random Write 0.69652
32KB Random Write 0.9537
4KB Sequential Write 0.81183
32KB Sequential Write 0.94942

(b) Throughput (file set: 1280MB)

Size Access Type R2

4KB Random Read 0.96063
32KB Random Read 0.98413
4KB Sequential Read 0.95726
32KB Sequential Read 0.98101
4KB Random Write 0.9785
32KB Random Write 0.93358
4KB Sequential Write 0.98546
32KB Sequential Write 0.93377

(c) Response Time (file set: 150GB)

Size Access Type R2

4KB Random Read 0.98003
32KB Random Read 0.96287
4KB Sequential Read 0.99828
32KB Sequential Read 0.925
4KB Random Write 0.89803
32KB Random Write 0.94982
4KB Sequential Write 0.99879
32KB Sequential Write 0.99711

(d) Throughput (file set: 150GB)

Size Access Type R2

4KB Random Read 0.97489
32KB Random Read 0.95248
4KB Sequential Read 0.96628
32KB Sequential Read 0.99029
4KB Random Write 0.99323
32KB Random Write 0.98821
4KB Sequential Write 0.98905
32KB Sequential Write 0.93505

5 Regression-Based Storage Performance Modeling

In order to effectively extract storage performance models, we apply linear regres-
sion using the read/write ratio as independent and the performance as dependent
variables. The aim is to approximate the performance of mixed workloads. This
analysis is applied once for a 1280MB and a 150GB file set respectively. The
further system configurations are set to LPAR hypervisor, noop I/O scheduler,
and EXT4 file system.

For a 1280MB file set, Table 2a and Table 2b show the coefficient of determina-
tion R2 for linear regression models of the system performance when varying the
proportion of the operation type. For the response time, sequential read-requests
and 32KB write-requests exhibit a strong linear fit. For the throughput, all work-
loads exhibit a strong fit. In these cases, the linear performance model show to
be effective approximations of the real performance. For random read requests
and small write requests, we reason that the request queueing and scheduling in
the storage system predominate the response time if the file set is fully cached.
Therefore, the linear regression models fit nicely unless considering the pure
workload for these scenarios, cf. Figure 4a.

For a 150GB file set, the result in Table 2c and Table 2d show to effectively ap-
proximate response time and throughput of workloads for varying read/write ra-
tios. Even though there is one lowerR2 value, the approximation is still acceptable.

6 Related Work

Many general modeling techniques for storage systems exist, e.g., [6,7,8], but they
are only shortly mentioned here as our work is focused on virtualized environ-
ments. The work closely related to the approach presented in this paper can be
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classified into two groups. The first group is focused on modeling storage perfor-
mance in virtualized environments. Here, Kraft et al. [2] present two approaches
based on queueing theory to predict the I/O performance of consolidated vir-
tual machines. Their first, trace-based approach simulates the consolidation of
homogeneous workloads. The environment is modeled as a single queue with mul-
tiple servers having service times fitted to a Markovian Arrival Process (MAP).
In their second approach, they predict storage performance in consolidation of
heterogeneous workloads. They create linear estimators based on mean value
analysis (MVA). Furthermore, they create a closed queueing network model,
also with service times fitted to a MAP. In [9], Ahmad et al. analyze the I/O
performance in VMware’s ESX Server virtualization. They compare virtual to
native performance using benchmarks. They further create mathematical models
for I/O throughput predictions. To analyze performance interference in a virtu-
alized environment, Koh et al. [10] manually run CPU bound and I/O bound
benchmarks. While they develop mathematical models for prediction, they ex-
plicitly focus on the consolidation of different types of workloads, i.e., CPU
and I/O bound. By applying an iterative machine learning technique, Kundu
et al. [11] use artificial neural networks to predict application performance in
virtualized environments. Further, Gulati et al. [3] present a study on storage
workload characterization in virtualized environments, but perform no perfor-
mance analysis.

The second group of related work deals with benchmarking and performance
analysis of virtualized environments not specifically targeted at storage sys-
tems. Hauck et al. [12] propose a goal-oriented measurement approach to deter-
mine performance-relevant infrastructure properties. They examine OS scheduler
properties and CPU virtualization overhead. Huber et al. [13] examine perfor-
mance overhead in VMware ESX and Citrix XenServer virtualized environments.
They create regression-based models for virtualized CPU and memory perfor-
mance. In [14], Barham et al. introduce the Xen hypervisor comparing it to a
native system as well as other virtualization plattforms. They use a variety of
benchmarks for their analysis to quantify the overall Xen hypervisor overhead.
Iyer et al. [15] analyze resource contention when sharing resources in virtualized
environments. They focus on measuring and modeling cache and core effects.

7 Conclusions

We presented a detailed analysis of the performance-influencing factors of I/O-
intensive applications in virtualized environments. Our analysis and evaluation
is based on a real world deployment of the state-of-the-art virtualization tech-
nology of the IBM System z and the storage system IBM DS8700 used in a
controlled testing environment. Our multi-tiered storage environment consists
of storage caches and RAID arrays and is representative for any virtualized
storage environment.

By analyzing our environment, we first systematically identified the relevant
storage-performance-influencing factors of I/O-intensive applications in virtu-
alized environments. We modeled the factors using hierarchical feature trees
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and organized them by workload, operating system, and hardware. The models
were of general nature and not specific to the considered environment. Second,
we proposed a generic workload and benchmarking methodology and applied
it to our environment in order to quantify the impact of the relevant storage-
performance-influencing factors. We showed especially high performance influ-
ence of the read/write ratio in the workload and the CFQ I/O scheduler in the
system configuration. Finally, we effectively extracted performance models based
on linear regression for predicting the performance of varying read/write re-
quests. Throughput of requests was approximated very well. Regarding response
time, sequential reads and big writes were approximated well for a cached file
set and almost all requests were approximated well when the file set size was
larger than the cache size.
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Abstract. We present a new version of the time-parallel simulation
with fix-up computations for monotone systems. We use the concept
of monotony of a model related to the initial state of the simulation to
derive upper and lower bounds of the sample-paths. For a finite state
space with some structural constraints, we prove that the algorithm pro-
vides bounds at the first step. These bounds are improved at every fix-up
computation steps leading to a natural trade-off between accuracy of the
simulation results and efficiency of the parallel computations. We also
show that many queueing networks models satisfy these constraints and
show the links with the monotone version of the Coupling From The Past
technique.

1 Introduction

In a Time Parallel Simulation (TPS in the following), we consider a decomposition
of the time axis and we perform the simulations on time intervals in parallel (see
[13] chap. 6 and references therein). Afterwards the resulting parts of the path are
combined to build the overall sample-path. It is known for a long time that TPS
has a potential to massive parallelism [18]. Indeed as the number of logical pro-
cesses is only limited by the number of times intervals which is a direct consequence
of the time granularity and the simulation length, one can expect to efficiently use
a large number of processors. This is much easier than the space decomposition
approach, in which a grouping of state variables into subsets is assigned to par-
allel processors. These processors exchange messages about the scheduling of the
future events to avoid temporal faults (conservative approach) or to correct them
(opportunistic technique). Unfortunately the spatial decomposition approach has
a limited parallelism and has in general an important overhead due to this syn-
chronization of future events. Similarly, TPS may exhibit space faults: the final
and initial states of adjacent time intervals do not necessarily coincide at interval
boundaries, possibly resulting in incorrect state changes.

While both techniques may exhibit faults we need to correct, we advocate
that TPS is easier to fix. Indeed, many properties of stochastic models help to
handle efficiently these space faults exhibited by TPS. For instance, the parallel
prefix computation technique [15] shows how to organize the computation on
parallel processors when the simulation is based on the iterative application of
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an associative operator. Otherwise, the regeneration theory [17], the forecasting
of some points of the sample path [13], or the fast mixing property [18] to
correct a guessed initial state during some some fix-up computations steps allow
to have correct initial states at the beginning of the time-intervals, after some
computations. When the parallel prefix technique does not apply the efficiency
of TPS depends on our ability to guess the state of the system to initialize
the simulation or to efficiently correct the initially guessed states when they
are wrong to finally obtain a consistent sample-path after a small number of
trials. We have previously introduced two properties of the model both related
to monotony (inseq-monotony in [7] and hv-monotony in [6,9]), to increase this
ability. In our approaches, the simulation model is seen as a deterministic black
box with an initial state and one input sequence which computes one output
sequence. All the randomness of the model is stored in the input sequence.

We define some orderings on the sequences and the states. A model is mono-
tone when it preserves the ordering. If this property holds, we have proposed
in [6,7] new approaches to improve the efficiency of TPS to compute an upper
or a lower bound of the true output sequence. In performance evaluation or re-
liability studies, we must typically prove that the systems satisfy some quality
of service requirements. Thus, it is sufficient to prove that the upper bound (or
lower bound, depending on the measure of interest) of the output sequence satis-
fies the constraint. A bound is a much better information than an approximation
which can be computed in a TPS approach when one does not fix the spatial
faults [16].

Here we further develop the ideas presented in [6,9] and present some new
algorithms for speculative computations and some numerical results. We show
how we can build a sample-path for a bound of the exact simulation using
some simulated parts and ordering relations without some of the fix-up phases
proposed in [18]. The hv-monotony concept is related to the stochastic monotony
to compare stochastic processes [10], to the non crossing property [1], and the
event monotony which is the main assumption for the monotone Coupling From
The Past algorithm for perfect simulation [19].

The technical part of the paper is organized as follows. The next two sections
are used to introduce the basic knowledge about monotony of simulation models
and the fix-up approach for TPS. In section 2, we define the comparison of
sequences, the event monotony and the hv-monotony defined in [6,9]). Then, in
Section 3, we give an algorithmic presentation of Nicol’s approach of TPS with
fix-up computation phases and the computation of bounds we have previously
introduced for hv-monotone systems in [12]. Here we propose to compute upper
and lower bounds at the same time. We also show that when these two bounds
couple, we obtain an exact result. Thus our new algorithm is much more accurate
than the other approaches we have previously published. In Section 4, we first
present the new algorithm based on coupling and we explain why it allows more
speed-up than the other techniques. Finally we present in Section 5 a simple
example to illustrate the approach and show it is efficient to compute the sample-
path in parallel.
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2 A Brief Introduction for Monotone Models in
Simulation

We define a simulation model as an operator on a sequence of parameters (typ-
ically the initial state) and an input sequence (typically inter arrival times and
service times) which produces an output sequence (typically the state of the sys-
tem or a reward) [7]. LetM be a simulation model. It is initialised with a state
vector a and it receives an input sequence I to compute an output sequence
O. This is written as O = M(a, I). As usual, an operator is monotone iff its
application on two comparable inputs provides two output sequences which are
also comparable. We have used the following point ordering (denoted as �p in
[7], but various orders are possible. This particular order is interesting, because
it implies an easy comparison on the rewards computed on the output sequences
as mentioned by Property 1.

Definition 1. Let I1 and I2 be two sequences with length n. I(m) is the m-th
element of sequence I. I1 �p I2 if and only if I1(t) ≤ I2(t) for all index t ≤ n.

Property 1. Assume that the rewards are computed with function r applied on
state O(t) at time t. If the rewards are non negative, then:

O1 �p O2 =⇒ R(O1) =
∑

t

r(t, O1(t)) ≤ R(02) =
∑

t

r(t, O2(t)).

Many rewards such as moments and tails of distribution are non negative.

We have defined two properties which allows to compare the outputs of a simu-
lation model when the change the input sequence (inseq-montone) or the initial
state of the simulation (hv-monotone). In the context of queueing networks for
instance, this will describe how evolve the sample-path of the population when
we change the arrivals (inseq-monotony) or the initial population in the queue
(hv monotony). We consider two arbitrary orderings �α and �β .

Definition 2 (inseq-monotone Model). Let M be a simulation model, M
is input sequence monotone (or inseq-monotone in the following) with respect
to orderings �α and �β if and only if for all parameter sequence a and input
sequences I and J such that I �α J , then M(a, I) �β M(a, J).

Definition 3 (hv-monotone Model). Let M be a simulation model, M is
monotone according to the input state or hidden variable (hv-monotone in the
following), with respect to orderings �α and �β, if and only if for all parameter
sets a and b such that a �α b, then M(a, I) �β M(b, I) for all input sequences
I.

We use in the following an event representation of the simulation model. Events
are associated with transitions. Let ev be an event in this model and let x be a
state, we denote by ev(x) the state obtained by application of event ev on state
x. It is more convenient that some events do not have any effect (for instance the
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end of service event on an empty queue will be a loop). The monotony property
has already been defined for events and it is the key idea to design the monotone
version of the Coupling From The Past algorithm [19].

Definition 4 (event -monotone). An event ev is monotone if its probability
does not depend on the state and for all states x and y, x � y implies that
ev(x) � ev(y).

We have proved in [12] that stochastic monotony of Discrete Time Markov
Chains and event monotonyv implies hv-monotonicty of the simulation model
when the state space is fully ordered. Note that hv-monotony or inseq-monotony
do not imply strong stochastic monotony in general. It is worthy to remark
that increasing the initial state does not in general result in an upper bounding
sample-path as shown in Example 2. We first begin to recall the theorem proved
in [12] and we illustrate the results with some examples.

Theorem 1. We consider a state space endowed with a partial ordering. If the
simulation model is event-monotone and if the output of the simulation at time
t consists in the state at that time, then the simulation model is hv-monotone.

Example 1 (DTMC). Consider stochastic matrix M1 defined by:

M1 =

⎡⎢⎢⎣
0.1 0.1 0.7 0.1
0.1 0.1 0.2 0.6
0.0 0.1 0.3 0.6
0.0 0.0 0.1 0.9

⎤⎥⎥⎦ .

We find an event representation of this DTMC as shown in [8]:

M1 =

⎡⎢⎢⎣
e5 e4 e2 + e3 e1
e5 e4 e3 e1 + e2
0.0 e5 e3 + e4 e1 + e2
0.0 0.0 e5 e1 + e2 + e3 + e4

⎤⎥⎥⎦ ,

with Pr(e1) = 0.1, Pr(e2) = 0.5, Pr(e3) = 0.2, Pr(e4) = 0.1 and Pr(e5) =
0.1, Assume the natural ordering on the integers. Clearly this representation is
event monotone. Assume that the output of the model is the state of the Markov
chain at each step and that the hidden variable is the initial state of the chain.
Further assume a point ordering on the output sequence. Therefore the theorem
state that for any input sequence:M1(1, I) �p M1(2, 1). Consider the following
input sequence of probability (0.15, 0.65, 0.3, 0.02, 0.98) which gives the following
sequence of events by an inverse transform method I = (e2, e3, e2, e1, e5). We
easily obtainM1(1, I) = (3, 3, 4, 4, 3) andM1(2, I) = (4, 4, 4, 4, 3) Note also that
both simulations have coupled at time 3 on state 4.

Example 2 (DTMC 2). Consider matrix M2 =

⎡⎢⎣ 0.1 0.2 0.6 0.1
0.2 0.1 0.1 0.6
0.0 0.1 0.3 0.6
0.2 0.0 0.0 0.8

⎤⎥⎦. It is not

st-monotone as row 2 is not stochastically smaller than row 1. Assuming an
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input sequence equal to I = (0.15, 0.5, 0.15), we obtain that M2(1, I) = (2, 4, 1)
andM2(2, I) = (1, 3, 3). Clearly the two vectors cannot be compared with the �p

ordering as the sample-paths cross each other.

3 Fast Parallel Computation of Bounds of an
Hv-Monotone System with TPS

We now present the approach proved in [12] to obtain bounds for the simulation
of an hv-monotone system. As usual with many TPS techniques, we first divide
the time interval [0, T ) into K equal sub-intervals [ti, ti+1] with t1 = 0 and
tK+1 = T . K is the number of processors and each processor is assigned to
the computation of the sample-path for one of these sub-intervals. Without loss
of generality, we assume that for all i between 1 and K, logical process LPi

simulates sub- interval [ti, ti+1]. Let X(t) be the state at time t during the exact
simulation obtained in a centralised manner. The aim is to build a bound of X(t)
for t in [0, T ) through an iterative distributed algorithm. For a more detailed
presentation of the difference with the classical approach where one compute
exact results instead of bounds [18], see [12].

We now assume till the end of the paper that the system is hv-monotone.
The initial state of the simulation a is known and is used to initialise LP1. In

the other logical processes, the initial state is chosen at random or using some
heuristics mentioned in [12]. Then the simulations are ran in parallel and the
parts of the sample-path are obtained.

To be more precise, we need some notation. Let Y i
j (t) be the state of the

system at time t obtained during the j-th iteration of logical process LPi. When
the simulation of the time intervals are completed, the ending states of each
simulation (i.e. Y i

1 (ti+1)) are obtained. We can now check if the results obtained
at the and of LPi are consistent with the previous initialisation of LPi+1 (i.e.
we compare Y i

j (ti+1) and Y i+1
j−1 (ti+1)). In the original approach [18], both states

must be equal and part i must be consistent to prove that part LPi+1 is consis-
tent. In our approach when we compute a lower bound, we just have to check
that the final point of LPi is larger than the initial point of LPi+1. Due to the
hv-monotone property, this proves that the part computed by LPi+1 will be a
lower bound of the exact sample-path if LPi is exact or is a lower bound of the
exact sample-path. The consistency test is therefore much easier and we need less
iterations until we obtain a complete sequence of consistent parts. Remember
that we need such a complete sequence of consistent parts to build a consistent
sample-path.

Suppose that the parts are not consistent, we must run a new set of paral-
lel simulations for the inconsistent parts using Y i

j (ti+1) as starting point (i.e.
Y i+1

j+1 (ti+1) ← Y i
j (ti+1)) of the next run on logical process LPi+1. These new

runs are performed with the same sequence of random inputs. Indeed, using the
same input sequence may speed up the simulation due to coupling. Suppose now
that for some t, we find that the new point Y i

k (t) is equal to a formerly computed
point Y i

m(t). As the input sequence is the same for both runs, both sample-paths



Tradeoff between Accuracy and Efficiency in the TPS of Monotone Systems 85

have now merged. Thus it is not necessary to build the new sample-path. Such
a phenomenon is defined as the coupling of sample-paths. It is important to re-
mark that the coupling of the sample-paths is not necessary for the proof of the
TPS but it reduces the number of rounds before the whole simulation becomes
coherent.

time

P1            P2             P3               P4              P5

A

B

Fig. 1. TPS and bounds of the sample-path for an hv-monotone model

Note that the simulations are ran until all the parts are consistent. After
each step, the number of consistent sample-paths will increase and the efficiency
of the approach is related to the number of consistent parts at each step. It
is clear that at the end of the first run, the simulation performed by LP1 is
consistent. Similarly by induction on i, at the end of round i, LPi is consistent.
It is the worst case we may obtain, and in that case the time to perform the
simulation in parallel is equivalent to the time in sequential. Thus, the number
of rounds before the whole simulation is consistent is smaller than the number of
LP . Clearly computing a bound instead of the exact path leads to an increased
number of consistent parts at each step of the simulation. The main result is
stated in Theorem 2 and its proof (see [12]) is merely based on the transitivity
of the order In Fig. 1, we have depicted two runs in a traditional TPS. The first
run is in black lines, while the second is drawn in red doted lines. After the first
run, we have obtained a lower bound of the exact sample path. The coupling is
obtained during the second run to get an exact result.

Let us now give an algorithmic description of the approach. The computation
efforts is distributed among the logical processes LPi (i = 1..K) which perform
simulations and a Master process which must check the consistency of the partial
sample-paths. The first logical process in charge of the simulation of the first
time interval slightly differs for this general pseudo-code: Y 1

1 (t1) is equal to a
the initial state of the whole simulation (see [11] and [12] for a more detailed
presentation of these algorithms).
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——————————————– Algorithm LPi ————————————–

1. k ← 0. Read in shared memory input sequence I(t) for all t in [ti, ti+1[.
2. Y i

1 (ti)← Random.
3. Loop

(a) k++.
(b) Perform run k of Simulation with Coupling on the time interval [ti, ti+1[

to build Y i
k (t) using input sequence I(t).

(c) Send to the Master: the state Y i
k (ti+1).

(d) Receive from the Master: Consistent(i) and a new initial state U .
(e) If not Consistent(i) Y i

k+1(ti)← U .

4. Until Consistent(i).
5. ∀t ∈ [ti, ti+1[, X(t)← Y i

k (t) and write X(t) in shared memory.

—– Algorithm Master for Computation of an Upper Bounding sample-path —–

1. For all i Consistent(i) ←False.
2. Consistent(0) ← True; LastConsistent ← 0 ; k ← 0.
3. Loop

(a) k++.
(b) For all i, if not Consistent(i) Receive from LPi the state Y i

k (ti+1).
(c) Y 0

1 (t1)← Y 1
1 (t1).

(d) i← LastConsistent.
(e) Loop

i) i++;
ii) if (Y i

k (ti) = Y i−1
k (ti)) and Consistent(i-1) then Consistent(i)← True;

iii) elsif (Y i
k (ti) > Y i−1

k (ti)) and Consistent(i-1) then Consistent(i) ←
True;

(f) Until (not Consistent(i)) or (i>K);
(g) LastConsistent ← i− 1.
(h) For all i send to LPi Consistent(i) and the state Y i−1

k (ti).

4. Until LastConsistent = K.

——————————————————————————————————–

Theorem 2. Assume that the simulation model is hv-monotone, the new ver-
sion of the Master for the TPS algorithm makes the logical simulation processes
build a point-wise upper bound of the sample-path faster than the original ap-
proach. Furthermore the number of runs is smaller than in the traditional ap-
proach.

In the next section, we show we can further improve the efficiency using the
envelope technique.
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4 Fast Parallel Computation of Bounds with TPS Based
on Coupling

We assume that the state space is endowed with a partial ordering denoted
�α. We assume that the model is hv-monotone for the point ordering on the
sequences and that the output of the model is the state at time t. We use the �α

ordering to compare states. The main constraint of the approach is the existence
of two states denoted as MinState and MaxState which are smaller (resp. larger)
than all other states in the state-space.

We use the following idea: if two paths beginning at MinState and MaxState,
and using the same input sequence I, have coupled, then any sample-path based
on sequence I will also give the same ending point for the simulation of the
time-segment. We build two sample-paths in any time segment (except the first
one) and these paths begin these extremal states: MinState and MaxState. A
typical first run of this new version of TPS is depicted in Fig. 2. One can observe
a coupling of the two sample-paths for LP3.

This envelope technique associated to event monotone models is the basis
for the monotone version of the Coupling From The Past technique for perfect
simulation (see for instance [19] for the initial idea and [3] for a new approach).
It has also been proposed in [1] to obtain an approximation of the sample path
when their own definition of monotony does not hold.

time

P1            P2             P3               P4              P5

A3

Fig. 2. TPS and Coupling of bounds of the sample-path for an hv-monotone model:
first run

When the coupling occurs during the simulation at LPi, the remaining part
of the sample paths is independent of the initial state. Therefore the ending
state of the segment computed at LPi is exact and we can use it to obtain a
correct sample-path of LPi+1 during the next run. The main advantage of this
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new approach is that we can obtain a consistent segment for LPi+1 even if LPi

is not consistent. Such a result was not true with the previous approaches. In
all the algorithms proposed so far, the consistency of LPi+1 requires that LPi

must be consistent. To take advantage of this new property, the logical processes
receive a status which can have the following values:

– "Consistent": the first state and the last state of the segment of the sample-
paths are correct. By construction, the path between these two points is also
correct.

– "AlmostConsistent": the first state is correct while the last state is not.
– "Coupled": the first state is unknown but as we have built upper and lower

bounding paths which have coupled, the ending state is correct.
– "Bound: the first states and the last states are lower and bounds of the exact

results.

time

P1            P2             P3               P4              P5
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Fig. 3. TPS and Coupling of bounds of the sample-path for an hv-monotone model:
run number two

At the beginning of the simulation, the status of LP1 is "AlmostConsistent"
while other logical processes receive a status equal to "Bound". At the end of
each run, the Master process modifies the status of each LP according to the
results of the run and the former status of the LP and its neighbour. The Master
uses the following rules to change the status and control the LP.

1. Once the status of LPi is "Consistent", it remains "Consistent" until the
end, and LPi does not perform any new run.

2. If the former status of LPi was "AlmostConsistent", the next simulation on
LPi builds a single path beginning with the initial state provided by LPi−1

and the status becomes "Consistent".
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3. If the former status of LPi was "Bound", and we observe that the two upper
and lower bounding simulations have coupled during the run, the status
becomes "Coupled".

4. If the status of LPi−1 at time t is "Consistent", and the status of LPi is nor
"Consistent", neither "AlmostConsistent", the status of LPi is changed to
"AlmostConsistent" and the final state of LPi−1 is used as a starting state
for the next run on LPi.

5. If the status of LPi−1 at time t is "Coupled", and the status of LPi is not
"Consistent", the status of LPi is changed to "AlmostConsistent" and the
final state of LPi−1 is used as a starting state for the next run of LPi.

————————- Algorithm LPi for Coupling and Bounds ————————–

1. k ← 0. Read in shared memory input sequence I(t) for all t in [ti, ti+1[.
2. Loop

(a) k++.
(b) Receive from the Master, Status(i) and two new initial states L (for

sequence Y ) and U (for sequence Z)
(c) Perform run k of Simulation with Coupling on time interval [ti, ti+1[ to

build Y i
k (t) using input sequence I(t)

(d) If Status(i) �= "AlmostConsistent", then Perform run k of Simulation
with Coupling on time interval [ti, ti+1[ to build Zi

k(t) using input se-
quence I(t)

(e) Send to the Master, the states Y i
k (ti+1) and Zi

k(ti+1) if it has been com-
puted

3. Until EndingCondition.
4. ∀t ∈ [ti, ti+1[, write Y i

k (t) and Zi
k(t) in shared memory.

————————– Algorithm Master for Coupling and Bounds ——————

1. Statuts(1)= "AlmostConsistent"; For all i > 1, Status(i)="Bound"; k ← 0.
2. L1 = a; U1 = a. For all i > 1, Li ←MinState and Ui ←MaxState;
3. Loop

(a) k++.
(b) For all i, if Status(i) �= "Consistent", then send to LPi, Statuts(i) and

the states Li and Ui.
(c) For all i, if Status(i) �= "Consistent", then receive from LPi the states

Y i
k (ti+1) and Zi

k(ti+1).
(d) For all i such that Status(i) �= "Consistent" do

i. If Status(i)= "AlmostConsistent" then Status(i)= "Consistent"
ii. Else If Y i

k (ti+1) = Zi
k(ti+1) then Status(i)= "Coupled";

iii. If Status(i-1)= "Consistent" then Status(i)= "AlmostConsistent".
iv. If Status(i-1)= "Coupled" then Status(i)= "AlmostConsistent".

(e) For all i such that Status(i) �= "Consistent" do
i. Li ← Y i−1

k (ti)
ii. If Status(i)�= "AlmostConsistent" then Ui ← Zi−1

k (ti).
4. Until EndingCondition.

——————————————————————————————————–



90 J.M. Fourneau and F. Quessette

Theorem 3. This algorithm computes at each step a bound of the sample path.

Proof: It is clear to the hv-monotone assumptions that, at the end of the first
run, the two paths Y and Z provides respectively a lower bound and an upper
bound of the exact sample-path. The transitions rules show that some part of
the simulation are correct while the other parts give upper and bounds because
they are sample paths initialized with extremal points and using the same input
sequence I as all the simulations during these time segments. 	

The other advantage of this method is the convergence time. First at any time one
can stop the algorithm and obtain upper and lower bounds. Second, the results
improve with any new run, because parts which are "AlmostConsistent" become
"Consistent", while the parts with status "Bounds" have improved the accuracy
of their results. Finally, the time to obtain a correct answer decreases as soon
as the first coupling occurs. Indeed, if LPi becomes consistent at run t, LPi+1

becomes consistent at run t + 1. Therefore the estimated time decreases with a
slope equal to one during this first phase. When the first coupling occur, we now
have another LP which is consistent and which is not in the neighborhood of
the other consistent LP . Therefore we now have two streams of consistent parts.
We define the estimated time to obtain a correct sample path as the maximal
number of consecutive LP which are not consistent. When coupling occurs, this
number decreases very quickly (see example below) because of these number of
streams used to propagate the consistency.

5 A Network of M/M/B/B Queues

It is known for a long time that many queueing networks exhibit some properties
related to monotony [14]. One of the most interesting set of monotone models
is described as networks of queues with index based routing (see [20] for a de-
scription and for a perfect simulation algorithm for these networks). In [20], the
following property is given:

Property 1. If the indices used by index routing are non decreasing functions of
the states, then the routing strategies are event monotone.

Combined with Theorem 1, this last property implies that many models are hv-
monotone (see also [11]). For instance, the following routing strategies are event
monotone:

– Jump the shortest queue.
– Jump the shortest response time queue.
– Route to the first available queue in an ordered list.
– Blocking between i and j: a simplest version of the previous strategy using

list of size 2.
– Jump over blocking: a simplified version of the third item.

We first consider a single M/M/B/B queue to find the distribution of the cou-
pling time. In Fig. 5, we have plotted the average time for coupling versus the
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Fig. 4. Average number of events before coupling versus the arrival rate in a
M/M/100/100

Fig. 5. Distribution of the number of events before coupling for a single M/M/100/100
when the load=0.8
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arrival rate. The service rate is 1. Clearly the expected time before coupling is
smaller at light load and at heavy load. The worst case is roughly at a load of
0.8. We will keep this load in the following to look at the performance of the
method in a worst case scenario. We have also measured the distribution of this
number of events before coupling. In Fig. 5, we have depicted such a distribution
for a load equal to 0.8. Based on these numerical results we have chosen a time
interval equal to 600 events for the length of the time segment.

Fig. 6. Estimated Time to obtain a correct simulation versus simulation time

We now report in Fig. 6 the evolution of the estimated time to obtain an exact
simulation versus the number of runs. We analyze a network of 5 M/M/B/B
queues with losses.

The topology is a directed cycle with probability equal to 0.8 to continue in
the cycle and 0.2 to leave the network at each queue (see Fig. 5). The service
rate is equal to 1., the load is equal to 0.8. At the beginning of the distributed
simulation, we do not observe coupling. Therefore the expected time to complete
the simulation with an correct result decreases by one at each run. Indeed at the
end of the first run, the first time segment is consistent and as we do not observe
any coupling of the bounding paths, all the other LPs are still in state "Bounds".
During the first runs, until the first coupling, one more segment becomes consis-
tent after each run. When the first couplings occurs, we obtain several streams.
Thus the estimated time is almost halved. Fig. 8 shows the number of consistent
LP . It is also observed that as soon as the couplings occur (i.e. at runs 7 and 8),
almost all the LP become consistent in a few runs. Both figures show that the
coupling of the bounding paths have a large impact on the convergence speed of
the algorithm.
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Fig. 7. The topology of the example

Fig. 8. Number of consistent LPs versus runs

6 Conclusion

Clearly the coupling time of the model plays an important role in the efficiency
of our approach. Thus we have to further explore the theoretical and empiri-
cal issues on that domain to improve the results obtained in [4,2] for monotone
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queueing network. For instance we are working on Petri nets and Stochastic Au-
tomata Networks to obtain for some families of models a bound on the coupling
time or an estimate of the average coupling time.

We also have to implement our algorithms on a GPU card to validate the
approaches. We hope to present experimental results very soon.

We are also working on the design a completely different technique based
on an algorithm recently proposed [3], which proposes an extended definition of
monotony and allows many new interesting results. Again we advocate that some
qualitative properties such as monotony are useful to speed up the computations
or to reorganise them on a multi-core computer.

Finally note that computing bound of rewards to check some logical conditions
is a typical approach in stochastic model checking [5] and we want to further
test pour method in that domain..
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Abstract. Approximate Markov chain aggregation involves the con-
struction of a smaller Markov chain that approximates the behaviour
of a given chain. We discuss two different approaches to obtain a nearly
optimal partition of the state-space, based on different notions of ap-
proximate state equivalence.

Both approximate aggregation methods require an explicit representa-
tion of the transition matrix, a fact that renders them inefficient for large
models. The main objective of this work is to investigate the possibility
of compositionally applying such an approximate aggregation technique.
We make use of the Kronecker representation of PEPA models, in or-
der to aggregate the state-space of components rather than of the entire
model.

1 Introduction

Markov chains have been used for many years for exploring the dynamic proper-
ties of systems that exhibit stochastic behaviour. They are supported by a great
variety of techniques to obtain the steady-state and the transient probability dis-
tributions of such models. Many modelling formalisms generate Markov chains
given some high-level description of the system. Unfortunately, even apparently
simple models can generate extremely large state-spaces, a problem known as
state-space explosion.

State-space aggregation can be an effective way to reduce the complexity of
large Markov models. Aggregated models feature a reduced number of states, a
fact that can accelerate transient and steady-state analysis techniques. Aggre-
gation can be either exact or approximate. Exact aggregation of a Markov chain
involves constructing a model with a smaller number of states that exhibits be-
haviour identical to that of the original system. If the original model is lumpable,
then the resulting aggregated model will be a Markov chain as well. In the case
of non-lumpable models, we use a reduced Markov model that approximates the
behaviour of the original system. In this way, the model can be solved efficiently
at the cost of loss of accuracy.

Existing approximate aggregation techniques [7][23][6] typically require the
computation of several eigenvectors of the probability matrix. The great compu-
tational cost of this requirement renders these approaches not particularly pop-
ular in performance modelling. Instead, we take advantage of a compositional
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c© Springer-Verlag Berlin Heidelberg 2013



Compositional Approximate Markov Chain Aggregation for PEPA Models 97

representation of the state-space, in order to apply approximate aggregation
techniques on components rather than the entire system. The resulting reduced
components are then combined to form an overall reduced state-space.

The modelling paradigm which we work with here is the PEPA language
[13], and its Kronecker representation [15] in particular. A PEPA model is rep-
resented as a collection of interacting components, and each one of these has
its own state-space and performs a number of actions that change its internal
state. The global state of the system is expressed in terms of the local states
of the components included. PEPA components can be considered as labelled
continuous-time Markov chains (CTMC). We reduce the state-space of more
than one component at the same time. Intuitively, the more components we
approximate, the greater reduction of the global state-space we can achieve.

In order to partition the state-space of these CTMCs we apply two different
approaches. The first one is a traditional approach which is related to near
complete decomposability (NCD) and the spectral properties of Markov chains.
The second one is a novel method that relies on the notion of quasi-lumpability.
We note that in most cases we make use of the embedded discrete time Markov
chain that is obtained after uniformisation [16].

Related work is outlined in Sect. 2. Section 3 briefly outlines the NCD-based
approach. In Sect. 4 we present our approximate aggregation approach that
is based on quasi-lumpability. In Sect. 5 we describe how approximate aggre-
gation is applied in a compositional setting. Section 6 involves examples that
demonstrate the performance of the two aggregation techniques. Finally, the
conclusions and considerations for future work are summarized in Sect. 7.

2 Related Work

In terms of Markov chains, equivalence is formally described by the notion of
lumpability [17]. As can be seen in [1], given a lumpable Markov chain we can ob-
tain a lumped model which is also a Markov chain having identical transient and
steady-state behaviour. State-space aggregation techniques that rely on this con-
cept typically exploit the structure of some high-level description of the model.
For example in [11], a lumpable partition is obtained by identifying isomorphic
components of a PEPA model. In the general case though, a lumpable partition
might not exist.

Quasi-lumpability, which was introduced in [9], captures approximate
behaviour for Markov models. The term near-lumpability has been used to de-
scribe the same notion in [1], where the concept was generalized towards exactly
and strictly lumpable Markov chains. Since we are interested in nearly ordinar-
ily lumpable Markov models only, we shall use the term quasi-lumpability for
the rest of the paper. Most of the research in the field so far aims at comput-
ing bounds for the state probabilities of quasi-lumpable Markov chains, assum-
ing some partition of the state-space [9][10][8][2]. The computation of bounds
of compositions of Markov chains has also been investigated in the context of
Markov reward models [4] and PEPA [24]. Our goal is to develop a strategy to
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automatically obtain a partition of the state-space that is nearly optimal with
respect to a measure related to quasi-lumpability.

Many existing approximate Markov chain aggregation techniques ([7][6]) rely
on the notion of near complete decomposability (NCD) [3]. By definition, a com-
pletely decomposable Markov chain consists of uncoupled aggregates of states,
which means that a random walk will never transition from one aggregate to
another. This restriction is relaxed for nearly completely decomposable systems,
where the aggregates are almost uncoupled. The relation between the spectral
properties of probability matrices and NCD has been investigated in a number
of works [20][22][12]. In [7], the structure of the eigenvectors has been used to
partition the state-space of reversible Markov chains, in a way that minimizes
the probability of transitioning between partitions. In [23], this framework has
been extended to non-reversible models. In a more recent work [6], a similar
approach for partitioning Markov models has been presented which is based on
information theory.

However, spectral methods are not directly related to the notion of lumpability
which formally captures equivalence between Markov chains. At this point, it is
important to make a clear distinction between nearly completely decomposable
and quasi-lumpable models. A Markov chain is nearly completely decomposable
when there is a very small probability of transitioning from one part of the
system to another, a fact that also implies quasi-lumpability as shown in [5].
In the general case however, a lumpable or a quasi-lumpable model does not
have to be nearly completely decomposable. In this paper, we present results
with respect to both quasi-lumpability and NCD approaches to approximately
aggregate Markov models.

3 Aggregation Based on NCD

3.1 Spectral Segmentation of Markov Chains

Let us consider a reversible Markov chain with probability matrix P and steady-
state distribution π. If Δ = {A1, . . . , Ak} is a partition of the state-space, we
define the probability of the system moving from Ai to Aj in a single step:

Pr(Ai, Aj) =

∑
i∈Ai,j∈Aj

πiPij∑
i∈Ai

πi
(1)

Given a completely decomposable Markov model, we have Pr(Ai, Ai) = 1 and
Pr(Ai, Aj) = 0, ∀i �= j. This means that if the system is within a set of states Ai,
it will never transition out of Ai. This condition is relaxed for nearly completely
decomposable systems, where there is only a small probability of transitioning
between parts of the system.

The eigenstructure of a probability matrix contains information about which
parts of the Markov chain are almost invariant. As can be seen in [7], a probability
matrix P with K invariant aggregates of states will have K eigenvalues that are
equal to 1. It has been shown that states that belong to the same invariant
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set Ai have the same sign-structure when mapped onto the eigenvector that
corresponds to eigenvalue λ = 1. Perturbation analysis that was performed in
[7] shows that this property is mostly preserved for the largest K eigenvectors
for a nearly completely decomposable system as well. Hence, the sign-structure
of the corresponding eigenvectors has been used to identify almost invariant
aggregates of states.

3.2 The Non-reversible Case

One key assumption made in the previous section is that we have a reversible
Markov chain. In order to apply spectral segmentation to non-reversible Markov
chains, we have to construct a reversible chain that approximates the original.
Given some Markov process with probability matrix P and steady-state proba-
bility vector π, its time reversal will have transition matrix P̄ with elements:

P̄ij = Pji
πj

πi
(2)

Of course in the reversible case, P = P̄ . In order to handle non-reversible models,
we could construct a reversible one that shares some properties of the initial
non-reversible Markov model and its time reversal. For instance, we consider the
following process:

P̃ =
P + P̄

2
(3)

In the equation above, P̃ can be thought of as the mean process of the two. It is
trivial to show that P̃ is a stochastic matrix with steady-state distribution π. A
similar approach appeared in [23], where a so-called multiplicative reversibilisa-
tion P̃ = PP̄ has been applied instead. In both cases though, there is an implicit
assumption that the original non-reversible model has properties similar to those
of the corresponding reversible process. This is true up to some extent, as both
models have the same steady-state distribution. Thus, the eigenstructure of P̃
is used to obtain a partition of the state-space of P . Equation (3) implies that
the closer to reversible P is, the better the approximation of its eigenproperties
will be, when using P̃ . However in cases where this is not true, this assumption
could be a significant source of error. This is a consideration we try to investigate
experimentally in Sect. 6.

4 Aggregation Based on Quasi-Lumpability

4.1 A Pseudo-metric Related to Quasi-Lumpability

Given a partitioning of the state-space, lumpability implies that states that
belong to the same class have identical transition probabilities to each of the
partitions. To describe states with approximately similar rather than identical
behaviour, we have to relax this condition. Approximately similar behaviour is
captured by the concept of quasi-lumpability [9]:
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Definition 1 (Quasi-Lumpability). A Markov chain with probability matrix
P will be quasi-lumpable w.r.t. a partition Δ = {A1, . . . , AK} with K equivalence
classes, if for any two classes Ak, Al ∈ Δ, and for any two states i, j ∈ Ak:∣∣∣∣∣ ∑

m∈Al

Pim −
∑
m∈Al

Pjm

∣∣∣∣∣ ≤ ε, ε ≥ 0 (4)

The quantity ε in the equation above corresponds to the maximum difference
between elements that are assigned to the same class. If we consider the transition
probability matrix P of a quasi-lumpable model, this can be represented as
P = P− + P ε, where P− is a lumpable Markov chain and P ε a matrix with
no element greater than the ε quantity of (4). In general, most of the values
of P ε should be zero, while the non-zero elements should be small. As noted
in [1], if ε is sufficiently small, the lumpable model with transition matrix P−

approximates the behaviour of the quasi-lumpable one.
Using (4), we can define a pseudo-metric that captures a kind of similarity

distance between states. If we consider all the equivalence classes A1, . . . , AK ,
we define the following quantity for any two states i, j that belong to the same
equivalence class:

Ei,j =

K∑
l=1

∣∣∣∣∣ ∑
m∈Al

Pim − Pjm

∣∣∣∣∣ (5)

In the equation above, Ei,j will be equal to zero, iff the Markov chain is lumpable
with respect to the partition Δ = {A1, . . . , AK}. Since it is possible that Ei,j = 0
when i �= j, Ei,j is characterized as a pseudo-metric, rather than as a metric.

Hence, the optimal quasi-lumpable partition will be the one that minimizes
the quantity Ei,j for any two states in the same class. However, the value of Ei,j

depends not only on the transition probabilities of states i and j, but also on the
way that the states are distributed across the classes. In other words, a different
partitioning of the state-space will result in a completely different Ei,j quantity
for the very same i and j states. Thus, it is very difficult to design an algorithm
that minimizes Ei,j with respect to the partitioning.

Instead, we show that the pseudo-metric Ei,j is bounded by a proper distance
metric independent of the partitioning. Starting from (5), if we pull the inner
sum out of the absolute value, we will have a larger value:

Ei,j ≤
K∑
l=1

∑
m∈Al

|Pim − Pjm| (6)

It is evident that the sums in the inequality above cover the entire state-space
of the original Markov model. Thus, given that the initial model has N states,
the right-hand side of the inequality above can be written as:

Di,j =

N∑
n=1

|Pin − Pjn| (7)
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which is actually the Manhattan distance in the R
N space defined by the tran-

sition probabilities. To put it differently, we consider the states as N -valued
vectors, where each one of the values is a transition probability to another state.

This shows that Di,j ≥ Ei,j . It is relatively straightforward to apply a cluster-
ing algorithm in order to identify K clusters such that the Manhattan distance
Di,j is minimized for instances that belong to the same cluster. The minimiza-
tion of Di,j will result in small values for Ei,j , and hence for the ε quantity in
(4) as well.

4.2 The Clustering Algorithm

In order to obtain a partitioning of the state-space that minimizes the Man-
hattan distance for states in the same cluster, we have to apply a clustering
algorithm. Such algorithms group the input data into clusters which minimize a
distance metric between data in the same group. Typical clustering techniques,
such as K-means or Expectation-Maximization, start from a randomly-picked
initial solution and they perform a number of iterations until they converge to
some optimum. Typically, multiple runs are required, as the solution obtained
at each run is dependent on the initial randomly-picked solution.

In contrast, spectral clustering [19][21] implies that a dataset is partitioned
depending on the eigenvectors of the Laplacian matrix, rather than on the local
proximities of data-points. Concisely, the K eigenvectors that correspond to the
largest K eigenvalues of the Laplacian are selected. The data is mapped to the
rows of the N × K matrix formed by stacking these eigenvectors as columns.
The clusters of data are well separated in this RK space, meaning that it should
be easy to identify a globally optimal clustering, in contrast to “conventional”
clustering techniques whose solutions are only locally optimal. The algorithm of
our choice is the one proposed by Ng et al in [21].

4.3 Quasi-Lumping

Assuming that we have a nearly optimal partition of the state-space, the next
step is to construct a Markov chain that approximates the original model. Given
some N × N lumpable matrix P with K equivalence classes A1, . . . , AK , we
define the corresponding K ×K lumped matrix P ′ with entries:

P ′
ij =

∑
l∈Aj

Pil (8)

where i, j = 1, . . .K. We define a model to be quasi-lumped with respect to some
matrix P , if it is lumped with respect to some matrix P−, and P = P− + P ε.

According to the definition of lumpability, the sums P ′
ij in (8) for different

states in the same class Ai will be the same. However, in the case of quasi-
lumpable models they will only be approximately the same. The mean value
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is a reasonable approximator for populations characterized by almost the same
value, so we construct the quasi-lumped matrix P̂ with entries:

P̂ij =

∑
k∈Ai

∑
l∈Aj

Pkl

|Ai| (9)

where |Ai| denotes the number of states included in class Ai. It is evident that
in the lumpable case, Equation (9) degrades to (8).

5 Compositional Aggregation

So far, we have discussed two ways to approximately aggregate a Markov chain.
However, neither of these is directly applicable in practice, as they both require
an explicit representation of the generator matrix. Instead, we attempt to reduce
only parts of the model that are going to be combined in a compositional way.

For that reason, we can use a high-level modelling formalism such as PEPA
[13], that enables us to model the system as a collection of cooperating com-
ponents. The idea is to utilize a compositional representation of the underlying
Markov chain of a PEPA model, or more accurately, a compositional represen-
tation of the corresponding generator matrix. This is actually possible by using
the Kronecker form of a PEPA model, where the “global” generator matrix is
defined in terms of the “partial” generator matrices of cooperating components
combined via Kronecker algebra. It should be feasible to produce reduced ver-
sions of such partial generator matrices, and then combine them to obtain an
approximately aggregated state-space.

As shown in [15], the generator matrix Q that corresponds to a PEPA model
can be represented as a Kronecker product of terms in the following way:

Q =

N⊕
i=1

Ri +
∑
a∈A

ra ×
(

N⊗
i=1

Pi,a −
N⊗
i=1

P̄i,a

)
(10)

where

– N is the number of components in the PEPA model.
– A is the set of shared actions.
– Ri is the rate matrix of i-th component based on its individual actions.
– ra is the minimum functional rate of the shared action a over all components.

The term ‘functional rate’ implies that the rate of an action depends on
the state of one or more components. Equivalently, there is a single rate
function rα(C) that describes the apparent rate of action α for each state of
component C. The minimum of the functional rates over all components Ci,
i = 1 . . .N is defined as follows:

rα = min(rα(C1), rα(C2), . . . rα(CN )) (11)

– Pi,a is the probability matrix of the i-th component for the shared action a.
P̄i,a is a diagonal matrix that ensures that the row sums of the corresponding
probability matrix are zero, i.e. it is a valid generator matrix.
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A useful observation regarding (10) is that any component Ci is described by
two transition rate matrices: Ri which depends on its individual actions only,

and R
(coop)
i =

∑
a∈A raPi,a which cannot be determined, since we do not know

the apparent rates of the cooperating components. If the set of shared actions is

relatively small, we can expect that Ri will be much more dense than R
(coop)
i . If

this condition holds, it should be reasonable to apply an approximate aggregation
algorithm to Ri, in order to obtain a nearly optimal partition of this partial
state-space.

This approach could be problematic though, as eliminating a shared action in
a particular component may introduce deadlocks in its behaviour. For example,
consider a component Ci with rate matrices:

Ri =

⎡
⎢⎢⎢⎢⎣

0 0 0 0 2
3 0 6 0 0
0 3 0 0 4
0 0 0 0 0
0 0 0 5 0

⎤
⎥⎥⎥⎥⎦

R
(coop)
i =

⎡
⎢⎢⎢⎢⎣

0 0 3 0 0
0 0 0 0 0
0 0 0 1 0
0 3 0 6 0
0 0 2 0 0

⎤
⎥⎥⎥⎥⎦

In the example above, Ri contains a deadlock at the fourth state, meaning that
there is no non-trivial steady-state distribution overRi in isolation, hence no way
to compute the reversible process needed to apply the NCD-based approach, as
described in Sect. 3.2. To solve this problem, we use the R̂i matrix instead, which
is constructed as in the following example:

R̂i =

⎡
⎢⎢⎢⎢⎣

0 0 ε 0 2
3 0 6 0 0
0 3 0 ε 4
0 ε 0 ε 0
0 0 ε 5 0

⎤
⎥⎥⎥⎥⎦

where ε > 0 is a small rate added to some transition for each shared action.
Hence, if the original PEPA model contains no deadlocks, we can be sure that
R̂i will have no deadlocks either. By doing so, we obtain a partition of the
component’s state-space by using only a part of its behaviour. The ε rates added
are equally distributed and therefore imply ignorance about the shared action
rates.

The partitioning obtained using R̂i is applied to both Ri and R
(coop)
i . Thus,

the Ni ×Ni partial generator matrix Qi = Ri +R
(coop)
i is approximated by the

Ki×Ki matrix Q′
i = R′

i +R
′(coop)
i , where Ki is the number of partitions for the

component Ci. Combining the reduced partial generator matrix Qi using the
Kronecker operations defined in (10), will result in a reduced global generator
as well.

The state-space of a single sequential component does not usually involve
more than a few states in typical models. It would be more effective if we could
approximate components with a few hundreds of states instead. For that purpose,
we apply clustering to cooperations of components rather than applying it to
single sequential components. The cooperation rate matrix R(coop) of a non-
sequential C component involves only actions that are shared with components
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outside the cooperation. Hence, actions shared between sequential components
included in the cooperation will only affect the individual rate matrix of C.
In the context of this work, we apply the approximate reduction algorithms to
populations of identical components.

6 A Multi-scale Example

We compare the two different approaches for approximate Markov chain ag-
gregation. The quasi-lumpability based approach described in Sect. 4 involves
applying a clustering algorithm on the row entries of the transition probabil-
ity matrix of a Markov chain. The NCD based approach discussed in Sect. 3
partitions the Markov chain according to the eigenvectors that correspond to
the top eigenvalues of the probability matrix. Irreversible chains are handled by
constructing a reversible process according to (3). For each one of the examples
that follow, we explicitly note which components have been approximated and
what compression ratio has been used. Once a nearly optimal partition of the
state-space is obtained using either of the two methods, a reduced Markov chain
is constructed as described in Sect. 4.3.

Eventually, we compare the transient and the steady-state behaviour of the
initial model with those of the approximately aggregated models. The PRISM
model checker [18], its sparse engine in particular, has been used for that pur-
pose. The Jacobi algorithm has been applied for computing the steady-state
distribution, and the uniformisation method for the transient probabilities. The
experiments have been performed in an Intel R© Quad-Core XeonTM @ 3.20GHz
PC running Linux.

At this point, we define a simple example to demonstrate the potential of
the compositional approximate aggregation. We shall consider models featuring
high-population components, as even simple model descriptions can lead to very
large state-spaces. In particular, multi-scale models are of interest since more
efficient approaches such as fluid flow approximation [14] are not as readily
applicable, because they make an assumption of continuity which is strained
at low population numbers. So we consider a peer-to-peer system that involves
large numbers of peers that communicate with each other with the help of an
indexing server, as described in the following PEPA model:

PeerA
def
= (localActionA, rlocalA).PeerAlocal

+ (lookupB ,�).PeerAlookup

PeerAlocal
def
= (finishA, rfinishA).PeerA

PeerAlookup
def
= (cacheA, rcacheA).PeerAlocal

+ (exchange, rexchangeA).P eerA

PeerB
def
= (localActionB , rlocalB ).PeerBlocal

+ (lookupA,�).PeerBlookup

PeerBlocal
def
= (finishB , rfinishB ).PeerB

PeerBlookup
def
= (cacheB , rcacheB ).PeerBlocal

+ (exchange , rexchangeB ).PeerB
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Our system involves two classes of peers which exchange data pairwise. Both types
of peers have some local functionality and a shared activity called exchange. More-
over, a peer will have to look up other peers in an indexing server before proceeding
to any data exchange.

Index
def
= (lookupA, rlookupA).IndexbusyA
+ (lookupB , rlookupB ).IndexbusyB
+ (fail , rfail ).Indexbroken

IndexbusyA
def
= (refresh , rrefresh ).Index
+ (fail , rfail ).Indexbroken

IndexbusyB
def
= (refresh , rrefresh ).Index
+ (fail , rfail ).Indexbroken

Indexbroken
def
= (repair , rrepair ).Index

Table 1. Rate values used in the examples

Name Value Name Value Name Value

rlocalA 5 rlocalB 2 rlookupA 10
rfinishA 4 rfinishB 3 rlookupB 10
rcacheA 1 rcacheB 2 rfail 0.02

rexchangeA 1 rexchangeB 0.5 rrefresh 10
rrepair 0.5

6.1 Compositional vs Global Aggregation

In this experiment we define a system small enough to compare the compositional
approximate aggregation with a globally applied approach. The first system’s
structure is summarized in the following system equation, with cooperation sets
L = {exchange} and K = {lookupA, lookupB}.

System5 :5 :1
def
= PeerA[5] ��L PeerB [5] ��K Index

If we apply exact aggregation as described in [11], the number of states for the
PeerA[5] and PeerB [5] components will be 21 (these would be 243 for each with
no aggregation). Therefore, we distinguish the following cases:

i. PeerA[5] and PeerB [5] components are further reduced independently. The
compression ratio used is 0.5 for both, resulting in a reduced chain of 400
states.

ii. Approximate aggregation is applied on the entire system’s generator matrix.
The compression ratio used was such that it results in a reduced chain of
400 states again.

The K-L divergence is a very popular measure for comparing probability distri-
butions. For two probability vectors p and q, it is defined as:

KL(p||q) =
∑
i

pi log
pi
qi

(12)



106 D. Milios and S. Gilmore

Table 2. Execution Times for System5 :5 :1

Original
Quasi-

Lumpability
(Compositional)

NCD
(Compositional)

Quasi-
Lumpability
(Global)

NCD
(Global)

Approximation - 0.15 sec 0.2 sec 205 sec 130 sec

PRISM Loading 2 sec 0.5 sec 0.5 sec 0.5 sec 0.5 sec

Transient Solutiona 2.1 sec 0.6 sec 0.6 sec 0.6 sec 0.6 sec

Steady-State solution 0.2 sec 0.05 sec 0.05 sec 0.05 sec 0.05 sec

Total Time 4.3 sec 1.3 sec 1.35 sec 206.15 sec 131.15 sec

Number of states 1764 400 400 400 400
a 100 points: 0 ≤ t ≤ 2

Given a partition of the state-space with K classes, we define p as a K-valued
vector containing the aggregated probabilities of the original system according
to the partition of the state-space used. Then, q will be a K-valued vector con-
taining the probabilities of the corresponding reduced model, which is produced
by either the quasi-lumpability or the NCD approach. We want to see which one
of the approximation approaches results in the lowest K-L divergence from the
original state distribution.

The quasi-lumpability and the NCD based approaches have been applied in
both a compositional and a global setting. Figure 1(a) summarizes the K-L di-
vergences at different times t, for the four approximate aggregation methods.
Judging by the K-L divergences, global aggregation does not appear to be far
superior to the compositional approaches. Although there is no proof that this
statement generalizes to every possible model, it seems reasonable to use com-
positional aggregation in order to produce a reasonable approximation of the
original stochastic process. This argument is supported by Table 2, which sum-
marizes the running times for aggregating and solving the model. As expected,
compositional aggregation requires a very small initial cost to reduce the model,
in contrast to the global case.

A second observation with respect to Fig. 1(a) is that neither the quasi-
lumpability nor the NCD based approach seems to produce significantly more
accurate results. In fact, the graphs are rather contradictory, as the global set-
ting seems to favour quasi-lumpability, while in the compositional case NCD is
the method that performs better. Figure 1(b) depicts the K-L divergences for
System10 :20 :2 of the next section. For this larger model, the compositionally
applied quasi-lumpability approach is more accurate. Therefore, it seems rea-
sonable to conclude that approximation accuracy is dependent on the properties
of the model.

6.2 Approximation of Component Behaviour

This second example provides a more detailed view of component behaviour. The
following system equation is considered, with cooperation sets L = {exchange}



Compositional Approximate Markov Chain Aggregation for PEPA Models 107

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0  0.5  1  1.5  2

K
-L

 D
iv

er
ge

nc
e

Time

Quasi-Lumpability (Compositional)
NCD (Compositional)

Quasi-Lumpability (Global)
NCD (Global)

(a) System5:5:1

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0  0.5  1  1.5  2

K
-L

 D
iv

er
ge

nc
e

Time

Quasi-Lumpability (Compositional)
NCD (Compositional)

(b) System10:20:2

Fig. 1. Evolution of K-L divergences of various methods from the original state distri-
bution

and K = {lookupA, lookupB}.

System10 :20 :2
def
= PeerA[10]��L PeerB [20]��K Index [2]

If we apply exact aggregation as described in [11], the number of states for the
PeerA[10] component will be 66, while PeerB [20] will have 231 states (these
would be 59, 049 and 3, 486, 784, 401 states with no aggregation). Although nei-
ther of the components is particularly large, their combination results in a
large state-space. However, it is relatively easy to further reduce PeerA[10] and
PeerB [20] independently. The compression ratio used is 0.5 for both components.

This approximation of individual components results in significant reduction
of the total state-space. As can be seen in Table 3, this reduction required only a
small initial cost, while it resulted in a considerable decrease of the analysis time.
A global reduction of the state-space would be practically infeasible for a models
of such size. Figure 2(a) depicts the evolution of the average populations of the
model components that have been reduced. Those figures seem to be reasonable
approximations of the original model’s average behaviour.

It would also be interesting though to look at the behaviour of the compo-
nents that have not been approximated. Figure 2(b) depicts the evolution of the
average Index populations. Both quasi-lumpability and NCD-based approach re-
sult in approximations very close to the original solution. This provides evidence
that supports the claim that the behaviour of the unreduced components will be
mostly unaffected, given a good partition of the state-space. Intuitively, we can
approximately aggregate components whose behaviour is of minor importance
and still obtain a very good approximation for the components that have not
been approximated, which might be critical. In our example, if we were inter-
ested in the indexing servers’ behaviour only, the approximation error would be
negligible.
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Table 3. Execution Times for System10 :20 :2

Original
Quasi-

Lumpability
NCD

Approximation - 1.2 sec 1.5 sec

PRISM Loading 433 sec 105 sec 105 sec

Transient Solutionb 310 sec 93 sec 93 sec

Steady-State solution 21 sec 6 sec 6 sec

Total Time 764 sec 205.2 sec 205.5 sec

Number of states 152460 37950 37950
b 100 points: 0 ≤ t ≤ 2
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Fig. 2. Evolution of average populations for System10 :20 :2

7 Conclusions

Although approximate Markov chain aggregation is not a new concept, it has
not been particularly popular in the field of Markovian modelling, since an ex-
plicit representation of the transition matrix is typically required. In this paper,
we have examined two different methods to approximately aggregate a Markov
chain, and we have explored the potential of applying aggregation in a compo-
sitional way.

The traditional method for selecting a nearly optimal partition of the state-
space makes use of the eigenstructure of the probability matrix. We have de-
scribed this family of approaches as the NCD approach, since the eigenvectors
convey information about parts of the state-space that are nearly completely
decomposable. We have tried to define an alternative strategy of state-space
aggregation that relies on the concept of quasi-lumpability instead. More specif-
ically, quasi-lumpability has been associated with the minimization of the Ei,j

measure between states in the same class. It has been shown that a simple clus-
tering algorithm can be used to obtain an upper bound for this measure.

Intuitively, the quasi-lumpability approach should be superior, since a nearly
completely decomposable system is essentially quasi-lumpable, but not vice-versa.
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Experimental results do not support this hypothesis though. In fact, it appears
that some models favour the quasi-lumpability approach, while others the NCD
approach. This can be attributed to the fact that the quasi-lumpability method
is suboptimal, since it minimizes only an upper bound for Ei,j . A better approx-
imation of the total Ei,j error will be the subject of future work.

By using the Kronecker representation of PEPA models, we were able to re-
duce the local state-space of the labelled CTMCs that correspond to PEPA com-
ponents. This practice resulted in a great reduction of the state-space size with a
small initial cost for aggregating the PEPA components, in contrast with aggre-
gating the entire Markov chain. The multi-scale example presented demonstrates
the potential of compositional approximate aggregation in two ways. Firstly, the
compositional approach resulted in a reasonable approximation of the original
model, especially when compared to a global approach. Secondly, the error in the
approximation of the unreduced components was found to be negligible, which
means that critical components can be excluded from aggregation.

A final note on the applicability of our approach is that the approximated
components are required to have a set of shared actions that is relatively small
when compared to their set of individual actions. That would mean that the indi-
vidual rate matrix is dense enough to apply a partitioning algorithm on it. There-
fore, our approach is mostly applicable to models that can be decomposed to
weakly dependent components. This is apparently related to the notion of quasi-
separability, which has been applied to PEPA before [25]. A characterisation of
the applicability of compositional aggregation in terms of quasi-separability is
an interesting direction for future work.
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Abstract. Understanding the factors that affect the path connection availability 
in multi-hop ad hoc networks can help to understand the path stability under 
various degrees of system dynamics. In addition, the connection availability of 
paths can be used as a global measure for the performance of ad hoc networks. 
To the best of our knowledge, there is no analytical study that provides a closed 
form solution for analytical analysis of connection availability of paths in multi-
hop ad hoc networks with random waypoint mobility. This work proposes a 
closed form solution for this problem using a new stochastic reward net model. 
The influences of different factors, such as the number of nodes in the network, 
transmission range, network area size, data transmission rate, and routing proto-
col on the path connection availability are investigated. The proposed model is 
validated by extensive simulations. 

1 Introduction 

In MANETs, the route or path is the sequence of mobile nodes which data packets 
pass through in order to reach the intended destination node from a given source node. 
Due to the mobility of nodes, mobile ad hoc networks have inherently dynamic to-
pologies. Therefore the routes are prone to frequent breaks (called mobility failure) 
which reduce the throughput of the network compared to wired or cellular networks. 
Consequently, the route followed by packets to reach the destination varies fre-
quently. This is a crucial factor that affects the performance of the network.  

In this work, we propose a closed form solution using a new Stochastic Reward 
Net (SRN) [1] model to analyse the path connection availability in multi-hop ad hoc 
networks where nodes move according to the random waypoint mobility model. The 
effects of link failure due to the mobility of nodes on the path connection availability 
in MANETs are analytically investigated using the proposed model. In addition, in-
fluences of different factors, such as the number of nodes in the network, transmission 
range, network area size, data transmission rate, and routing protocol on the path con-
nection availability are investigated. The proposed model incorporates the characteris-
tics of reactive routing protocols such as Dynamic Source Routing (DSR) and Ad hoc 
On-demand Distance Vector (AODV).  

Although the random waypoint mobility model is one of the most commonly used 
mobility models in MANET studies, to the best of our knowledge, there is no analyti-
cal study that investigates the path connection availability in multi-hop ad hoc  
networks with this mobility model. This is because the spatial distribution of nodes 
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moving with random waypoint is non-uniform which significantly complicates the 
analysis of the network  

The rest of this paper is organized as follows. Related work is discussed in Section 
2. Section 3 describes the ad hoc network model that illustrates the path failure and 
repair mechanisms. In Section 4, the proposed SRN model for connection availability 
of paths in ad hoc networks is described. Section 5 drives expressions for parameters 
of the SRN model. The proposed model is verified by extensive simulations in Sec-
tion 6. Finally, some conclusions are drawn in Section 7. 

2 Related Work 

Xianren et al [2] proposed a model to estimate the route duration in MANETs when 
nodes move according to the random walk or random waypoint mobility models. This 
work extended [3] and [4] by relaxing their limiting conditions. The authors analysed 
the route duration in multi-hop paths by computing the minimum route duration of 
two-hop routes. The drawback of this work is that the authors assume that the prob-
ability density function (PDF) of the route duration for a two-hop route is known.  

Pascoe-Chalke et al [5] derived statistical results of link and path availability prop-
erties. They described a probability distribution function for availability over one-hop, 
assuming that nodes move according to random walk mobility, which has been used 
to investigate multi-hop cases. However, they did not take into account the effect of 
node density, routing protocol, and the size and shape of the intersection regions. 

Markov chain models for a two-hop MANET that incorporate three types of router 
failures were investigated by Dongyan et al [6]. The proposed models were used to 
study the survivability of ad hoc networks where the excess packet loss and delay due 
to failures are evaluated as the survivability performance metric. The network surviv-
ability was also evaluated by John et al [7] using a generalized Markov chain model 
including many types of node failure, compared to [6].  

The path connection availability of a two-hop ad hoc network was presented in [8]. 
Analytical expressions for the leaving and returning rate in the intersection area be-
tween the source and destination were proposed. The authors tried to include the ef-
fect of routing protocol to the proposed Markov chain model, but they failed. In [9] 
Georgios, and Ruijie introduced a path connection availability model for wireless 
networks. They extended the proposed Markov model introduced in [6] by combining 
it to a MAC buffer survivability model which has the properties of leaky buckets. 

3 Ad Hoc Network Model Description 

To develop a path connection availability model, we consider a network consisting of 
N nodes that are distributed in a square area of dimension L×L according to a random 
mobility model, such as random waypoint. All nodes are independent and behave 
identically. Each node is equipped with omni-directional antenna and has a fixed 
transmission range R. The destination of any source is chosen from other nodes ran-
domly. For the end-to-end connection, if the destination is not in the transmission 
range of the source, the packets are routed through Nh hops through neighbour nodes.  
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Fig. 1. Two hops communication path 

Figure 1 shows two hops communication path between the source node A and des-
tination node D, where the transmission area of each node is presented by a circle 
with radius R (called the transmission range). To be able to establish a connection 
with the node D, node A has to choose one of the nodes (B or C) located in the inter-
section area between the area covered by transmission range of A and D (AAD) (shaded 
area), simply called the intersection area. As shown in Figure 1, the node A uses the 
node B as a router to forward its packets to node D. If there is Ni nodes in the intersec-
tion area, one of them is used as a router (called active router) and Ni −1 nodes are 
considered as backup routers. When the active router fails, one of the backup routers 
is used to forward the packets.  

The faults of nodes in the intersection area can be classified into two categories; 
node and link faults. The node fault is the failure of a node due to hardware, software, 
and power faults, where power fault is caused by the insufficient battery power to 
send the packets. The source of the link faults is the errors in the wireless channel 
caused by signal attenuation, signal loss, multipath fading, excessive noise and inter-
ference, and obstacle between nodes. At any instant, because of mobility, either the 
active or any backup router may leave the intersection area (becomes unavailable) 
which is considered as a link fault. In this work, we are interested in studying the 
effect of the node mobility on the path connection availability in MANETs. There-
fore, the proposed model only considers the effect of the link faults due to mobility, 
but it can be easily modified to cope with other types of faults. 

At any instant of time, any node can enter the intersection area AAD and leave it af-
ter an average period of time of α seconds (called leaving time). We suppose that one 
of the nodes located outside the intersection area enters the intersection area AAD 
every average period of time of 1/λ seconds. α and λ are the model parameters which 
are directly affected by many other of the network parameters such as number of 
nodes, size of network area, mobility pattern, speed of nodes, pause time, type of 
routing protocol, and transmission range.  

A three hop communication path between a source node A and destination node D 
is shown in Figure 2. It is clear that there are two intersection areas (shaded areas) in 
the route between node A and D. In general, the number of intersection areas in Nh 
hops route is Nh − 1. When the active router fails due to any type of faults in any in-
tersection area of the path, the connection between the source and destination be-
comes unavailable. The routing protocol then tries to re-establish the connection by 
starting the route recovery (maintenance) process in which one of the backup routers 
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in the intersection area is chosen to forward the packets. During the route recovery, 
queued packets are delayed till the route is established. The time required for route 
recovery depends on many parameters such as node density, transmission range, type 
of fault, distance between the source and destination (number of hops), and type of 
routing protocol. During the searching for a new router, the connection will be com-
pletely unavailable.  

 

Fig. 2. Three hops communication path 

For reactive routing protocols, the route recovery mechanism differs from a routing 
protocol to another. For On-Demand Distance Vector (AODV) protocol, there are two 
route recovery mechanisms; local recovery and source recovery. In local recovery 
mechanism, if the node that detected the link failure (called upstream node) is nearer 
to the destination than the source, it tries to repair the link locally itself. The upstream 
node sends a Route Request (RREQ) message where the Time To Live (TTL) of the 
message is set to (max (NLH, NHS/2) + 2), where NLH is the last known hop count to the 
destination, and NHS is the number of hops to the source of undeliverable packet [10]. 
When the local repair fails (or the upstream node is nearer to the source than the des-
tination), the upstream node starts the source repair process by sending back a Route 
Error (RERR) message to the source which initiates a new route discovery. 

For Dynamic Source Routing (DSR) protocol, the route maintenance mechanism 
does not locally repair a broken link [11]. If a link failure is detected, the upstream 
node returns a RERR message to the source of the packet, identifying the link over 
which the packet could not be forward. Then, once the source node receives the 
RERR message, it removes the broken link from its cache and searches in it for an-
other route to the same destination. If a cached route to the same destination exists, it 
sends the packet using the new route immediately. Otherwise, it may perform a new 
route discovery for this destination after an exponential back off delay.  

4 SRN Model Description 

Figure 3 shows the proposed SRN model for the connection availability of a path with 
Nh hops. The model consists of (Nh –1) parts with similar structure where each part 
models one of the intersection areas in the path. The following describes the model 
structure of the intersection area number k in the proposed SRN model for Nh hops.  
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Fig. 3. SRN model for connection availability 

The number of tokens in the place Pik (Ni) represents the number of nodes in the in-
tersection area which represents the number of available routers to the next hop. One 
of the nodes in the intersection area is used as a router (active router) in the current 
route between the source and destination, and the other (Ni−1) nodes work as backup 
routers. For random waypoint, the method introduced in [12] can be used to compute 
the average number of neighbour nodes which can be used to compute Ni. 

At any time, there is a probability that any of the backup routers can leave the in-
tersection area. This is modelled by the arc between the place Pik and transition TLk 

which moves one token from the place Pik to PLk after firing of transition TLk. On the 
other hand there is a possibility that the active router may leave the intersection area 
which makes the route to the destination not available. The arc between the place Pik 

and transition TPFk represents this action. The firing of transition TPFk moves one token 
from the place Pik to the place PFk which represents the failure of the path.  

The average firing rate of transition TPFk depends on the leaving time α (the average 
time that a node spends in the intersection area), whereas the average firing rate of 
transition TLk not only depends on α but also on the number of nodes in the intersec-
tion area. The average firing rate of TLk and TPFk are 1/α and (#Pik/α), respectively, 
where #Px is the number of tokens in the place Px. The leaving time α depends on the 
size of the intersection area and the relative speed between any router in the intersec-
tion area and the source or destination node. Increasing the maximum limit of the 
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node speed decreases the leaving time α, whereas increasing the size of the intersec-
tion area increases it. Section 4 derives an expression for the leaving time α.  

The number of tokens in the place PLk represents the number of backup routers that 
left the intersection area. The nodes that left the intersection area or any other node in 
the network may enter the intersection area. This is presented by firing of transition 
TRk which moves a token from PLk to Pik. The average firing time of transition TRk is 
the frequency with which the nodes in the network enter into an intersection area 
(called entering rate λ). Entering rate depends on network parameters such as the node 
density, speed of nodes, pause time, and transmission range. The larger the node den-
sity, speed of nodes, or transmission range, the greater the entering rate. An expres-
sion for entering rate λ is derived in Section 4. 

The place PPFk represents the failure of active router in the intersection area and 
consequently the whole route. After failure of the active router (e.g. the node C in 
Figure 2), the node that detected the failure (e.g. the node B in Figure 2), will try to 
recover the route.  

For some routing protocols such as AODV, to avoid the route discovery by the 
source which takes a long time, the upstream node first starts the local repair which is 
presented by firing of the immediate transition tLRk. If the local repair process failed, 
the upstream node sends a route error (RERR) message to the source node indicating 
the failed link. Then the source node initiates another route search process to find a 
new path to the destination which is modelled by firing of transition tSRk.  

Table 1. Arcs weight functions for SRN model of intersection area number k 

Arc name Arc weight function 

W1k ,W2k 
1    IF #PSRk > 0 
0    ELSE 

W3k 
#PLk   IF #PSRε> 0, ε = 1, 2, ... , or Nh – 1
0        ELSE 

W4k 
1        IF #PSRε> 0, ε = 1, 2, ... , or Nh – 1
0        ELSE 

W5k 
#PLk +1    IF  #PLRk = 1 
#PLk        ELSE 

 
The firing of transition tLRk puts a token in the place PLRk, whose marking represents 

the success of the local repair process, whereas the firing of transition tSRk deposits a 
token in the place PSRk representing the failure of local repair and starting of the 
source repair process. Because the local repairing of the route needs at least one node 
to be in the intersection area, a guard function is set to disable transition tLRk when #Pik 

= 0. The firing of transition TLRk deposits a token in the place PLk to represent that the 
active router left the intersection area. As illustrated in Section 2, in some cases the 
local repair is not supported. So, for these cases, transition tLRk and TLRk should be 
removed from the model. 

The end of source repair process is represented by the firing of transition TSR which 
moves the token from the place PSRk to Pik. During the source repairing process, the 
source node tries to find new routers in new intersection areas. So, the failure of the 
nodes in the old intersection area is not a concern. Thus, we add an inhibitor arc  
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between place PSRk and transitions TLk to disable it when #PSRk > 0. Also, to disable 
transition TPFk during local or source repair (#PLRk > 0 or #PSRk > 0), the inhibitor arcs 
from places PLRk and PSRk to transition TPFk are added. We suppose that during search-
ing for the new route, there will be Ni routers in new intersection areas. So, we added 
the immediate transition tfk which flushes PLk and PLRk and puts all tokens back in Pik 

when #PSRε > 0, where ε = 1, 2, ..., or Nh – 1. This is controlled by the arc weight func-
tions w3k, w4k and w5k, shown in Table 1, and a guard function for transition tfk. If 
#PSRk = 0, the arc weight functions w1k and w2k prevent depositing a token to place Pik 

when TSR fires. To disable transition TLk and enable transition TPFk when all backup 
routers fail (#PLk = Ni - 1) and only the active router is in the intersection area (#Pik = 
1), a guard function is set to transition TLk.   

For AODV, if the upstream node is far from the source node, it broadcasts RREQ 

with TTL set to ቀMax ቀ ௅ܰு, ேಹೄଶ ቁ ൅ 2ቁ to repair the broken link locally. Therefore, 

the average firing time of transition TLR is 2 ߤ ቀMax ቀ ௅ܰு, ேಹೄଶ ቁ ൅ 2ቁ where µ  is the 

packet delay per hop. The average firing time of transition TSR (τsr) is the average time 
needed to complete the source repair process, computed as τsr = τL + τRERR + τNR, 
where τL, τRERR, and τNR are the time required for finishing the local repair process, 
broadcasting RERR message, establishing a new route, respectively. Hence, ߬௦௥ ൌ ߤ 2 ൬Max ൬ ௅ܰு, ுܰௌ2 ൰ ൅ 2൰ ൅ ߤ · ுܰௌ ൅ ߤ 2 · ௛ܰൌ ߤ 2 · ൤൬Max ൬ ௅ܰு, ுܰௌ2 ൰ ൅ 2൰ ൅ ுܰௌ2 ൅ ௛ܰ൨ 

In the case of the local repair is not supported, the local repairing time is equal zero 
(τL = 0) and ߬௦௥  is given by ߬௦௥ ൌ ߤ  · ሺ ுܰௌ ൅ 2 ௛ܰሻ 

In DSR, when the source receives the RERR message and before starting a new 
route discovery process, it tries to use all other alternative routes in the cache to send 
the packet. So, to compute the average repairing time, the caching mechanism of DSR 
with random waypoint mobility should be modelled, which is out of the scope of this 
work. Therefore, it is measured by simulation. 

5 Model Parameters 

As illustrated above, to solve the proposed model, two important parameters should 
be known; the average time needed for a node to pass through the intersection area 
(leaving time α) and the frequency with which the nodes in the network enter into an 
intersection area (entering rate λ). To compute α and λ, the distance between 2-hop-
apart nodes d in the path must be derived. 

5.1 Distance between Nodes 

To derive an expression for the distance d between 2-hop-apart nodes in the path, let’s 
suppose that a source node A tries to send its packets to a destination node D, and the 
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first two routers in the path are node B and C, as shown in Figure 4. The distances 
from D to A, B, and C are d1, d2, and d3, respectively, which is called the remaining 
distances to the destination. The distance between any two nodes in the path (r) is 
called the forward distance. In [13], we introduced a technique for computing the 
expected values for remaining distances and forward distance. 
 

d

 

Fig. 4. Distance between nodes 

From the geometry of Figure 4, the distance d between nodes A and C is                                             ݀ଶ ൌ ݀ଵଶ ൅ ݀ଷଶ െ  2݀ଵ݀ଷݏ݋ܥሺߠଵ ൅  ଶሻ                                     ሺ1ሻߠ

Also, from geometry it is to be noted that                                            ߠ ݏ݋ܥଵ ൌ ଵܶ2݀ଵ݀ଶ ଶߠ ݏ݋ܥ             ൌ ଶܶ2݀ଶ݀ଷ                                  ሺ2ሻ 

where ଵܶ ൌ ݀ଵଶ ൅ ݀ଶ ଶ െ ଶ and ଶܶݎ ൌ ݀ଶଶ ൅ ݀ଷ ଶ െ ଵߠሺݏ݋ܥ                                 ଶ. It is known thatݎ ൅ ଶሻߠ ൌ ଶߠ ݏ݋ܥ ଵߠ ݏ݋ܥ  െ ܵ݅݊ ଵߠ  ܵ݅݊  ଶ                              ሺ3ሻߠ

Using Equation 1, 2, and 3, we obtain the distance between nodes as:   ݀ଶ ൌ ݀ଵଶ ൅ ݀ଷଶ െ ଵܶ · ଶܶ2 ݀ଶଶ െ 12 ݀ଶଶ ቆට4݀ଵଶ ݀ଶଶ െ ଵܶଶቇ   · ቆට4݀ଶଶ ݀ଷଶ െ ଶܶଶቇ                     ሺ4ሻ 

5.2 Leaving Time  

The leaving time (α) is the average time needed to pass the intersection area. Consider 
the two hops communication path between the source node A and destination node D 
shown in Figure 1. The leaving time of the node B or C depends on the distance be-
tween 2-hop-apart nodes in the path (d), transmission range, and speed of nodes. In 
random waypoint mobility, the speed of nodes is uniformly randomly chosen from the 
predefined range [Vmin, Vmax]. Therefore, the average speed of nodes is given by [12]  

௔ܸ ൌ ௠ܸ௔௫ െ ௠ܸ௜௡ln ሺ ௠ܸ௔௫ሻ െ ln ሺ ௠ܸ௜௡ሻ 
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Because the intersection region is very small compared to the other network area, to 
simplify the analysis, it is assumed that nodes do not change their direction and speed 
when they cross the intersection area. The average leaving time is given by                                                                       ߙ ൌ ሺܧܮ ௥ܸሻ                                                              ሺ5ሻ 

where L (intersection area path length) is the average length of the path that a node 
passes through the intersection area and E(Vr) is expected value for the relative speed 
between the router (i.e. node B) and the source or destination (i.e. node A or D). L 
depends on the distance between nodes and angle of entry to the intersection area. The 
average value of the intersection area path length is given by [9]  

ܮ                                                  ൌ 2ܴߨ  ቎1 െ ݀√4ܴଶ െ ݀ଶ4ܴଶ ݏ݋ܥܿݎܣ  ቀ2݀ቁ቏                                         ሺ6ሻ 

In order to compute the average leaving time, E(Vr) should be known first. According 
to the law of cosine, the relative velocity (Vr) between a node A and B is given by                                                    ௥ܸ ൌ ට ஺ܸଶ ൅ ஻ܸଶ െ 2 ஺ܸ ஻ܸ cosሺߠሻ                                       ሺ7ሻ 

where VA and VB are the velocity of the node A and B, respectively, and θ is the angle 
between VA and VB. The angle θ can vary from 0 to π. Since it is assumed that all 
nodes move with a velocity that is uniform distributed in the range [Vmin, Vmax], VA = 
VB = Va. Hence Equation 7 is expressed as follows                                                                 ௥ܸ ൌ 2 ௔ܸ sin ൬2ߠ൰   
Therefore, the angle θ is expressed using Vr and Va as                                                            ߠ ൌ ݅ܵܿݎܣ 2 ݊ ൬ ௥ܸ2 ௔ܸ൰                                                     ሺ8ሻ 

Assuming that θ is uniformly distributed in the range [0, π], the probability density 
function of θ can be described as follows  

ఏ݂ሺߠሻ ൌ  ߨ1

The probability that θ is less than δ is given by  

ሻߜఏሺܨ ൌ ܲሺߠ ൑ ሻߜ ൌ න ఏ݂ሺߠሻ  ݀ߠఋ
଴ ൌ  ߨߜ

The cumulative distribution function (CDF) of Vr can be obtained by substituting θ 
from equation 8 into the last equation as follows 
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ሻݒ௏௥ሺܨ                                           ൌ ܲሺܸݎ ൑ ሻݒ ൌ ߨ2 ݅ܵܿݎܣ ݊ ൬ 2ݒ ௔ܸ൰                                 ሺ9ሻ 

where 0 ൑ ݒ ൑ 2 ௔ܸ. By definition the pdf of Vr ( ௏݂௥ሺݒሻ) is given by differentiation of 
Equation 9. 

௏݂௥ሺݒሻ ൌ ඥ4 ௔ܸଶߨ2 െ  ଶݒ

The expected value for Vr is                                                  ܧሺ ௥ܸሻ ൌ න ଶ௏ೌ ݒ
଴ ௏݂௥ሺݒሻ ݀ݒ  ൌ  4 ௔ܸߨ                                    ሺ10ሻ 

By substituting from Equation 6 and 10 into Equation 5, the expected leaving time is  

ߙ ൌ ଶܴ8 ௔ܸߨ   ቎1 െ ݀√4ܴଶ െ ݀ଶ4ܴଶ ݏ݋ܥܿݎܣ  ቀ2݀ቁ቏ 

5.3 Entering Rate 

At any time, any node located outside the intersection area can enter it to be used as a 
backup router. The frequency with which the nodes in the network enter into an  
intersection area is called the entering rate (λ). The entering rate depends on many 
parameters, such as the mobility pattern, node density, nodes speed, nodes pause time, 
transmission range and distance between nodes. An approximate method has been 
introduced in [8, 9] to compute the entering rate, but this method did not take into 
account the effect of mobility model or node density. This section introduces a more 
accurate method to compute the entering rate. 

To simplify the analysis, we assume that no more than one node enters the inter-
section area at the same time. In addition, the path length of any node crossing the 
intersection area equals to the average path length computed using (6). So, we assume 
that only one node leaves the intersection area at a time. Therefore, the intersection 
area can be approximately modelled as a simple M/M/1/K queue model where the 
intersection area and nodes present the queue and jobs. Thus, the arrival rate of jobs 
equals to the entering rate λ and K is the queue size which equals the number of nodes 
N. The queue service rate equals the rate at which the nodes leave the intersection 
area which depends on the number of nodes in the intersection area and α.   

The steady state probabilities of the M/M/1/K queue with state dependent service 
rates are [14]                                                                      ௡ܲ ൌ ଴ܲ ߩ௡݊!                                                            ሺ11ሻ 
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                                                                  ଴ܲ ൅ ෍ ௡ܲ௄
௡ୀଵ ൌ 1                                                    ሺ12ሻ 

where P0 and Pn are the probability of initial state and state number n, respectively, 
and ρ = λ·α. By substituting from Equation 11 into Equation 12, we obtain  

                                                                1 ൅ ෍ ௡݊!௄ߩ 
௡ୀଵ ൌ 1ܲ଴                                                     ሺ13ሻ 

The expected length of the queue E(Q) can be evaluated as follows 

ሺܳሻܧ                      ൌ ෍ ݊ ௡ܲ௄
௡ୀଵ ൌ ෍ ݊ ଴ܲ ߩ௡݊!௄

௡ୀଵ ൌ ଴ܲ ߩ ෍ ௡ିଵሺ݊ߩ   െ 1ሻ!௄
௡ୀଵ ൌ ଴ܲ ߩ ෍ ௡݊!௄ିଵߩ  

௡ୀ଴     
ൌ ଴ܲ ߩ ൥1 ൅ ෍ ௡݊!௄ߩ 

௡ୀଵ െ !ܭ௄ߩ  ൩                                                                ሺ14ሻ 

Substituting Equation 13 into 14 gives                                                          ܧሺܳሻ ൌ ߩ െ ଴ܲ !ܭ௄ߩ                                                         ሺ15ሻ 

For large K, the second term in the last equation ( ଴ܲ   ఘ௄಼! ) is very small (less than 10-7 

in the case of P0 < 1, ρ < 10, K > 40) compared to the first term (ρ), so it can be ne-
glected. Hence Equation 14 can be evaluated to                                                                    ܧሺܳሻ ൌ ߩ ൌ ߣ ·  ሺ16ሻ                                                ߙ

To compute the entering rate λ, the expected number of nodes in the intersection area 
(the expected queue size E(Q)) must be known. For random waypoint mobility, the 
author in [12] derived an expression for the expected number of neighbour nodes Nn 
(node degree) using a complex geometric probability analysis, taken into account the 
speed of nodes, pause time, node density, border effects and non-uniformity of nodes 
distribution for the mobility model. Using the average number of neighbour nodes Nn 
computed using the method introduced in [12], the expected number of nodes in the 
intersection area can be computed as follows:                                                                    ܧሺܳሻ ൌ ଶܴ ߨ௜ܣ ௡ܰ                                                  ሺ17ሻ 

where Ai is the size of intersection area which can be evaluated as 

௜ܣ ൌ ܴଶ ቎2 ݏ݋ܥܿݎܣ ൬2ܴ݀൰ െ ܴ݀ ඨ1 െ ൬2ܴ݀൰ଶ቏ 
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From Equation 16 and 17, the entering rate can be evaluated to  ߣ ൌ ௡ܰܣ  ߙ௜ܴߨଶ 

6 Validation 

In this section, the proposed model is validated by comparing the analytical results 
obtained from solving the proposed SRN model using SPNP [15] with the simulation 
results obtained using the network simulator NS-2 [16].  

Two performance metrics have been used to validate the proposed model; the path 
connection availability Av and path failure and repair frequency fp. The path connec-
tion availability is the probability that the route exists between a source-destination 
pair. It can be computed from the proposed SRN model shown in the Figure 3 using 
the following equation        ܣ௩ ൌ ݎܲ ቀ൫# ௅ܲோଵ ൌ 0  & .  .  .  & # ௅ܲோక ൌ 0൯ & ൫# ௌܲோଵ ൌ 0  & .  .  .  & # ௌܲோక ൌ 0൯ቁ 

where Pr(E) is the probability of the event E and ߦ ൌ ௛ܰ െ 1. The path failure and 
repair frequency is the frequency with which the path failure and repair occur which 
is computed as follows [6] 

௣݂ ൌ 11௙݂௔௜௟௨௥௘ ൅ 1௥݂௘௣௔௜௥ ൌ ௙݂௔௜௟௨௥௘ · ௥݂௘௣௔௜௥௙݂௔௜௟௨௥௘ ൅ ௥݂௘௣௔௜௥  

௙݂௔௜௟௨௥௘ ൌ ௩ܣ · ൫݁ݐܴܽ ௣ܶ௙௞൯        and     ௥݂௘௣௔௜௥ ൌ ሺ1 െ ௩ሻܣ · ሺ݁ݐܴܽ ௌܶோሻ 

where ffailure, frepair, and Rate(Tx) are the path failure frequency, path repair frequency 
and firing rate of transition Tx, respectively. A series of simulation scenarios have 
been adopted to validate the proposed model and study the effect of network parame-
ters such as the number of nodes, size of simulated area, transmission range, routing 
protocol, and data transmission rate on the path connection availability. 

The settings of simulation scenarios consist of a network in a square area with the 
side length L varying from 800 to 1500m, number of nodes N = 60 or 100 (represent-
ing low and moderate node density), transmission range R = 250 or 200m, routing 
protocol is AODV or DSR, and data transmission rate (β) is 10 or 40 Kbps. All nodes 
move according to random waypoint mobility where the velocity of nodes is chosen 
uniformly from 0 to 20 m/s and the pause time is set to zero to increase the mobility 
of nodes. For all mobility scenarios, nodes start to move at the start of the simulation 
and do not stop until the end of simulation. The source-destination pairs are chosen 
randomly over the network where Constant Bit Rate (CBR) traffic sources are used. 
For all scenarios, the number of CBR sources is half of the number of nodes and the 
packet size is 512 byte. Identical mobility scenarios and traffic patterns are used 
across simulation scenarios to gather fair results. The simulation time is set to 1100s 
and the first 100s are discarded. All simulation results are obtained with 95% confi-
dence interval and a maximum relative error of 2%. In Figures 5െ9, solid lines refer 
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to simulation results (labelled Sim), while dashed lines represent SRN model results 
(labelled Mod).  

 

 

Fig. 5. Path connection availability versus the side length of the network area, where R = 250m, 
N = 60 or 100, and β = 10 kbps 

First, the effect of increasing the size of network area and number of nodes on the 
path availability are investigated. The side length of the simulated area is increased 
from 800 to 1500m, while the number of nodes is observed for constant values (60 
and 100 nodes) where R = 250, β = 10 Kbps, and the routing protocol is AODV. Fig-
ure 5 shows the numerical results of this scenario.  

Figure 5 shows interesting results. Although increasing the number of nodes in the 
network increases the expected number of nodes in the intersection areas (backup 
routers) which increases the path availability, Figure 5 shows that the larger the num-
ber of nodes the smaller the path connection availability. This is because increasing 
the number of nodes has another contradictory effect on the path connection availabil-
ity. Increasing the number of nodes increases the number of CBR sources and number 
of control/management packets which increases the interference between neighbour 
nodes and consequently increases the per hop delay (μ). Increasing the per hop delay 
increases the time needed to repair the path breaks which decreases the path availabil-
ity. For this network scenario, increasing the per hop delay due to increasing the 
number of nodes in the network has more effects on the path availability compared to 
increasing the number of backup routers, as shown in Figure 5. 

Also, Figure 5 shows that for a fixed number of nodes, the larger the network area size 
the smaller the path availability. Although increasing the network area size   reduces the 
node density and interference between nodes which reduces the per hop delay and in-
creases the path availability, it increases the average number of hops of the paths [13] 
which has much effect on reducing the path availability due to increasing of the end-to-
end delay, that increases the path repairing time and probability of path break.  

To analyze the impact of the data transmission rate on the path availability, we 
considered two data transmission rate; 10 and 40 Kbps where N = 100, R = 250m, 
AODV used as a routing protocol, and the side length of the network area varies from 
800 to 1500m. Figure 6 shows the numerical results of this scenario. Figure 6 verifies 
that the data transmission rate has a significant impact on the path availability. The 
path availability decreases with increasing the data transmission rate because it  
increases contention and interference between the neighbour nodes which increases 
the per hop delay (μ) and the time needed for path repair.  
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Fig. 6. Path connection availability versus the side length of the network area, where R = 250m, 
N = 100, and β = 10 or 40 kbps 

 

 

Fig. 7. Path connection availability versus the side length of the network area, where R = 250m, 
N = 100, β = 10 or 40 kbps and routing protocol is AODV or DSR 

Figure 7 shows the effect of using DSR as a routing protocol instead of AODV 
where other network parameters are N = 100, R =250, and β =10 Kbps. It is clear that 
using AODV as a routing protocol provides better path availability than in the case of 
using DSR. This is because, for high mobility scenarios (high speed and low pause 
time), DSR has a larger end-to-end delay than AODV which increases the path repair-
ing time. This can be attributed to the aggressive caching strategy used by DSR. Be-
fore starting a new route discovery, DSR tries to use all cached routes. With high 
mobility, the route changes fast which make all cached routes are invalid. Thus, route 
discovery is delayed until all cached routes fail which decreases the path availability.  

The path failure frequency versus the side length of the network area is shown in 
Figure 8 for N = 100, R = 250, ρ =10 Kbps, and AODV is the routing protocol. It is 
clear that the grater the network area size the greater the path failure frequency be-
cause of increasing the number of hops required to reach the destination which in-
creases the probability of path breaks 
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Fig. 8. Path failure frequency versus the side length of the network area, where R = 250m, N = 
100, and β = 10 

As shown in Figures 5−8, analytical results are close to simulation results. In order 
to solve the proposed model analytically, the time interval of the link failure, entering 
to intersection area, and path recovery are approximated to be exponentially distrib-
uted. In addition, the approximate value for the number of neighbour nodes and aver-
age number of hops computed must be rounded to the nearest integer number to be 
used to solve the proposed model. Therefore, simulation results have an additional 
overhead over analytical results For all simulation scenarios, computation time of 
simulation is in the order of hours, whereas the analytical results take a few seconds.  

7 Conclusion 

In this paper a closed form solution for analytical analysis of path connection avail-
ability in multi-hop ad hoc networks with random waypoint mobility is presented. An 
SRN model is proposed to study the path connection availability and failure  
frequency of multi-hop paths. Analytical expressions for the leaving time and the 
entering rate for the intersection area, which are model parameters, are derived. The 
proposed model is validated by extensive simulations. Compared to simulation results 
obtained using ns2, analytical results are accurate.  

The impacts of different network parameters, such as number of nodes, data trans-
mission rate, network size, transmission range and routing protocol, on the path  
connection availability are investigated. The larger the number of nodes or data 
transmission rate the smaller the path connection availability because of increasing 
the interference between neighbour nodes and consequently increases the end-to-end 
delay and route recovery delay. Due to increasing the number of intersection areas 
and number of hops in the path, increasing the network size or decreasing the trans-
mission range increases the end-to-end delay and path break probability which de-
creases the path connection availability. In addition, the routing protocol has a signifi-
cant effect on the path connection availability. For example, with high mobility pat-
terns, DSR protocol decreases the path connection availability compared to AODV. 
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Abstract. In this paper we consider two very different case studies ex-
plored using scalable analysis techniques and stochastic process algebra.
The first case study is a classical computer science problem: determining
the efficiency of two non-repudiation protocols. We use PEPA to spec-
ify the model derived from the protocol specification and mean value
analysis and fluid approximation to derive the desired metrics. In the
second case study we model a human-centric system, concerning patient
flow through a hospital clinic. The model is derived from the clinic prac-
tice and observed takt times are used to populate the model. We use
PEPA and fluid approximations to derive measures. The two case stud-
ies demonstrate the power and versatility of the modelling and analysis
approaches used.

1 Introduction

Stochastic process algebra, such as PEPA [1], have been used for around twenty
years to formally model and analyse a wide range of computer science appli-
cations. The compositional approach to modelling has been demonstrated as
being extremely efficient at specifying large models with interactions between
many concurrent components. However, with that efficiency in specification has
come the need for efficient and scalable analysis techniques.

Much initial work in this area was concerned with decomposing the model
for solution [2], for example to derive a product form solution [3, 4]. Work on
product form solutions in stochastic process algebra is still taking place, most
notably using reversed processes [5, 6], but the class of model amenable to such
techniques will always be limited. As a result other techniques were needed and
a significant breakthrough came with the application of fluid approximations
to biochemical models specified in PEPA [7]. This form of approximation uses
ordinary differential equations to solve the model deterministically. Subsequent
results have shown that the approximation tends to the exact solution in the
limit where the number of components of each type becomes infinite [8]. This
limit does not hold in the models in this paper since we have a fixed small
number of service centres, however the approximation has been shown to give
useful results in a number of previous studies [9–11].

In this paper we present two case studies to illustrate the applicability of the
fluid approximation with PEPA. The first case study is a traditional computer
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science problem in analysing the performance of two security protocols. This
main feature of this problem concerns the scalability of a server faced with
requests from a potentially large number of pairs of client processes. The second
case study is conceptually quite different, but is equally amenable to the same
analysis techniques. In this case we seek to find the throughput of patients
through a hospital clinic under various appointment regimes. The aim here is to
minimise waiting times for patients whilst maintaining efficient working practices
for consultants and other hospital staff.

The rest of the paper is organised as follows. In the next section we give a
brief overview of PEPA, followed by the two case studies. In the final section we
draw some conclusions and highlight some directions for future work.

2 PEPA

A formal presentation of PEPA is given in [1], in this section a brief informal
summary is presented. PEPA, being a Markovian Process Algebra, only sup-
ports actions that occur with rates that are negative exponentially distributed.
Specifications written in PEPA represent Markov processes and can be mapped
to a continuous time Markov chain (CTMC). Systems are specified in PEPA in
terms of activities and components. An activity (α, r) is described by the type of
the activity, α, and the rate of the associated negative exponential distribution,
r. This rate may be any positive real number, or given as unspecified using the
symbol �.

The syntax for describing components is given as:

P ::= (α, r).P |P +Q|P/L|P ��
L Q|A

The component (α, r).P performs the activity of type α at rate r and then
behaves like P . The component P + Q behaves either like P or like Q, the
resultant behaviour being given by the first activity to complete.

The component P/L behaves exactly like P except that the activities in the
set L are concealed, their type is not visible and instead appears as the unknown
type τ .

Concurrent components can be synchronised, P ��
L Q, such that activities in

the cooperation set L involve the participation of both components. In PEPA
the shared activity occurs at the slowest of the rates of the participants and if
a rate is unspecified in a component, the component is passive with respect to

the activities of that type. A
def
= P gives the constant A the behaviour of the

component P . The shorthand P ||Q is used to denote synchronisation over no
actions, i.e. P ��

∅ Q. We employ some further shorthand that has been commonly

used in the study of large parallel systems. We denote A[N ] to mean that there
are N instances of A in parallel, i.e. A|| . . . ||A.

In the first case study we only consider models which are cyclic, that is, every
derivative of components P andQ are reachable in the model description P ��

L Q.
Necessary conditions for a cyclic model may be defined on the component and
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model definitions without recourse to the entire state space of the model. In the
second case study we employ the notion of terminating components [12]. In this
case components enter a Stop behaviour

3 Case Study: Non-repudiation Protocols

A Key Distribution Centre (key exchange protocol) has been studied in our pre-
vious work, which shows the possibility of modelling by a stochastic process al-
gebra PEPA and analysis by several alternative techniques [9–11]. In this paper,
we focus on that how we can apply the modelling and analysis techniques which
we developed in the Key Distribution Centre study, to two non-repudiation pro-
tocols. Firstly, partial evaluation [13] has been adopted for model simplification,
then we use fluid flow approximations to solve models with large populations.

A non-repudiation service will prevent either of the principals involved from
denying the contract after the agreement. The two protocols depicted here were
first proposed by Zhou and Gollmann [14, 15] and use a non-repudiation server,
known as a Trusted Third Party (TTP). We denote these two protocols by ZG1
and ZG3, respectively.

3.1 ZG1 Specification

– A: originator of the non-repudiation exchange
– B: recipient of the non-repudiation exchange
– TTP : on-line trusted third party provide network services accessible to the

public
– M : message sent from A to B
– C: ciphertext for message M
– K: message key defined by A
– NRO = sSA(fNRO, B, L, C) : Non-repudiation of origin for M
– NRR = sSB(fNRR, A, L, C) : Non-repudiation of receipt of M
– sub K = sSA(fSUB, B, L,K) : proof of submission of K
– con K = sST (fCON , A,B, L,K) : confirmation of K issued by TTP

First, A sends the ciphertext (C) and a non-repudiation origin (NRO) for mes-
sage M to B, and then B replies back with a non-repudiation receipt (NRR)
to A. Now B possesses the ciphertext, but cannot read it as he still hasn’t got
the key to decrypt M . According to the non-repudiation requirement, B is not
a trusted agency to A for sending the key directly to B, they only can resort to
a trusted third party (TTP ). After receiving the key and proof of submission
(sub K), the TTP will generate a confirmation of K (con K) and publish in a
read only public area. Finally, B can get the key from this public area to decrypt
ciphertext (C) and A fetches the confirmation of submission as non-repudiation
evidence.
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3.2 ZG3 Specification

– L: a unique label chosen by TTP to identify the message M
– Ts : the time that TTP received A’s submission
– Td : the time that TTP delivered and available to B
– NRO = sSA(fNRO, TTP,B,M) : non-repudiation of origin for M
– NRS = sSD(fNRS , A,B, Ts, L,NRO) : non-repudiation of submission of M
– NRR = sSB(fNRR, TTP,A, L,NRO) : non-repudiation of receiving a mes-

sage labelled L
– NRD = sSD(fNRD, A,B, Td, L,NRR) : non-repudiation of delivery of M

ZG1 describes a non-repudiation protocol with minimized involvement of a
trusted third party, acting as a “low weight notary”. However, timing evidence of
sending and receiving is required in some applications; hence ZG3 can be adopted
in this situation. A sends the plaintext (M) and a non-repudiation origin (NRO)
to the trusted third part (TTP ), and then fetches the time of receiving (Ts) and
non-repudiation of submission (NRS) from a public area, after TTP has pub-
lished this information. The TTP tells B it received M from A by sending the
NRO. B generates a non-repudiation of receiving for TTP following. Finally, B
and A can fetch M and the time of delivery (Td), with other non-repudiation
evidence, from the public area, after the TTP has published.

(request) 1.A→ TTP : fNRO, TTP,B,M,NRO
(response&
getByA1) 2.A↔ TTP : fNRS , A,B, Ts, L,NRS
(response) 3.TTP → B : A,L,NRO
(sendTTP ) 4.B → TTP : fNRR, L,NRR
(response&

getByB) 5.B ↔ TTP : L,M
(response&
getByA2) 6.A↔ TTP : fNRD, Td, L,NRR,NRD

3.3 ZG1 PEPA Model

We begin by forming components of a pair of principals A and B.

TTP
def
= (publish, rp).TTP

A0
def
= (sendB, rb).A1

A1
def
= (sendA, ra).A2

A2
def
= (sendTTP, rt).A3

A3
def
= (publish, rp).A4

A4
def
= (geyByA, rga).A5

A5
def
= (work, rw).A0
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B0
def
= (sendB, rb).B1

B1
def
= (sendA, ra).B2

B2
def
= (publish, rp).B3

B3
def
= (getByB, rgb).B4

B4
def
= (work, rw).B0

SystemZG1
def
= TTP [K] ��

publish
(A0 ��L B0)[N ]

Where, L = {sendB, sendA,work}.
In order to simplify the model specification and analysis, we combine A and B

into a new component called AB, using a process referred to as partial evaluation
[13]. This gives rise to the following description for the complete system when
there are N pairs of principals.

TTP
def
= (publish, rp).TTP

AB0
def
= (sendB, rb).AB1

AB1
def
= (sendA, ra).AB2

AB2
def
= (sendTTP, rt).AB3

AB3
def
= (publish, rp).AB4

AB4
def
= (getByA, rga).AB5

+(getByB, rgb).AB6

AB5
def
= (getByB, rgb).AB7

AB6
def
= (getByA, rga).AB7

AB7
def
= (work, rw).AB0

SystemZG1
def
= TTP [K] ��

publish
AB0[N ]

AB0 to AB7 in the above ZG1 PEPA model denote the different behaviours of
the AB component, and its evolution along the sequence of prescribed actions
in the protocol. The choice from AB4 to AB5 and AB6 means step 4 and step 5
in ZG1 can happen in any order. The work action is used to define that B can
do something with the key and ciphertext after he has obtained these, before
returning to the state AB0 to make a new request again, which forms a working
cycle to investigate the steady state.

3.4 ZG3 PEPA Model

Once again we begin by defining the behaviour of a pair of principals.

TTP
def
= (response, rp).TTP
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A0
def
= (request, rt1).A1

A1
def
= (response, rp).A2

A2
def
= (getByA1, rga1).A3

A3
def
= (response, rp).A4

A4
def
= (sendTTP, rt2).A5

A5
def
= (response, rp).A6

A6
def
= (getByA2, rga2).A7

A7
def
= (work, rw).A0

B0
def
= (response, rp).B1

B1
def
= (getByA1, rga1).B2

B2
def
= (response, rp).B3

B3
def
= (sendTTP, rt2).B4

B4
def
= (response, rp).B5

B5
def
= (getByB, rgb).B6

B6
def
= (work, rw).B0

SystemZG3
def
= TTP [K] ��

response
(A0 ��L B0)[N ]

Where, L = {getByA1, sendTTP,work}.
As before these are combined to form the merged component AB in the de-

scription of the complete system.

TTP
def
= (response, rp).TTP

AB0
def
= (request, rt1).AB1

AB1
def
= (response, rp).AB2

AB2
def
= (getByA1, rga1).AB3

AB3
def
= (response, rp).AB4

AB4
def
= (sendTTP, rt2).AB5

AB5
def
= (response, rp).AB6

AB6
def
= (getByB, rgb).AB7

+(getByA2, rga2).AB8

AB7
def
= (getByA2, rga2).AB9

AB8
def
= (getByB, rgb).AB9

AB9
def
= (work, rw).AB0
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SystemZG3
def
= TTP [K] ��

response
AB0[N ]

The PEPA model of ZG3 has a similar structure to that for ZG1. The main
difference is the TTP component in ZG3 should respond three times for different
requests in one cycle, which increases the difficulty of modelling and analysis.

3.5 ODE Analysis

ODE analysis is an approximate analysis technique based on the solution of cou-
pled ordinary differential equations (ODEs), first applied to stochastic process
algebra by Hillston [7]. In this style of model analysis, the model is expressed
as a finite number of replicated components and ODEs which represent the flow
between behaviours of the components. Thus, by solving the ODEs, it is possible
to count the number of components behaving as a given derivative at any given
time, t. In the absence of oscillations, the limit, t −→∞, then tends to a steady
state value.

It is important to note that the ODE approach transforms the original stochas-
tic discrete event system to a deterministic continuous system. In doing so, we
consider fractions of any component behaving in some way at any given time,
which may be difficult to interpret in a physical system. Furthermore, ODE anal-
ysis is only applicable to certain classes of model. Despite these restrictions, the
technique is extremely useful when considering very large numbers of compo-
nents.

In experiments we have performed with different models, we have observed
that the ODEs give good predictions of the steady state behaviour only when
there is at most one active minimum function [16]. This condition holds for the
models considered here as there is only one type of Trusted Third Party.

The results we obtain are not exact, but converge on the true value as the
number of customers increases. There is a point of maximum error, the location
of which we can predict by deriving the point at which the two sides of the
minimum function coincide.

The ODEs for ZG1 and ZG3 can be derived following the approach of Hillston
[7].

ODEs of ZG1:

d

dt
AB0 = rwAB7(t)− rbAB0(t)

d

dt
AB1 = rbAB0(t)− raAB1(t)

d

dt
AB2 = raAB1(t)− rtAB2(t)

d

dt
AB3 = rtAB2(t)− rpmin(AB3(t), TTP (t))

d

dt
AB4 = rpmin(AB3(t), TTP (t))
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−rgaAB4(t)− rgbAB4(t)

d

dt
AB5 = rgaAB4(t)− rgbAB5(t)

d

dt
AB6 = rgbAB4(t)− rgaAB6(t)

d

dt
AB7 = rgbAB5(t) + rgaAB6(t)− rwAB7(t)

d

dt
TTP = 0

ODEs of ZG3:

d

dt
AB0 = rwAB9(t)− rt1AB0(t)

d

dt
AB1 = rt1AB0(t)− [rp

AB1(t)

AB1(t) +AB3t+AB5(t)

×min(AB1(t) +AB3(t) +AB5(t), TTP (t))]

d

dt
AB2 = −rga1AB2(t) + [rp

AB1(t)

AB1(t) +AB3t+AB5(t)

×min(AB1(t) +AB3(t) +AB5(t), TTP (t))]

d

dt
AB3 = rga1AB2(t)− [rp

AB3(t)

AB1(t) +AB3t+AB5(t)

×min(AB1(t) +AB3(t) +AB5(t), TTP (t))]

d

dt
AB4 = −rt2AB4(t) + [rp

AB3(t)

AB1(t) +AB3t+AB5(t)

×min(AB1(t) +AB3(t) +AB5(t), TTP (t))]

d

dt
AB5 = rt2AB4(t)− [rp

AB5(t)

AB1(t) +AB3t+AB5(t)

×min(AB1(t) +AB3(t) +AB5(t), TTP (t))]

d

dt
AB6 = −rgbAB6(t)

−rga2AB6(t) + [rp
AB5(t)

AB1(t) +AB3t+AB5(t)

×min(AB1(t) +AB3(t) +AB5(t), TTP (t))]

d

dt
AB7 = rgbAB6(t)− rga2AB7(t)

d

dt
AB8 = rga2AB6(t)− rgbAB8(t)

d

dt
AB9 = rga2AB7(t) + rgbAB8(t)− rwAB9(t)

d

dt
TTP = 0
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These ODEs can be solved in a number of ways. Most commonly they are simu-
lated with a suitably small time step over a long period. This gives rise to a trace
of component numbers over time. Alternatively, if we assume that a steady state
exists, the ODEs can be solved analytically at the limit by taking d

dtABi = 0, ∀i,
and solving the resultant set of simple simultaneous equations. Either approach
gives an efficient numerical computation, even when N is extremely large.

Our analysis is interested primarily in the number of clients waiting for a
publish (or response in ZG3) action from the TTP , as the clients can then
fetch what they need from the public area or obtain a service results. This is
represented in the model by the number of AB3 in ZG1, AB1, AB3 and AB5

in ZG3. The average queuing length L(N) is the number of requests awaiting a
response from the TTP . It is the number of the AB3 (in ZG1), or AB1, AB3

and AB5 (in ZG3), derivatives when t −→ ∞ when there are N customers in
the population.

The average response time is another interesting metric for us. To obtain this
we apply the arrival theorem. If an arriving request sees a free server, then the
average response time will be the average service time. However, if the random
observer sees all the servers busy, then the average response time will be the
average service time plus the time it takes for one server to become available
(including scheduling the other jobs waiting ahead of the random observer). This
gives rise to the following equations.

W (N) =
1

rp
, L(N − 1) + 1 ≤ K

W (N) =
1

rp
+

L(N − 1) + 1−K

Krp

=
L(N − 1) + 1

Krp
, L(N − 1) + 1 > K

Obviously, as the TTP in ZG1 is designed as a “low weight notary”, the number
of waiting requests at TTP of ZG1 should always be smaller than that in ZG3
with the same parameters. However, a system engineer should clearly be very
careful to choose either of these two protocols based on the trade off between
performance and the need for added security functionality.

4 Case Study 2: A Rheumatology Clinic

Healthcare is subject to many performance targets and metrics used to assess the
success of all clinical environments. In addition the notion of patient experience
remains at the centre of all clinical operation. As such the provisioning of health-
care resources is constrained not only in providing an efficient service, but also
one which meets the needs of the patients, not just clinically but also personally
and socially. Important aspects in patient experience include the minimisation
of waiting time and the availability of appropriate information concerning future
interactions.
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In this study we look at one aspect of clinical performance, namely the
throughput of patients and their associate waiting times. We model a rheuma-
tology clinic in a major NHS hospital in the UK using data captured from ob-
servations. The clinic is relatively small, consisting of a central waiting area with
registration, a number of consulting rooms and treatment rooms where nurses
my take blood samples or administer injections. In addition patients may be
sent to a separate x-ray service outside the clinic (but still within the hospital).
Patients are classified as either new, meaning that they have just been referred
to the clinic and this is their first appointments, or follow-up, which denotes that
the patients is attending a repeat appointment having previously attended the
clinic in the past. For brevity in this presentation we will not distinguish these
two classes, although in practice it adds only a little additional complexity to
the specification and analysis.

A typical PEPA model of this system can be specified as follows:

Patient
def
= (arrive, rA).Register

Register
def
= (register, rR).T est

T est
def
= (test, rT ).Consultation

Consultation
def
= (consult, rC).BloodT est

BloodTest
def
= (blood, rB).Xray

XRay
def
= (xray, rX).Depart

Depart
def
= (depart, rD).Stop

Registration
def
= (register, rR).Registration

Nurse1
def
= (test, rT ).Nurse1

Consultant
def
= (consult, rC).Consultant

Nurse2
def
= (blood, rB).Nurse2

XRay
def
= (xray, rX).XRay

The complete system can be described as

Patient[Np] ��L (Registration||Nurse1[N1]||Consultant[Nc]||
Nurse2[N2]||XRay)

where L = {register, test, consult, blood, xray}.
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The components Registration, Nurse1, Consultant, Nurse2 and XRay rep-
resent the various resources in the system. Patients can only use those resources
if they are available, i.e. not already in use by another patient. A key considera-
tion therefore is in provisioning sufficient resource (denoted by N1, Nc and N2)
such that patients do not experience excessive waiting given a particular volume,
Np. Since the Patient component is terminating (indicating that the patient has
left the clinic), it makes no sense to derive steady state metrics. We could, if it
was desired, alter the behaviour so that patients return to the Patient behaviour
after a suitable delay following the depart action (as in the previous case study).

Using this model we can investigate a number of scenarios of resource avail-
ability and appointment scheduling. To do this we derive the ODEs (as in the
previous case) and simulate them to derive transient metrics of interest. The
particular metrics we are interested in are typically the number of patients com-
pleting their appointment within a given time, the time taken for all patients to
complete, the maximum number of waiting patients at any given point and the
maximum end to end response time for any patient.

As the model is specified here all the patients will begin to arrive at the
same time. It turns out that this is the optimal solution for minimising the time
taken for all patients to complete, hence form a process-centric view this might
be thought of as a good solution. However, in this configuration some patients
would be present in the clinic for the entire time, experiencing long waiting times
at each stage. Other patients (those at the front of the arrival queue as dictated
by the race condition on the concurrent arrive actions) would find each resource
relatively unused as they come to it and so would experience a very fast response
time.

This disparity in patient experience would clearly lead to dissatisfaction
amongst those patients with very long waits. To counter this problem we have
experimented with various functional rates to stagger the arrival of patients and
simulate an appointment schedule. The simplest such function is to spread the
arrivals over a longer period, allowing the first patients to progress through the
system before other patients arrive. This has the desired effect of reducing max-
imum wait times, but increases the overall time to completion and reduces the
average utilisation of the resources. In practice this is particularly problematic
for consultants, who may then experience wait times between patients leading to
an inefficient (and more costly) provision. The optimal function to reduce wait
times and maintain a high utilisation of key resources is to employ a non-linear
function which creates an initial load (high burst of arrivals), and then a spread of
patients arriving throughout the remaining period. When the resource provision
and rates in the arrival function are optimised this results in small average waits
for patients at the Consultation phase, but otherwise a fast response through
the system. The small numbers of waiting patients at the Consultation phase
ensures that there is nearly always a patient to be seen by the consultant when
they are available, so utilisation of consultants is maintained until all patients
have been seen.
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Using the fluid approximation we are able to introduce further functions to
fluctuate the available resource (for example, to introduce scheduled breaks or
unforeseen complications) or to reallocate resource between different areas. For
example, with a functional rate approach to arrivals it is advantageous to process
the initial burst of patients through the test action as quickly as possible so
that the system reaches a sustainable state. This means provisioning a higher
number of Nurse1 components (N1) in the initial phase, but this number can
be reduced after the initial burst has gone through. At the same time during
the initial phase there is less demand for later actions in the sequence, hence
the number of Nurse2 components can be reduced initially, but increased once
patients start to complete the consult action. This means we can maintain a
steady total of nurses (N1 +N2) but reallocate staff between these two roles.

5 Conclusions and Future Work

The examples here show the use of PEPA and its fluid approximation in two very
different scenarios. As stated in the introduction, this form of analysis was orig-
inally applied to PEPA for biochemical models, we have demonstrated here that
the approach can also be applied to traditional computer science problems and
to problems of a more techno-social nature involving the movement of people.
The fact that the analysis can be used to derive some very useful information in
both scenarios illustrates the power and flexibility of the approach.

The work described in this paper is ongoing. In the first example we aim
to validate the models against real implementations of these protocols. There
are clearly many more protocols of a similar nature that can also be studied
using these techniques. In the case of the second example we aim to extend
our work to consider other more complicated treatment pathways in different
areas of healthcare. In addition we intend to develop some interface tools to
enable healthcare practitioners and managers to access the analysis tools without
needing to understand PEPA.

The models presented in this paper have also been solved using mean value
analysis [17] which has validated the fluid approximation results. There is still
some work to be done to better understand the accuracy of the fluid approx-
imation in different scenarios. Some empirical study in this regard has been
undertaken [16], but additional results on sensitivity to different distributions
and functional rates (as used in the second example) remains to be undertaken.
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Abstract. Mobile Ad hoc Networks (MANETs) are becoming very attractive 
and useful in many kinds of communication and networking applications. Due 
to the advantage of quick construction and numerical analysis of analytical mod-
elling techniques, such as Stochastic Petri nets, Queueing Networks and Process 
Algebra, have been broadly used for performance analysis of computer net-
works. In addition, analytical modelling techniques generally provide the best 
insight into the effects of various parameters and their interactions. To the best 
of our knowledge, there is no analytical study that investigates the effect of 
various factors of multihop ad hoc networks, such as communication range, 
density of nodes, random access behavior, mobility patterns, speed of nodes, 
traffic patterns, and traffic load, on the performance indices such as packet 
delay and network capacity. The main objective of this work is designing an 
analytical framework that can be used to study the effect of all these factors on 
the performance of MANETs, where nodes move according to random way-
point mobility model. We employ a verbose modelling approach which includes 
organizing a framework into several models to break up the complexity of 
modelling the complete network, and make it easier to analysis each model of 
the framework as required. The proposed framework can be used to evaluate 
any of transport, network, or data link layer protocols. The proposed models are 
validated using extensive simulations. 

1 Introduction 

Traditional wireless communication networks, namely cellular and satellite networks, 
require a fixed infrastructure over which communication takes place. Accordingly, 
considerable effort and resources are required for such networks to be set up, before 
they can actually be used. In cases where setting up an infrastructure is a difficult or 
even impossible task, such as in emergency/rescue operations, military applications or 
disaster relief, other alternatives need to be devised. Mobile Ad hoc Networks 
(MANETs) are stand alone wireless networks that lack the service of a backbone 
infrastructure [1]. They consist of a collection of mobile nodes, where the nodes act as 
both sources and routers for other mobile nodes in the network. A node can send a 
message to another one beyond its transmission range by using other nodes as relay 
points and thus a node can function as a router. This mode of communication is 
known as wireless multihop.  
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Mobile Ad hoc Networks share many of the properties of wired and infrastructure 
wireless networks but also has certain unique features which come from the character-
istics of the wireless channel. Nodes in MANETs are free to move randomly; thus, the 
network topology changes rapidly at unpredictable times. Therefore, the nodes need 
to collect connectivity information from other nodes periodically.  Mobility is a cru-
cial factor affecting the design of MANET’s protocols, including Medium Access 
Control (MAC), Transmission Control Protocol (TCP), and routing protocols. 

High performance is a very important goal in designing communication systems. 
Therefore, performance evaluation is needed to compare various architectures for 
their performance, study the effect of varying certain parameters of the system and 
study the interaction between various parameters that characterize the system. It is to 
be noted that most of research that studies the performance of MANET were evalu-
ated using Discrete Event Simulation (DES) utilizing a broad range of simulators, 
such as NS2 [2], OPNET [3], and GloMoSim [4]. The principal drawback of DES is 
the time taken to run such models for large, realistic systems, particularly when re-
sults with high accuracy (i.e., narrow confidence intervals) are desired. In order to get 
a reliable value, one has to run simulation tens of iterations with different seed values 
of a random generator. In other words, it tends to be expensive. A large amount of 
computation time may be needed in order to obtain statistically significant result. In 
highly variable scenarios, with number of nodes ranging from tens to thousands, node 
mobility varying from zero to tens of m/s, the simulation time of most current systems 
will increase dramatically to an unacceptable level. 

Due to the advantage of quick construction and numerical analysis of analytical 
modelling techniques, such as Petri nets and process algebra, have been used for per-
formance analysis of networks. In addition, analytical modelling is a less costly and 
more efficient method. It generally provides the best insight into the effects of various 
parameters and their interactions [5]. Hence analytical modelling is the method of 
choice for a fast and cost effective evaluation of a network protocol.  

Ad hoc networks are too complex to allow analytical study for explicit perform-
ance expressions. Consequently, the number of analytical studies of MANET is small 
[6-10]. In addition, most of these studies have many drawbacks, which can be sum-
marized as follows: 

1. Most of analytical research in MANET suppose that the nodes are stationary or the 
network is connected all the times to simplify the analytical analysis.  

2. Most of analytical research in MANET study the behaviour of one protocol in a 
specific layer, not the whole network. For example in [11-16] they only proposed 
models for MAC protocols in Data Link Layer.  

3. To reduce the state space of the analytical models of MANET, most of research are 
macroscopic (dynamics of actions are aggregated, motivated by limit theorems) 
and not scalable.  

4. Some of research is restricted to analysis of single hop ad hoc networks. 
5. To simplify the analysis, most of research study MANETs in the case of saturated 

traffic load (i.e. all the time every node has a packet to send).  

To the best of our knowledge, there is no analytical study that investigates the effect 
of various factors of ad hoc networks, such as communication range, density of nodes, 
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random access behavior, mobility patterns, speed of nodes, traffic patterns, and traffic 
load, on the performance indices such as packet delay and network capacity. This 
work introduces an analytical framework that can be used to study the effect of all 
these factors on the performance of MANETs. The proposed framework is organized 
into several models to break up the complexity of modelling the complete network, 
and make it easier to later analysis of each model of the framework as required. The 
proposed framework can be used to evaluate any of transport, network, or data link 
layer protocols. In addition this framework can be used to study the effect of the in-
teraction between different protocols in different layers on the performance of 
MANETs.  

 

Fig. 1. One hop communication 

2 Network Model and Assumptions 

To develop a Stochastic Reward Net (SRN) models for MANET, we consider a net-
work consisting of N nodes that are distributed in a square area of dimension L×L 
according to a mobility model, such as random waypoint. All nodes are independent 
and behave identically. Each node is equipped with omni-directional antenna and has 
a fixed transmission range Rtx. Each node in the network is a source of traffic, where it 
generates packets with rate λ. The destination of any source is chosen from other 
nodes randomly. For the end-to-end connection, if the destination is not in the trans-
mission range of the source, the packets are routed through Nh hops through 
neighbour nodes. The neighbour nodes (intermediate nodes) are used as connection 
relays to forward packets to destinations. Therefore, the mobile nodes work as both 
sources and routers for other mobile nodes in the network. We suppose that each node 
forward the same average number of packet per unit time (λr) to other neighbour 
nodes. The traffic load in the network is represented by λ and λr. The number of 
routed packets per unit time (λr) is one of the network layer model parameters. An 
expression for λr is derived in Section 4. 
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In wireless networks, all nodes with multi-directional antennas have three radio 
ranges related to the wireless radio: transmission range (Rtx), carrier-sensing range 
(Rcs) and interference range (Ri). To illustrate these ranges, Figure 1 shows one hop 
communication between the source node S and destination node D, where the circles 
with radii Rtx, Rcs and Ri present the transmission range of the node S, carrier sensing 
range of the node S and interference range of the node D, respectively. 

Carrier sense range is a physical parameter for a wireless radio. It depends on the 
sensitivity of the antenna. Any transmissions from other nodes in the carrier sense 
range of a node S will trigger carrier sense detection, and S detects the channel as 
busy. If the channel is detected to be busy, node S will wait for the channel to become 
idle for at least the duration of distributed inter-frame space (DIFS) before it starts 
trying to transmit a packet. The area covered by the carrier sense range of a node is 
called carrier sense area for the node. The nodes located in the carrier sensing area are 
called carrier sensing nodes (Ncs).  

All nodes located within the area covered by the transmission range of a node S, 
called neighbour nodes, can receive a packet from S or send a packet to S success-
fully, if there is no interference from other radios. The area covered by the transmis-
sion range of a node is called capture area for the node. If a node S transmits to a node 
D, as shown in Figure 1, any transmission from any node located within the interfer-
ence range of D interferes with the signal sent by S. 

Transmission and carrier sense range are determined by the transmission and  
reception power threshold and path loss of signal power. To simplify analysis, we 
assume that both carrier sense and transmission ranges are fixed and identical in all 
the nodes. The interference range of any node varies depending on the distance be-
tween S and the destination and the sending and receiving signal power.  

The hidden area (the dashed area shown in Figure 1) is the area covered by the in-
terference range of the destination node D and not covered by the carrier-sensing 
range of the source node S. The nodes located in the hidden area are called the hidden 
nodes. For example, as shown in Figure 1, the node H is in the interference range of D 
and out of the carrier sensing range of S. Therefore, the node H is hidden from S. The 
node S will not be able to hear transmission by the hidden node H. Consequently, if it 
transmits packets to the node D at the same time, there will be packet collisions at D. 
The hidden nodes problem is a well-known problem in multihop ad hoc networks.  

The nodes located in the intersection of the carrier sensing range of the source and 
the interference range of the destination are called interfering nodes. For example, for 
the source and destination nodes S and D shown in Figure 1, the interfering nodes are 
located in the shaded area. Any transmission from these nodes is sensed by S and 
interferes with the transmission from S. For random waypoint mobility model, we 
introduced a mathematical analysis in [17] and [18] to compute the average number of 
carrier sensing nodes (Ncs), interfering nodes (Ni) and hidden nodes (NH).   

3 Proposed Framework 

MANETs are a multi-layer problem. The physical layer must adapt to rapid changes 
in link characteristics. The multiple access control layer should allow fair access, 
minimize collisions, and transport data reliably over the shared wireless links in the 
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presence of hidden or exposed terminals and rapid changes. The network layer proto-
cols should determine and distribute information used to calculate paths in an efficient 
way. The transport layer should be able to handle frequent packets loss and delay that 
are very different than wired networks. In addition, the topology of MANET is highly 
dynamic because of frequent nodes mobility. Thus, there are many interacting pa-
rameters, mechanisms, and phenomena in the area of mobile ad hoc networking. 
Therefore, Ad hoc networks are too complex to allow analytical study for explicit 
performance expressions. 

 

Fig. 2. Proposed framework for modelling MANET  

To overcome all drawbacks of other research explained in Section 1, we propose an 
analytical framework that can be used to evaluate MANETs or a specific protocol in 
any layer. To present an approach for the modelling and analysis of large-scale ad hoc 
network systems, there are two requirements in advance. First, the model should be 
detailed enough to describe some important network characteristics that have a sig-
nificant impact on performance. Second, it should be simple enough to be scalable 
and analyzable. It is clear that these two requirements are contradictory. Therefore, to 
solve this problem, we will model the MANET by a framework that consists of four 
models, as shown in Figure 2, instead of building one analytical model for the whole 
network. These four models and the interactions between them will be similar to the 
four main layers and their interactions in TCP/IP model.  

Figure 2 illustrates the analytical framework for modelling mobile ad hoc net-
works. It consists of five models which are divided into two groups; Mobility Models 
and Layers Models, as shown in Figure 2. The five models interact with each other by 
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exporting and importing some parameters from other models, as shown in Figure 2. 
The mobility models are used to make analysis of the path between any source and 
destination. It consists of two models, Path Length Model and Path Analysis Model. 
According to the number of nodes (N), mobility pattern (random way point, random 
walk point, free way, etc.), and the size of the network area (L2), the Path Length 
Model is used to compute the expected number of hops between any source-destination 
pair (Nh). According to the routing protocol (AODV, DSR, SSA, LMR, etc.) and Nh , 
the Path Analysis Model is used to study connection availability of the path and calcu-
lates the average rate of failure (µf) and repair (µr) of any path between any source and 
destination. The Path Length Model is a mathematical model, whereas the Path Analy-
sis Model is Stochastic Reward Net model, which have been introduced in [17] and 
[18], respectively. 

The Layers models consist of three models; Data Link Layer Model, Network Layer 
Model, and Transport Layer Model. Data link layer protocols (MAC protocols) are 
modelled by the Data Link Layer Model. This model uses the throughput of the Net-
work Layer Model (λn) to compute the packet loss probability (ε) and the average delay 
of packets (δ) in data link layer. In [19], we introduced the Data Link Model. The ac-
tions in the network layer are modelled by the Network Layer Model. It uses µr, µf, λT 
(the throughput of Transport Layer Model) and ε to calculate the average number of 
packets per unit time that is sent to Data Link Layer model (λn), Packet loss probability 
when the node buffer is full (εB), and the average delay of packets in the Network 
Layer Model (δn). The network layer SRN model is introduced in Section 5. The 
Transport Layer Model (TLM) represents the analytical model for any of the transport 
layer protocols such as TCP or UDP. The inputs of the TLM are λ, εB, δn, and ε, and the 
output is λT. To simplify the analytical analysis, only UDP protocol is adopted as a 
transport layer protocol. Because of its simplicity, modelling of UDP protocol is in-
cluded in network layer model introduced in Section 5. 

The proposed models are solved iteratively using fixed point iteration technique to 
compute the required performance indices, such as the average delay and throughput 
per hop. This is explained in Section 4. Also, Section 4 shows how to use the perform-
ance indices per hop to compute the performance indices per path. 

4 Traffic Load and Packet Forward Rate 

The traffic load in the multihop ad hoc networks depends on the packets generation 
rate (λ) and packets forward rate (λr) per node. Packets generation rate is a network 
parameter, whereas the packets forward rate depends on λ and other network parame-
ters such as network size, number of nodes, and mobility model. This section derives 
an expression for λr. 

Figure 3 shows Nh hops communication path between the source node S and desti-
nation node D, where λt is the average number of packets that is successfully sent by 
any node per unit time, and λ1, λ2, …., λNh are  the average number of packets sent by 
the source S and received by the nodes R1, R2, …. , D, respectively. Throughput ratio 
(α) is the ratio between the average number of received and successfully transmitted 
packets per node per unit time. Because all nodes are similar and behave identically, 
we suppose that throughput ratio for all nodes are equal. The throughput ratio can be 
computes as follows: 
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Fig. 3. A network communication path 

Therefore, the average number of packet that the node R1 received from the source S 
per unit time is ߣଵ ൌ -For the node R1, the throughput ration is computed as fol .ߣ ߙ
lows: ߙ ൌ ሺߣ௧ െ ଶሻߣ ൅ ௥ߣଶሺߣ െ ଵሻߣ ൅ ଵߣ ൅ ߣ ൌ ௥ߣ௧ߣ ൅ ߣ ൌ ௧ߣ െ ௥ߣଶሺߣ െ ଵሻߣ ൅ ߣ ൌ  ଵߣଶߣ

So, the average number of packet that are sent by S and received by R2 is  ߣଶ ൌ ଵߣ ߙ ൌ  ߣ ଶߙ

In the same way, we can deduce that the average number of packet that a node Rk 
received from the source S per unit time is                                                                         ߣ௞ ൌ  ሺ1ሻ                                                           ߣ ௞ߙ

Consequently, the average number of packets received by the destination D per unit 
time, which represents the throughput per path, is                                                             ݄ܶݐݑ݌݄݃ݑ݋ݎ ൌ ே೓ߣ ൌ  ሺ2ሻ                                     ߣ ே೓ߙ

The number of packets sent by a source S and forwarded (routed) by the intermediate 
nodes (routers) between the source S and destination D in the path can be computed as 
follows: ߣ௫ ൌ ଵߣ ൅ ଶߣ ൅ … . . ൅ߣே೓ିଵ 

From equation 1 and 2, λx can be computed as                                                   ߣ௫ ൌ ሺߙ ൅ ଶߙ ൅ ڮ ൅ ே೓ିଵሻߙ ·  ሺ3ሻ                                          ߣ

If the number of sources in the network is Ns, the average number of routed packets 
per unit time (λr) is                                                              ߣ௥ ൌ ௦ܰ · ௫ߣ ൌ ܰ ·  ௥                                                   ሺ4ሻߣ

From equation 3 and 4, the average number of routed packets per node is                                                ߣ௥ ൌ ሺߙ ൅ ଶߙ ൅ ڮ ൅ ே೓ିଵሻߙ · ௦ܰܰ ·  ሺ5ሻ                                    ߣ
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Fig. 4. Network layer model 

5 Network Layer Model 

The main goal of network layer protocols (Routing Protocols) is the correct and effi-
cient route establishment and maintenance between a pair of nodes in order that the 
messages are sent or forwarded reliably and in a timely manner. In addition, because 
the nodes work as a router, the routing protocols maintain information about the 
routes in the network to be used to forward any received packets. The design of 
MANET routing protocols is a challenge because they operate in resource-constrained 
devices and networks with highly dynamic topologies.  

The proposed network layer model is shown in Figure 4. It is a Stochastic Reward 
Net (SRN) model for network layer events in MANETs. Transition TGP represents the 
generation of packets in the transport layer. When transition TGP fires, a token is de-
posited in the place PGP. The mean firing time of TGP is the mean time of generation 
of UDP packets in transport layer. The place PBuffer contains tokens corresponding to 
the free buffer spaces in the current node. The initial number of tokens in PBuffer (NB) 
is the total number of free buffer spaces in the node. The firing of immediate transi-
tion TB reserves a buffer space for outgoing packets by removing a token from PBuffer 
and depositing a token into the place Ps which represents receiving of packets by the 
network layer.  

When a token arrives in the place Ps, there are two possibilities at this point. The 
first, the path to the destination is available, so the transition TYPS fires moving the 
token from the place Ps to the place PBP1. The firing of transition TFrd1 moves the to-
ken from PBP1 to PMAC which represents forwarding the packet from the network layer 
to the MAC layer. The second, the path to the destination is not available, therefore 
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the transition TNPS fires depositing the token to the place PBP2. If the route is recovered 
or established, the transition TFrd2 fires to forward the packet to the MAC layer.  

The places and transitions PMAC, PError, PNError, TError, TNErrror, TCBK, and Tsend present 
the interaction with the Data Link Layer Model presented in [19]. The token in the 
place PMAC represents that the MAC layer received the packet and started to send it. If 
the MAC layer failed to transmit the packet due to packet collision or interference,  
the MAC protocol drops the packet and sends a CBK (Call Back) error message to the 
network layer. This represented by the place PError and firing of transitions TError and 
TCBK. The firing of timed transition TCBK presents the completion of the error detection 
and dropping the packet, after which one place buffer in the current node is released 
by returning a token to the place PBuffer. On the other hand, successful transmitting and 
receiving the packet are presented by fringe of transition TNError, which moves the 
token from PMAC to PNError, and firing of transition TSend that returns the token back to 
the place PBuffer representing increasing the free buffer space by one. 

The firing probability of TError (ε) is the probability of CBK error (packet dropping 
probability), whereas the firing probability of TNError is (1– ε). The one node detailed 
model in Data Link Layer Model [19] is used to compute ε. The firing rate of the 
timed transition TSend (Rate(TSend)) and TCBK (Rate(TCBK))  are the average number of 
packet sent and dropped by the MAC protocol per unit time which are computed from 
the Data Link Layer Model [19]. 

In MANETs, each node has a routing table that indicates for each destination 
which is the next hop and number of hops to the destination. The main function of the 
routing protocols is building and updating the routing table. The routing protocols 
work in the network layer. For any packet entering the network layer, the routing 
protocol checks all available paths to the destination and chooses the best one.  Be-
cause of mobility of nodes, there are frequent failures for paths between sources and 
destinations. The average time of failure of any path between any source and destina-
tion depends on the density distribution of nodes and the type of mobility pattern. For 
any path failure, the routing protocol tries to recover the path to the destination. The 
average time of the path recovery depends on the type of routing protocols, density of 
nodes, and mobility pattern.   

The places PAv and PNAv, and transitions TFail and TRepair model the effect of path 
failure and repairing process. The token in PAv means that the path between the source 
and destination is available. Whereas, the token in PNAv means that the path between 
the source and destination is not available. The timed transitions TFail and TRepair pre-
sent the completion of failure and repair of the path between the source and destina-
tion, respectively. The rate of firing of transitions TFail (µf) and TRepair (µr) are the aver-
age rate of failure and repair of any path, respectively, which are computed using the 
Path Analysis Model that we proposed in [18]. The inhibiter arcs from places PAV and 
PNAv to transitions TFrd2, TNPS and TYPS ensure that if there is no path to the destination 
in the routing table, the packet (token) will not be forwarded from the routing layer 
(Ps) to the data link layer (PMAC).    

Any node in MANET may work as a source, destination or router. The neighbours 
of any node may send packets to it to forward them to another node (works as a 
router) or absorb them (works as destination). The firing of timed transition TRP and 
depositing a token in the place PRP present the completion of receiving a packet from 
a neighbour node.  The firing rate of TRP depends on the average number of received 
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packet to forward per unit time (λr). Section 4 derived an expression for λr. If the path 
that is required by the received packet is not available, the node drops the packet im-
mediately. This is modelled by the place PDrop and transitions TNPR and TDrop. Other-
wise, the node tries to save the packet in the buffer which is presented by transition 
TYPR and place PCB. 

Firing of transition TNBR means that the buffer is full (#PBuffer = 0) and the node is 
unable to forward the packet which is dropped. If the buffer can accommodate a 
packet (#PBuffer > 0), the packet enters a queue and waits in order to be processed by 
MAC protocol. This is presented by firing transition TYBR that moves a token from PCB 
to PMAC. Transitions TGP and TRP are assigned with guard functions that preventing 
firing of these transitions when the buffer is full (#PBuffer = 0). If ψ is the average 
probability that any path in the network is available, the firing probabilities of the 
transition TYPR and TYPS are ψ, whereas the firing probabilities of transitions TNPR and 
TNPS are (1– ψ). The probability of the path availability is computed using the Path 
Analysis Model that we proposed in [18].  

As explained in Section 3, the proposed frame work consists of three main SRN mod-
els; Data Link (MAC) Layer Model, Path Analysis Model, Network Layer Model. To 
compute the required performance indices, such as delay and throughput, the three 
models are solved iteratively using the fixed point iteration technique. The following 
procedure and Figure 2 summarize the iterative process to solve the proposed models 
to compute the delay per hop and throughput ratio which is used to compute the end-
to-end delay and throughput per path: 

Step 1: Using the Path Length Model, the parameters NH, Ncs, Nh, and Ni, are com-
puted. 

Step 2: Solve the Data Link Layer Model using the procedure introduced in [19] to 
compute ε and δ considering that λn = λ. 

Step 3: Solve the Path Analysis Model to compute µf and µr. 
Step 4: Considering that α = 0.5, as an initial value, the Network Layer Model is 

solved to compute the new value for α and λn. Also, any of the performance 
metric τn, such as throughput per hop, is computed, where n is the number of 
iteration. 

Step 5: If n = 1 (initial iteration), increase n by one and go to Step 2. 
Step 6: Compute the error of the performance metric using the following equation  

 err(τ)=|τn – τn–1 | / τn 

Step 7: If the err(τ) is less than a specified threshold, stop the iteration process, other-
wise increase n by one and go to Step 2.  

The number of iterations depends on the error threshold. In all validation scenarios 
introduced in the validation section, the error threshold is set to 0.05. In all cases the 
convergence of the performance metric is achieved in only a few iterations.  



150 O. Younes and N. Thomas 

 

6 Validation and Results 

In this section, the proposed model is validated by making extensive comparisons of 
its results with the results of many simulation experiments. The simulation results are 
obtained by using ns-2 simulator [2], whereas the analytical results derived from the 
proposed models are obtained using SPNP tool [20].  

 

Fig. 5. Goodput versus packets generation rate for the BA method, in the case of packet  
size = 2kB or 6kB, Rcs = 150m, 250m or 350m, L = 600m, and Rtx = 150m 

Two fundamental performance metrics are used to evaluate the proposed SRN 
models; goodput and end-to-end delay.  The goodput is the number of data bits, not 
including protocol overhead and retransmitted bits, received correctly at a destination 
per unit time. Thus, goodput represents the application level throughput. End-to-end 
delay of data packets is the average time that a packet takes from the beginning of 
transiting the packet at a source node until the packet delivery to a destination.  This 
includes delay time caused by buffering of data packets during route discovery, queu-
ing at the interface queue for transmission at MAC layer, retransmission delays at 
MAC layer, and propagation and transfer delay times. In simulation, the throughput is 
computed by dividing the total number of received packets at all receivers by the 
simulation time, whereas end-to-end delay is obtained by summing up individual 
packet delays at all receivers and dividing the sum by the total number of received 
packets. The average goodput per source-destination pair and packet end-to-end delay 
for all simulation scenarios of the network are obtained by averaging over goodput of 
all source-destination pairs and end-to-end delay of all packets received by any desti-
nation, respectively. 

For all simulation scenarios, all nodes move according to random waypoint mobil-
ity where the velocity of nodes is chosen uniformly from 0 to 20 m/s and the pause 
time is set to zero. For all mobility scenarios, nodes start to move at the start of the 
simulation and do not stop until the end of simulation. The source-destination pairs 
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are chosen randomly over the network where Constant Bit Rate (CBR) traffic sources 
are used. The number of CBR sources is equal to the number of nodes where the des-
tinations are randomly chosen. Identical mobility scenarios and traffic patterns are 
used across simulation scenarios to gather fair results. The simulation time is set to 
1100s. The first 100s are discarded to be sure that the network has reached the steady 
state. All simulation results are obtained with 95% confidence interval. In Figures 
10−20, solid lines refer to simulation results (labeled Sim), while dashed lines repre-
sent results of SRN models (labeled Mod). 

 

 

Fig. 6. Goodput versus packets generation rate for the RTS/CTS method, in the case of packet 
size = 2kB or 6kB, Rcs = 150m, 250m or 350m, L = 600m, and Rtx = 150m 

To validate the proposed models, many network simulation scenarios are con-
ducted. The settings of simulation scenarios consist of a network in a square area with 
side length L, where the number of nodes varies from 60 to 240, packets generation 
rate varies from 100 to 2200 kb/s, transmission range Rtx = 150 or 250m.  

The first scenario is based on varying the packet generation rate in each source 
node from 100 to 2200 kb/s where the number of nodes N = 60, the size of network 
area is 600X600m, and transmission range is 150m. To investigate the effect of in-
creasing the carrier sensing range and packet size on the performance of the network, 
Rcs is set to 150, 250, or 350m and the packet size is set to 2 or 6 kB. For this sce-
nario, Figure 5 and 6 show the average goodput per source-destination pair verses 
increasing value for the packet generation rate for Basic Access (BA) and RTS/CTS 
(Request to Send/Clear to send) method [19], respectively.  

As clear in Figure 5 and 6, in the case of light load conditions (small packet gen-
eration rate) the greater the packet generation rate the greater the goodput. However, 
in heavy load conditions, increasing the packet generation rate does not much affect 
on the goodput. This is because, in heavy load conditions when every node has a 
packet to send all the time, the contention to access the channel increases which in-
creases the packets collision probability, interference between nodes, and buffer  
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overflow. Thus, the number of packets losses increases that make any more increase 
in the packet generation rate has not a significant effect on goodput.  Also, Figure 5 
and 6 show the effect of increasing the carrier sensing range and packet size on the 
average goodput per source-destination pair under various channel traffic loads.  

 

 

Fig. 7. Goodput versus packets generation rate for the BA and RTS/CTS methods, in the case 
of packet size = 6kB, Rcs = 150m or 350m, L = 600m, and Rtx = 150m 

Increasing the carrier sensing range decreases the size of hidden area and number 
of hidden nodes NH which consequently decreases the packet collision probability. 
However, the greater the carrier sensing range the greater the size of interference area 
and number of interfering nodes Ni which increase the packet collision probability and 
decreases the channel availability.  Therefore, from Figure 5 and 6, it can be observed 
that a larger carrier sensing range results in a smaller goodput for both BA and 
RTS/CTS schemes.   

 Although increasing the packet size increases the packet collision probability due 
to hidden nodes and exponential backoff time per packet, it reduces the number of 
data packets sent per unit time that reduces the contention between nodes, and the 
packet collision probability due to interfering nodes. In addition, although the number 
of received packets per unit time in the case of lager packet size is smaller than that in 
the case of small packet size; the number of received bits per unit time is larger. Thus, 
as clear from Figure 5 and 6, the larger packet size improves the performance of the 
network for different carrier sensing ranges in both BA and RTS/CTS schemes.  

As shown in Figure 5 and 6, with very light traffic load, increasing the packet size 
or carrier sensing range has not much significant effect on the performance of the 
network because the network load is very low, so most packet arrivals can be serviced 
successfully . In addition, with the same traffic load, with large packet size, it is to be 
noted that decreasing the carrier sensing range has more effect on the network good-
put compared to small packet size. This is because, the smaller packet size increases 
interference and contention between nodes that make the goodput saturate fast with 
increasing the traffic load. 
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Fig. 8. Goodput versus packets generation rate for the BA and RTS/CTS methods, in the case 
of packet size = 2kB or 6kB, Rcs = 150m, L = 600m, and Rtx = 150m 

In Figure 7 and 8, the comparison of the BA and RTS/CTS methods are made 
against the packet size and carrier sensing range. Figure 7 and 8 show the goodput 
versus the packet generation rate for BA and RTS/CTS method where in Figure 7 the 
packet size is 2 or 6 kB and Rcs = 150m , and in Figure 8 the packet size is 6 kB and 
Rcs = 150 or 350m. The figures reveal that in multi-hop ad hoc networks, in contrary 
to single hop ad hoc networks, BA method outperforms RTS/CTS method especially 
in heavy load and large packet size conditions. In the case of packet size is 6kB, in-
creasing the carrier sensing range from 150m to 350m decreases the saturated good-
put with 32.1% and 40.2% for BA and RTS/CTS methods, respectively and saturated 
goodpute for BA method is 32.4% higher than that for RTS/CTS method. This is 
because of the exposed terminal and blocking area problems for RTS/CTS.   

To investigate the influence of the number of nodes on the end-to-end delay, Fig-
ure 9 shows the end-to-end delay versus increasing values of the number of nodes in 
the network (from 80 to 240 nodes) for BA method, where packet size = 2 kB,  
Rcs = 250 or 450m, L=1200, packets generation rate = 1000 kB/s, and Rtx = 250m. In 
Figure 9, it can be seen that for small number of nodes (less than180) the greater the 
number of nodes the greater the end-to-end delay because increasing number of nodes 
increases the collision probability and contention between nodes which increase the 
random exponential backoff time that increases the end-to-end delay.  However, for 
large number of nodes, the end-to-end delay slightly increases with the increasing of 
the number of nodes because the system starts to saturate and becomes unable to 
serve any more packets. 

 As shown in Figures 5−9, the analytical results agree closely with simulation re-
sults. The difference between analytical and simulation results is due to the following 
approximations: (1) the time intervals of many events in the Data Link Layer Model, 
Network Layer Model, and Mobility Models, have been approximated to be exponen-
tially distributed to be able to solve the proposed models analytically, (2) the  
approximate value for the number of neighbour nodes computed using the method  
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introduced in [18], which is used to drive the number of hidden and interfering nodes,  
must be rounded to the nearest integer to be used to solve the models, and (3) the 
number of hops computed using the method introduced in [17] is usually overesti-
mates the actual value and also it must be approximated to an integer number.  

 

 

Fig. 9. End-to-end delay versus number of nodes for the BA method, in the case of packet size 
= 2kB, Rcs = 250m or 450, L = 1200m, and Rtx = 250 

7 Conclusion 

This work introduces an analytical framework for modelling MANETs that can be 
used to study the effect of various factors, such as communication range, density of 
nodes, random access behaviour, mobility patterns, and traffic load, on the perform-
ance indices such as packet end-to-end delay and network throughput, for perfor-
mance analysis of MANETs. The proposed framework consists of five models; Path 
Analysis Model, Path Length Model, Data Link Layer Model, Network Layer Model, 
Transport Layer Model. To compute the required performance indices, such as delay 
and throughput, the three models are solved iteratively using the fixed point iteration 
technique. The proposed models are validated using extensive simulations.  
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Abstract. Fluid flow approximation allows efficient analysis of large
scale PEPA models. Given a model, this method outputs how the mean,
variance, and any other moment of the model’s stochastic behaviour
evolves as a function of time. We investigate whether the method’s re-
sults, i.e. moments of the behaviour, are sufficient to capture system’s
actual dynamics.

We ran a series of experiments on a client-server model. For some
parametrizations of the model, the model’s behaviour can accurately be
characterized by the fluid flow approximations of its moments. However,
the experiments show that for some other parametrizations, these mo-
ments are not sufficient to capture the model’s behaviour, highlighting
a pitfall of relying only on the results of fluid flow analysis. The results
suggest that the sufficiency of the fluid flow method for the analysis of
a model depends on the model’s concrete parametrization. They also
make it clear that the existing criteria for deciding on the sufficiency of
the fluid flow method are not robust.

1 Introduction

One of the features of Performance Evaluation Process Algebra, or PEPA, is that
the concise set of formal primitives it provides is rich enough to be used to model
a wide range of systems [1,2,3,4]. In general, analysis of a PEPA model involves
deriving the model’s underlying Continuous Time Markov Chain (CTMC) and
applying Markovian analysis. When PEPA is used to model a large scale system,
i.e. a system with large populations of entities, the size of the underlying CTMC
becomes so large that Markovian analysis becomes expensive, time consuming
or even, due to the memory constraints, practically infeasible; a famous problem
referred to in the literature as the problem of state space explosion.

For the analysis of large scale PEPA models, methods have been developed
which provide us with approximate results. One such method is Monte Carlo
stochastic simulation. Here, given a large scale PEPA model, the modeller runs
a number of simulations over the underlying CTMC, sampling the state of the
system at the time t of interest. The obtained set of samples are then used
to characterize the system performance metric’s approximate distribution. The
approximate distribution, found by applying the Monte Carlo method, tends to
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the exact one as the number of simulation runs tends to infinity. Depending on
the size of the system, running the stochastic simulations can be computationally
expensive. An alternative approach for the analysis of large scale models is fluid
flow approximation [5]. Using this method, one derives from a PEPA model, a
set of ordinary differential equations (ODEs) whose solutions approximate the
moments of the underlying CTMC to a given order. When the fluid flow method
is used to analyse a model, the modeller characterizes the system’s stochastic
behaviour by the moments of its associated CTMC.

Compared with Monte Carlo simulation, the fluid flow method is orders of
magnitude more efficient. However, it only captures the first few moments of the
underlying CTMC and, under some conditions, it can suffer from a significant
amount of error. These two observations raise the question of sufficiency of the
fluid flow method: having a large scale PEPA model, is it sufficient to use only
the fluid flow method for its analysis and are the results of this method enough
to characterize the system’s dynamics?

Our focus is on these two questions: we present the results of our experiments,
in which we investigated if the fluid flow method is a sufficient tool for the anal-
ysis of variants of a simple client-server system. These experiments showed that,
whilst for some models the results of fluid flow method can be used to accurately
characterize the system’s behaviour, for other models the results contain a large
amount of error or are even misleading about the system’s real executions.

The issue of sufficiency and related questions have previously been considered
in the literature. In [6] Hayden and Bradley show that the state space of each
PEPA model can be partitioned into regions. The suitability of the fluid flow
method depends on the region that the system’s execution resides in; the ac-
curacy of the results of the fluid flow method decreases as the dynamics of the
system gets closer to the unsafe regions. In [7], Stefanek et al. suggest that for
periods of time when the system is performing in unsafe regions, one needs to
run a large number of stochastic simulations, use such trajectories to calculate
the moments (mean, variance, etc.) of the system’s behaviour, and use them in
place of the result of the fluid flow method. Our experiment results show the
same phenomenon with respect to the quality of the fluid flow approximation
as well as the importance of calculating accurate moments. Nevertheless, they
also show that some systems have a particular type of dynamics which cannot
be captured only by looking at the moments of its behaviour.

The work presented in [8] provides the basis of this paper. In [8], Bortolussi
et al. suggest that one requirement for applying the fluid flow method when
analysing a model, is for the all of the model’s transitions to have continuous
effect on model’s dynamics. It is argued in [8] that this requirement might not be
fully respected by all models. Such non-conforming models suggested in [8] are:
models where a small population of components are interacting with a large pop-
ulation or models in which there is an interplay of slow and fast transitions. For
these models, the authors suggest that the appropriate analysis of the model is
performing hybrid stochastic simulation. In this analysis method, the continuous
and discrete transitions, both necessary for capturing the model’s dynamics, are
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taken into account. In [8] Bortolussi et al. looked at the necessary conditions for
sufficiency of the fluid flow method and provided some heuristics or criteria
for checking, by looking at a model, if the fluid flow approximation is sufficient
for its analysis. Our experiments showed that, given a PEPA model, more robust
criteria than the ones presented in [8] are needed for one to decide on sufficiency
of the fluid flow method.

Structure of this paper: Section 2 describes the model which we considered
in our experiments. Section 3 shows the results of analysis of our model, where
different methods have been applied. Section 4 describes the results of our ex-
periment with respect to the sufficiency of the fluid flow method. In Section 5
we present our concluding remarks about sufficiency results and elaborate on
future work.

2 The Model

To illustrate our argument throughout the paper we use variants of a simple
client-server system. The following is the PEPA model of this system, where nc

is the number of client and ns is the number of servers:

Cthinking
def
= (think, rt).Crequesting

Crequesting
def
= (req, rc).Cthinking

Sidle
def
= (req, rs).Slogging

Slogging
def
= (log, rl).Sidle

CS
def
= Sidle[ns] ��

{req}
Cthinking [nc]

Model 1. PEPA model of a simple client-server system

A server’s initial state is Sidle when it is waiting for a client to synchronize with
it on the action req1. A client’s initial state is Clientthinking. Each client, initially,
performs an action think and when her thinking is finished, she undertakes the
shared action req synchronizing with an idle server. When req is done, the client
goes to her initial state and the server goes to the state Serverlogging . Here
the server undertakes the action log and then becomes idle again. In PEPA
each action has a rate which is the parameter of an exponentially distributed
random variable that governs the delay associated with performing that action.
For instance, the rate of the action think is rt.

In this paper we assume that the objective of the analysis of this model is to
find the distribution of the number of clients who are in the state Clientrequesting
at the equilibrium. These are the clients being queued, waiting to get the service.
We also want to know how the length of this queue changes as we reconfigure
1 req stands for “request”.
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the system: adding servers, considering more complicated behaviour for servers,
changing the service rate of the existing servers, or when the population of clients
increases.

Preliminaries

We use the notion of numerical vectors to build the underlying state space of
our client-server system [5]. Each state of this system is represented as a vector,
consisting of four state variables : 〈Si, Sl, Ct, Cr〉, where in the current state, Si

represents the number of idle servers, Sl is the number of logging servers, Ct is
the number of thinking clients and finally Cr is the number of clients who are
requesting. At any given time, 〈Si, Sl, Ct, Cr〉 ∈ Z

+4

.

〈Si + 1, Sl − 1, Ct − 1, Cr + 1〉

〈Si, Sl, Ct, Cr〉

〈Si, Sl, Ct + 1, Cr − 1〉

〈Si − 1, Sl + 1, Ct, Cr〉

〈Si, Sl, Ct − 1, Cr + 1〉

〈Si + 1, Sl − 1, Ct, Cr〉

〈Si − 1, Sl + 1, Ct + 1, Cr − 1〉

�
����	 



�





� ����	

�

(req,min(rs × (Si + 1), rc × (Cr + 1)))

(think,rt × (Ct + 1)) (think,rt × (Ct))

(log,rl × (Sl + 1)) (log,rl × (Sl))

(req,min(rs × (Si), rc × (Cr)))

Fig. 1. Transitions into and out of a typical state 〈Si, Sl, Ct, Cr〉

Figure 1 shows a typical state of this system and how the system might
transition into or out of it. Each transition’s rate is a function of the rate of the
transition’s action and the population count which enables that transition. For
instance, in state 〈Si, Sl, Ct, Cr〉 the rate of the action log is rl × Sl. According
to [9] when two components synchronize on an action, the rate of the shared
action is defined to be the minimum of the rates at which the synchronizing
components can perform that action. This notion can be lifted to populations
of components [10]. When components of two populations synchronize on an
action, the rate at which the action takes place is the minimum of the rates
which each of those populations offer for the shared action. In Fig. 1, when the
system is in state 〈Si, Sl, Ct, Cr〉, the server population can perform action req
with rate Si × rs and client population with the rate Cr × rc. Consequently, for
state 〈Si, Sl, Ct, Cr〉, the action req happens with the rate min(Si× rs, Cr × rc).

Given concrete values for parameters of the client-server system (activity rates
and the initial populations), one can use the pattern shown in Fig. 1 to build
the complete state space D (D ⊆ Z

+4

) underlying the model. This state space
can be treated as a Continuous Time Markov Chain on the space D and be used
as the basis of performance evaluation [5]. An important aspect of a dependable
client-server system is to have short queues for the clients and serving them
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in a timely manner. Hence, in the analysis of this model, we want to find the
behaviour of state variable Cr.

3 Analysis of the Model

Typically, a client-server system involves a large population of clients commu-
nicating with a relatively smaller population of servers. Let us make a con-
crete client-server model based on Model 1 with the parameter values shown in
Table 1. Our concrete model describes a system with 10000 clients and 10 fast
servers. The rates are chosen in a way to make the length of the client waiting
queue be sensitive to the number of servers available in the system and enable us
to study an interesting behaviour exhibited by an extension of this model which
will be shown later in Sec. 4.2.

Table 1. Parameter values considered for PEPA Model 1

Parameter Value Description
rs 500 On average, it takes 1/500th of an hour for a server to initiate

a communication link with a client.
rl 120 On average, it takes 1/120th of an hour for a server to process a request.
rc 2 On average, it takes 1/2 of an hour for a client to initiate a

communication link with a server.
rt 0.06 On average, it takes 1/0.06th of a hours for a client to think.
ns 10 Total population of servers.
nc 10000 Total population of clients.

In order to find Cr’s equilibrium distribution one can construct the model’s
underlying CTMC, use Markovian analysis to solve it and find Cr’s exact dis-
tribution. However, when the client population is large, even in the range of a
few thousands, the size of the CTMC becomes so large that solving it incurs a
large computational cost. Therefore, a more feasible way to find Cr’s behaviour
is to use alternative approaches, such as the Monte Carlo method or the fluid
flow method [5], to find more efficiently approximations to the exact solutions.

The Monte Carlo method was first applied to find Cr’s distribution at the equi-
librium. We performed 20000 simulations over the model’s underlying CTMC,
collected Cr’s value at t = 15000 (hours) and built a histogram, shown in Fig. 2.1.
One can use this histogram to derive information such as Cr ’s mean (EM.C.[Cr])
and standard deviation (σM.C.[Cr])2. Running 20000 simulations guarantees that
the mean self distance [11] of resulting histogram is bounded by log 2

√
π/20000;

an indication that the histogram is reasonably stable.
Another way to find Cr’s behaviour, is to use the fluid flow method. For

a PEPA model, this method constructs a set of ordinary differential equa-
tions (ODEs) which approximates how the mean, variance (and higher order
moments) of state variables evolve over the course of time [6,10]. Tools such as

2 The subscript M.C. expresses that the measure is a result of applying the Monte
Carlo method.
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the PEPA Eclipse Plugin [12] and the Grouped PEPA Analyser [13] can be used
to automatically derive a PEPA model’s underlying ODEs. Here in this paper, we
will use Chapman-Kolmogorov forward equations, related to the model’s under-
lying CTMC, to derive its corresponding ODEs [6] to shows how exactly ODEs
are constructed and what they describe about our model’s CTMC. Assuming
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the fluid flow method.

Fig. 2. Cr’s behavior, found by applying the Monte Carlo method and fluid flow
method

that the model’s underlying CTMC is completely defined by the pattern shown
in Fig. 1, one can write the Chapman-Kolmogorov forward equations which
express, as a function of time, how the probability of being in any given state
v = 〈Si, Sl, Ci, Ct〉 ∈ D ⊂ Z

+4

evolves. Let p〈Si,Sl,Ct,Cr〉(t) be the probability of
being in state 〈Si, Sl, Ci, Ct〉 at time t. Then we have:

d p〈Si,Sl,Ct,Cr〉(t)
d t

= (1)

+ (Ct + 1)× rt × p〈Si,Sl,Ct+1,Cr−1〉(t)

+ (Sl + 1) × rl × p〈Si−1,Sl+1,Ct,Cr〉(t)

+ min( (Si + 1)× rs , (Cr + 1)× rc )× p〈Si+1,Sl−1,Ct−1,Cr+1〉(t)

−min( Si × rs , Cr × rc )× p〈Si,Sl,Ct,Cr〉(t)

− Sl × rl × p〈Si,Sl,Ct,Cr〉(t)

− Ct × rt × p〈Si,Sl,Ct,Cr〉(t).

This ODE system has one equation for each state v ∈ D. Having a large number
of states means one cannot form and solve equations for all states of the model’s
CTMC. However, we reconfigure the equations and for each state variable,
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find one equation describing how the mean of that state variable evolves. For
state variable Cr:

d E[Cr](t)

d t
=

∑
〈Si, Sl, Ct, Cl〉∈D

Cr × p〈Si,Sl,Ct,Cr〉(t)
d t

(2)

= +
∑

〈Si, Sl, Ct, Cl〉∈D
Ct × rt × p〈Si,Sl,Ct,Cr〉(t)

−
∑

〈Si, Sl, Ct, Cl〉∈D
min(Si × rs, Cr × rc)× p〈Si,Sl,Ct,Cr〉(t)

= + rt × E[Ct](t)− E[min(Si × rs, Cr × rc)](t).

Note the term E[min(Si × rs, Cr × rc)] in the above equations. In order to close
the system of ODEs and make them solvable, the approximation E[min(Si ×
rs, Cr × rc)] ≈ min(E[Si × rs],E[Cr × rc]) is applied. If we repeat this process
for Ct, Si and Sl and apply the same approximation, we will have the following
equations3.

d EF.F.[Ct](t)

dt
= −rt × EF.F.[Ct](t) + min(rc × EF.F.[Cr](t), rs × EF.F.[Si](t)) (3)

d EF.F.[Cr](t)

dt
= −min(rc × EF.F.[Cr](t), rs × EF.F.[Si](t)) + rt × EF.F.[Ct](t)

d EF.F.[Si](t)

dt
= −min(rc × EF.F.[Cr](t), rs × EF.F.[Si](t)) + rl × EF.F.[Sl](t)

d EF.F.[Sl](t)

dt
= +min(rc × EF.F.[Cr](t), rs × EF.F.[Si](t))− rl × EF.F.[Sl](t)

Due to the approximation step, the solutions EF.F.[Ct], EF.F.[Cr], EF.F.[Si] and
EF.F.[Sl] are approximations to E[Ct], E[Cr ], E[Si] and E[Sl] which, could have
been derived by solving the model’s underlying CTMC. Here, in order to save
space, we did not include the ODEs related to variance of the state variables.
Figure 2.2 shows EF.F.[Cr] found by the fluid flow analysis of our model. The dot-
ted lines above and below EF.F.[Cr]’s trajectory show EF.F.[Cr] +

√
V arF.F.[Cr]

and E[Cr ] −
√
V arF.F.[Cr] respectively. Note that the system reaches its equi-

librium within seven seconds. This means that t = 15000 (hours), which was
the sampling time when running the Monte Carlo method, is a time when the
system has reached its equilibrium.

4 Sufficiency of Fluid Flow Analysis

When analysing a large scale PEPA model, the decision has to be made about
an appropriate analysis method. The fluid flow approximation is an efficient way
3 The subscript F.F. expresses that the measure is the result of applying the fluid flow

approximation.
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to analyse the model. However, its results might be insufficient to capture the
actual dynamics of the system. Moreover, the approximation:

E[min(g(x), h(x)) ≈ min(E[g(x)],E[h(x)])]

introduces a certain amount of error in the fluid flow approximation’s results,
which is difficult to control. These issues raise the question of sufficiency of
the fluid flow method as an analysis tool when analysing a PEPA model. In
the following, we provide evidence that whilst the fluid flow approximation is a
sufficient method for analysis of some models, applying this method might not
be appropriate (and may even be misleading) for others.

4.1 The Client-Server System

Let us consider again Model 1. Considering the equation set (3), we know that
in the equilibrium:

d Ct(t)

dt
=

d Cr(t)

dt
=

d Si(t)

dt
=

d Sl(t)

dt
= 0 (4)

In the equilibrium, depending on the rates and populations of the clients and
servers, one of the following cases can happen:

– A: No contention case: min(rs × Si, rc ×Cr) = rc ×Cr. In this case, there is
enough service capacity to satisfy the requirements of the clients. Simplifying
the equations we have:

Cr = rt
rt+rc

nc, Ct =
rc

rc+rt
nc, Si = ns − rc

rl

rt
rt+rc

nc, Sl =
rc
rl

rt
rt+rc

nc. (5)

– B: Contention case: min(rs × Si, rc × Cr) = rs × Si. In this case, clients
become blocked, because there is not enough service capacity to satisfy their
needs. In this case:

Cr = nc − rs
rt

rl
rs+rl

ns, Ct =
rs
rt

rl
rs+rl

ns, Si =
rl

rs+rl
ns, Sl =

rs
rs+rl

ns. (6)

For the parameter values of Table 1, the system settles in case A.
We wished to check whether it is sufficient to use only the fluid flow method

when analysing this model and how the sufficiency depends on the concrete
population levels of clients and servers. For this purpose, initially, we ran exper-
iments where we considered various populations for the servers (ns varies from
three to 18) and for each population level, the analysis results derived by the
fluid flow method were compared against those derived from the Monte Carlo
method. The client population was kept constant (nc = 10000). Table 2 sum-
marises the results of these experiments. In Table 2, EM.C.[Cr] and σM.C.[Cr]
are respectively, the mean value of Cr and Cr’s standard deviation found by
the Monte Carlo method. Similarly EF.F.[Cr ] and σF.F [Cr] are Cr’s mean and
the associated standard deviation found by the fluid flow method. As the re-
sults of the Monte Carlo method are closer to Cr’s exact behaviour, we consider
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such results as the basis of checking the validity of the results of the fluid flow
method. Hence, the error associated with EF.F.[Cr] (similarly for other measures)
is defined as:

Err(EM.C.[Cr],EF.F.[Cr]) =

∣∣∣∣
EM.C.[Cr]− EF.F.[Cr]

EM.C.[Cr]

∣∣∣∣× 100.

Table 2. Comparing results of the fluid flow method and Monte Carlo simulation

ns 3 4 5 6 7 8 9 10 12 14 16 18

E
[C

r
] F.F.A. 5645 4193 2741 1290.3 322 322 322 322 322 322 322 322

M.C. 5644 4192 2740 1290 490 384 349 335 325 323 322.6 322.3
Err.(%) 0.01 0.01 0.03 0.04 34 16 7.7 3.8 0.9 0.3 0.18 0.12

σ
[C

r
] F.F.A. 60.62 70 78.26 85.73 17.66 17.66 17.66 17.66 17.66 17.66 17.66 17.66

M.C. 60.45 69.45 78.79 86.5 36.90 23.49 19.84 18.72 17.99 17.72 17.76 17.74
Err.(%) 0.26 0.25 0.67 0.9 52.3 25.20 11.44 5.6 1.8 0.3 0.5 0.4

Considering Err(EM.C.[Cr],EF.F.[Cr]) in Table 2, we observed that whilst in
some configurations of the client-server system, EF.F.[Cr ] reasonably approxi-
mates EM.C.[Cr] (ns ≤ 6 or ns ≥ 9, Err(EM.C.[Cr],EF.F.[Cr]) < 5%), in other
configurations, the error is relatively high (ns = 7 or ns = 8). Based on the notion
of switching points defined in [6], one explanation for this phenomenon is that
when the system’s dynamics keeps switching between case A and case B, then the
quality of the approximation E[min(rs×Si, rc×nc)] = min(E[rs×Si],E[rc×Cr])
is poorer and the mean behaviour shown by the fluid flow method has more er-
ror than the case when the system’s dynamics settles down in one mode. Look-
ing at the results of the Monte Carlo method, the relatively large value of the
coefficient of variation (σM.C.[Cr]

EM.C.[Cr]
) associated with EM.C.[Cr] when ns = 7 or

ns = 8, shows that Cr’s distribution is relatively wide and hence the system’s
dynamics is likely to switch more often between the case of having a small num-
ber of clients requesting (A) and the case of having a large number of them
(B).

Figure 3.1 summarises another aspect of the fluid flow approximation for this
experiment. It shows that for this particular example, if ns > 6.6+ ε the system
converges to the behaviour associated with case A, i.e. Cr = 322 and when
ns < 6.6 + ε the system’s dynamics converges to case B. The values of Table 2
suggest that the maximum error associated with EF.F.[Cr] happens when ns is
chosen to be in the interval (6,8).

We extended the previous experiments to also consider different populations
of clients. Here, nc takes values in [1000, 100000], ns in [1, 50] and the rate
values were again chosen based on Table 1. For each pair of (ns, nc) we plot
EF.F.[Cr]. Figure 3.2 shows the result. As we can see, for each nc, there is a ns

which defines the border between cases A and B for that nc. For instance, when
nc = 30000, if ns > 21 then in the equilibrium, min(rs × Si, rc × Cr) = rc × Cr

(the system resides in case A) and if ns < 21 then in the equilibrium, the
system resides in case B. The same phenomenon happens when ns = 70000 and
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Fig. 3. EF.F.[Cr] at the equilibrium for various populations considered for clients and
servers

ns = 40. The results in Table 2 and the fact that the mode change occurs in
the given configurations of this particular model, suggests that the accuracy of
Cr’s moments, found by the fluid flow method, increases, i.e. the error associated
with the moments decreases, if the system’s populations are changed in a way
that reduces the probability that the system settles near the switching points.
The experiments showed that in cases where the error associated with EF.F.[Cf ],
σF.F [Cr] (or higher moments) is small, the fluid flow method can be considered
as an efficient way to characterize Cr’s behaviour. In such cases, the modeller can
efficiently find accurate moments such as mean, variance, skewness and kurtosis
and then construct an approximate histogram, similar to the one that can be
derived by the application of the Monte Carlo method. The knowledge that Cr’s
exact distribution is uni-modal (see the histogram of Fig. 2.1) makes it easier to
construct Cr’s approximate histogram from the moments. Here, the fluid flow
approach is sufficient to form a reasonable characterization of Cr’s behaviour.

4.2 An Extension of Client-Server System

In this subsection we consider Model 2 which is an extension of Model 1. The
structure of the Model 2 is the same as Model 1 except that in Model 2 each
server might occasionally break down and stop serving the clients:

Sidle
def
= (req, rs).Slogging + (brk, rb).Sbroken

Slogging
def
= (log, rl).Sidle

Sbroken
def
= (fix, rf ).Sidle

Table 3 shows the chosen values for the new rates rs, rb and rf . The rest of the
parameters in Model 2 are as in Table 1. For illustration purposes, we consider
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a system where the average delay associated with fixing a server is longer than
the average time it takes for a server to break down (i.e. rf < rb). This helps
us to study a system where there is a higher probability to see more servers
breaking down while one has already broken down and is being fixed.

Table 3. Parameter values used for Model 2

Parameter Value Description
rs 200 Compared to Model 1, we have made the servers slower

in this model.
rb 0.0006 It takes 70 days, on average, for a server to break down.
rf 0.0004 It takes 100 days, on average, for a server to get fixed.
rt 0.05 Compared to Model 1, we have made a clients’ thinking longer.

The results of the analysis of Model 2, through the Monte Carlo technique as
well as the fluid flow method is depicted in Fig. 4. Figure 4.1 shows that this
model, with the current parameter values, exhibits a multi-modal behaviour. The
first mode corresponds to the situation where there is no broken server (Sb = 0).
The experiment showed that in 7100 trajectories out of 20000 simulation trajec-
tories, at t = 15000, the system was observed to be in this mode. When a server
breaks down, the system changes its mode. Due to the decrease in Si, the overall
service rate offered by the servers decreases and Cr’s values cluster around a
higher level in the new mode.

Figures 4.2, 4.3, 4.4 and 4.5. show that until t ≈ 4000, E[Cr ] remains constant,
E[Si] is decreasing and E[Sb] is increasing. This shows a phase of execution where
in spite of the fact that E[Si], experienced by the clients, is decreasing, still, the
overall service rate offered by the servers (rs×Si) is large enough to keep E[Cr ] at
the same level. Interestingly, at t ≈ 4000, E[Sb] becomes large enough, i.e. E[Si]
becomes small enough, so that E[Cr] starts to increase. This is the second phase
of the system’s execution. During this period of time, E[Si] keeps decreasing and
E[Cr] increasing. Eventually, at t = 10000 the system reaches its equilibrium.

In order to check the sufficiency of the fluid flow analysis for analysing this
model we ran a similar experiment to the one described in Section 4.1. The
population of clients was kept constant at nc = 10000 and different populations
of servers in the range [3, 32] were considered. Table 4 summarizes the results.
Checking the sufficiency property for this model was more interesting as it is
capable of showing a multi-modal behaviour.

Table 4. Comparison between results of the fluid flow method and the Monte Carlo
method. nc = 10000 and ns varies.

ns 3 4 5 6 7 8 9 10 12 14 16 18 24 32

E
[C

r
] F.F.A. 7119 6159 5199 4239 3279 2319 1359 399 243 243 243 243 243 243

M. C. 7156 6177 5236 4295 3387 2599 1975 1460 843 533 378 309 251 244
Err.(%) 0.6 0.2 0.7 1.3 3.18 10.77 31.1 72.6 71.1 54.4 35.7 21 3 0.1

σ
[C

r
] F.F.A. 1240 1432 1601 1753 1894 2025 2148 959 15.42 15.42 15.42 15.42 15.42 15.42

M.C. 1245 1420 1609 1758 1808 1792 1656 1456 1048 713 470 314 76 17.80
Err.(%) 0.42 0.79 0.52 0.25 4.7 13 29 34.1 98 97 96 95 79 13
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Fig. 4. State variables’ behaviour in Model 2 when nc = 10000 and ns = 10

Considering the error Err(EM.C.[Cr],EF.F.[Cr]), one can see the same trend
as in the results of Model 1: as we gradually increase the number of servers, the
error between the results of the fluid flow analysis and the Monte Carlo method
with respect to E[Cr ] first rises and then decreases. In order to explain this trend,
we use Fig. 5, which shows the results of Monte Carlo simulations for each case.

We observed that again the quality of the approximation E[min(rs × Si, rc ×
Cr)] ≈ min(rs × E[Si], rc × E[Cr]) plays an important role in the accuracy of
the results of the fluid flow method. In a model where ns is relatively small (e.g.
ns = 4), despite the fact that system’s dynamics has different modes, still, in
any of those modes, the above approximation is exact:

E[min(rs × Si, rc × Cr)] ≈ min(rs × E[Si], rc × E[Cr]) = rs × Si.

As ns increases, we see models whose dynamics contain mode(s) where min(rs×
E[Si], rc×E[Cr ]) = rs×Si and mode(s) where min(rs×E[Si], rc×E[Cr]) = rc×Cr.
For example, when ns = 6 or ns = 10, the system keeps switching between a
series of modes where there are not enough servers to keep Cr small and the
mode where there are enough servers to satisfy client requests. In models with
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such a behaviour, the quality of approximation is poorer and the error associated
with the results of the fluid flow method increases. For relatively larger values of
ns (e.g. ns > 12), it becomes more probable that when a server fails, the overall
service rate offered by other active servers remain large enough to satisfy client
requesting rate. This means, in spite of having different modes of behaviour,
less switches take place in the dynamics of the system with respect to minimum
approximation (see Fig. 5.4) and hence, the approximation is more accurate.
Consequently, as we see in Table 4, the error associated with EF.F.[Cr ] decreases
as we consider relatively larger populations of servers.

4000
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Cr ’s bins

(5.1) ns = 4
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6000

3000 6000 9000
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Fig. 5. The histogram of E[Cr] for some of the cases, nc = 10000 and ns varies

Another aspect of checking the sufficiency of the fluid flow method is to take
into account the fact that this method is finding only moments (mean, variance,
etc.) of the state variables. We checked, for the client-server system of Model
2, if these moments alone are providing enough information about the system’s
actual execution.

Figure 6.1 describes the solution of the ODEs for Cr, when ns = 18, nc =
10000. Figure 6.2 shows one trajectory of Cr considering the same populations.
In this particular trajectory, in a large portion of the time, Cr’s value fluctuates in
close proximity of EF.F.[Cr ]. In this part of the simulation EF.F.[Cr] and σF.F [Cr]
can accurately represent Cr’s evolution. Figure 6.2 also shows that there can
also be some spikes which occur due to a combination of contention and one
(or more) servers being broken. In this period of time, EF.F.[Cr] and σF.F [Cr]
cannot represent Cr’s behaviour. One might logically argue that these spikes
have happened only in this particular trajectory and can be ignored. However,
Fig. 5.4 indicates that in 800 out of 20000 simulation runs, we observe Cr >
EF.F.[Cr]+20×σF.F [F ]. Therefore, having occasional long queues of the clients,
requesting the service, is one of the intrinsic characteristics of the system with
the assumed populations. We conclude that characterising the dynamics of the
system by only the results of the fluid flow method, i.e. E[Cr] and σF.F [Cr], does
not account for such occasional spikes. These spikes can be especially important
from the performance modelling point of view, for instance when the designers
of a client-server system are going through the capacity planning phase.
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Fig. 6. Comparing an actual trajectory of Cr with EF.F.[Cr]

The client-server systems where Cr has a multi-modal distribution, show an-
other sufficiency issue with respect to the fluid flow method. In such cases, Cr’s
mean and standard deviation are too crude to reflect Cr’s actual behaviour. For
instance, consider the model where nc = 10000, ns = 9. Figure 6.3 shows Cr’s
distribution. Table 4 shows that for this case EF.F.[Cr] = 1359 and σF.F [Cr] =
2148. By looking at the histogram, we observed that only in 5500 out of 20000
simulations,

EF.F.[Cr]− 0.25× σF.F [Cr] < Cr < EF.F.[Cr] + 0.25 × σF.F [Cr].

In other words, in contrast with what one might expect from a mean measure,
EF.F.[Cr] is showing a value that the system’s dynamics is more likely to be away
from.

Figure 6 shows that in the analysis of a model, any given approach which only
outputs the moments of beaviour, might not be sufficient to analyse that model.
For instance, running stochastic simulations and only extracting the average,
which is a common analysis method, might keep hidden some of the important
aspects of the system’s execution.

As we have seen, some ranges of values for ns and nc give rise to instantiations
of Model 2 for which the results of fluid flow analysis alone, are too abstract to
characterize the system’s dynamics. However, experiments showed that for the
same model but with different parameters, the multi-modality disappears, and
for these instantiations of Model 2, EF.F.[Cr] and σF.F [Cr] can accurately ex-
hibit the system’s executions. For instance, if we consider larger populations for
the servers (ns > 32), even when one or more servers are broken, the remain-
ing service capacity is large enough to prevent a sudden increase in Cr . Or as
another example, consider ns = 14, nc = 10000 (the condition as seen in Fig.
5.1, but decrease the thinking rate from rt = 0.05 to rt = 0.01 and make clients
communication with servers faster: increase rc = 2 up to rc = 200. Effectively,
each client now spends more time thnking independently and once she enters
the request queue, because she communicates with a servers more efficiently, she
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Fig. 7. Cr’s histogram when rt = 0.01, rc = 200

leaves the queue more quickly. This stops high contention in the system (see
Fig. 7) and consequently server’s breakdowns will not have any effect on Cr.

5 Conclusion and Future Work

Our experiments led us to the following conclusions:

1. In performance evaluation studies, there are models which exhibit multi-
modal behaviour. For such systems, using analysis approaches which only
capture the behaviour’s moments might not be sufficient to reveal the actual
dynamics of the system. This insufficiency is not exclusively related to the
fluid flow method. Even with stochastic simulations, it might not be sufficient
to look only at the average of the simulation trajectories — averaging might
hide some aspects of the system’s performance.

2. It was shown in [6] that the accuracy of the fluid flow method depends on
the quality of the approximation:

E[min(g(x), h(x)) ≈ min(E[g(x)],E[h(x)])].

The results of the fluid flow approximation are more accurate when it is less
probable for the system to be in regions of the state space where the quality
of this approximation is poor. In the context of our experiments we showed
that this accuracy criterion can also be applied for multi-modal systems: if
the dynamics of the system does not enter the unsafe regions, even though
the system observes different modes, the moments of the behaviour can still
be accurately calculated by applying the fluid flow method.

3. For a PEPA model which is capable of exhibiting multi-modal behaviour,
the sufficiency of the fluid flow method depends on the concrete values one
considers for the model’s parameters. Moreover, the multi-modal behaviour
is very sensitive to parameter values and model structure.

4. In a PEPA model, having a small population of components interacting with
a larger one, or having a combination of slow and fast transitions, does not
necessarily imply the insufficiency of the fluid flow method for the analysis
of that model. However, for models in these classes [8], the modeller must
run a rigorous validation of the results of the fluid flow method.



On Sufficiency of the Fluid Flow Approximation 171

5.1 Future Work

Our experiments showed some models for which the fluid flow method was con-
cluded to be insufficient. However, such conclusions could only be made after
running numerous computationally expensive stochastic simulations. Our future
work will focus on finding algorithms or analytical results which, for a given
PEPA model, can decide whether the fluid flow method is a sufficient analy-
sis tool. Specifically we aim to build a method which can statically analyse a
completely parametrized PEPA model and reveal if the model has the potential
to show multi-modal behaviour. This involves improvements on the sufficiency
criteria offered in [8].
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Abstract. Wireless Sensor Networks (WSNs) consist of a large num-
ber of spatially distributed embedded devices (nodes), which communi-
cate with one another via radio. Over the last decade improvements in
hardware and a steady decrease in cost have encouraged the applica-
tion of WSNs in areas such as industrial control, security and environ-
mental monitoring. However, despite increasing popularity, the design
of end-to-end software for WSNs is still an expert task since the choice
of middleware protocols heavily influences the performance of resource-
constrained WSNs. As a consequence, WSN designers resort to discrete
event simulation prior to deploying networks. While such simulations
are reasonably accurate, they tend to be computationally expensive to
run, especially for large networks. This particularly limits the number
of distinct protocol configurations that engineers can test in advance of
construction and hence their final setup may be suboptimal. To mitigate
this effect we discuss how highly efficient mean-field techniques can be
brought to bear on models of wireless sensor networks. In particular, we
consider the practical modelling issues involved in constructing appropri-
ately realistic Population CTMC (PCTMC) models of WSN protocols.

Keywords: Mean-field Analysis, PCTMC Modelling, WSN Modelling.

1 Introduction

Recent hardware improvements and decreasing deployment costs have increased
the popularity of Wireless Sensor Network (WSN) in various application areas.
Examples include security and surveillance [1], forest fire detection [2], struc-
tural monitoring and controlling [3,4] as well as wildlife habitat monitoring [5]
and healthcare [6] to name but a few. The emphasis of WSNs is to sample dif-
ferent kinds of environment data and forward the information to data sinks for
further processing and analysis. While the general architecture of such networks
is simple, the challenge lies in guaranteeing a number of Quality of Service (QoS)
constraints for different application scenarios. Most commonly, sensor network
applications require a specific balance between energy-efficiency, link reliability,
security, bandwidth, and latency.

To ensure, prior to installing a WSN, that the software meets QoS demands,
many WSN designers simulate their applications using discrete event simulation
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(DES) frameworks such as Castalia [7], ns 2/3 [8] and TOSSIM [9]. These low-
level network simulators have fairly sophisticated models for channel noise and
interference and generally provide a realistic simulation environment for WSN
applications [10]. However, discrete event simulation becomes computationally
expensive as we increase the number of nodes in the network [11]. Therefore
predicting the behaviour of a large network for a particular configuration cannot
be done in real-time and optimising protocols by means of parameter sweeping
can become computationally infeasible even if it is done offline. Mean-field anal-
ysis methods [12] for Population Continuous Time Markov Chains (PCTMCs)
may help to overcome this problem. Originally, PCTMC models were used to
approximate molecule levels in chemical reaction systems [13,14]. Recently, this
paradigm has gained popularity in the performance analysis community as an
efficient means to study large scale client-server systems [15,16]. The use of
PCTMC models for WSNs has been rare in the literature, despite encouraging
results presented in [17,18]. One of the main reasons for this is that PCTMCs
only allow negatively exponentially distributed state sojourn times,1 which may
at first seem unsuitable for WSN modelling since these networks feature many
deterministic, clock driven state changes. In this paper we will illustrate that
this does not necessarily disqualify PCTMCs as a useful modelling paradigm for
WSNs. In particular when analysed using the fast mean-field analysis method,
PCTMC models can be seen a heuristic tool that enables a designer to discount
certain configurations without the need for expensive simulations.

Our paper is organised as follows. In Section 2 we present an overview over
WSN hardware, middleware and other protocol related issues. Moreover, we for-
mally introduce PCTMCmodels and mean-field analysis. Subsequently Section 3
looks at how WSNs can be represented as PCTMCs and further points out
open modelling challenges. Section 4 compares an example PCTMC model of
the dataflow behaviour in a fail-safe WSN to the behaviour observed in an anal-
ogous low-level Castalia simulation of the same network. In Section 5 we present
our conclusions and propose further research opportunities.

2 Background

The most compelling reason for studying fast performance analysis techniques
is that they allow designers to conduct real-time behavioural prediction and
efficient offline parameter sweeping for large networks. While protocol param-
eterisation has often been ignored in former studies [19], recent WSN protocol
research highlights the performance benefit of optimising protocols for a given
environment. In [20] the authors use a low-level network simulation to optimise
the IEEE 802.15.4 MAC protocol, to show that it can deliver good performance
when tuned correctly. Due to the simulation complexity, however, the authors
only investigate a limited number of parameter setups. Clearly, a faster analy-
sis method would help to reject inefficient protocol setups without the need for

1 In practice any short-tailed distribution can be approximated via combinations of
exponential distributions or phase-type distributions.
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simulation. In [21] a promising centralised real-time protocol optimisation frame-
work is presented, which uses deterministic formulas to infer the current network
behaviour. Subsequently multi-objective programming is applied to find a bet-
ter global parameter configuration for the network. Despite showing significant
performance improvements in empirical tests, the framework currently cannot
guarantee network improvements as protocol parameter changes alter the net-
work state. Therefore the optimisation has to be run frequently to continually
improve the network based on the latest performance measurements. Here, a
fast prediction method could potentially reduce the optimisation frequency. In
the following we briefly introduce the WSN hardware and software landscape.
Subsequently, we formally present the PCTMC formalism and the mean-field
method, which has the potential to provide a computationally efficient way of
analysing large WSN models.

2.1 The WSN Protocol Stack

Nodes, also referred to as Motes, are small, embedded, battery powered radio
devices with significant processing, bandwidth, radio and energy constraints [22].
The radio range heavily depends on the environment in which the network is
deployed [23]. As for bandwidth, nodes such as the MicaZ can transmit up to 250
Kbps [22], although in many applications the actual throughput is much lower
because of channel contention and other communication overheads. Similarly, as
many types of nodes are battery powered, energy has to be used efficiently. In
the literature the energy aspect has received the largest attention among all of
these hardware related constraints. For deployments in which node batteries are
hard to replace, application and middleware need to be tuned to increase network
lifetime, i.e. the time until the WSN stops functioning due to energy depletion in
one or more nodes. Since idle listening is the largest source of energy waste [24],
the main method for reducing nodes’ energy consumption is to introduce duty-
cycling. When duty-cycling, nodes turn off their radio units whenever possible.
If, over a time period T , a node has its radio turned on x% of the time, we
say that the node has a duty-cycle of x%. The lower x, the longer the network
lifetime will be. Yet, while duty-cycling increases battery lifetime, it has a great
impact on bandwidth, latency and reliability. To overcome the resulting QoS
related challenges, a vast number of protocols have been suggested over the last
decade [25], each of which aims to optimally balance different QoS aspects.

Figure 1 gives a high-level overview over the basic software architecture of
wireless sensor applications. A more detailed representation can be found in [26].
The Application layer contains the logic required for data acquisition and
processing. A simple application might measure quantities such as temperature,
humidity or luminosity in regular intervals and forward the data to a sink node.
Other applications might also process measured data, serve data requests or send
messages in response to external events. Furthermore applications also need to
decide which nodes to forward their data to. This can either be specific nodes
or a high-level destinations such as data sinks. The Network layer [25] is re-
sponsible for ensuring that data from the application layer is routed towards
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Fig. 1. A simple wireless sensor network protocol stack

its destination. A common communication pattern is convergecast, where all
nodes in the network sample information and forward the data to dedicated sink
nodes via multi-hop routes. In multi-hop networks, routing protocols need to
relay incoming packets from other nodes in addition to handling packets coming
from their own application layer. Network protocols are either centralised or a
decentralised. A centralised routing protocol elects one or several nodes which
control the routing behaviour of the network, whereas decentralised protocols
let nodes autonomously decide where to forward messages to. Protocols in the
latter category are sometimes referred to as swarm intelligence or bio-inspired
protocols [27]. MAC layer protocols on the other hand determine how neigh-
bouring sensor nodes communicate with each other. There are three classes of
MAC protocols, contention based protocols, schedule based protocols and hy-
brid approaches. In contention based protocols such as CSMA, nodes can send
messages at any time provided the channel is clear, whereas in schedule based
protocols like TDMA each node is allocated a time window during which it can
transmit messages [28]. Additionally MAC protocols are in charge of managing
the node’s duty-cycle behaviour to ensure nodes are only awake when necessary.
Finally the Radio layer controls nodes’ radio hardware and can be used to
configure signal modulation, frequency or transmission power.

Even though the vast protocol landscape provides solutions for nearly any
kind of WSN application, building software for WSNs still requires experienced
designers, who choose appropriate protocol setups that match QoS demands.
To simplify the WSN application development process, researchers have come
up with a variety of universal middleware frameworks [29,30,31,32] some of
which are already capable of dynamically adapting their setup for performance
gain [33]. Despite being suitable for particular application types, there is no guar-
antee that they will perform optimally in all scenarios. To balance the demand
for application optimised WSN middleware and ease of application development,
other researchers have proposed auto-generating bespoke middleware based on
the application profile [34].

2.2 PCTMCs

Population models assume that a large number of identical individuals belonging
to a particular population interact with individuals from other populations and



176 M.C. Guenther and J.T. Bradley

thereby alter population levels. This abstraction from individuals to populations
vastly reduces the complexity and the state-space of the underlying model. Com-
mon examples of population models are chemical reaction models [14,35] where
populations represent molecule concentrations, ecology models [36] describing
the behaviour of groups of animals or plants and software performance mod-
els [37,38] capturing the interactions between components in massively parallel
systems.

Population continuous time Markov chains (PCTMCs) have a finite set of
populations D, n = |D| and a set E of transition classes. States are represented
as an integer vector p = (p1, . . . , pn) ∈ Z

n, with the ith component being the
current population level of species Si ∈ D. A transition class (re, ce) ∈ E for
an event e describes a transition with negatively exponentially distributed firing
delay that occurs at rate re : Z

n −→ R and changes the population vector p into
p+ ce. The analogue to PCTMCs in the systems biology literature are Chemi-
cal Reaction Systems, were p describes a molecule count vector and transition
classes represent chemical reactions between the molecules with re being the re-
action rate function and ce the stoichiometric vector for a specific reaction. For
notational convenience we write an event/reaction e as

S∗ + · · ·+ S∗︸ ︷︷ ︸
in

→ S∗ + · · ·+ S∗︸ ︷︷ ︸
out

at re(p) (1)

where S∗ ∈ D represent different species that are affected by the event. The
corresponding change vector ce = (sout1 − sin1 , . . . , soutn − sinn ) ∈ Z

n where sini
represents the number of occurrences of a species Si ∈ D on the left hand side
of the event and souti the number occurrences on the right hand side. The event
rate is {

re(p) if pi ≥ sini for all i = 1, . . . , n

0 otherwise

An important aspect of PCTMC models is that approximations to the evolution
of population moments of the underlying stochastic process can be represented
by a system of ODEs [16]

d

dt
E[T (p(t))] =

∑
e∈E

E[(T (p(t) + ce)− T (p(t))) re(p(t))] (2)

To obtain the ODE describing the evolution of the mean of a population pi for
instance, all we need to do is to substitute T (P ) = Pi in the above equations,
where Pi is the random variable representing the population count of species Si.
In the literature the resulting ODEs are often referred to as mean-field approx-
imations [12,38]. Similarly ODEs for higher joint moments can be obtained by
choosing adequate T (P ), e.g. T (P ) = (Pi −μi)

2 for the variance of Pi. Alterna-
tively stochastic simulation [35] can be used to evaluate PCTMCs. Like discrete
event simulation for low-level protocol models, this latter simulation technique
captures the stochastic behaviour of the PCTMC exactly, but it also does not
scale for models with large populations.
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When modelling spatially distributed networks such as WSNs, it is often
easier to use a subclass of PCTMCs, so-called spatial PCTMCs (SPCTMCs).
SPCTMCs have a discrete, finite number of locations each with a finite popu-
lation of different agent states. By agent state population we mean the number
of agents that are in a specific state of the underlying discrete state automata
representing the agent, i.e. each agent description generates a number of species
in the resulting PCTMC. When evaluating an SPCTMC we keep track of the
evolutions of all agent state populations in all locations. The reason we distin-
guish between SPCTMCs and PCTMCs is that the population replication and
the spatial notion of neighbourhoods can be exploited in order to simplify the
higher-order moment ODE analysis [39]. A common way to design SPCTMC
models is to use stochastic Petri nets or stochastic process algebras. The idea
behind such high-level languages is to first describe local agent states, which
can then be put together in a composite model. The composite model describes
the topology, initial agent state populations in different locations and the in-
teractions between neighbouring agent populations. For simplicity we refer to a
species S at location l as S@l [14,40]. Moreover, S@l∗ is used as a shorthand
when defining events that occur in all locations in the same way.

3 PCTMC Models of WSNs

When simulating WSN protocol stacks in network simulators like Castalia, TOS-
SIM or ns 2/3, each protocol is commonly represented as an individual module.
While this works well in low-level modelling, we found that for PCTMC mod-
elling it is easier to create models of cross-layer protocols which express the
behaviour of the entire application. In the following we outline which features
can be expressed in PCTMC models of WSNs and how this can be achieved.

3.1 WSN Message Exchange and Buffers

In a PCTMC model of a WSN we assume that there are a discrete number of
locations, each of which hosts one WSN node. Moreover, we assert that the ra-
dio range is fixed, so that every node has a set of neighbours that it can send
messages to. Take for instance Figure 2, a simple topology with 15 nodes where
each node has at most 4 neighbours. Even though this is an extremely regular
topology, it is not hard to see that we can also express more sophisticated topolo-
gies with asymmetric links or varying neighbourhood densities in a similar way.
Another important feature of a WSN node is its buffer. Generally a node’s mes-
sage buffer is small, allowing it to temporarily cache packets before forwarding
them to other nodes in the network. Packet transmission is atomic in the sense
that packets are either received entirely or not at all. Packet loss occurs due
to channel interference, modulation errors and congestion control mechanisms.
The biggest challenge in representing a buffer as a population of a PCTMC is
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s 4 7 10 13

2 5 8 11 14

3 6 9 12 15

Fig. 2. Node ‘s’ is the sink to which all other nodes route their messages. Any two nodes
that are connected by arrows can communicate. In more realistic topologies some links
may only be unidirectional since radio links can be asymmetric.

to ensure that nodes send messages at a constant bandwidth until the buffer is
empty. In the following we will explain how this can be done for synchronised
unicast communication. Synchronised broadcast communication can be modelled
similarly. Assuming interference free communication without packet loss, we ob-
tain the following evolutions for a node at location l1 that is sending unicast
messages to nodes l2 and l3

∅ → Buf@l1 at sampleRate

Buf@l1 → Buf@l2 at bw ∗TX@l1
∗RX@l2

∗
P12 (3)

Buf@l1 → Buf@l3 at bw ∗TX@l1
∗RX@l3

∗
P13

where Buf@l∗ is the buffer population at each location with Buf@l∗ = 0 initially.
The rate constants sampleRate and bw are the average number of sensor readings
and the average number of packets that can be sent per time unit, 8/respectively.
Moreover, we assume that a single node is either in state RX or TX . Naturally
communication can only happen if the sender is in TX and the receiver is in RX
mode. The Pab terms express the proportion of messages that node la sends to
a node located at lb such that

∑
i Pai = 1. To incorporate message loss we can

add evolutions such as

Buf@l1 → ∅ at msgLossRate

When analysing the evolutions shown in Eqn. (3) using mean-field techniques,
the continuous buffer representation causes problems as it introduces indicator
function terms to the ODEs. To overcome this problem we decided to use a
discrete buffer representation instead. Assuming a single node has buffer states
{Buf0, . . . ,Bufm}, where Bufi represents the state in which the buffer contains
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i messages. The corresponding unicast communication reactions for lossless mes-
sage transmission from l1 to l2 and l3 are

Bufi@l1 → Bufi+1@l1 at sampleRate

Bufj@l1 + Bufi@l2 → Bufj−1@l1 + Bufi+1@l2 at bw ∗TX@l1
∗RX@l2

∗

P12
∗Bufi@l1

∗Bufj@l2

Bufj@l1 + Bufi@l3 → Bufj−1@l1 + Bufi+1@l3 at bw ∗TX@l1
∗RX@l3

∗

P13
∗Bufi@l1

∗Bufj@l3

where initially Buf0@l∗ = 1, 0 ≤ i < m and 0 < j ≤ m and (1 − Buf0@l) is 1
whenever l has a non-empty buffer. In this case the transmission rate is always
bw or 0 and the ODEs representing the evolution of the mean of populations
Buf∗@l1 and Buf∗@l2 can be integrated everywhere. To simplify this model, in
Section 4 we assert that nodes can always receive messages and attempt to send
messages whenever their buffer is non-empty, i.e. we can ignore all RX@l∗ and
TX@l∗ terms the above evolutions. In the mean-field ODEs the gradient for the
expected buffer level E[Bufi@l(t)] then becomes the sum of

E[Bufi@l(t)] ∗bw ∗
(∑

k

Pkl
∗(1 − E[Buf0@k(t)])

)
(4)

and

−E[Bufi@l(t)] ∗bw ∗
(∑

k

Plk
∗(1− E[Bufm@k(t)])

)
(5)

which represent the terms for the incoming and the outgoing messages respec-
tively. To approximate the average buffer size for any location l at time t we
then simply evaluate

m∑
i=1

i ∗E[Bufi@l(t)] (6)

There are two drawbacks to the discrete buffer approach. Firstly, represent-
ing buffer levels as a discrete number of m populations creates m extra mean-
field ODEs for every location. Secondly, when analysing the resulting mean-field
ODEs, we have to bear in mind that the use of small populations (

∑
Bufi@l = 1)

can lead to significant errors in the mean-field estimate of the real population
means. Despite the latter shortcoming our example in Section 4 shows that this
PCTMC buffer representation works qualitatively well, when comparing the
mean-field solution to the results of a realistic low-level discrete event simulation
of a WSN.

3.2 Network Protocol

Having discussed how to represent basic WSN message exchange in PCTMC
models, we now discuss how network protocols can be modelled. As mentioned
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in Section 2.1, there exist centralised and decentralised routing approaches. In
our opinion the best way to create a PCTMC model of a centralised WSN rout-
ing protocol is to write an algorithm, which, given the network topology and the
behaviour of the centralised routing protocol, generates the reactions outlined
in Eqn. (3), with Pij chosen to reflect the network topology. The network shown
in Figure 3, for example, could have been generated according to a centralised
routing algorithm executed at node ‘s’. Even though static routing models can be

s 4 7 10 13

2 5 8 11 14

3 6 9 12 15

Fig. 3. Node ‘s’ is the sink to which all other nodes route their messages

analysed efficiently using mean-field methods, we are generally more interested
in dynamic routing behaviour, for instance when studying fail-safe protocols [41].
We will now show how decentralised dynamic routing can be represented in a
PCTMC model. Decentralised schemes require nodes to make decisions as to
where they send messages to. To make informed decisions, nodes need to collect
meta-information about their immediate neighbours, e.g. their buffer occupancy,
link reliability, distance to the sink or battery status. This information can subse-
quently be used to compute Pij . In [18] the authors abstract such neighbourhood
information as pheromone levels. From zoology, pheromone is a hormone used
by foraging insects to mark routes between their nest and food sources. The
higher the pheromone level along a certain path, the more insects will travel
along that route. In models where peripheral nodes need to relay messages to-
wards a sink node, e.g. Figure 3, we assume all nodes disseminate pheromone
and that they infer routing decisions based on the resulting pheromone gradient.
While Bruneo et al. [18] use discrete pheromone levels, represented in a manner
similar to our buffer representation, we suggest a continuous pheromone level
representation. A typical pheromone model for a convergecast network will as-
sert that sink nodes are the pheromone sources, whereas all other nodes spread
the pheromone emitted by the sinks. This way a pheromone gradient, repre-
sented by the shading in Figure 3, between sink and peripheral nodes emerges.
As long as the pheromone level of nodes decreases with increasing hop distance
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from surrounding sink(s), we can easily use the resulting gradient to make local
routing decisions that guarantee message delivery to the nearest sink(s). The
reactions for the pheromone spread look as follows

∅ → Ph@l∗ at pheroInc@l∗
Ph@l∗ → ∅ at pheroDec@l∗

where pheroInc@l∗ is the sum of the difference between a node’s pheromone level
and that of its neighbours, e.g. at location 3

pheroInc@l3 = max(0,Ph@l2 − Ph@l3) + max(0,Ph@l6 − Ph@l3) (7)

and for sinks we assume that pheroInc is some constant. Moreover, let

pheroDec@l∗ = min(0.1,Ph@l∗ − 2) (8)

The min term ensures that the pheromone level will not fall below 0. Although
the pheromone gradient presented here only encodes a node’s distance from
the sink, it is possible to incorporate other neighbourhood information such as
buffer levels or battery status in the pheromone concentration in case further
QoS constraints have to be met by the protocol. Having shown how to express
continuous pheromone levels in a PCTMC model, we can further utilise these
levels to make dynamic routing decisions. A straightforward way of doing this is
illustrated by the following reactions for the node at location 3 in Figure 3.

Bufi@l1 → Bufi+1@l1 at sampleRate

Bufj@l3 + Bufi@l2 → Bufj−1@l3 + Bufi+1@l2 at RouteUp@l3
∗Bufj@l3

∗

bw ∗Bufi@l2

Bufj@l3 + Bufi@l6 → Bufj−1@l3 + Bufi+1@l6 at RouteRight@l3
∗Bufj@l3

∗

bw ∗Bufi@l6

Bufj@l2 + Bufi@l3 → Bufj−1@l2 + Bufi+1@l3 at RouteDown@l2
∗Bufj@l2

∗

bw ∗Bufi@l3

Bufj@l6 + Bufi@l3 → Bufj−1@l6 + Bufi+1@l3 at RouteLeft@l6
∗Bufj@l6

∗

bw ∗Bufi@l3

(9)

In contrast to the static centralised approached, where we assumed fixed rout-
ing probabilities for all neighbours, we now have RouteUp@l∗, RouteDown@l∗,
RouteLeft@l∗ and RouteRight@l∗ instead of Pij . We can express RouteLeft@l6 as

RouteLeft@l6 =
max(0,Ph@l3 − Ph@l6)

pheroInc@l6
(10)

i.e. the pheromone excess of node 3 over 6 divided by the sum of the excesses of
all neighbours of node 6. Clearly, if location 3 has a lower pheromone level than
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location 6, node 6 will not route messages via node 3. If node 3 has a higher
pheromone level, a proportion of messages from node 6 is relayed to the sink
via location 3. Sink nodes have to be handled separately as they would have
0 denominators. However, fractions of populations are undesirable in moment
approximating ODEs as they cause significant loss of accuracy for small denom-
inators, which can cause errors when approximating higher-order moments. A
suitable alternative that works better for mean-field analysis can be obtained by
treating the routing probabilities as populations

RouteUp@l6 → RouteLeft@l6 at max(0,Ph@l3 − Ph@l6)
∗RouteUp@l6

RouteDown@l6 → RouteLeft@l6 at max(0,Ph@l3 − Ph@l6)
∗RouteDown@l6

RouteRight@l6 → RouteLeft@l6 at max(0,Ph@l3 − Ph@l6)
∗RouteRight@l6

Reactions for RouteUp@l∗, RouteDown@l∗ and RouteRight@l∗ follow a simi-
lar pattern. If we ensure that RouteUp@l∗ + RouteDown@l∗ + RouteLeft@l∗ +
RouteRight@l∗ = 1 then this will yield routing populations that have similar
steady state behaviour as Eqn. (10).

3.3 MAC Protocol

While we argue that it is possible to model and evaluate non-trivial routing pro-
tocols using PCTMCs and mean-field analysis, it is much harder to represent so-
phisticated MAC protocols using the PCTMC formalism. In [17] Gribaudo et al.
show that PCTMCs can represent duty-cycled MAC protocols with sender initi-
ated transfers, i.e. protocols where nodes that want to propagate a message stay
awake until the receiving node wakes up. Protocols like S-MAC, however, which
require nodes to wake up in regular, synchronised intervals are hard to repre-
sent using PCTMCs. This is because feasible phase-type approximations cannot
accurately represent deterministic or even near deterministic delays. Whether a
MAC protocol can be represented by a PCTMC thus depends on how determin-
istic the cycles are.

3.4 Physical Layer

One of the most challenging aspects of WSN modelling is to capture the be-
haviour of the wireless medium [42]. The two most important factors are the
natural variation in signal strength and packet collisions. Despite the use of log-
normal shadowing for path loss and sophisticated collision models that simulate
capture effects,2 even simulators such as Castalia do not manage to replicate
the exact behaviour of empirical networks [42]. In this light it is unrealistic to
expect PCTMC models to capture the characteristics of the wireless medium
with high quantitative accuracy. Nevertheless, it is worth aiming at obtaining

2 When considering capture effects, collisions only occur if interfering signals are
sufficiently strong.
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qualitative agreement, especially when using PCTMC models for protocol opti-
misation. Thus far, however, attempts to recreate the effects of radio interference
in our PCTMC models have only been moderately successful and are subject to
further research.

3.5 Other Limitations and Opportunities

Many publications on WSN protocols deal with the prediction and optimisation
of energy consumption in WSNs. As we mentioned earlier, common energy saving
features such as duty-cycling are generally hard to express in PCTMC models.
Similarly, the evolution of battery levels is difficult to represent in models since
batteries discharge in a highly non-linear fashion [43,44]. Regardless of these
restrictions, PCTMC models can be used to analyse the dataflow of messages
under static and dynamic routing conditions (cf. Section 4). Insights into the
dataflow of a WSN application can be used to estimate the energy consumption.
Generally, a more evenly distributed message load in the network will equate to
better energy durability in individual nodes.

A final aspect of WSNs is node mobility. While it is straightforward to model
node failure in particular locations, thus far we have not found a strategy for
representing mobile nodes in PCTMC models. Nevertheless it might be possible
to port some of the concepts developed for gossip models [45] and epidemics [46],
to represent roving nodes.

4 Worked Example

In Section 3 we described how a PCTMC can be used to model unicast com-
munication in a WSN with decentralised dynamic routing. We now illustrate
that the mean-field analysis for our PCTMC abstraction of such a WSN can
indeed produce a good qualitative representation of the dataflow behaviour in a
WSN, even in presence of light interference. The comparison shown in Table 1
was taken from [47]. It compares our mean-field results for the pheromone model
discussed in Section 3 to the average obtained from 200 Castalia simulations of
the same WSN. Note that Castalia is a low-level network simulator, which sim-
ulates the exchange of every message separately. Since Castalia simulations use
a sophisticated collision model, we also added a simple collision model to our
PCTMC model. The modified PCTMC model makes receivers discard messages
when two or more neighbours send messages simultaneously. The heat map in
Table 1 shows the normalised buffer sizes in a network with 100 nodes, where
every node produces 1 message per second and can relay up to 20 messages per
second. To normalise these mean buffer levels at steady state, we set the non-sink
node with the highest buffer to 100%. The resulting spatial heat maps represent
relative buffer levels. To create a strong contrast, all nodes with a relative buffer
size between x% to (x − 5)% are coloured black at x% opacity, and sink nodes
are coloured at 100% opacity. Sinks are marked ‘s’ and broken nodes are left
white and are marked ‘x’.
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Table 1. Data flow in a network with 100 nodes several sinks and broken nodes in
presence of interference [47]. Hotspot regions have darker shades, sink locations are
marked ‘s’, broken nodes are marked ‘x’.
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5 Conclusions and Future Work

We have illustrated how PCTMC models can be used to represent various as-
pects of WSN protocol stacks. Even though it is undoubtedly true that realistic
low-level simulations will remain predominant in the WSN community, our aim
is to establish mean-field analysis techniques as a rapid heuristic that can be used
to focus computationally expensive low-level simulations. Analysing the routing
behaviour and the dataflow of nodes running decentralised routing protocols is
one such example, but we aim to provide more case studies in the future. Cur-
rent limitations for our PCTMC models are the lack of techniques to express
interference, synchronous duty-cycle behaviour and mobility. Clearly these fea-
tures deserve further attention, as they are key concepts whose implementation
would make PCTMC modelling more appealing to the WSN community. In case
PCTMC models are not capable of capturing all of these aspects, mean-field
evaluation techniques for Generalised Semi-Markov Processes (GSMPs) [16] are
worth investigating too. Aside from mean-field approaches we also intend to con-
sider hybrid modelling paradigms such as HYPE [48]. Moreover, in the future
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we plan to perform formal benchmarks in order to compare the speed and ac-
curacy of realistic low-level network simulations of WSN protocols with analysis
techniques for abstract WSN performance models.
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Abstract. The energy efficiency aspects of IT infrastructure and com-
munications systems are facing increased scrutiny, and a broad range
of compelling financial, social, political and legislative factors is emerg-
ing. In this paper, energy efficiency considerations are addressed in the
context of BitTorrent. We provide mechanisms to facilitate energy effi-
ciency and energy proportionality, and propose an energy-efficient con-
tent distribution system employing these mechanisms to minimise energy
consumption and reduce cost.

Keywords: Energy efficiency, Peer to Peer (P2P), Content distribution,
BitTorrent.

1 Introduction

Energy costs now dominate IT infrastructure total cost of ownership (TCO),
with data centre operators predicted to spend more on energy than hardware
infrastructure in the next five years. With western european data centre power
consumption estimated at 56 TWh/year in 2007 and projected to double by
2020 [4], the need to improve energy efficiency of IT operations is imperative.
The issue is compounded by social and political factors and strict environmental
legislation governing organisations.

BitTorrent [7] is a peer-to-peer (P2P) file sharing protocol, accounting for
approximately 17.9% [15] of overall Internet bandwidth use. Contrary to tradi-
tional client-server approaches, BitTorrent relies less on the distributor’s cen-
tralised infrastructure and bandwidth, offering a scalable content distribution
solution with reduced provider-side power consumption and cost. This scalabil-
ity makes BitTorrent particularly resilient to flash crowds [10], vast numbers of
users accessing content simultaneously, a behaviour often observed for new and
popular content.

In this paper we introduce provider-sidemechanisms to promote energy-efficient
and energy-proportional operation of a BitTorrent based content distribution sys-
tem. Our approach is complementary to the proxy scheme proposed in [1], and
alleviates the need for centralised peer control as imposed in [2] and [5]. In this
research we consider situations where such centralised control cannot be guar-
anteed, and present mechanisms which do not require alterations to client logic.

M. Tribastone and S. Gilmore (Eds.): EPEW/UKPEW 2012, LNCS 7587, pp. 188–196, 2013.
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These relaxed conditions make our approach more broadly applicable as well as
simplifying deployment.

2 Related Work

Early research considering BitTorrent energy efficiency focused primarily on file
sharing using devices with limited battery and computational power [11].

Anastasi et al. [1] propose a scheme allowing multiple peers within a typical
LAN environment to delegate the task of downloading to a designated proxy
server which takes part in the BitTorrent protocol on their behalf. Meanwhile
these peers ”behind” the proxy can be switched off without interrupting the
download. Upon completion of the download, the requested files are transferred
back to the peers.

Blackburn and Christensen [5] introduce a wake-up semantic to the BitTor-
rent protocol, allowing peers to sleep while remaining active in the system. Cen-
tralised control is assumed whereby these peers may be sent a packet and woken
up remotely.

Andrew et al [2] propose a system to balance the power consumption of servers
and peers involved in a peer-to-peer download. This approach assumes cen-
tralised control over all peers, enabling these peers to be powered on and off
to maximise the download rate of a subset of awake peers.

3 BitTorrent

When a downloader (peer) initiates a download via BitTorrent, they first obtain
a torrent file, a file containing metadata for the requested content. This metadata
includes an endpoint to a BitTorrent tracker node. The tracker is essential to
the operation of any BitTorrent system. The tracker maintains records of all
peers uploading or downloading particular content (known collectively as the
swarm), and coordinates content distribution and enables peer discovery. This
component must remain online at all times in order for newly arriving peers to
be able to connect.

Once the peer has established a connection with the tracker, the tracker re-
sponds with a peer list containing the details of a random subset of the other
peers transferring the requested content. The peer may then connect to, and
obtain content from, these peers. Additionally, the peer may elect to obtain up-
to-date peer lists from the tracker periodically according to an announce interval
specified by the tracker.

Files in BitTorrent are split into multiple pieces, allowing peers to share
pieces of the file they hold while obtaining the pieces they require. BitTorrent
peers’ ability to download and upload simultaneously benefits performance and
makes BitTorrent significantly more scalable than client-server file distribution
approaches.

BitTorrent peers may belong to one of two states; leeching or seeding. Peers
actively downloading in the system but who do not currently hold a full copy
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of the file are referred to as leechers. Once a peer has obtained all the pieces
of their download, they may either depart from the system or remain active
as a seed. Seeds remain active participants in the system, altruistically sharing
upload bandwidth to distribute content to other peers.

4 System Models and Objectives

In our model we represent peer power consumption as manufacturer specified
nameplate power consumption figures. Selecting readily available power con-
sumption values provides sufficient accuracy for our system to make valuable
energy savings while minimising the overhead associated with collecting the in-
formation. We also maintain details of the download and upload capacity of
individual peers. These may be figures obtained out of band or taken from real-
time observations of the running system.

We model a seed pool as a group of servers under centralised control, heteroge-
neous in terms of power consumption and upload capacity. The upload capacity
of these servers is assumed to be considerably greater than that of typical peers.
Membership is assumed to be dynamic, with servers arriving to and departing
from the pool periodically. Where members of the seed pool may be considered
internal architecture across one or more data centre facilities, we may assume
physical access for detailed in-situ power profiling. Multiple linear regression
models calibrated for each resource will provide accurate estimates based on
real-time resource utilisation measurements, including CPU, RAM and disk ac-
tivity. Software agents instrumenting each machine communicate this utilisation
data to the tracker.

Our model considers tracker and seed instances to belong to one of two dis-
tinct states; sleep or active. An active resource is fully powered up and is able
to execute operations and serve requests from the system. A resource may be
placed in a sleep state, where the machine is no longer able to serve requests but
consumes significantly less power. While asleep, system state is stored in mem-
ory allowing the machine to transition into an active state quickly. We model the
time taken to transition between these two states, during which the resources
consume power but are unable to contribute to the system.

Content distribution networks are typically large shared infrastructures, dis-
tributed across multiple data centre facilities nationally or globally. Hence, it is
imperative that our system model adequately represents the differences between
data centre facilities and global variation in the cost and cleanliness of their
power sources. Facility modeling includes the Power Usage Effectiveness (PUE)
rating, a metric representing the proportion of facility overheads (for example,
power, cooling and lighting infrastructure) in terms of the power consumption of
the IT equipment. We account for variations in the price and ecological impact
of energy supply in our model, representing these in pence and kg CO2 per kWh
respectively.

We consider modeling of network devices outside the data centre facility as
beyond of the scope for this research. Peer-to-peer approaches have greater
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total bandwidth requirements than client-server approaches due to peers com-
municating with one another. The impact of this communication overhead on
power consumption is difficult to assess. Despite significant recent improvements
in energy-efficiency of hardware [16], typical network hardware is found to be
energy-disproportional [13]. This power characteristic results in a narrow dy-
namic power range, limiting the potential impact of variable traffic workload
on power consumption. Furthermore, these network devices must remain online
at all times and are outside of the administrative control of content providers.
Existing research has compared client-server and peer-to-peer approaches, find-
ing peer-to-peer to demonstrate greater network-related power consumption but
lower overall power consumption in a communication-intensive scenario such as
file distribution [14].

It is unrealistic for an organisation to minimise its power consumption with-
out first considering the trade-offs between energy efficiency, cost and reliability.
In an inter-organisational scenario such as software patch distribution in an of-
fice environment or large-scale deployment across a cluster, stakeholders of the
system will most likely be concerned with minimising the aggregate energy con-
sumption and cost of a system. Conversely, in situations where peers are external
to the organisation (e.g. video on demand or public content distribution), stake-
holders are likely to prioritise provider-side energy efficiency and cost over those
of the peers. Our approach must remain flexible in order to satisfy the various
optimisation goals of the stakeholder.

5 Approach

5.1 Energy Proportional Tracker Migration

Energy Proportional Tracker Migration leverages heterogeneous hardware to
promote energy proportionality of the tracker component. During periods of
low utilisation the tracker will reside on a computationally constrained but
energy-efficient machine, autonomically migrating to a more performant (but
more costly in terms of power) server during periods of increased load. This
will minimise the load-independent component of our system’s overall power
consumption and achieve near energy proportional operation.

Existing research has demonstrated the ability to compose a number of non
energy-proportional servers, combining power saving mechanisms to deliver an
energy-proportional aggregate system [17] [12]. We acknowledge the heteroge-
neous nature of typical real-world data centres (often caused by machine failures,
and upgrades, etc) [9] and contribute mechanisms which specifically leverage
hardware heterogeneity to achieve aggregate energy proportionality.

5.2 Elastic Capacity Provisioning

In Elastic Capacity Provisioning, we propose a variation of typical BitTorrent
use, whereby a content distributor operates a pool of specialised seeds. It is the
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role of these seeds to share content to other peers, ensuring satisfactory levels
of performance, energy consumption and cost. This pool is said to be elastic
because instances are provisioned dynamically in response to real-time service
demand. We consider the heterogeneous nature of this pool of specialised seeds
when periodically recalculating and provisioning the minimum active set of seed
resources to achieve desired performance, cost and energy optimisations.

Traditionally, BitTorrent seeds abide by strategy where seeder upload capacity
is allocated proportionally to those peers with higher download rates, optimistic
that those peers may themselves become seeds more quickly and serve other
peers. We propose a hybrid scheme whereby upload bandwidth is allocated on
a combination of observed download rates and peer energy inefficiency. Peers
who are particularly energy-inefficient relative to the rest of the swarm will be
provided with a larger proportion of the seeder’s upload capacity. Enabling these
peers to complete their download and leave the system more quickly reduces
their power consumption. In situations where upload capacity is limited among
members of the swarm, and such actions threaten the overall health of the swarm,
the traditional strategy is observed to prevent starvation.

5.3 Peer Connectivity Shaping

Peer Connectivity Shaping augments the peer lists returned by the tracker, giv-
ing some peers preferential treatment by providing them with the details of a
larger peer set, or of peers with greater available upload bandwidth. This pro-
motes greater connectivity between the peer and the swarm, lowering the peer’s
download time and consequently reduces its energy consumption.

Once a peer list has been received, a client typically selects a random subset
of peers with which to connect to in the first instance. Peers are unaware of the
upload capacity of the peers when they select which peers to connect to, so it
is important when a peer requests its initial peer list that the list comprises a
smaller proportion of peers with slow upload rates. Subsequent peer lists may
include a wider range of peer upload capabilities, as BitTorrent’s ”tit-for-tat”
mechanism will favour peers with higher upload rates and ensure the peer re-
ceives fair download rates. In the case of a particularly energy-inefficient peer,
it may be more beneficial to provide small peer lists to increase download per-
formance at the expense of increasing the peer’s connectivity with the swarm.

The interval between a peer’s requests to the tracker may also be optimised to
improve performance and lower energy consumption and cost. In highly dynamic
systems where peers and seeds are arriving and departing frequently, it may be
preferable to lower the interval between peer requests in order for them to remain
responsive to the changing state of the system. Increased requests to the tracker
will place the tracker under greater load so there is a subtle trade-off between
increasing performance for peers without incurring greater power consumption.

The impact of these approaches should be both equitable and proportional, such
that energy-efficient peers are not penalised excessively in terms of download per-
formance, and be beneficial to the swarmas a whole. Decisionsmade by the system
are informed by comprehensive measures of system performance collected by the
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tracker, and are subject to the optimisation goals of the policy currently being en-
forced by the service provider, and the current state of the system.

6 Experimentation

To evaluate the efficacy of our approach we have developed a simulation en-
vironment based on TorrentSim [3]. Our simulation environment extends the
underlying simulation framework to allow dynamic provisioning of nodes during
execution, adds power consumption modelling support, and augmented BitTor-
rent tracker and seed components implementing our proposed energy efficiency
approaches. A monitoring component periodically collects real-time power con-
sumption and performance metrics for offline analysis. Simulation studies are
carried out for scenarios with varying levels of swarm heterogeneity and band-
width availability. We also compare our approach with traditional client-server
and naive BitTorrent approaches.

A lightweight implementation of our energy-efficient BitTorrent system is writ-
ten in Python, with system models and operational data stored in a MySQL
database. The implementation will be tested locally using a virtualised testing
environment [8], providing greater control over the conditions under which the
implementation is evaluated. Large scale testing is to be carried out on Planet-
Lab [6].

7 Preliminary Findings

In the initial evaluation of the Energy Proportional Tracker Migration approach
we consider two normalised tracker workload traces shown in Figures 1 and 2.
Workload traces WL1 and WL2 represent tracker requests during the arrival and
service of 100 and 200 peers respectively. In each case three seeds are active in the
system, and all peers depart from the system upon completing their download.

Workload WL1 is characterised by larger peer inter-arrival times and greater
availability, resulting in smaller mean peer service time. Conversely, in WL2 peer
inter-arrival times are much smaller and peer download rates are constrained by
limited availability and greater competition for available upload capacity. The
request rate at a given period is largely dependant on the number of peers and
seeds active in the system. Observed increases in request rate over time indicate
the arrival of new peers, while decreases signify peers’ completion and subsequent
departure from the system.

The efficacy of our provisioning approach is evaluated for two groups of
servers. The first group is homogeneous in terms of both performance and power
consumption, while the second comprises servers from two heterogeneous classes
of server. In Figure 3 we present relative energy savings for our approach when
compared to a group of servers right-sized to satisfy the peak request rate ob-
served over the duration of the traces. In each case we find increasing the number
of servers is beneficial in reducing energy consumption, allowing for finer grained
provisioning of resources to satisfy the offered workload.
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Fig. 3. Comparison of energy savings for two workload traces with homogeneous and
heterogeneous groups of servers of size n

Our initial results demonstrate the potential for considerable energy savings
and reduction in the load-independent portion of aggregate power consumption
with negligible SLA violations. Further detailed analysis is ongoing and will form
the basis of future publications.

8 Conclusions and Further Work

The potential trust and security implications of the system proposed in this
paper are of great interest. We acknowledge complexities in guaranteeing the
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veracity of a peer’s self-reported power consumption profile in inter-organisational
settings, and design the system ensuring that any free riding permitted by our
mechanisms is not detrimental to the overall performance or energy efficiency of
the system.

A common challenge in peer-to-peer systems is accountability [18]. The usage
data collected by our energy-efficient tracker not only informs the behaviour of
our system, but also allows fine-grained attribution of utility, energy-efficiency
and cost. The application of this accountability information in a class of energy-
aware incentive mechanisms for BitTorrent will be addressed in our ongoing
research.

Peer Exchange (PEX) [19] is an extension to the BitTorrent protocol enabling
decentralised peer discovery in BitTorrent swarms. In PEX, peers periodically
communicate directly among themselves, sharing details of the peers with whom
they are connected. PEX has been shown to be beneficial to performance. How-
ever, as peers are not equipped with global knowledge of the system this approach
cannot easily be made energy-aware. We will look to investigate approaches to
an energy-aware PEX-like system without impacting upon overall performance.

This paper considers the use of BitTorrent as a content distribution mecha-
nism in a single management domain. An interesting area of future research is to
extend our approach to facilitate energy-efficient use of BitTorrent in a federated
network of interconnected content distribution networks. Such a federated ap-
proach would allow organisations to share resources, further reducing the need to
over-provision to meet peak demand. Service Level Agreements (SLAs) between
these organisations may be enforced on a combination of utility, cost and energy
efficiency. Audit and accountability information may be used to facilitate billing
for service between organisations. Of particular interest is the ability to recon-
cile the conflicting optimisation goals of multiple service providers on shared
infrastructure, and energy-aware incentive mechanisms in a federated context.
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Abstract. Performance modelling is an important tool utilised by the
High Performance Computing industry to accurately predict the run-
time of science applications on a variety of different architectures. Per-
formance models aid in procurement decisions and help to highlight areas
for possible code optimisations. This paper presents a performance model
for a magnetohydrodynamics physics application, Lare. We demonstrate
that this model is capable of accurately predicting the run-time of Lare
across multiple platforms with an accuracy of 90% (for both strong and
weak scaled problems). We then utilise this model to evaluate the perfor-
mance of future optimisations. The model is generated using SST/macro,
the machine level component of the Structural Simulation Toolkit (SST)
from Sandia National Laboratories, and is validated on both a com-
modity cluster located at the University of Warwick and a large scale
capability resource located at Lawrence Livermore National Laboratory.

1 Introduction

Increasing compute performance and maximising supercomputer utilisation has
long been a major goal within the High Performance Computing (HPC) indus-
try. Users of these supercomputers are building increasingly more complex and
computationally intensive applications, furthering research in a wide variety of
science and engineering areas.

In order to meet the demands of the industry, HPC centres are starting to
move away from traditional architectures and towards new technologies. One
such technology is that of many-core, utilising large numbers of processor units,
possibly as part of a heterogeneous architecture. The highly parallel SIMD nature
of many-core units, such as GPUs and Intel MIC, allows faster processing of
large amounts of data, and can offer performance gains for scientific applications
[1,2,3].

With this increase in technical complexity, it is important to ensure these
resources are used effectively. By being able to accurately predict the run-time
of a code for a given architecture, we are not only able to make more efficient use
of the hardware, but we can also rapidly compare code performance on a variety
of different architectures. Furthermore, we are also able to extrapolate results
past existing core counts, making predictions of code performance at scale.

M. Tribastone and S. Gilmore (Eds.): EPEW/UKPEW 2012, LNCS 7587, pp. 197–209, 2013.
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In order to predict run-time performance, we need to capture the run-time
behaviour of the application and the performance characteristics of the target
system. We can then infer information from this data. This process is known
as performance modelling. In this paper we describe the development of a per-
formance model for the 2-dimensional variant of Lare, a representative plasma
physics application. Lare is a Lagrangian remap code, used for solving magneto-
hydrodynamics (MHD) equations [4], and is being developed at the University
of Warwick.

Specifically we make the following contributions:

– We develop a performance model for Lare. This is the first known predictive
performance model for Lare and allows for the prediction of run-time on a
variety of current and future architectures based on a minimal number of
input parameters. It has been developed such that any future changes or
optimisations in the code base can be readily incorporated into the model;

– We validate this performance model on two HPC systems: a commodity
cluster located at the University of Warwick and a 260 TFLOP/s capability
resource located at Lawrence Livermore National Laboratory (LLNL). We
demonstrate an accuracy of greater than 90% for both weak and strong
scaled problems;

– Finally, we use our model to provide an evaluation of possible optimisations
to Lare. Specifically we perform an investigation into the potential improve-
ments that can be gained from a move towards an Arbitrary Lagrangian-
Eulerian (ALE) code in which a more expensive remap step can be applied
less frequently.

The remainder of the paper is organised as follows: Section 2 provides a summary
of related work; Section 3 provides a background to performance modelling and
the operation of Lare; Section 4 discusses the approach taken in developing the
performance model; Section 5 provides a validation of the accuracy of the model;
Section 6 uses the model to detail potential gains from future optimisations.
Finally Section 7 concludes this paper.

2 Related Work

Performance models are a vital tool used by the HPC industry in order to pre-
dict the run-times of an application. These predictions can then be used to
aid procurement decisions, identify optimisation opportunities, or to predict the
behaviour of an application running on a hypothetical future architecture at
scale [5].

Hammond et al. [6] show how performance modelling can be used to provide
a comparison between two different systems, and use this comparison to aid pro-
curement decisions. They show that the ability to make predictions at scale can
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be more valuable than the information obtained from small scale benchmarks.
In [7], Herdman et al. use a performance model of an industry strength hydrody-
namics benchmark to provide guidance for the procurement of future systems.
The authors use their performance model to generate a range of predicted values
for comparison, spanning multiple architectures and compiler configurations.

In addition to allowing us to assess current architectures, performance mod-
elling also plays a vital role in enabling us to look at the performance of applica-
tions on future architectures at scale. Pennycook et al. [8] show how performance
modelling can be used to provide an insight into how applications will perform
on a variety on architectures, highlighting the potential benefits of using many-
core architectures. Finally, in [9] it is shown that performance modelling can be
applied to emerging distributed memory heterogeneous systems to provide an
analysis of the performance characteristics and to accurately predict run-times
for an application [10].

In [11] a model of parallel computation, LogGP, based on the LogP [12] model,
is introduced. It extends the predictive performance of LogP by including the
ability to accurately predict communication performance for small messages.
This in turn forms the basis on which plug-and-play models can be built, as
shown in [13]. The authors show that a model can be built that is able to
accurately predict the run-time of an application on a variety of architectures,
whilst taking a minimal set of input parameters. This approach has successfully
been used by others, including Davis et al. [14] and Sundaram-Stukel et al. [15],
and is the basis of the approach taken in this paper.

The previous methods of developing an analytical performance model have
been purely mathematically based, but as levels of concurrency and message
passing continue to climb this is becoming increasingly difficult to do accu-
rately. By instead simulating the topologies of machines, and message passing
behaviour of applications, we can hope to gain increased accuracy. This simula-
tion of hardware can be done using an abstraction of the machine, using both
virtual processors and interconnect. By providing values for the specifications of
the processors and the interconnect, we can then reproduce the communications
performed by the application. By having this closeness between software and
hardware it allows for greater performance optimisation of both, as seen in the
co-design approach that is being used to move us towards exascale [16,17,18].

One such tool that facilitates this machine level simulation is SST/macro, one
component of Structural Simulation Toolkit [17] from Sandia National Laborato-
ries. SST/macro allows for simulation style models to represent both the control
flow of an application, and the message passing behaviour. In doing this it can
fully consider such factors as contention and network topology, areas which had
previously introduced inaccuracy into analytical models. In order to make use
of these advantages, SST/macro has been used to construct the model used in
this paper.
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3 Background

3.1 Lare

To solve MHD equations, Lare uses an approach based on control volume av-
eraging using a staggered grid. This approach is extended to include complex
components such as magnetic fields and shock forces. Lare is run on a fixed size
grid for a set number of iterations, an outline of which is shown in Figure 1. The
grid used in Lare is 2-dimensional with its width (Nx) and height (Ny) set at
run time. This grid is then decomposed in two dimensions (Px × Py) such that
each processor receives nx× ny cells, where nx = Nx/Px and ny = Ny/Py.

1 DO
2 . . .
3 CALL l a g r ang i an s t ep
4 CALL eu l e r ian remap ( i )
5 . . .
6 ENDDO

Fig. 1. The main compute loop of Lare, operated over for a fixed number of iterations

The main area of computation in Lare is represented by two key steps, each
executed once per iteration: the Lagrangian step; and the Lagrangian remap. The
Lagrangian step contains the majority of the computationally intensive physics,
representing a significant proportion of the run-time. During this step the grid on
which the calculations are performed gets distorted. The gridding scheme used
in Lare cannot tolerate large distortions of the computational domain without
frequent remapping operations. And thus, some work must be done to correct the
grid before computation can continue. The Lagrangian remap reforms the grid
to its proper coordinates, and involves a significant amount of computation and
a series of near-neighbour exchanges are required, which ensures neighbouring
cells hold the appropriate values.

3.2 Performance Modelling

The general run-time of a parallel application can be described by Equation 1,
which states that the total run-time is the combined total of the compute and
communication times.

Ttotal = Tcompute + Tcomms (1)

When developing a performance model it is usual to start with the simplistic
case of a serial run, as it contains no communications. In doing this you are able
to simplify Equation 1, to that shown in Equation 2.
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Ttotal = Tcompute (2)

This compute term can then be broken down further, to describe the run-time at
a function level. This is shown in Equation 3, where wg is refered to as the ‘grind
time’, and both nx and ny represent the decomposed grid size in the relevant
direction.

Tcompute =
∑

wg × (nx× ny) (3)

The term grind time is used to describe the per-cell cost of a function. To obtain
these values the code can be instrumented with timers. This can either be done
using a profiler such as gprof or scalasca, alternatively the instrumentation can
be done manually. Once these grind times have been found they can be put back
into Equation 3 to calculate the total compute time.

4 Developing a Performance Model

In order to fully understand the run-time characteristics of Lare, the code was
profiled for both serial and parallel runs. This quantifies the time spent in each
subroutine, allowing us to focus our efforts when building our simulation.

In order to construct a model using SST/macro, a skeleton of the code has
to be constructed that includes the main areas of compute and communication.
As the generation of a comprehensive skeleton application can be a non-trivial
process, a small tool was written to facilitate this. The tool performs static
analysis on the Fortran source code, and transforms this information into a
SST/macro skeleton model. The tool parses the Fortran source code line by line,
splitting the line into tokens based on whitespace. These tokens are then matched
against an in-built list of keywords, identifying key areas such as subroutine
declarations and invocations. Once a keyword is matched, the line is processed.
Subroutine declarations are parsed and replicated in the skeleton code. These
subroutines are then populated by any function calls made within them. One of
the key benefits of the tool is that it identifies MPI communications and is able
to flag these to the user and input them into the skeleton. The tool is able to
auto-complete much of the information about the MPI call, leaving only the size
of the communication buffer to be provided by the user.

In addition to the skeleton, SST/macro requires machine specific details to
be specified, such as: topology, network bandwidth and on-node and off-node
latencies. These values are obtained using a series of micro-benchmarks.

In order to accurately populate the skeleton application, the main contributors
of run-time need to be identified. By profiling Lare and combining this with our
existing understanding, it is clear that the two most significant contributors are
the Lagrangian step and the Lagrangian remap as previously discussed.

By combining these two steps, we can develop an equation that accurately
and concisely summarises the total run-time of Lare as shown in Equation 4.
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Ttotal =
iterations∑

i=0

(tlagrangian step + tremap) (4)

In order to make use of this equation, an incremental approach to building a
model was taken, starting with the construction of a serial model.

4.1 Serial Model

For a serial run of Lare, there is no inter-process communication – the run-time
is singularly representative of the compute, allowing us to apply Equation 2.

This equation can be decomposed further. The term Tcompute can further
be broken up into its subcomponents, as shown in Equation 3. A table of the
relevant grind times for Lare can be found in Table 1.

Table 1. A table depicting the grind times used in modeling Lare, along with their
relative location in the source code

File Name Subroutine wg Term

diagnostics.f90 energy account wenergy account

lagran.f90 lagrangian step wlagrangian step

lagran.f90 predictor corrector step wpredictor corrector

xremap.f90 remap x wremap x

yremap.f90 remap y wremap y

zremap.f90 remap z wremap z

remap.f90 eulerian remap wremap remainder

diagnostics.f90 set dt wset dt

We are able to derive values of the relevant wg times by running a version of
Lare instrumented with timers. Using these values we are able to develop a model
that can predict serial run-time to an exceptionally high level of accuracy, using
Equation 4.

4.2 Parallel Model

Once a serial model was developed, a parallel model could then be considered
in the form shown in Equation 1.

The communication in Lare is dominated by two MPI functions, send-receives
and all reduces. The send-receive functions are used to swap neighbour cells,
whilst the all reduces collate data. By summing the times taken by these oper-
ations, we can represent the communications time as:

Tcomms =
∑

tSendrecv +
∑

tAllreduce (5)

During the point-to-point communications, the amount of data sent is dependent
on the grid size set at compile time. The grid undergoes a coarse decomposition
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in two dimensions, and is distributed among the processors. This method of de-
composition is performed with the aim of minimising the surface-area-to-volume
ratio, which in turn increases the ratio of computation to communication. This
decomposition strategy is replicated in the model, with SST/macro simulating
an exact copy of the communications. Once all the required terms have been
identified, they can be incorporated into the model. In order for SST/macro to
accurately simulate communications, it requires values for the latency and band-
width of the target system. These values can be found experimentally with a set
of micro-benchmarks that are distributed with SST/macro.

Figure 2 shows elements of both the model and original Lare source code
for two methods, dm x bcs and remap x. It compares the original source to the
equivalent representation in the model. In (a) we see the dm x bcs subroutine
that features an MPI Sendrecv. In (b) we can see this has been translated to
the equivalent SST/macro MPI call, to be dealt with by the simulated network.
Similarly (c) shows an area of compute performed by the original source, this is
then replaced by a wg based calculation in (d).

5 Validation

In order to validate our model, we compare application run times with simulation
times for a variety of grid sizes and processor counts on 2 different machines.

5.1 Machines

The two machines used in the validation of the model were the resident super-
computer at the University of Warwick, Minerva, and a large scale capability
resource, Sierra, located at LLNL. The specification of the two machines used in
this study are summarised in Table 2.

Table 2. Details of the experimental machines used

Sierra Minerva

Processor Intel Xeon 5660 Intel Xeon 5650
Processor Speed 2.8 GHz 2.66 GHz
Cores/Node 12 12
Nodes 1849 258
Memory/Node 24 GB 24 GB
Interconnect QLogic TrueScale 4X QDR InfiniBand
Compilers Intel 12.0 Intel 12.0
MPI MVAPICH2 1.7 OpenMPI 1.4.3
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(a) Original Fortran dm x bcs Subroutine

1 SUBROUTINE dm x bcs
2 . . .
3 CALL MPI SENDRECV(dm(nx−1, 0 : ny+1) , ny+2, mpireal , &
4 proc x max , tag , dm(−1 , 0 : ny+1) , ny+2, mpireal , &
5 proc x min , tag , comm, status , e r r code )
6 . . .
7 END SUBROUTINE dm x bcs

(b) Model dm x bcs Subroutine

1 void dm x bcs ( int rank ) {
2 . . .
3 mpi−>sendrecv (ny + 2 , sstmac : : sw : : mpitype : : mpi rea l , \
4 proc x max , tag , ny + 2 , sstmac : : sw : : mpitype : : mpi rea l , \
5 proc x min , tag , world ( ) , s t a t ) ;
6 . . .
7 }

(c) Original Fortran remap x Subroutine

1 SUBROUTINE remap x ! remap onto o r i g i n a l Eu ler ian g r i d
2 . . .
3 DO i y = −1, ny+2
4 iym = iy − 1
5 DO i x = −1, nx+2
6 ixm = ix − 1
7 . . .
8 ENDDO
9

10 ENDDO
11 . . .
12 END SUBROUTINE remap x

(d) Model remap x Subroutine

1 void remap x ( int rank ) {
2 . . .
3 sstmac : : timestamp t ( remap x w ∗ nx ∗ ny ) ;
4 compute ( t ) ;
5 . . .
6 }

Fig. 2. Code snippet comparing original source code with its representation in the
model, including a wg based compute call and a SST/macro MPI call
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5.2 Weak Scaled Problem

For a weak scaled problem, the grid size is increased with the processor count
with the aim of keeping the compute per processor fixed. This is the approach
taken for solving increasingly difficult problems in a fixed amount of time. As the
processor count increases, more communication between grid cells is required,
leading to a general increase in communication time. As the compute per pro-
cessor remains the same throughout, we expect that our wg will not change,
allowing us to be confident of the predictions for compute time. Table 3 presents
a comparison of the experimental run-times against predicated run-times for a
weak scaled problem with 3,000,000 cells per core, running for 100 iterations.

Table 3. A table comparing the run-times to simulation times of Lare for Minerva
and Sierra

(a) Minerva

Nodes Grid Size Time (s) Prediction (s) Error (%)

1 6000 543.10 527.03 -3.05
4 12000 554.90 528.57 -4.98
9 18000 560.63 541.55 -3.52

16 24000 569.41 549.06 -3.71
21 30000 570.08 551.14 -3.44
36 36000 578.24 558.15 -3.60

(b) Sierra

Nodes Grid Size Time (s) Prediction (s) Error (%)

1 6000 480.70 465.46 -3.29
4 12000 485.26 466.17 -4.10
9 18000 493.59 466.83 -5.73

16 24000 498.32 476.30 -4.62
21 30000 499.07 478.43 -4.31
36 36000 499.01 480.49 -3.85
49 42000 499.47 481.98 -3.63
64 48000 499.15 483.68 -3.20
81 54000 499.31 487.22 -2.48

100 60000 499.58 488.59 -2.25
121 66000 500.00 490.12 -2.02
144 72000 500.57 491.54 -1.84
169 78000 500.29 492.91 -1.50
196 84000 500.27 495.44 -0.98
225 90000 500.85 496.88 -0.80
256 96000 500.29 499.44 -0.17

From the table we can see that the model was able to accurately predict the
run-time to an accuracy of greater than 90%. The predicated runtime being con-
sistently slightly lower than the experimental time can be attributed to a small
percentage of the run time behaviour not being incorporated in the prediction,
such as the set up costs, which are not captured by the model.
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5.3 Strong Scaled Problem

Strong scaling describes the process of solving a fixed problem size with an
increasing number of processors. As the processor count increases the aim is
to decrease the run-time. A comparison between experimental run-time and
predicted run-time is shown in Table 4 for a 16,800 × 16,800 strong scaled
problem, running for 100 iterations. This problem size was chosen to give a
sufficiently long run time, but still fit in the available memory.

Table 4. A table comparing the run-times to simulation times of Lare for Minerva
and Sierra fora strong scaled problem

(a) Minerva

Nodes Time (s) Prediction (s) Error (%)

8 518.01 532.85 2.78
12 348.16 364.61 4.51
16 262.74 277.77 5.41
24 172.01 189.51 9.24
32 128.67 133.48 3.61

(b) Sierra

Nodes Time (s) Prediction (s) Error (%)

16 251.06 236.00 -6.38
32 119.60 121.78 1.79
64 61.02 64.16 4.90

128 33.38 35.55 6.12

The performance model was able predict the run-time to an accuracy of
greater than 90% for a range of core counts.

6 Evaluation of Future Optimisations

An Arbitrary Lagrangian Eulerian (ALE) generalisation of Lare is under devel-
opment. This would mean the requirement to remap each iteration will no longer
hold, and instead a move to ALE would allow the remap step to only be done
once the grid becomes sufficiently deformed. By performing an investigation into
the expected performance of an hypothetical ALE variant of Lare we can gain
valuable insight into the potential performance gains.

By moving to an ALE code, we can vary the frequency of the remap, a metric
will be developed to formally determine the value of this frequency (Fr), but
initial indications show that remapping will be required, on average, once every
tenth iteration (Fr = 0.1) over the course of the simulation. By varying the
frequency of the remap, the code will be affected in two main ways. Firstly, it
will significantly reduce the general cost per iteration in terms of compute, as
the remap step will no longer be present. Secondly, reducing the frequency of the
remap step reduces the frequency of inter-process communication. In changing
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the code in this way, the total cost is no longer as described in Equation 4, but
instead includes a term to denote the new remap, as in Equation 6.

Ttotal = Tlagrangian step + Tremap new (6)

This equation can then be reduced further, as shown in Equation 7.

Ttotal =

iterations∑
i=0

(tlagrangian step) +

iterations/Fr∑
j=0

tremap new (7)

In order to express the new total cost, relative to the old, we can extend Equation
4 to include terms for the relative costs. This is shown in Equation 8.

Ttotal new = (Tlagrangian step × Clagrangian step) +

(Tlagrangian remap × Cremap new × Fr) (8)

If we assume no change to the cost of the Lagrangian step (Clagrangian step = 1),
we can perform an investigation into how the frequency of remap and the cost of
remap affect the overall performance. Table 5 shows the percentage decrease in
run-time obtained for different values of Fr and Cremap new for a 8,192 square
problem on 36 processors performing 100 iterations, in which the remap step
contributes just under 65% of the run-time.

Table 5. A table showing the percent decrease in run-time for different values of Fr

and Cremap new for a 8,192 square problem on 36 processors performing 100 iterations

Fr

1 0.5 0.2 0.25 0.1 0.001

C
r
e
m

a
p

n
e
w 1 0.00 32.15 48.22 51.44 57.87 64.24

2 -64.30 0.00 32.15 38.58 51.44 64.17
4 -192.90 -64.30 0.00 12.86 38.58 64.04
5 -257.20 -96.45 -16.07 0.00 32.15 63.98
10 -578.69 -257.20 -96.45 -64.30 0.00 63.66

From Table 5 we can clearly see that reducing the remap frequency offers
large performance gains as the remap frequency decreases for reasonable values
of Cremap new . Optimistic projections for this optimised code hope that it will
have a similar cost for the lagrangian step (Clagrangian step = 1), a remap cost
that is around twice as large (Cremap new = 2) and allow the remap to be
performed on average every ten steps (Fr = 0.1). From Table 5 we can see this
may offer a speed-up greater than 50%.

7 Conclusion

In this paper we have presented a predictive performance model for Lare, a MHD
code developed by, and maintained at, the University of Warwick. This model
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allows us to predict the run-time of Lare accurately on a variety of platforms. We
have validated the accuracy of the model to 90% on two clusters, a commodity
cluster located at the University of Warwick and a 360 TFLOP/s capability
resource located at LLNL.

The model was shown to perform well for both weak and strong scaling over a
wide range of core counts. We have also used our model to provide a forward look
at possible optimisations in the Lare code base, with an evaluation of the gains
that may be expected. We also plan to extend the model to the 3-dimensional
version of Lare and develop predictive performance models for similar physics
codes with the aim of drawing comparisons between these and Lare.
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Abstract. As core counts increase in the world’s most powerful super-
computers, applications are becoming limited not only by computational
power, but also by data availability. In the race to exascale, efficient and
effective communication policies are key to achieving optimal application
performance. Applications using adaptive mesh refinement (AMR) trade
off communication for computational load balancing, to enable the fo-
cused computation of specific areas of interest. This class of application
is particularly susceptible to the communication performance of the un-
derlying architectures, and are inherently difficult to scale efficiently. In
this paper we present a study of the effect of patch distribution strate-
gies on the scalability of an AMR code. We demonstrate the significance
of patch placement on communication overheads, and by balancing the
computation and communication costs of patches, we develop a scheme
to optimise performance of a specific, industry-strength, benchmark ap-
plication.

1 Introduction

In the race to exascale, floating point operations are becoming cheaper and the
real challenge is providing data to utilise the available computational power.
Communications are therefore becoming more important in scientific computing
and efficiently transferring data will be key to scaling the existing generation of
petascale applications.

Adaptive mesh refinement (AMR) is a technique used to increase the res-
olution of computation in areas of interest—such as shock fronts and material
interfaces—avoiding the necessity of a uniform fine-grained mesh [1,2]. The tech-
nique uses multiple levels of refinement, where areas of interest are identified and
the accuracy of computation is increased, by subdivision of the problem domain.
This decomposition and refinement creates a natural computational load imbal-
ance as work will be clustered around the areas of interest. The technique uses
a distribution strategy to share the increased workload between under-utilised
compute resources. The basic unit of distribution is a patch, a rectangular sub-
grid of cells which result from mesh refinement. The decrease in computation
time offered by AMR comes at the cost of increased communication overheads,
caused by additional boundary communications, and data transfer between re-
finement levels. The management of patches and associated AMR metadata
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creates an additional computational overhead, however, it is not the primary
focus of this paper.

In this paper we present a cost-benefit analysis of patch distribution strategies
and identify optimisation opportunities. We present our study in the context
of Shamrock, a 2-dimensional, Lagrangian hydrodynamics code utilising AMR,
developed at the UK Atomic Weapons Establishment (AWE). Shamrock is an
industry-strength benchmark supporting a range of architectures. It is a key
tool in evaluating future high-performance computing technologies at AWE, and
provides a robust software framework for our investigation [3].

Specifically, we study how allowing workload imbalance can, under certain
conditions, reduce the communication overheads and thus, by identifying situa-
tions where patch distribution has a negative effect on overall runtime, improve
the scalability of the code. Initially, we demonstrate the application of AMR
on a symmetric, and therefore, naturally load balanced problem. In this case,
any distribution of patches will increase communication time and harm overall
performance. We extend this simple example to motivate the use of patch dis-
tribution on inherently more representative asymmetric problems, where load
balance is not guaranteed. For these asymmetric problems we demonstrate the
available trade-off between communication and computation costs, and highlight
the potential advantages of an optimal distribution strategy.

The specific contributions of this work are as follows:

– A cost-benefit analysis of AMR patch distribution on symmetric and asym-
metric input decks is documented.

– We implement an AMR-level distribution threshold to mitigate cost between
fully enabled and fully disabled patch distribution strategies.

– We demonstrate the potential of an intelligent, environment-driven, patch
distribution strategy, through hand tuning, motivating the case for a runtime-
based heuristic distribution strategy.

The remainder of this paper is structured as follows: in Section 2, we present
an overview of related work. Section 3 presents a more detailed discussion of
the key aspects of AMR. In Section 4 we analyse the load imbalance caused by
two different problem input decks. In Section 5 we analyse the scalability of two
patch distribution schemes, and Section 6 presents an analysis of the application
of a distribution threshold-based on the AMR level. Section 7 then demonstrates
how, with prior knowledge of expected communication and computation costs,
we can improve the runtime and scalability of the application. Finally, in Section
8 we conclude the paper and discuss future work.

2 Related Work

The structured AMR techniques developed by Berger and Oliger [1] have been
successfully applied to a number of problem domains including cosmology [4,5],
astrophysics [6], and shock hydrodynamics [7,8]. The power of AMR in increasing
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solution accuracy without the requirement of a uniform fine-grained mesh has
motivated investigation into ensuring the scalability of these techniques.

Codes utilising AMR typically contain a number of distinct steps that can
have an impact on scalability: adding refined patches to flagged areas of inter-
est, balancing the load of patches across processors, and communication and
synchronisation between patches during calculations.

Adding refined patches, or re-gridding, is a computationally intensive process
involving identifying areas of interest, flagging the cells in these areas, and cre-
ating a set of refined patches to cover all the flagged cells. Luitjens and Berzins
present a study of three common re-gridding techniques, remarking on the com-
munication and computation complexity of the three algorithms, and demon-
strating scalable results from the Berger-Rigoustous algorithm [9,10].

Optimal distribution of refined patches is key to achieving efficient execution
and acceptable runtimes. Lan et al. present reductions in runtime of up to 47%
when using a grid-splitting technique to move work from overloaded processors to
underloaded ones [11]. Using system measurements provides an effective way to
ensure work is evenly balanced [12], and the optimisations presented in Section
7 make use of a set of simple measures of system performance to develop an
efficient patch distribution scheme. Our work differs from previous research by
building on work in performance modelling [13,14], using measured parameters
to estimate the optimal distribution of patches.

Identifying the factors limiting the scalability of AMR is an ongoing problem,
however, the key features identified by Colella et al. provide a platform for in-
vestigation: minimising communications, efficiently computing patch metadata,
and optimising communication between coarse and fine patch boundaries [15].
Van Straalen et al. extend these features, concluding that the traditional con-
cerns over load imbalance and communication volume were not as critical to
application performance as identifying and isolating subtle use of non-scalable
algorithms in the grid management infrastructure of the AMR framework [16].

3 Adaptive Mesh Refinement

Adaptive mesh refinement is the process of increasing the resolution of compu-
tation at specific areas of interest, allowing increased accuracy where it is most
needed. Figure 1(a) illustrates how AMR would be applied to a simple area of
interest. An area of interest is a portion of the problem where there is a high
degree of entropy, such as at material interfaces or at shock fronts.

The AMR capability of Shamrock is provided by custom AMR library, rather
than third-party AMR package such as SAMRAI [17] or Chombo [18]. Areas of
interest are identified and the cells containing them are flagged. These flagged
cells are then grouped into rectangular patches, which may contain some un-
flagged cells. Computation is carried out over all patches, and hence, all levels.
Solutions are transferred between the patches on different levels, with coarse
solutions being mapped up to higher levels, and the more accurate solutions
being projected back down. A typical arrangement of patches is illustrated in
Figure 1(b).
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(a) A complete AMR mesh for
a simple problem

Level 0 patch

Area of interest

Level 1 patch

Level 2 patch

(b) Multiple levels of refined patches

Fig. 1. AMR mesh and corresponding application of patches

The complexity of AMR, and the associated metadata required, present some
problems for a parallel implementation: (i) newly created patches need to be
assigned to a processor, (ii) boundaries must be communicated between patches,
sometimes across AMR levels, and (iii) solutions must be mapped and projected
between patches.

Once areas of the problem have been refined, work required in that area, and
hence CPU time spent computing that area, will increase. In order to combat this
it is common to distribute the extra work to processors with a smaller workload.
Refinement may happen in only one small area of the problem, and if the newly
created patches are not distributed in an effective way then the resulting load
imbalance is likely to negatively affect the amount of time spent in computation.
However, distributing the patches will increase the cost of both the boundary
communications and the transfer of solutions between patches.

Boundary communications occur at patch interfaces and involve the swapping
of variables in ghost cells between adjacent patches. However, boundary commu-
nications may also have to cross refinement levels, since a patch may be adjacent
to another patch on a different level. Boundary communications across refine-
ment levels involve some additional computational overhead as solution values
must be interpolated onto the grid due to the differing resolution. Solution trans-
fer occurs where patches on different refinement levels overlap, and involves the
transfer of the necessary variables, between levels, for each overlapping cell. The
data needs to be transferred every timestep, so high transfer costs affect the
scalability of the code.

The competing factors of communication and computation need to be ef-
fectively managed in order to minimise runtime. At small scale the addition of
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Table 1. Summary of experimental platforms

Tricca Hera

Processor
Intel E3-1240 AMD 8356

3.3 GHz 2.3 GHz
Compute Nodes 1 864

Cores/Node 4 16
Total Cores 4 13,824

Memory/Node (GB) 12 32
Interconnect N/A Infiniband DDR
Compiler Intel 11.1 Intel 12.1

MPI OpenMPI 1.4.3 OpenMPI 1.4.3

more processors will reduce overall runtime, as the added communication over-
heads are insignificant compared to the reduction in computation time. At larger
scale the ratio of communication to computation is no longer favourable, and
the added communication cost drives up overall runtime. By finding effective
ways to balance the computation-communication trade off, we can increase the
performance and scalability of the code.

4 Symmetric and Asymmetric AMR

As discussed in Section 3, a key component of AMR is patch distribution. This
enables local fine grained analysis in areas of interest, whilst maintaining an even
workload for all processors.

With the existing patch distribution strategy, patches are always distributed,
regardless of locality, with a probability based on an estimation of current com-
putational workload. The implication of this strategy is that previously neigh-
bouring patches, in both the horizontal and vertical domain, can be physically
distributed across the whole machine, increasing communication times. The na-
ture of Shamrock means that the majority of communication is the exchange of
boundary cells and transfer of solutions, and although some global communica-
tion is required, physical proximity is crucial for keeping communication costs
at a minimum, and in turn improving scalability.

Throughout this paper we make use of results obtained from two different
computing platforms, illustrated in Table 1. The first is a quad-core worksta-
tion, used to demonstrate behaviour at small scale, the second is a large 127
TFLOP/s supercomputer, located at the Lawrence Livermore National Labo-
ratories (LLNL) Open Compute Facility, used to demonstrate the scalability of
our techniques.

4.1 Symmetric AMR

We demonstrate a symmetric decomposition using a square multi-material prob-
lem, executed on four processors. Although the resulting mesh is not symmetrical,
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the processors receive the same number of refined cells, giving an approximately
equal and naturally balanced decomposition. With the original distribution pol-
icy, patches will be distributed to different processors, reducing the physical prox-
imity of neighbouring patches. Whilst the goal is to reduce load imbalance, this
distribution strategy actually introduces a small imbalance due to the order of
patch distribution. The added communication cost of this distribution also has a
significant impact on runtime. We also note that despite the obvious symmetry
of the problem mesh, the refinement may be asymmetrical due to the nature of
the underlying algorithm. Whilst this may not be a representative AMR compu-
tation, it demonstrates a situation where patch distribution will perform poorly.
From this example we can then infer potential performance gains from alternative
patch distribution strategies in more representative problems.

(a) A simple three material problem. (b) The initial mesh, including re-
fined areas.

(c) Patch assignment without dis-
tribution.

(d) Patch assignment with distribu-
tion.

Fig. 2. A symmetric multi-material problem, with the corresponding AMR mesh and
patch assignments



216 D.A. Beckingsale et al.

Figure 2(a) presents the problem, with its area of interest, coupled with the
resulting mesh, Figure 2(b), from an AMR level of four. We illustrate the patch
distribution when decomposed over four processors firstly from a no distribution
policy, Figure 2(c), and secondly a round-robin distribution, Figure 2(d).

The amount of time spent in computation time and communication time is
presented in Figure 3. Both decompositions are load balanced, with each proces-
sor spending an average of 268.98s in the computation portion of the application.
However, the distribution of the patches in Figure 2(d) has destroyed the spatial
locality of the patches and increased the communication times to an average of
60.67s. By keeping patches local the communication time is reduced to an aver-
age of 19.96s, which provides a speedup of 1.14×. These differences are caused
wholly by on-node patch distribution, where communication times are signifi-
cantly lower than off-node.
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(b) Distributed symmetric mesh.

Fig. 3. Runtime breakdown for a symmetric decomposition on four cores

4.2 Asymmetric AMR

In Section 4.1 we demonstrated the unnecessary overheads of patch distribution
on a symmetric problem decomposition. However, this is an unrealistic represen-
tation of typical input data, as such data is unlikely to decompose symmetrically
across a range of processors. Whilst a lack of symmetry in decomposition does
not inherently imply load imbalance, we can no longer guarantee it. Patch dis-
tribution strategies may improve performance by reducing this load imbalance.

In this section we illustrate the benefit of patch distribution on asymmetric de-
compositions. Using an single quadrant of Figure 2(a), presented in Figure 4(a),
we obtain a naturally asymmetric decomposition, through which we can compare
the two distribution strategies by analysing the impact of the load imbalance.
Without distribution, all of the patches obtained through mesh refinement will
be assigned to the same local processor, illustrated in Figure 4(c), rather than
being shared between all processors.
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(a) A simple, asymmetric, three ma-
terial problem.

(b) The initial mesh, including re-
fined areas.

(c) Patch assignment without dis-
tribution.

(d) Patch assignment with distribu-
tion.

Fig. 4. An asymmetric multi-material problem, with the corresponding AMR mesh
and patch distributions

In Figure 5 we present the breakdown of computation and communication
time for each processor, illustrating the available performance gains afforded
through patch distribution. The disparity between computational workload is
illustrated in the communication times of the remaining processors as they wait
for the overloaded processor. For patch distribution we see a reduction in the
worst case communication times, from 120s down to 24s, and a levelling of com-
putation times, resulting in a reduction in runtime.

This extreme case illustrates the runtime increases created when the load
imbalance is maximal, thus highlighting the benefit of patch distribution to load
balance in AMR applications. The cost of this technique is the 25% of time spent
in the communication phase, which has wide implications in the scalability of
the code.
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(b) Distributed asymmetric mesh.

Fig. 5. Runtime breakdown for an asymmetric decomposition on four cores

5 Scalability Study

Section 4 illustrates the disparity between performing AMR with and without
patch distribution enabled, through both symmetric and asymmetric problem
decompositions. Both of the examples presented were designed to illustrate the
performance of the techniques in ideal circumstances. However, in more realistic
scenarios a middle ground between the two examples is likely to be observed.

To illustrate this more realistic scenario we perform a scalability study of the
two techniques applied to the same problem decomposition. For this study we
use the problem from Figure 2(a), which is initially symmetrically decomposed,
and strong scale it, by increasing the processor count but keeping the global
problem size constant. For our study we selected a problem comprised of 1
million cells, computed on a selection of processor counts ranging from 4 to
1024, in powers of 2. Evaluating the proportion of runtime spent in computation
and communication allows us to comment on the scalability of each distribution
strategy.

Figure 6 presents the breakdown of computation and communication times
for runs of the symmetric problem at 9 different processor counts on Hera. The
reduction in communication time with patch distribution disabled is shown to
vastly increase the scalability of the code. Initially, the problem is symmetrically
decomposed over 4 processors, hence the lower runtime when patches are not
distributed. As core counts increase, the computation and communication times
become more diverse between the two distribution strategies. Whilst the lowest
overall runtime time is found on 32 processors with patch distribution enabled,
as the number of processors increases communication becomes the dominant fac-
tor – accounting for 71.4% of the total runtime on 1024 processors. When patch
distribution is disabled, we no longer see such a marked increase in communica-
tion times and total runtime, although average computation time remains higher
due to the load imbalance. It is this trade off, spending more time computing
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Fig. 6. Scalability study of strong scaled AMR problem evaluating patch distribution

locally in order to communicate less, that provides the improved run times at
scale.

In the following sections we try to address the balance between computation
time and communication time, finding a threshold to achieve both a reduction
in runtime and an increase in scalability.

6 Level-Based Distribution Threshold

In Section 5 we demonstrated the influence of problem symmetry in the perfor-
mance of patch distribution techniques. In the following section we illustrate how
applying a distribution level threshold can form a ‘middle ground’ between these
two techniques. To control communication overheads we apply a threshold on
patch refinement levels for distribution. With a threshold level of 2, only patches
at the second level of refinement and higher will be considered for distribution.
With a higher distribution threshold, we will increase the load imbalance, but
minimise the communication time, and vice versa.

Using the asymmetric problem presented in Figure 4(a) we demonstrate the
effect of a patch distribution threshold as the problem is strong scaled.

Figure 7 shows how the different threshold levels span the runtimes of fully
enabling or disabling patch distribution. What is also clear, and intuitive, is
that all threshold-based results are bounded. Therefore the motivation for a
threshold-based patch distribution strategy lies in risk mitigation. Without ahead-
of-time runtime prediction, through modelling or execution, the best strategy
is unknown, thus a threshold strategy reduces risk of poor performance and
scalability.
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Fig. 7. Scalability analysis of patch distribution threshold levels

7 Optimising Patch Distribution

In previous sections we have demonstrated the importance of using patch distri-
bution techniques to balance computational work across processors against the
communication costs incurred by data transfers. However, these schemes were
developed using simple, intuitive heuristics, without consideration for the more
complex relationship between computation time and communication time.

To make more optimal decisions about the distribution of patches during pro-
gram execution we utilise a model based on three measured parameters: compu-
tation time per cell (Wg), network latency (l), and network bandwidth (G). We
use these parameters to estimate the time required to compute and communicate
a patch q on a processor p using the following formula:

tq,p = Wg (cellsp)×
(
lp (q) +

q

Gp (q)

)
(1)

where lp and Gp are the latency and bandwidth obtained when sending the patch
to processor p. These network parameter values will change based on the type
of communication (on or off-node) being performed.

Rather than evaluating only computational workload, we take communication
overheads into account to select the most appropriate processor for the current
patch, considering: (i) increased communication time incurred by the patch, and
(ii) how this overhead compares with the estimated computational saving. Our
new patch distribution scheme utilises this information by maintaining a list of
the total estimated work on each processor, and selecting a processor for a given
patch that will increase the current maximum runtime the least. Equation 2
describes this scheme mathematically:

pq = min
p∈processors

(tp + tq,p) (2)
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where pq is the processor selected for patch q, and tp is the total estimated work
time currently assigned to processor p.

Using Wg values measured from a single processor run on the target system,
and latency and bandwidth values estimated using the SKaMPI benchmark [19],
Figure 8 demonstrates the obtained performance increases of our model-based
patch distribution strategy.

The performance of our optimised strategy is generally equivalent to the best
performance of out the two previous strategies, but out performs it in certain
configurations, on 16 and 32 cores by 18.1% and 29.1% respectively. The lack
of performance increase in other configurations is attributed to lack of sufficient
computation and the increased overheads of maintaining this new mapping. More
efficient metadata management would decrease the overhead of patch selection
and improve performance of the optimised strategy.
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Fig. 8. Runtime comparison of patch distribution strategies.

8 Conclusions and Future Work

As the size of high-performance computers increases, applications will be con-
strained not by computational power, but by data availability. AMR presents a
technique to increase the efficiency of computation by focusing work on areas of
interest. This, however, will create an imbalance of work, as refined patches will
typically occur in highly localised areas of the problem. Load balancing can be
used to reduce load imbalance at the expense of increased communication costs.
We have demonstrated the benefits and limitations of patch distribution strate-
gies on both symmetric and asymmetric problem decompositions. Additionally
we have shown how a threshold-based distribution strategy can mitigate risk
between the two extremes. By utilising an optimised patch-distribution strategy
that considers the runtime impact of patch distribution, we can make informed
decisions about more optimal patch locations, with up to 29% improvements over
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the current strategies. In future research we plan on employing a more sophis-
ticated performance model of the Shamrock code to enhance performance pre-
dictions to improve patch distribution decisions. Combined with a more efficient
metadata management strategy, runtime improvements offered by the optimised
distribution strategy are expected to be even more significant. We will combine
this investigation with work to port Shamrock to an external AMR framework,
to benefit from a wide variety of research into scalable AMR techniques.
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Abstract. In this paper we present measurements of energy usage of
standard office computing equipment. Using a data trace lasting for all
of March 2012 we analyse the energy use of office equipment such as
desktop computers, a printer and a fridge. The interest in a more detailed
knowledge of the energy usage patterns of these appliances is driven by
the desire to manage, and if possible reduce, the energy consumption
of computing equipment in a university department. The reason behind
this can be financial to reduce electricity costs and/or environmental to
reduce the carbon foot print of an office environment. We analyse the
data and show simple autoregressive time series models to predict the
energy usage of appliances. We also show that it’s feasible to accurately
approximate the power consumption of a desktop computer using the
CPU utilisation information. We describe a future set-up where we plan
to monitor the energy usage of a student lab.

Keywords: Energy consumption, Measurement, Forecasting.

1 Introduction

In this paper we present data collected with several energy monitors in an office
environment. The data comprises a number of different desktop computers, a
fridge, a printer, a mobile phone / laptop charger and a digital radio. In addi-
tion we also monitor the office temperature. The data we present here can be
downloaded from [3].

The motivation behind this measurement exercise is to understand what the
environmental impact of computing is. In order to make computing greener we
first need to know how much energy is used by computers. This measurement
exercise is a warm-up for a larger experiment, where we aim to monitor the en-
ergy usage of an entire computer lab used by undergraduate students. Given that
conservative estimates of peak usage indicate that departments and companies
pay thousands of GBP for the electricity usage of their computing equipment,
being able to quantify how money could be saved is very useful in the current
economic climate. In the long-term we would also like to be able to investigate
how different scheduling policies for CPU scavenging applications like Condor
[7] could be improved to use less energy.

M. Tribastone and S. Gilmore (Eds.): EPEW/UKPEW 2012, LNCS 7587, pp. 224–236, 2013.
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In the following sections we first describe the experimental setup. We perform
a survey of the data and show a few insightful visualisations. In the next section
we describe simple statistical models forecasting future demand. Finally we dis-
cuss the implications of our observations and sketch a future larger measurement
exercise.

2 Experimental Setup

For this experiment we used ten SmartPlug meters from AlertMe[1]. Each Smart-
Plug was placed between the device and the mains network and measured the
actual power consumption with an accuracy of around 1W . The plugs reported
power measurements via the Zigbee wireless protocol to a SmartHub controller,
approximately every 10 seconds. The hub is a low power ARM based computer
running a version of the Linux operating system. It is connected to the Internet
and reports the measurements from the plugs to the AlertMe website. In addi-
tion, we used a SmartDisplay device to report the current temperature of the
office to the hub.

The data from AlertMe can either be viewed on a dashboard with limited
capabilities or obtained via an API. However, the API does not allow detailed
history requests. Therefore, we ran a simple script that retrieved the current
measurements from the AlertMe API at regular intervals of 12 seconds (a rate
just below the limits imposed by AlertMe) and uploaded all the data to Cosm
[2] website, which provides an online storage of time series data.

On each monitored desktop computer we ran a simple script that measured
the CPU utilisation and deposited the data onto Cosm every 12 seconds.

For convenience, we wrote a simple HTML dashboard that displays an overview
of all the current and historical measurements via calls to Cosm. We retrieved
detailed historical data from Cosm via the Cosm API and used various data
visualisation and statistical analysis tools to gain insights from the experiment.
Figure 1 shows an overview of the whole setup.

2.1 Monitored Devices

We monitored the following appliances:

– Four desktop computers. Computer 1 is an HP model with 3GHz Intel Core
2 Duo E8400 processor. Computer 2 is a Dell model with 2.8GHz Intel Core
2 Duo E7400 processor. Computer 3 has a quad core 3.4 GHz Intel Core
i5-670 processor. Computer 4 has a single core 3.6 GHz Intel Pentium 4
processor. All the computers are running a custom version of the Ubuntu
Linux operating system and are used for common office tasks such as web
browsing, programming and scientific computing.

– Monitors. We monitored two screens (21 inch NEC LCD monitor and 20 inch
Dell LCD monitor) attached to Computer 1 and one 22 inch Sun monitor
attached to Computer 2.
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Display

SmartPlug

– Computer 1–4
– Monitor 1–2
– Printer
– Fridge
– Charger
– Radio

AlertMe Hub Uploader CPU Script

– Computer 1–4
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Dashboard Historical data

Power

Temperature

API

Fig. 1. Overview of the experimental setup. Images of the SmartPlug, Display and
Hub taken from www.alertme.com

– A large shared HP printer. The printer is part of a college-wide printing
system. Users can submit jobs to a central queue and then start printing
after physically logging into the printer.

– A fridge.
– A mains socket used for occasional charging of a mobile phone and a laptop.
– A digital radio.

3 Survey of the Data

We ran the experiment described above throughout March 2012. Overall, there
were only a few hours when we lost data due to a crashed uploader script and
outages of the AlertMe and Cosm servers. In total, we collected around 200k
power measurement data points for each device and 230k CPU measurement
data points for each CPU core of each computer.

Due to various delays in the system, the resulting time series data points do
not come from regular time intervals. We performed a simple re-sampling of
the data, producing a regular time series where each data point corresponds to a
time-average of all the original points in its interval. Figure 2 shows the measured
data for the four computers, Figure 3 for the other devices, when re-sampled into
20 minute intervals.

Figure 3 also shows the corresponding room temperature and number of active
jobs submitted to the Condor system obtained via the condor stats command.
Condor monitors the activity of a large number of computers. If the computers
are idle for a period of time, Condor schedules any pending jobs for processing
on the available computer. In our experiments, Computers 1 and 3 are assigned

www.alertme.com
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Fig. 2. Energy use and CPU utilisation of the monitored computers. The shown dates
correspond to Mondays.

to a Condor pool. This is manifested in some of the high CPU utilisation during
periods of time when the monitors are switched off.

The plots show quite clearly that the usage patterns are very different for
all four computers. It is clear that the power consumption is highly correlated
with the total CPU utilisation. We will look at this relationship in Section 3.3.
Moreover, similar load patterns for Computer 1 and Computer 3 suggest that
there is a correlation between the number of active Condor jobs and the CPU
utilisation of the computers. We will look at this relationship in Section 3.4.
Table 1 summarises the total energy consumption of all the devices.

3.1 Day of Week Averages

We average the above data for each week day. Figure 4 shows the averaged
data for the 4 computers. We can clearly distinguish the weekend and standard
working hours. Figure 5 shows the averaged data for the non-computer devices
and for the number of condor jobs and the temperature.
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Fig. 3. Energy used by the non-computing devices and the number of active jobs in
the Condor pool and the temperature in the office

Table 1. Total energy consumption of all the devices in March 2012

Device Total (kWh)

Computer 1 59.2

Computer 2 34.6

Computer 3 37.4

Computer 4 64.5

Monitor 1 2.9

Monitor 2 5.5

Total (kWh)

Charger 0.16

Radio 1.3

Fridge 19.9

Printer 108.4

3.2 Duration Histograms

We look at the proportion of time the devices stay at particular power levels.
For each time series, we divide the range of its values into 25 intervals. We keep
track of the duration of how long the value stays within a single interval. At
each time of a change to a different interval, we record the total duration and
the power level interval. We then plot a histogram of the total time the device
stayed within an interval. Figure 6 shows these histograms for the 4 computers.
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Fig. 4. Week day average of the CPU utilisation and power consumption of the 4
computers

For example, the upper left figure shows the histogram for the power con-
sumption of Computer 1. It can be seen that there are roughly 3 distinct power
levels at which the computer stays most of the time. The lowest power level of
around 56 W , corresponding to the machine being idle, is mostly maintained
for periods of time around 1000 seconds long. The plot on the right hand side
shows the CPU utilisation histogram for the same machine. Here, the 3 different
levels are even more clear and show that most of the long running tasks are at
the highest utilisation. The tall peak showing this is not present in the power
histogram, because the power values had show larger fluctiations and do not stay
within the same tight interval for a long time. This is probably a manifestation
of the fact that the power consumption also depends on various other factors,
such as the usage of the disk drive, graphics card or the room temperature.

Figure 8 in the following section shows the histograms for the Computers 1
and 3 where the values are summed over the range of possible durations.
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Fig. 5. Week day average of the power consumption of the non-computer devices and
the week day average of the number of active Condor jobs and the temperature

Figure 7 shows the histogram for the Fridge and the Printer. The histogram
for the Fridge clearly shows the two different states of the fridge. In case of the
Printer, it can be seen that it is mostly idle, except for very short spikes of very
high power consumption corresponding to the print jobs.

3.3 Power vs. CPU Relationship

In this section, we look at the relationship between the power consumption and
CPU utilisation for the monitored computers. We will try to come up with a
simple model that will estimate the power from just the CPU utilisation infor-
mation.

Figure 8 shows the distribution of the power consumption and CPU utilisation
for Computers 1 and 3, which are part of a Condor pool and therefore showed
a larger variety of utilisation and power levels during the experiment. There are
clearly several distinct power and CPU levels at which the computers stay for
most of the time. For example, the utilisation of the Computer 1 is around 0%,
50% or 100% most of the time and similarly 0%, 25%, 50%, 7% and 100% for
Computer 3. This corresponds to the number of CPU cores of the computers.
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seconds for which the device stayed within the interval. For each level/duration pair,
the total time in such state is plot. The time spent in states where the duration is
larger than shown is included in the total value for the largest duration.

Usually, each Condor job fully utilises one core so this is expected. Figure 9
further shows the histogram of the relative changes of the power consumption
and CPU utilisation for Computers 1 and 3. As expected, the values for the
computer with more cores change in smaller relative steps.

Figure 10 plots the power consumption against CPU utilisation. The left hand
side plot shows that the power consumption can be approximated by a quadratic
function of the CPU utilisation. This confirms expectations from literature. It
is suggested that adding a higher order term to a linear function can often
accurately capture the relationship between the power consumption and CPU
speed [6].
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The solid lines in Figure 10 are the fitted quadratic polynomials for Computer
1 and 3. Their parameters are

Power1(x) = 54.7W + x · 0.94W/%CPU − x2 · 5.3 · 10−3W/%CPU 2

Power3(x) = 40.0W + x · 0.83W/%CPU − x2 · 4.4 · 10−3W/%CPU 2

respectively, where x is the CPU utilisation.
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Figure 11 shows the power consumption of Computers 1 and 3 obtained from
CPU utilisation and the above best fit functions. The sum of the absolute er-
ror at each time point for both computers is around 10% of the total power
consumption.

3.4 CPU vs. Condor Relationship

Much of the load on Computers 1 and 3 is caused by jobs executed by the Condor
system. Figure 12 looks at the relationship between the CPU utilisation and the
number of active jobs submitted to Condor. Apart from some load for Computer
1 when there are a few Condor jobs, it looks like the load increases almost as a
step function as soon as the number of jobs is over a certain threshold (around
500 jobs).
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Fig. 12. Plots of CPU utilisation against the number of active Condor jobs

4 Forecast Model of Energy Consumption

Predicting the CPU utilisation and power consumption for an immediate fu-
ture time interval can be useful in many applications. For example, if a scheme
is employed that puts inactive computers to sleep, a forecast model could de-
tect possible candidates by looking for computers with 0% CPU utilisation. We
demonstrate that such a prediction could be feasible. Figure 13 shows the results
from a simple auto-regression forecast model, similar to a model previously used
for predicting arrivals in a health-care system [5]. We take the data from the first
10 days as an initial training set. At each hour after the 10-th day, we forecast
the value for the next hour and plot the corresponding 95% confidence interval.
We form a new training set, replacing the data for the first hour with the real
data for the predicted hour. We continue until the end of the data set.
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Fig. 13. Autoregression model for Computers 1-3 and the Printer. At each hour shown,
the data from the last ten days was used to predict the consumption for the next hour.
The shaded area shows the 95% confidence interval of the prediction. The dotted lines
are the actual values.

The predictions look fairly accurate. However, they do not immediately react
to sudden changes in the time series value. This can be crucial in many applica-
tions such as the sleep algorithm mentioned above. Therefore we plan to explore
alternative, more accurate models.

5 Conclusion

In this paper we have shown how the energy usage of standard office equipment
can be measured using common power monitors. We presented some insightful
visualisations of the data and observed a simple quadratic relationship between
the power consumption and CPU utilisation. This relationship could be used to
reduce the number of needed power monitors. After a suitable calibration, the
power consumption could be estimated from the easily accessible CPU utilisation
information.

We demonstrated that is possible to use the measured data to predict future
use. This can lead to many potential applications. For example, the Condor
scheduling algorithms could use the predictions to choose computers suitable for
running submitted jobs and ones suitable for hibernation. Another possibility
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is to provide guidance to the users who could be encouraged to adjust their
behaviour accordingly. In any case, more sophisticated time series models would
be required to capture the different feedback mechanisms.

We are planning to run a larger experiment using the experience described
here. We plan to improve the reliability of the data recording software and run
the measurements on a larger scale. We also plan to include other sources of
energy measurements, such as clamp meters. We hope to develop a technique
that will help to discover possible improvements to the current infrastructure
and energy management. The data and analysis scripts in R [4] have been made
available on our website [3].
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Abstract. We explore the relationship between official rankings of pro-
fessional tennis players and rankings computed using a variant of the
PageRank algorithm as proposed by Radicchi in 2011. We show Radic-
chi’s equations follow a natural interpretation of the PageRank algorithm
and present up-to-date comparisons of official rankings with PageRank-
based rankings for both the Association of Tennis Professionals (ATP)
and Women’s Tennis Association (WTA) tours. For top-ranked players
these two rankings are broadly in line; however, there is wide variation
in the tail which leads us to question the degree to which the official
ranking mechanism reflects true player ability. For a 390-day sample of
recent tennis matches, PageRank-based rankings are found to be better
predictors of match outcome than the official rankings.

1 Introduction

The rankings of the world’s top tennis players are the subject of much global popu-
lar interest. Indeed, a number one ranking can bring with it a great deal of prestige
and celebrity, as evidenced by Association of Tennis Professionals (ATP) player
Novak Djokovic’s recent appearance in Time magazine’s 2012 list of the Top 100
most influential people in the world1. Rankings can also cause a great deal of con-
troversy, as evidenced by the recent debate over Women’s Tennis Association
(WTA) player Caroline Wozniacki’s ranking. Wozniacki held the number one po-
sition in theWTA rankings for 67 weeks leading up to 23 January 2012, despite her
failure to win a Grand Slam tournament. This led former Wimbledon champion
Martina Navratilova to observe in early 2012: “If we still had the same ranking
system we were using six years ago... Kvitova would have ended up number one...
[Wozniacki]’s number one because that’s how they set up the computer ranking...
It weighs too much on quantity and not enough on quality... Caroline doesn’t need
to explain why she was number one, it’s the WTA that needs to explain that.”2

1 See http://www.time.com/time/specials/packages/article/
0,28804,2111975 2111976 2111961,00.html

2 See http://www.reuters.com/article/2012/01/23/
us-tennis-open-navratilova-idUSTRE80M0JY20120123

M. Tribastone and S. Gilmore (Eds.): EPEW/UKPEW 2012, LNCS 7587, pp. 237–247, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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To some, the notion of an overall ranking might seem simplistic in a sport
like tennis which features an unknown degree of transitivity (one of the primary
requirements for any total ordering) and a plethora of variables that might po-
tentially affect the outcome of any individual match – e.g. player handedness,
player height, playing surface, match location, weather conditions, and even re-
cent changes in marital status [6]. To others, the concept of a ranking system for
elite sportspersons invokes moral revulsion and a questioning of the values they
might be understood to promote [9]. Despite these issues, there is no denying
the public’s fascination with rankings, as well as the public’s strong desire that
any ranking system should be “fair” in some sense.

Naturally, not all interest in rankings can be ascribed to purely altruistic mo-
tives. Researchers and speculators have been keen to assess the predictive power
of rankings. For example, Clarke and Dyte proposed an approach based on logis-
tic regression to use ATP rating points to predict the outcome of tournaments
[4]. Corral proposed a probit model to assess the degree to which differences in
official rankings are good predictors of the outcome of Grand Slam matches [5].

Some authors have made the case that the official tennis ranking system does
not actually rank players according to their relative abilities but rather simply
measures their cumulative progress through various tournament rounds. This is
because, under both the official ATP and WTA ranking systems (both of which
will be described more fully later), points are awarded according to the highest
round reached in each tournament, irrespective of the quality of opposition de-
feated or the margins of victory. By way of example, winning an ATP Tour 500
tournament like Memphis will yield more ranking points than making the quar-
ter finals of a Grand Slam3. Nevertheless, there is a limit on the total number of
tournaments that can count towards the rankings for any given player, together
with the requirement to include the Grand Slams and certain more prestigious
mandatory tournaments. This means that players (especially those in the top
20) cannot gain a high ranking by accumulating a large number of victories in
minor tournaments alone.

Clarke [3] proposed an alternative ranking system whereby players are as-
signed a numerical rating which is adjusted using exponential smoothing accord-
ing to the difference between the match result one would expect given the dif-
ference in ratings between the players participating and the actual match result.
This difference might be measured in terms of “sparks” – or Set-Point mARKS –
which are earned for winning games and points. More recently, Radicchi [8] pro-
posed a method similar to Google PageRank [2] to rank players according to the
opponents they have defeated over a period of time. The particular context was
an investigation into the greatest male tennis player of all time4.

In the present paper we compare and contrast the PageRank-style tennis
rankings proposed by Radicchi with the rankings systems used in the sport today.
We show an up-to-date (April 2012) comparison of official and PageRank-based

3 Source: http://grandslamgal.com/atp-mens-tennis-rankings-explained/
4 Surprisingly this turned out to be not Roger Federer or Rafael Nadal but Jimmy
Connors.

http://grandslamgal.com/atp-mens-tennis-rankings-explained/
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rankings for both the ATP and WTA tours. We also investigate the predictive
power of the official and PageRank-based ranking systems in forecasting the
outcomes of matches.

The remainder of this paper is organised as follows. Section 2 describes the
current ATP and WTA rankings systems. Section 3 describes the PageRank
algorithm and how it can be applied to the ranking of tennis players. Section 4
presents results while Section 5 concludes.

2 Current Ranking Systems

2.1 ATP

The current ranking system used in professional men’s tennis is the South African
Airways ATP Rankings, developed by the ATP in 2009 with the intention of
providing an “objective merit-based method . . . for determining qualification for
entry and seeding in all tournaments. . . ” [1]

Table 1. ATP ranking points structure for larger tournaments (excludes Challengers
and Futures tournaments, the Olympics and Tour Finals)

W F SF QF R16 R32 R64 R128 Qual.5

Grand Slams 2000 1200 720 360 180 90 45 10 25
Masters 1000 1000 600 360 180 90 45 10(25) (10) 25
ATP Tour 500 500 300 180 90 45 20 - - 20
ATP Tour 250 250 150 90 45 20 (10) - - 12

A player’s ATP Ranking is computed over the immediate past 52 weeks, and
is based on the total points a player accrues in the following 19 tournaments (18
if he did not qualify for the ATP World Tour Finals):

– The four so-called Grand Slam tournaments (Australian Open, French Open,
Wimbledon US Open)

– The eight mandatory ATP World Tour Masters 1000 tournaments,
– The previous Barclays ATP World Tour Finals count until the Monday fol-

lowing the final regular-season ATP event of the following year.
– The best four results from all ATP World Tour 500 tournaments played in

the calendar year
– The best two results from all ATP World Tour 250, ATP Challenger Tour,

and Futures Series tournaments count.

In those years when the Olympics are held, results from the Olympics also count
towards a player’s world ranking.

As shown in Table 1, points are awarded according to the round (beginning
with Qualifying, and ending with the Final) in which a player is eliminated – or
if they win the tournament.

5 Points awarded for qualifying subject to adjustment depending on draw size.
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2.2 WTA

Similarly to ATP rankings, a player’s WTA ranking is computed over the im-
mediate past 52 weeks, and is based on the total points a player accrues at a
maximum of 16 tournaments. As shown in Table 2, points are awarded according
to the round in which a player is eliminated or for winning the tournament. The
tournaments that count towards the ranking are those that yield the highest
ranking points. These must include:

– The four Grand Slam tournaments (Australian Open, French Open, Wim-
bledon US Open)

– Premier Mandatory tournaments (Indian Wells, Miami, Madrid, Beijing)
– The WTA Championships (Istanbul)

For top 20 players, their best two results at Premier 5 tournaments (Doha, Rome,
Cincinatti, Montreal, Toronto and Tokyo) also count6. As for the ATP tour, in
those years when the Olympics are held, results from the Olympics also count
towards a player’s world ranking.

Table 2. WTA ranking points structure for larger tournaments (excludes ITF Circuit
tournaments, the Olympics and Tour Finals)

W F SF QF R16 R32 R64 R128 Qual.5

Grand Slams 2000 1400 900 500 280 160 100 5 60
Premier Mandatory 1000 700 450 250 140 80 50(5) (5) 30
Premier 5 800 550 350 200 110 60(1) (1) - 30
Premier 470 320 200 120 60 40(1) (1) - 20
International 280 200 130 70 30 15(1) (1) - 16

3 PageRank Applied to Tennis Players

The original formulation of PageRank [2] uses a random surfer model to measure
the relative importance of web-pages. The central idea is that pages which are
linked to by a large number of other pages are regarded as being more important
than those with fewer incoming links; a surfer clicking through links on web-pages
at random is therefore more likely to land on the more important web-pages.

For a web-graph with N pages, PageRank constructs an N×N matrix R that
encodes a surfer’s behaviour in terms of the matrices W , D and E.

The first behaviour modelled is where a surfer randomly clicks on links on a
given page to move to another page. The corresponding matrix W has elements
wij given by:

wij =

{ 1
deg(i) if there is a link from page i to page j

0 otherwise

where deg(i) denotes the total number of links out of page i.

6 Source: http://www.wtatennis.com/SEWTATour-Archive/Ranking Stats/

howitworks.pdf

http://www.wtatennis.com/SEWTATour-Archive/Ranking_Stats/howitworks.pdf
http://www.wtatennis.com/SEWTATour-Archive/Ranking_Stats/howitworks.pdf
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The second behaviour is that when a surfer encounters a page that has no
outgoing links, they randomly jump to any other page in the web-graph. This is
described by the matrix D = duT , where d and u are column vectors:

di =

{
1 if deg(i) = 0
0 otherwise

ui = 1/N ∀i, 1 ≤ i ≤ N

We note that other probability distributions for u are possible; here we consider
only a uniformly distributed choice. The two behaviours are then combined into
a single-step transition matrix W ′ = W +D.

The third and final behaviour to be modelled is that of a surfer deciding to
ignore the links on the current page and to surf instead to some other random
page. This is captured in a dense matrix E with elements eij = uj ∀i, j.

The surfer’s overall behaviour is determined by the whether or not they choose
to follow the link structure of the web-graph or to jump about at random. The
balance between the two is controlled by the parameter α (0 ≤ α ≤ 1). The
overall one-step PageRank DTMC transition matrix R is therefore defined as:

R = (1 − α)W ′ + αE (1)

which is a dense matrix due to the presence of E. The PageRank of the web-
graph is calculated by solving the DTMC steady-state problem:

x = xR (2)

To avoid calculations with a dense matrix we rewrite Eq. 2 using Eq. 1, the
definition of the matrix E and the fact that

∑
i xi = 1 ∀i, so that the calculation

only involves sparse matrices [7]:

x = (1− α)xW ′ + αu

This can easily be manipulated into the form Ax = b:

(I − (1− α)W ′)TxT = αuT

and then solved for x using a method such as Conjugate Gradient Squared.
The idea of applying a PageRank-like algorithm to tennis players was first

proposed by Radicchi [8]. Radicchi’s formulation of the problem is equivalent to
the matrix-based description of PageRank given above. When using PageRank
to model tennis, the pages in the web-graph become the records of the players in
their head-to-head encounters, and instead of N pages we have N players. The
major difference from standard PageRank is that PageRank disregards multiple
outgoing links from a single source page to a given target page, while we count
the number of times a single player loses to each of their opponents.
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Each player (node) in the network is assigned a “prestige score” which is
passed on to other players through weighted edges. The prestige scores, Pi in a
network of N nodes, can be found by solving the system of equations:

Pi = (1− α)
∑
j

Pj
wji

soutj

+
α

N
+

(1− α)

N

∑
j

Pjδ(s
out
j ) (3)

for i = 1, ..., N with the constraint
∑

i(Pi) = 1. In this equation, wji is the
outgoing weight from player j to player i and by that we mean the number of
defeats player j has suffered against player i, soutj is the total out-strength of
player j (i.e. soutj =

∑
iwji), α is a damping parameter where 0 ≤ α ≤ 1 and N

is the total number of players in the network. The δ function takes a value of 1
for an input of 0 and a value of 0 otherwise.

Radicchi’s model defines the (i,j)th entry of W , denoted wij , as the number
of matches player i has lost to player j normalised over the total number of
matches player i has lost. Just as web-pages linked to by a large number of other
pages will achieve a high PageRank score, so too will players who defeat a large
number of other players.

The definitions ofD, E and α are unchanged but we interpret them differently.
We need D in the cases where a player has no defeats recorded against them –
in reality this is unlikely to occur, but it may be the case in our data-sets given
that we only have access to results from a limited time period. In this case, we
assume the player is equally likely to lose to all other players given the absence
of any information to the contrary.

Just as a surfer may disregard the links on a current page and surf to a random
page, we believe that it is possible for any player to lose to any other (due to
a variety of unpredictable external factors) and this is how we interpret E. The
scalar parameter α lets us decide how likely we think it is that this will happen.
In the experiments that follow we set α to 0.00001.

4 Results

4.1 The January 2012 WTA Rankings

We return briefly to the January 2012 debate over the WTA rankings mentioned
in the introduction. Table 3 presents a comparison of the official WTA rankings
and PageRank-basedWTA rankings as at 12 January 2012. While both rankings
feature the same set of players in the top 10 (all of whom of are undoubtedly
among the sport’s elite female players), the PageRank-based rankings do appear
to support the contention that Petra Kvitova may have been a more appropriate
number 1 in early 2012.
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Table 3. Official and PageRank-based WTA Rankings on 12 January 2012

Official WTA Rankings PageRank-based WTA Rankings

1 Caroline Wozniacki (DEN) Petra Kvitova (CZE)
2 Petra Kvitova (CZE) Vera Zvonareva (RUS)
3 Victoria Azarenka (BLR) Caroline Wozniacki (DEN)
4 Maria Sharapova (RUS) Victoria Azarenka (BLR)
5 Samantha Stosur (AUS) Samantha Stosur (AUS)
6 Na Li (CHN) Marion Bartoli (FRA)
7 Vera Zvonareva (RUS) Na Li (CHN)
8 Agnieszka Radwanska (POL) Agnieszka Radwanska (POL)
9 Marion Bartoli (FRA) Maria Sharapova (RUS)
10 Andrea Petkovic (GER) Andrea Petkovic (GER)

4.2 Official and PageRank-Based Rankings of Contemporary
Players

Fig. 1 compares the ranks generated by the PageRank approach described in
Section 3 with the current ATP ranks for the top 120 male players. Players
located on the dashed line have the same PageRank as ATP rank; those players
above the line have a higher PageRank than ATP rank while the opposite holds
for those below it. We observe that the top 8 players have the same ranks under
both systems, but that there is an increasing disparity between the two ranking
systems for lower ranked players.

Fig. 2 compares the ranks predicted by the PageRank approach described in
Section 3 with the current WTA ranks for the top 120 female players. Again,
we observe that agreement between the two ranking systems is best for higher
ranked players, although even within the higher ranked players there are some
surprising differences. This might be because of the gentler (relative to the ATP
rankings) gradient between the score achieved by a tournament winner compared
to players reaching later tournament rounds.

The seeding system used in tournaments may explain why there is less agree-
ment between the PageRank and official ranks for the weaker players. Lower
ranked players are more likely to be matched with higher ranked players in the
initial rounds, and this makes it harder for the weaker players to proceed. This
has two possible effects on rankings. First, weaker players have less opportunity
to proceed to the later rounds of tournaments where the ranking points received
per victory are significantly higher. In contrast, under PageRank players are
compensated with an appropriate amount of PageRank when they defeat an op-
ponent of a given level of ability irrespective of the round. Second, lower ranked
players tend to play fewer tournament games than high ranked ones and this
limits the amount of data on which to base rankings under any system.
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Novak Djokovic
Rafael Nadal

Roger Federer
Andy Murray

David Ferrer
Jo-Wilfried Tsonga
Tomas Berdych

Janko Tipsarevic

Mardy Fish
Juan Martin Del Potro

John Isner

Nicolas Almagro

Gilles Simon

Gael Monfils

Feliciano Lopez

Juan Monaco

Kei Nishikori

Richard Gasquet

Fernando Verdasco

Florian Mayer
Jurgen Melzer

Alexandr Dolgopolov

Marin Cilic

Radek Stepanek

Milos Raonic

Marcel Granollers

Viktor Troicki

Stanislas Wawrinka

Andy Roddick

Robin Soderling

Julien Benneteau

Juan Ignacio Chela

Kevin Anderson

Philipp Kohlschreiber

Mikhail Youzhny
Bernard Tomic

Carlos Berlocq

Nikolay Davydenko

Pablo Andujar

Marcos Baghdatis

Alex Bogomolov Jr.

Ivan Ljubicic
Denis Istomin

Andreas Seppi

Thomaz Bellucci

Donald Young
Jarkko Nieminen

Michael Llodra

Juan Carlos Ferrero

David Nalbandian

Lukasz Kubot

Ivo Karlovic

Robin Haase

Albert Ramos

Santiago Giraldo

Alejandro Falla

Fabio Fognini

Yen-Hsun Lu

Olivier Rochus

Ivan Dodig

Gilles Muller

Dudi Sela

Albert Montanes

Jeremy Chardy

Filippo Volandri

Ryan Harrison

Lukas Lacko

Steve Darcis

Potito Starace

Xavier Malisse

Mikhail Kukushkin

Sergiy Stakhovsky

Leonardo Mayer

James Blake

Matthew Ebden

Dmitry Tursunov

Guillermo Garcia-Lopez
Philipp Petzschner

Go Soeda

Ernests Gulbis

Edouard Roger-Vasselin

Lukas Rosol

Pere Riba

Frederico Gil

Tobias Kamke

Grigor Dimitrov

Flavio Cipolla

Ryan Sweeting

Igor Kunitsyn

Nicolas Mahut

Victor Hanescu

Cedrik-Marcel Stebe

Vasek Pospisil

Igor Andreev

Joao Souza

Benoit Paire

Daniel Gimeno-Traver

Sam Querrey

Simone Bolelli

Blaz Kavcic

Michael Berrer

Bobby Reynolds

Frank Dancevic

Fig. 1. PageRank-based Ranking vs. Official Ranking for ATP players (April 2012)
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Petra Cetkovska
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Jie Zheng

Christina McHale

Yanina Wickmayer

Kaia Kanepi

Nadezda Petrova
Mona Barthel

Kim Clijsters

Polona Hercog

Ksenia Pervak
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Ekaterina Makarova

Chanelle Scheepers
Maria Jose Martinez Sanchez

Irina Begu
Jarmila Gajdosova

Tsvetana Pironkova
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Marina Erakovic

Simona Halep

Galina Voskoboeva

Tamira Paszek

Elena Vesnina

Vania King

Shahar Peer

Sofia Arvidsson

Petra Martic

Alexandra Dulgheru

Barbora Zahlavova Strycova

Pauline Parmentier

Elena Baltacha

Romina Oprandi

Alberta Brianti

Johanna Larsson

Aleksandra Wozniak

Carla Suarez Navarro

Eleni Daniilidou

Lucie Hradecka

Timea Babos

Greta Arn

Michaella Krajicek

Silvia Soler Espinosa

Ayumi Morita

Anne Keothavong
Kateryna Bondarenko

Varvara Lepchenko

Anna Tatishvili

Kimiko Date Krumm

Anastasiya Yakimova

Alexandra Cadantu

Vera Dushevina

Olga Govortsova

Jamie Hampton

Bethanie Mattek-Sands

Virginie Razzano

Sloane Stephens

Mandy Minella

Magdalena Rybarikova

Stephanie Foretz Gacon

Edina Gallovits-Hall
Irina Falconi

Patricia Mayr-Achleitner

Nina Bratchikova

Urszula Radwanska

Anastasia Rodionova

Lourdes Dominguez Lino

Casey Dellacqua

Lesia Tsurenko

Arantxa Rus

Bojana Jovanovski
Mathilde Johansson

Laura Pous-Tio

Kristina Barrois

Alla Kudryavtseva

Akgul Amanmuradova
Paula Ormaechea

Mirjana Lucic

Jelena Dokic

Fig. 2. PageRank-based Ranking vs. Official Ranking for WTA players (April 2012)
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4.3 Predictive Power

We are interested in comparing the predictive power of ranking systems. The
simplest approach to forecasting the winner of a tennis match is to select the
player with the lowest rank. We now investigate how good the official system
and the PageRank approach are when used in this way.

Table 4. Predictive power of official and PageRank tennis rankings over 390 days of
recent matches

Tour # Matches Official PageRank
Right Wrong % Right Wrong %

ATP 12 022 7 987 4 035 66.4% 8 055 3 967 67.0%
WTA 12 775 8 406 4 369 65.8% 8 470 4 305 66.3%

Table 4 compares the success of using the two approaches over 390 days worth
of historical matches played in 2011/2012. We observe that approximately 66%
of the time selecting the lower ranked player is correct, and that this percentage
is about the same regardless of how the player’s rank is computed.

Table 5. Predictive power of official and PageRank tennis rankings in those cases
where the different systems predict different outcomes

Tour # Matches Official PageRank
Right Wrong % Right Wrong %

ATP 1 738 835 903 48.0% 903 835 52.0%
WTA 1 876 906 970 48.3% 970 906 51.7%

There are times, however, where the prediction based on official rank differs
from that produced by PageRank. In this situation, as shown by the results
in Table 5, there is an advantage to using the PageRank results over the of-
ficial rankings because they predict the correct outcome correctly more often
(approximately 52% of the time as opposed to 48% with the official ranks).

5 Conclusions and Future Work

We have taken Radicchi’s PageRank-inspired tennis ranking system and applied
it to calculate rankings for players currently playing on the ATP and WTA tours.
We observed that the two systems tend to rank the top players consistently but
that there is considerable disagreement for lower-ranked players. We believe this
can be attributed to the seeding system used in tournaments. We have also
investigated the use of the two ranking approaches to predict the outcome of
tennis matches and have observed that, when the predictions so generated differ,
the PageRank approach appears to be (on average) a slightly better predictor.
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In future we could conduct a wider experiment similar to [5], which investi-
gated whether differences in rankings were good predictors of the outcome of
Grand Slam tennis matches, but using PageRank-based ranking rather than of-
ficial rankings. This will build on the prediction work reported in this paper.
It may be interesting to experiment with PageRank-based systems that take
into account the margin of victory of matches and to see if this approach yields
greater predictive power. We could also investigate the predictive power of a
more fine-grained PageRank-based approach that is constructed from set-level
results, rather than the match-level results presented in this paper.

We would like to investigate the parameter α in more detail, both to assess
the sensitivity of our results to particular values and to estimate accurate values
from available statistics. We will also evaluate to what extent the length of the
match (3 sets or 5 sets) has on the chances of an upset, and whether this could
account for the fact that our PageRank-derived rankings more closely match the
official rankings for male players than for female players.

Acknowledgements. The authors would like to thank the anonymous referee
for their insightful comments and suggestions.
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Abstract. Volunteer cloud computing is a new type of clouds aiming at moving 
volunteer computing towards the cloud. The new cloud type is motivated by the 
fact that building a cloud out of non-dedicated resources can be useful for 
scientific projects which cannot afford the cost of consumption of cloud servic-
es provided by cloud service providers such as Amazon. However, Volunteer 
Clouds are in its infancy level with some challenges and issues that ought to be 
tackled. This paper presents a new architecture which can facilitate volunteer 
clouds being a viable cloud solution. 

1 Introduction  

Volunteer cloud computing (VCC) mixes the concepts of cloud computing (Armbrust 
et al., 2010) and volunteer computing (Anderson & Fedak, 2006) by offering all or 
some of cloud services without charging. VCC has some advantages compared to 
commercial clouds. The First advantage is the cost effectiveness of volunteer clouds 
since all resources are offered voluntarily which can be very useful for projects that 
cannot afford commercial clouds’ services (Chandra & Weissman, 2009). Secondly, it 
reduces energy consumption and gas emissions because it utilises computing re-
sources that would otherwise remain idle. Arpaci et al., (1995) show that the average 
percentage of local resources being idle within an organisation is about 80%. In con-
trast, commercial clouds set up a huge number of dedicated resources in their data 
centres, thus, they have a negative impact on the environment since their data centres 
consume massive amounts of electricity (Gupta & Awasthi, 2009). Finally, comm. 
ercial clouds are inefficient in terms of data mobility and pay little attention to the 
location of clients (Weissman et al., 2011). This paper presents and discusses a new 
architecture which can facilitate volunteer clouds being a viable cloud solution 

2 The Architecture 

The abstract level of the architecture, Figure 1, divides VCC into three layers: (i) a 
service layer; (ii) a middleware layer; and (iii) a physical layer. The service layer is 
concerned with delivering services in a way similar to commercial clouds. 
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Fig. 1. VCC Architecture 

2.1 Service Layer 

The service layer provides services via an interface to customers based on SOA ap-
proach. The business model in VCC is similar to that of commercial clouds. VCC’s 
contributors volunteer their resources to form a VCC for a certain time, and they may 
be services consumers at the same time if they wish. 

2.2 Middleware Layer 

The aim of the layer is to provide resources to the service layer as they would be pro-
vided by a commercial cloud. The layer, shown in Figure 2, consists of task manage-
ment and QoS management. Task management works with tasks received from the 
service layer. It involves task scheduler, load balancing and self-automation. The task 
scheduler organises tasks coming from the service layer by passing them to suitable 
resources which are offered in the physical layer. The load balancing ensures that the 
load is distributed appropriately, thus minimizing the required time to process a task. 
Self-automation helps to provide the rapid elasticity in VCCs. It allows users to scale 
services up or down according to their needs. QoS management ensures that a mini-
mum quality level is maintained. The performance monitor in QoS management en-
sures that the performance of each task is maintained at an acceptable level which is 
reported in the SLA reporting component. Node volatility is quite high in VCCs, so 
the performance monitor must cooperate with the resource management to find relia-
ble nodes among available resources that suite each task. The fault recovery compo-
nent can be vital with regards to improving the performance of the overall VCCs.  

 

Fig. 2. Middleware Layer 

2.3 Physical Layer 

Resource manager, Figure 3, is responsible for resource aggregation, resource alloca-
tion and resource monitoring. It aggregates volunteer nodes denoted by the public.  
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An aggregation mechanism can classify resources according to a number of criteria 
with the aim of optimising the quality of service. For example, the history of each 
volunteer node can be useful in terms of recognising which node should be selected 
by the resource allocator for each task. The allocator receives tasks from tasks man-
agement and allocates them to the required resources. The allocator can decrease the 
interruption of services by assigning tasks to nodes with higher reliability. The moni-
tor component observes allocated resources regularly in case any of them becomes 
unavailable. In this case, the monitor informs the fault recovery in the middleware in 
order to recover the task from a replicated node. 

 

Fig. 3. Physical Layer 

3 Conclusion  

In conclusion, this paper presented an architecture for volunteer clouds which can be 
used to enhance volunteer clouds. The architecture has three layers: service layer 
which is an interface between customers and a volunteer cloud; middleware which is 
responsible of processing tasks while preserving QoS as requested by customers; and 
physical layer which contains raw resources (typically PCs, laptops ...etc) managed 
by resource manager. Our future work will be about improving the quality level of 
services provided by VCCs. This involves designing performance metrics tool and 
employing fault recovery techniques to improve the overall reliability of VCCs. 

References  

Anderson, D.P., Fedak, G.: The Computational and Storage Potential of Volunteer Computing. 
In: Sixth IEEE International Symposium on Cluster Computing and the Grid (CCGRID 
2006), vol. 101, pp. 73–80. IEEE (2006), doi: 10.1109/CCGRID.2006.101 

Armbrust, M., Fox, A., Griffith, R., Joseph, A.D., Katz, R., Konwinski, A., Lee, G., et al.: A 
view of cloud computing. Communications of the ACM, 53(4), 50–58 (2010), 
 http://portal.acm.org/citation.cfm?id=1721672 (retrieved)  

Arpaci, R.H., Dusseau, A.C., Vahdat, A.M., Liu, L.T., Anderson, T.E., Patterson, D.A.: The 
Interaction of Parallel and Sequential Workloads on a Network of Workstations. In: Science, 
vol. 23. ACM (1995),  

 http://portal.acm.org/citation.cfm?id=223618 (retrieved)  
Chandra, A., Weissman, J.: Nebulas: Using distributed voluntary resources to build clouds. In: 

Proceedings of the 2009 Conference on Hot Topics in Cloud Computing, p. 2. USENIX As-
sociation (2009), http://citeseerx.ist.psu. edu/viewdoc/summary?doi= 
10.1.1.148.7267 (retrieved)  



 Towards a Volunteer Cloud Architecture 251 

 

Gupta, A., Awasthi, L.K.: Peer enterprises: A viable alternative to Cloud computing? In: 2009 
IEEE International Conference on Internet Multimedia Services Architecture and Applica-
tions (IMSAA), vol. 2, pp. 1–6. IEEE (2009),  

 http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=5439456 
(retrieved)  

Weissman, J.B., Sundarrajan, P., Gupta, A., Ryden, M., Nair, R., Chandra, A.: Early experience 
with the distributed nebula cloud. In: Proceedings of the Fourth International Workshop on 
Data-intensive Distributed Computing, pp. 17–26. ACM,  

 http://portal.acm.org/citation.cfm?id=1996019 (retrieved) 
 



Author Index

Alwabel, Abdulelah 248

Beckingsale, D.A. 197, 210
Bird, R.F. 197
Bortolussi, Luca 156
Bradley, Jeremy T. 32, 172, 224

Chen, Xiao 127

Dingle, Nicholas 237

Forshaw, Matthew 188
Fourneau, J.M. 80

Gaudin, W.P. 210
Gilmore, Stephen 96
Guenther, Marcel C. 32, 172

Harder, Uli 224
Harrison, Michael 127
Herdman, J.A. 210
Hillston, Jane 156

Jarvis, S.A. 197, 210

Knottenbelt, William 237
Kounev, Samuel 63

Milios, Dimitrios 96
Mitrani, Isi 1

Noorshams, Qais 63

Perks, O.F.J. 210
Pourranjbar, Alireza 156

Quessette, F. 80

Reussner, Ralf 63

Schuster, Johann 48
Siegle, Markus 48
Spanias, Demetris 237
Stefanek, Anton 32, 224

Thomas, Nigel 111, 127, 140, 188

Vigliotti, Maria Grazia 16

Walters, Robert 248
Wills, Gary 248
Wright, S.A. 197

Younes, Osama 111, 140

Zhao, Yishi 127


	Title

	Preface
	Organization
	Table of Contents
	EPEW Keynote
	Trading Power Consumption
against Performance by Reserving Blocks of Servers
	Introduction
	The Model without Defections
	Solution of Model without Defections
	The Model with Defections
	Solution of Model with Defections
	Numerical Results
	Conclusion
	References


	EPEW Regular Papers
	Operational Semantics
for Product-Form Solution
	Introduction
	Related Work
	A Simple Language
	CTMC

	Product-Form Solution
	Product-Form Solutions for Biological Systems
	Conclusion
	References

	Moment Closures for Performance Models
with Highly Non-linear Rates
	Introduction
	Moment Closures and Non-linear Rates
	Overview of the Paper

	PCTMCs
	Moment Closures

	Evaluation Framework
	Hybrid Peer-to-Peer Model
	GPEPA Client/Server Model
	Spatial Pheromone Routing Model
	Accurate Simulation
	Computation of Error

	Closure Comparison
	Hybrid Peer-to-Peer Model
	Client/Server Model
	Spatial Pheromone Routing Model

	Conclusions and Future Work
	References

	Scale-Freeness of SPA Models
with Weighted Immediate Actions
	Introduction
	CASPA Language
	A Small Running Example

	Scale-Freeness
	Detecting Different Types of CASPA Models
	Detecting Simple CASPA Models
	Dectecting Balanced CASPA Models
	The Quasi Scale-Free Case
	Scale-Freeness with Respect to Some Measure

	Conclusion
	References

	Experimental Evaluation of the Performance-Influencing Factors
of Virtualized Storage Systems
	Introduction
	System Environment
	Storage Performance Influencing Factors
	Workload Mix
	System Configuration

	Experimental Storage Performance Analysis
	Experimental Methodology
	Experimental Results
	Discussion

	Regression-Based Storage Performance Modeling
	Related Work
	Conclusions
	References

	Tradeoff between Accuracy and Efficiency in the Time-Parallel Simulation
of Monotone Systems
	Introduction
	A Brief Introduction for Monotone Models in Simulation
	Fast Parallel Computation of Bounds of an Hv-Monotone System with TPS
	Fast Parallel Computation of Bounds with TPS Based on Coupling
	A Network of M/M/B/B Queues
	Conclusion
	References

	Compositional Approximate Markov Chain
Aggregation for PEPA Models
	Introduction
	Related Work
	Aggregation Based on NCD
	Spectral Segmentation of Markov Chains
	The Non-reversible Case

	Aggregation Based on Quasi-Lumpability
	A Pseudo-metric Related to Quasi-Lumpability
	The Clustering Algorithm
	Quasi-Lumping

	Compositional Aggregation
	A Multi-scale Example
	Compositional vs Global Aggregation
	Approximation of Component Behaviour

	Conclusions
	References

	A Path Connection Availability Model
for MANETs with Random Waypoint Mobility
	Introduction
	Related Work
	Ad Hoc Network Model Description
	SRN Model Description
	Model Parameters
	Distance between Nodes
	Leaving Time
	Entering Rate

	Validation
	Conclusion
	References


	UKPEW Keynote
	Formal Performance Modelling:
From Protocols to People
	Introduction
	PEPA
	Case Study: Non-repudiation Protocols
	ZG1 Specification
	ZG3 Specification
	ZG1 PEPA Model
	ZG3 PEPA Model
	ODE Analysis

	Case Study 2: A Rheumatology Clinic
	Conclusions and Future Work
	References


	UKPEW Regular Papers

	SRN Models for Analysis
of Multihop Wireless Ad Hoc Networks
	Introduction
	Network Model and Assumptions
	Proposed Framework
	Traffic Load and Packet Forward Rate
	Network Layer Model
	Validation and Results
	Conclusion
	References

	Don’t Just Go with the Flow:
Cautionary Tales of Fluid Flow Approximation
	Introduction
	The Model
	Analysis of the Model
	Sufficiency of Fluid Flow Analysis
	The Client-Server System
	An Extension of Client-Server System 

	Conclusion and Future Work
	Future Work

	References

	PCTMC Models
of Wireless Sensor Network Protocols
	Introduction
	Background
	The WSN Protocol Stack
	PCTMCs

	PCTMC Models of WSNs
	WSN Message Exchange and Buffers
	Network Protocol
	MAC Protocol
	Physical Layer
	Other Limitations and Opportunities

	Worked Example
	Conclusions and Future Work
	References

	A Novel Approach to Energy Efficient Content
Distribution with BitTorrent
	Introduction
	Related Work
	BitTorrent
	System Models and Objectives
	Approach
	Energy Proportional Tracker Migration
	Elastic Capacity Provisioning
	Peer Connectivity Shaping

	Experimentation
	Preliminary Findings
	Conclusions and Further Work
	References

	Performance Modelling
of Magnetohydrodynamics Codes
	Introduction
	Related Work
	Background
	Lare
	Performance Modelling

	Developing a Performance Model
	Serial Model
	Parallel Model

	Validation
	Machines
	Weak Scaled Problem
	Strong Scaled Problem

	Evaluation of Future Optimisations
	Conclusion
	References

	Optimisation of Patch Distribution Strategies
for AMR Applications
	Introduction
	Related Work
	Adaptive Mesh Refinement
	Symmetric and Asymmetric AMR
	Symmetric AMR
	Asymmetric AMR

	Scalability Study
	Level-Based Distribution Threshold
	Optimising Patch Distribution
	Conclusions and Future Work
	References

	Energy Consumption in the Office
	Introduction
	Experimental Setup
	Monitored Devices

	Survey of the Data
	Day of Week Averages
	Duration Histograms
	Power vs. CPU Relationship
	CPU vs. Condor Relationship

	Forecast Model of Energy Consumption
	Conclusion
	References

	On the (Page) Ranking
of Professional Tennis Players
	Introduction
	Current Ranking Systems
	ATP
	WTA

	PageRank Applied to Tennis Players
	Results
	The January 2012 WTA Rankings
	Official and PageRank-Based Rankings of Contemporary Players
	Predictive Power

	Conclusions and Future Work
	References


	UKPEW Poster
	Towards a Volunteer Cloud Architecture
	Introduction
	The Architecture
	Service Layer
	Middleware Layer
	Physical Layer

	Conclusion
	References


	Author Index



