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Preface

Techniques of knowledge discovery and data mining (KDD) have rapidly
developed along with the significant progress of computer and network technolo-
gies. In addition, the growth of industries, infrastructures, and services associated
with computer networks in the Pacific Asia region have been significant in the
last two decades, and these have further boosted attention on the KDD research
not only in this region but all over the world. Under these circumstances, the
Pacific Asia Conference on Knowledge Discovery and Data Mining (PAKDD) is
now one of the internationally representative conferences in the KDD area.

Past PAKDD conferences have hosted workshops in concert with the main
tracks to provide an excellent opportunity for the presentations of highly poten-
tial yet early-stage research. In addition, the PAKDD conference in 2012 orga-
nized a doctoral symposium on data mining to provide a forum for early-career
researchers such as PhD students and junior researchers who have just received
their PhD degrees to share their latest results. These activities have contributed
to fostering young and active researchers, particularly in the Pacific Asia region,
and have contributed to expanding the international KDD research community.
This year, PAKDD 2012 accepted four outstanding workshop proposals: Data
Mining for Healthcare Management (DMHM 2012), Multi-View Data, High-
Dimensionality, External Knowledge: Striving for a Unified Approach to Cluster-
ing (3Clust 2012), Geospatial Information and Documents (GeoDoc 2012), and
Pacific Asia Workshop on Intelligence and Security Informatics (PAISI 2012).
Moreover, we hosted the second Doctoral Symposium on Data Mining (DSDM
2012).

This proceedings volume is a collection of outstanding papers selected from
these workshops and the doctoral symposium, except for PAISI 2012 which had
its own proceedings. The Third Workshop on Data Mining for Healthcare Man-
agement (DMHM 2012) aimed at providing a common platform for the discus-
sion of challenging issues and potential techniques in this emerging field of data
mining for healthcare management, accepted four oral presentations from eight
paper submissions and selected three papers out of the four presentations for
these proceedings. Multi-view Data, High Dimensionality, External Knowledge:
Striving for a Unified Approach to Clustering (3Clust 2012) focused on solving
emerging problems such as clustering ensembles, semi-supervised clustering, sub-
space/projective clustering, co-clustering, and multi-view clustering, accepted
five oral presentations from eight submissions, and selected an outstanding pa-
per from the five presentations for the proceedings. Geospatial Information and
Documents (GeoDoc 2012) highlighted the formalization of geospatial concepts
and relationships with a focus on the extraction of geospatial relations in free
text datasets to offer to the database community a unified framework for geodata
discovery, accepted five oral presentations from eight submissions, and selected



VI Preface

two papers out of the five presentations. The Second PAKDD Doctoral Sympo-
sium on Data Mining (DSDM 2012) received 19 paper submissions. It accepted
five presentations for oral presentations, and allowed them to be included in
these proceedings upon their very strict revisions.

Participants in these workshops and the symposium shared the opportunity
to present and discuss their recent works on data mining foundations, techniques,
and applications with senior researchers in the community. With a focus on
facilitating discussion, these workshops can be a lively venue for pushing forward
the envelope of research in knowledge discovery and data mining.

We expect these proceedings will contribute to the growth of the world-wide
community of KDD researchers.

December 2012 Takashi Washio
Jun Luo
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Modality Classification for Medical Images

Using Sparse Coded Affine-Invariant Descriptors

Viktor Gál1, Illés Solt2, Etienne Kerre1, and Mike Nachtegael1

1 Department of Applied Mathematics and Computer Science,
Ghent University, Belgium

{viktor.gal,etienne.kerre,mike.nachtegael}@ugent.be
2 Department of Telecommunications and Media Informatics,
Budapest University of Technology and Economics, Hungary

solt@tmit.bme.hu

Abstract. Modality is a key facet in medical image retrieval, as a user
is likely interested in only one of e.g. radiology images, flowcharts, and
pathology photos. While assessing image modality is trivial for humans,
reliable automatic methods are required to deal with large un-annotated
image bases, such as figures taken from the millions of scientific publi-
cations. We present a multi-disciplinary approach to tackle the classi-
fication problem by combining image features, meta-data, textual and
referential information. We test our system’s accuracy on the Image-
CLEF 2011 medical modality classification data set. We show that using
a fully affine-invariant feature descriptor and sparse coding on these de-
scriptors in the Bag-of-Words image representation significantly increases
the classification accuracy. Our best method achieves 87.89% accuracy
and outperforms the state of the art.

Keywords: image classification, image feature extraction, image modal-
ity, sparse coding, text mining.

1 Introduction

Imaging modality is an important aspect of the image for medical retrieval [1]. In
user-studies, clinicians have indicated that modality is one of the most important
filters that they would like to be able to limit their search by. However, this
modality is typically extracted from the caption and is often not correct or
present. Studies have shown that the modality can be extracted from the image
itself using visual features [2,3,4]. Therefore, in this paper, we propose to use
both visual and textual features for medical image representation.

Our main focus in this paper is on the impact of using a fully affine-invariant
feature descriptor (ASIFT [5]) and (extension of) the Bag-of-Words (BoW) image
representation [6]. In the classical BoW image representation vector quantisation
is applied to encode descriptors (e.g SIFT, ASIFT) of local image patches. Prior
to encoding, a codebook is learned via an unsupervised clustering algorithm (e.g.
K-means), which summarizes the distribution of signals by a set of ”visual words”.

T. Washio and J. Luo (Eds.): PAKDD 2012 Workshops, LNAI 7769, pp. 1–10, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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As a result, these vector quantised codes represent the image through the fre-
quencies of these visual words.

As vector quantisation introduces a significant error in encoding a signal, to
overcome this problem, sparse coding has attracted much attention in image
classification [7,8]. In this paper we use Least angle regression algorithm [9] for
sparse coding the extracted feature descriptors.

We show that by using ASIFT on the images and applying sparse coding
on these features we achieved better performance as the state-of-art results for
modality classification of medical images.

The proposed algorithm is evaluated in the context of the ImageCLEF2011
Modality Classification task [10], which uses a data set of 988+1024 images taken
from PubMed articles.

The rest of this paper is organised as follows. In Section 2, we describe in
detail our experimental setting. In Section 3, we present and discuss the different
experiments and we conclude in Section 4.

2 Methods

In this section, we describe in detail our experimental setting.

2.1 Feature Extraction

Caption Text. Figures in scientific publications often have descriptive captions
that provide information on the modality of the image. “Contrast-enhanced axial
computed tomographic scan”, “HRCT showing extensive areas of consolidation
with air bronchogram” are examples of captions of images assigned to the ‘CT’
modality class. However, the caption may be missing or may not hint at the
modality, e.g. “E. coli that satisfy the similarity threshold values.” As the ex-
amples suggest, the linguistic constructs expressing modality can have a high
variation.

Considering these remarks, we extract binary features from caption texts as
follows. We define a set of regular expressions to be matched against the caption
text, a match results in a value of 1. Regular expressions were initially created
for each word having a high information gain for any of the modality classes and
were later manually refined to capture linguistic variations (e.g. f?MRI?) and
multi-word phrases (e.g. error bars?).

MeSH Terms. Scientific articles indexed by Medline/PubMed are tagged with
MeSH terms (medical subject headings) by field experts. MeSH terms can be
seen as a thesaurus for the life sciences containing entries like ‘Human’, ‘Liver
Neoplasms’ and ‘Magnetic Resonance Imaging’, entries can be further qualified
by e.g. ‘methods’, ‘pathology’. We hypothesise that the article’s MeSH terms
and its figures’ modality are correlated, and hence define features correspond-
ing to individual MeSH terms and qualifiers. A unique identifier for the article
(e.g. PMID or DOI) is required to retrieve its MeSH annotations, however, such
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identifiers can be absent. As the number of MeSH terms, qualifiers and their
combinations far exceeds the number of modality labels, we perform feature se-
lection by keeping only those that are present for at least a predefined number
of articles in the training set.

Colour Histogram. Using colour histograms in content-based image retrieval
system has been successfully applied in the past, for a detailed review see [11].
Based on these studies we have chosen to use HSV colour-space based histogram,
and quantised the hue and the saturation to three and the value to four levels.

Based on this we defined fhist feature vector, where each element of the vector
represents the normalised number of pixels in a given histogram bin.

Mean of Pixels. Through manually supervised error analysis on the training set,
we identified that the images in Graphic 1st-level group are mainly having a
white background. Hence, we have defined a simple feature fmean = Ij , that
represents the mean value of the pixels in an image. By simply thresholding
these values one could identify the images that belong to the Graphic group
with a very high accuracy.

Axis Recognition. The previously mentioned mean of pixels method gave a strong
support for recognising images in the Graphic top-level group, but as it consists
of two sub-groups, Graphs and Drawing, thus a new feature was required to
differentiate the images belonging to one or the other category. By manually
observing the images in these two categories one can easily point out the main
difference by using a simple edge detector: the images belonging to the Graphs

category are mainly consisting of horizontal and vertical lines (i.e. the x-y axis of
a graph), whereas the images in Drawing category are mostly diagrams, where
the orientation of the lines is random.

Based on this idea we have defined the following feature. Let LIj
be the set

of all the detected lines and GLIj
be the set of good lines in an arbitrary image

Ij , where a given line is a good line if its orientation is horizontal or vertical
and it is within a given margin of the picture’s border. The latter condition is
to eliminate the borders of an image as good lines.

Using these two sets we defined a feature

flines(Ij) =
|GLIj |
|LIj |

(1)

In order to detect the lines and their orientation in an image we used a simple
Hough transform [12].

Skin Detection. The images in the Dermatology category was one of the most dif-
ficult to recognise. As not only it was the least represented category in the whole
training set, i.e. there are only seven examples (see Table 1) for this category,
but the images in this set are simple photographs (of various skin abnormalities)
thus they have very similar characteristics to the general photo labeled images.
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Hence, most of the previously defined features failed to distinguish the images
in Dermatology set from the others.

Using a simple skin detector algorithm [13] we defined a new feature fskin(Ij)
for an image Ij

fskin(Ij) = SD(Ij) (2)

where the function SD(·) calculates the skin-segmented binary image of an input
image, and Ik—as previously defined—is the mean value of image Ik.

Radiopaedia. Radiopaedia (http://radiopaedia.org) is a community wiki for
radiology images and patient cases. Images are tagged by users with the body
system (e.g. Heart, Musculoskeletal) depicted, but unfortunately for us, not with
the type of radiology method used to create the image. Leveraging the mutual
information between body systems and radiology methods, we derived features
for modality classification by taking the output probabilities of a classifier trained
to predict body systems shown in the image.

Bag of visual-words The state-of-the-art content based image retrieval sys-
tems has been significantly improved by the introduction of scale-invariant fea-
ture transform (SIFT) [14] features and the bag-of-words image representation
[15,16,17,18].

The bag-of-visual-words image representation is based on the bag of words
(BoW) model in natural language processing (NLP). BoW in NLP is a popular
method for representing documents. In this model a document is simply rep-
resented by the number of different words that are in the document. The idea
behind this is, that documents on the same topic have similar words with similar
number of occurrences in them (see LDA [19]).

In case of an image, the basic idea of bag-of-words model is that a set of
local image patches is sampled using some method—e.g. densely or using a key-
point detector—and a vector of visual descriptors is evaluated on each patch
independently.

In this paper we used two variants of the well known SIFT descriptor on each
patch:

– SIFT. The SIFT descriptor computes a gradient orientation histogramwithin
the support region. For each of eight orientation planes, the gradient image
is sampled over a four by four grid of locations, hence resulting in a 128-
dimensional feature vector for each region. In order to make the descriptor
less sensitive to small changes in the position of the support region and put
more emphasis on the gradients that are near the centre of the region a
Gaussian window function is used to assign a weight to the magnitude of
each sample point.

– Affine-SIFT. (ASIFT) [5] The SIFT detector normalizes rotations and
translations and simulates all zooms out of the query and of the search
images. Because of this feature, it is the only fully scale-invariant method.
ASIFT simulates with enough accuracy all distortions caused by a variation
of the camera optical axis direction. Then it applies the SIFT method. In

http://radiopaedia.org
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other words, ASIFT simulates three parameters: the scale, the camera lon-
gitude angle, and the latitude angle (which is equivalent to the tilt) and
normalizes the other three (translation and rotation). The mathematical
proof that ASIFT is fully affine invariant is given in [5]. The key observation
is that, although a tilt distortion is irreversible due to its non-commutation
with the blur, it can be compensated up to a scale change by digitally sim-
ulating a tilt of same amount in the orthogonal direction. As opposed to
the normalization methods that suffer from this non-commutation, ASIFT
simulates and thus achieves the full affine invariance.

After acquiring the feature descriptors for all the images in the data set, first we
created a visual-word dictionaryD (analogy to a word dictionary) by performing
a K-means clustering algorithm over all the vectors. This dictionary is used
to map similar visual patches into one, or more visual-words of the acquired
dictionary. The mapping can be done by simple vector quantisation [20], where
each visual patch is mapped to the nearest visual-word in the dictionary or by
using sparse coding, where the visual patch is a linear combination of a small
number of the visual-words.

The sparse coding of the visual patches was achieved by using least angle
regression algorithm [9] for solving the Lasso. Given a matrix of signals X =
[x1, . . . ,xp] ∈ �m×p and a dictionary D = [d1, . . . ,dn] ∈ �m×n, the algorithm
computes a matrix A = [α1, . . . ,αp] ∈ �n×p, where for each column x of X, it
returns a coefficient vector α which is a solution of

min
α∈�n

||x−Dα||22 s.t. ||α||1 ≤ λ (3)

In our bag-of-visual-words model we used the tf-idf weighting [21] scheme, that
has proven to be a very successful approach for image retrieval as well. The tf
part of the weighting scheme represents the number of features described by a
given visual word. The frequency of a visual word in the image provides useful
information about repeated structures and textures. The idf part captures the
informativeness of visual words, the ones that appear in many different images
are less informative than those that appear rarely. This weighting scheme is
generally applied only to integer counts of visual-words in images. Thus, in case
of sparse coding the scheme had to be modified to handle the weight vector α.
We found the same approach to be the best solution as in [22]. I.e. for the term
frequency we simply used the normalized weight value for each visual word. For
the inverse document feature measure, we found that counting an occurrence of
a visual word as one, no matter how small its weight, gave the best results.

2.2 Classification

Based on the numerical and binary features of the images obtained through fea-
ture extraction, we perform vector space classification to predict modality classes
of unseen images. Among the classification algorithms available in Weka [23], we
found the support vector machine SMO to have the best standalone performance
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over the full feature space in cross-validation on ImageCLEF 2011 training data
set. We used SMO with default settings for the rest of the experiments.

2.3 Evaluation Setting

Our experiments are based on the ImageCLEF2011 medical modality classifi-
cation data set [10], where there are 988 images in training- and 1024 images
in the testing data set, which were taken from PubMed articles. The data set
defines 18 different modality classes.

Table 1 shows how imbalanced the distribution of the images within the var-
ious modality classes are.

Table 1. Modality labels at ImageCLEF 2011 and their distribution

Modality label Training

Group Code Description # %

Radiology AN angiography 11 1.1
CT computed tomography 70 7.1
MR magnetic resonance imaging 17 1.7
US ultrasound 30 3.0
XR X-ray 59 6.0

Microscopy FL fluorescence 44 4.5
EM electronmicroscopy 16 1.6
GL gel 50 5.1
HX histopathology 208 21.1

Photograph PX general photo 165 16.7
GR gross pathology 43 4.4
EN endoscopic imaging 10 1.0
RN retinograph 5 0.5
DM dermatology 7 0.7

Graphic GX graphs 161 16.3
DR drawing 43 4.4

Other 3D 3D reconstruction 32 3.2
CM compound figure (> 1 type of image) 17 1.7

Total 18 988 100.0

3 Results and Discussion

In this section we provide the results of the four different experimental settings.
Table 2 shows the correctly classified percentage for each case and we included
the result of the best submitted run [24] of the challenge as well. In all of the four
cases we used all the features that has been introduced in the previous section.
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Table 2. Results of the runs for the medical modality classification task. For the
reference we have included the best performing run of the competition.

Run Method Accuracy

#1 sparse coded Affine-SIFT 87.89
#2 hard vector quantised Affine-SIFT 84.66
#3 sparse coded SIFT 86.42
#4 hard vector quantised SIFT 86.03

Best of ImageClef ’11 SLR with Fisher Vector 86.91

Fig. 1. Modality class distribution and the performance of different runs. Modality
classes are sorted by support in descending order. For the names of modality classes,
see Table 3.

For simplicity table 2 only shows the difference between the used features in the
different runs.

Run #4 is our best best submitted run for the ImageCLEF 2011 medical image
modality challenge. Although, sparse coding on the extracted SIFT features
(run #3) does improve the classification accuracy, it is still lower than the best
submitted run for the challenge.

It is important to note that using a fully affine-invariant feature descriptor will
not necessarily improve the classification accuracy. On the contrary, as run #2
shows, the overall accuracy of the system significantly dropped by using ASIFT
instead of SIFT. But as run #1 shows, if sparse coding is used instead of hard
vector quantisation on ASIFT descriptors, the accuracy significantly improves
and outperforms the state of the art. The performance of the runs broken down
for the individual classes is shown in Table 3.
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Table 3. Correctly classified images per category for the submitted runs. For each
modality class, the result of the best performing run is typeset in bold.

Ratio (%) Run

Modality class train test #1 #2 #3 #4

3D : 3D render 3.2 4.4 80.0 68.9 68.9 66.7
AN: Angiography 1.1 0.9 88.9 55.6 66.7 88.9
CM: Compound figure 1.7 2.0 0.0 5.0 15.0 0.0
CT: Computed tomography 7.1 8.1 100 97.6 100 98.8
DM: Dermatology 0.7 1.5 0.0 0.0 0.0 0.0
DR: Drawing 4.4 7.2 64.9 56.8 63.5 68.9
EM: Electronmicroscope 1.6 1.8 83.3 72.2 77.8 55.6
EN: Endoscope 1.0 1.1 27.3 18.2 18.2 36.4
FL : Fluorescence 4.5 2.7 100 100 100 96.4
GL: Gel 5.1 4.9 98.0 98.0 100 98.0
GR: Gross pathology 4.4 3.1 43.8 31.3 40.6 46.9
GX: Graphics 16.3 16.8 97.7 98.3 95.3 97.1
HX: Histopathology 21.1 19.0 99.5 100 100 99.0
MR: MRI 1.7 2.0 70.0 60 75.0 65.0
PX: Photo 16.7 13.8 95.0 92.9 92.2 91.5
RN: Retiongraph 0.5 0.3 66.7 66.7 66.7 66.7
US : Ultrasound 3.0 4.0 100 80.5 92.7 95.1
XR: X-ray 6.0 6.5 94.0 94.0 95.5 92.5

4 Conclusion

In this paper, we proposed to extract different visual and textual features for
medical image representation, and fusion the different extracted visual feature
and textual feature for modality classification. To extract visual features from
the images, we used some state-of-art methods like bag-of-visual words and some
standard ones like colour histogram and introduced some heuristic representa-
tions of the images specialised for the ImageCLEF2011 medical modality clas-
sification task.

We showed that using sparse coding instead of vector quantisation in the
BoW representation for encoding the extracted affine-invariant feature descrip-
tors with a given visual-word dictionary will increase the classification accuracy.

With the suggested feature extraction algorithms in this paper we have achieved
a 87.89% accuracy that outperforms the state of the art.
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Abstract. Epidemiological surveillance is an important issue of public
health policy. In this paper, we describe a method based on knowledge
extraction from news and news classification to understand the epidemic
evolution. Descriptive studies are useful for gathering information on the
incidence and characteristics of an epidemic. New approaches, based on
new modes of mass publication through the web, are developed: based
on the analysis of user queries or on the echo that an epidemic may
have in the media. In this study, we focus on a particular media: web
news. We propose the Epimining approach, which allows the extraction
of information from web news (based on pattern research) and a fine
classification of these news into various classes (new cases, deaths...). The
experiments conducted on a real corpora (AFP news) showed a precision
greater than 94% and an F-measure above 85%. We also investigate the
interest of tacking into account the data collected through social networks
such as Twitter to trigger alarms.

1 Introduction

In the context of epidemiological surveillance, the analysis of relevant informa-
tion is crucial to the decision-making process when an expert has to decide to
trigger or not an alarm. The question we tackle in this article is the follow-
ing: Can the flow of information exchanged on the Web be used to improve the
daily monitoring of the epidemiological reality that epidemiologists themselves
sometimes have difficulty to establish?

Health professionals can use news as new resources of information. However,
they have to deal with the abundance of information. How to sort efficiently this
pool of resources, to keep only the relevant information according to a specific
issue?

The work presented in this paper is based on a collaboration between the
Nevantropic company and the LIRMM laboratory. The company focuses on the
development of operational monitoring of the environment at local and regional
scales. In this collaboration framework, we are particularly interested in the
automatic tracking of the evolution of H1N1 from heterogeneous resources of
the Web. Our goal is to extract knowledge from news to provide new indicators

T. Washio and J. Luo (Eds.): PAKDD 2012 Workshops, LNAI 7769, pp. 11–21, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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for health authorities in order to assist them in the decision-making process. In
this paper, we present a method for automatic detection of weak signals (task of
epidemiological surveillance) from a news series. This method is based on pattern
research to extract information from a news corpus and on the classification of
these annotated sentences of news into topics (e.g. news cases, death...). We also
investigate the interest of tacking into account the data collected through social
networks such as Twitter to trigger alarms.

Our contribution comes in treefold: (1) to annotate the news according to a
set of concepts; (2) to classify the news into categories, (2) to identify, count and
locate the cases associated with an epidemic thanks to this classification. A brief
state-of-the-art is presented in Section 2. In Section 3, we present the Epimining
approach. The conducted experiments are described in Section 4, and discussed
in Section 5. In Section 6, we discuss about the information that can be obtained
from social networks and mainly focus on Tweets related to disease. We thus
illustrate how such an information can be useful for improving the monitoring.
Finally in Section 7, we conclude with future work.

2 Background

2.1 Context

Agencies managing the traditional systems of epidemiological surveillance (e.g.
Institut National de Veille Sanitaire in France, European Influenza Surveillance
Schema, US CDC Center for Diease Control and Prevention1) generally use vi-
rologic data, clinical information from medical reports or pharmacies in order to
monitor an epidemic. For example, in France, one of the objectives of the Sen-
tinel Network2 composed of physicians and pharmacists is to monitor, according
to the medical consultations, various diseases (e.g. asthma, diarrhea, influenza-
like illness...). Even if these approaches are very effective, the proposed analyzes
only focus on the events of the previous weeks and only few approaches are able
to monitor outbreak in real-time [1].

Recently, Yahoo and Google have proposed systems which take advantage of
the mass of information now available online for epidemiological surveillance.
In 2008, [2] have examined the relationship between searches for influenza and
actual influenza occurrences, using search queries from the Yahoo! search en-
gine. The principle is based on the assumption that when a person has disease
symptoms, he tends to query the Web like: “What are the symptoms of this
disease?”, “Which web sites deal with this disease?”. Using the keywords cho-
sen by the web users and their location, it is possible to define what are the
trends of the users and consequently to predict potential outbreaks. [3] made
a similar proposal by using the Google search engine to predict in advance the
H1N1 epidemic peaks. The results of these two experiments showed that these

1 http://www.invs.sante.fr/, http://www.ecdc.europa.eu/en/activities/

surveillance/EISN/Pages/home.aspx, http://www.cdc.gov/
2 http://websenti.b3e.jussieu.fr/sentiweb/

http://www.ecdc.europa.eu/en/activities/surveillance/EISN/Pages/home.aspx
http://www.ecdc.europa.eu/en/activities/surveillance/EISN/Pages/home.aspx
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approaches predicted an increase of the epidemic up to 5 weeks in advance from
the US CDC. Even if these approaches are very effective, they require to access
to the content of the user’s requests and also to have a sufficient number of users
to define a prediction model.

2.2 State-of-the-Art

Different approaches are based on the extraction of information available in Web
documents (news, reports, and so forth) in order to predict knowledge [4,5,6].

The principle generally used is the following one: From a large volume of Web
documents, they extract features such as numbers and location. The collected
numbers are often used to display with different colors (more or less dark) infor-
mation that may be located on a map. For example, systems such as MedISys,
Argus, EpiSpider, HealthMap, or BioCaster3 support the global and real-time
monitoring of a disease for a country. These systems are not intended to replace
the traditional collaborative systems based on the exchange of official data, but
allow to trigger a pandemic alert by integrating data from regions or countries
for which official sources are limited or unavailable. However, these approaches
suffer from some drawbacks. Because of the aggregate view, it is difficult to mon-
itor an epidemic with a low granularity (time and space). For example, it could
be interesting for the epidemiologist to identify which city or village develop new
cases instead of having the information for a country. Moreover, most of the sys-
tems rarely support a fine result classification (e.g. difference between new cases
or deaths). Knowing that in a country, there are occurrences of the H1N1 virus
is relevant but, classifying the information retrieved in the news into new cases
or new deaths is also informative. Finally, many methods return documents but
not relevant segments in these documents. The epidemiologists have to read all
the documents to find a section of interest.

In order to predict relevant information, the first stage consists in extracting
relevant features in texts. For this extraction process, a lot of methods use pat-
terns [7,4]. These ones match entity classes by using regular expressions and lists
of terms from the studied domain. For instance, the lists include verbs of infec-
tion, named entity and so on [4]. To extract information and build knowledge
bases of epidemiologic studies, other methods use machine learning approaches
[8]. This kind of supervised method has an important limit: a lot of labeled data
are necessary in order to learn a model.

Our objective in this paper is to address the limitations of the previous ap-
proaches. We are interested in the echo that may have an epidemic in the media
through news that we classify automatically according to their content into very
specific categories (i.e. new cases, new deaths). For this, we first use an extraction
method to annotate the news based on pattern recognition and a classification
algorithm that takes into account the number of patterns retrieved in the news.

3 http://medusa.jrc.it,
http://biodefense.georgetown.edu/projects/argus.aspx,
http://www.epispider.org, http://www.healthmap.org,
http://www.biocaster.org
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The classification based on an unsupervised approach is not done at the level
of the document but at the level of the segments in the documents. Finally,
in order to assist the decision-maker, the epidemiologist, we provide different
visualizations of the results either as graphical statistics (histogram, pie chart),
or as geographical representations of events using GoogleMap.

3 The Epimining Approach

In this section, we present the overall Epimining approach detailed in the Fig-
ure 1.

Fig. 1. Epimining approach

3.1 Acquisition and Pre-processing of the Corpus

To feed the News database, we queried sites such as Reuters or the French
equivalent AFP. We used keywords associated with the disease (e.g. swine flu,
H1N1, influenza...). We tokenize and tag words that appear in the retrieved
news with the TreeTagger tool [9]. For example, let us consider the subpart of
the second sentence of the news presented in figure 2:

“10 deaths had occurred in adults all under the age of 65 in England”

The associated lemmatized sentence, composed of the original form of each word
(i.e. first element), the grammatical category (i.e. second element) and the lemma
(i.e. third element) is:

“10/CD/Card deaths/NNS/death had/VHD/have occurred/VVN/occur in/
IN/in adults/NNS/adult all/RB/all under/IN/under the/DT/the
age/NN/age of/IN/of 65/CD/Card”.
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Fig. 2. An example of H1N1 news

3.2 Annotation of the News

Pre-treated news are automatically annotated thanks to a Pattern Database
which enables to identify the relevant concepts. We apply an approach similar
to the one described in [10] who details different Information Extraction (IE)
tools in order to find specific information in free texts. Like our method, the
developed tools used patterns associated to part-of-speech knowledge. Note that
the Epimining system described in this paper is more specific to the epidemi-
ology domain. To recognize patterns in documents, we rely on their linguistic
characteristics and other syntactic rules of their arrangement. Specifically, the
tagged documents are parsed in order to detect patterns. The analysis started
by applying a set of syntactic rules to locate all the patterns present in different
sections of the document. A filter is then applied to favour the longest pattern
among several patterns sharing the same lemmatised words. For example, in the
sentence of the Figure 2, we identify the concept PERSON thanks to the pres-
ence of the lemmatized word “adult”. Similarly, the concept YEARS OLD is
retrieved via the pattern series: <PERSON> followed by the expression “under
the age of” followed by the number 65.

The Pattern Database is composed of patterns specified by an expert. These
patterns were identified after a textual analysis of the news content. They take
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into account the specificities of the news regarding the other types of text docu-
ments. Applying this method, we identify in the previous example the concepts:
NUMBER, DEATH, PERSON, YEARS- OLD, CITY. To refine the information
about the location in the news, we use a database of geographic information
(Geolocalisation database). After this step, documents are labelled for an easier
classification: When this was possible, each sentence is associated with a num-
ber of sick and dead people, a location, a date... Finally, we obtain the following
annotations:

“<NUMBER>10</NUMBER><PERSON><DEAD>death</DEAD>
<AGE> under 65</AGE></PERSON> <CITY> London </CITY>”.

3.3 Classification

A news can contain information, which can be classified into various categories.
For example, we can find in the same new information about sick and dead
patients. Consequently, the news classification at the document level is often not
relevant. To obtain a fine classification, we decide not to classify the news but
sentences of these news. The classification is performed as follows: Each class is
associated with a set of patterns. If patterns of a defined class are retrieved in a
news, the one is associated to this class. For instance, the news of the Figure 2 is
associated to the class Death because we have found the news with the concept
DEAD. For each association between a sentence and a class, we calculate the
Epimining score according to the following heuristic. The score equals 1 if all
the elements that are expected are found in the sentence (e.g. for the association
between a sequence containing a date, a number of death, a geographical location
and class Death). The score is based on the reliability of extracted information.
For example, if the location is not in the sentence, the search is expanded in the
nearest sentence to find the missing information and the score is decreased.

4 Experiments

In order to evaluate the performance of our approach, two data sets in French
were used for experiments: a database of 510 AFP news over the period of
September 2009 to February 2010 and a database of 353 Reuters news over the
period of January 2009 to February 2010. To analyze the quality of the returned
results, 477 AFP news, and 7147 sentences have been manually annotated. The
objective was to evaluate the news classification into four categories. The first two
ones depends on when the cases mentioned in the news are listed: “New cases”
corresponds to the description of information about new patient at a given time
and “Report” corresponds to older cases. The last two categories correspond
to the categorization of the patient: “Dead patient” and “Sick patient”. Two
types of evaluations have been conducted (1) by considering the documents as
objects to be classified and (2) by considering the sentences. To evaluate the
results of these two classifications, we measure the precision (ratio of relevant
documents found on the total number of selected documents), recall (ratio of
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relevant documents found in the total number of relevant documents), and the
F-measure (harmonic average between precision and recall).

In Table 1, results of the tests conducted on the news classification are re-
ported. The best results are obtained for classes “Report” and “Dead patient”.
This is justified by the fact that the distinction between illness and death is
not always present in the news and by the fact that the concept of novelty is
more difficult to detect. Even when the analysis is conducted by an expert, the
difference between the two classes is not necessarily obvious to capture.

Table 2 presents the experiments conducted on the classification of the sen-
tences. We worked with different Epimining score values corresponding to the
search for patterns in different sentences close to the evaluated segment. With a
high confidence score (i.e. [50..100]), we obtain the best precision (83.6%).

Finally, Tables 1 and 2 show that the Epimining approach focuses on preci-
sion. Indeed, the patterns are often quite restrictive to return relevant elements.
To increase the recall, we can consider the sentences with a large Epimining
confidence as shown in Table 2 .

Table 1. News classification

Classes Retrieved Retrieved Relevant Precision Recall F-Measure
and relevant

Dead 100 106 128 94.3% 78.1% 85.5%
Ill 43 55 65 78.2% 66.2% 71.7%

Report 88 103 114 85.4% 77.2% 81.1%
New 48 59 78 81.4% 61.5% 70.1%

Table 2. Sentence classification

Confidence Retrieved Retrieved Relevant Precision Recall F-Measure
and relevant

[0..25[ 20 46 280 43,5% 7,1% 12,3%
[25..50[ 58 97 280 59,8% 20,7% 30,8%
[50..100] 112 134 280 83,6% 40,0% 54,1%
[0..100] 190 277 280 68,6% 67,9% 68,2%

5 Discussion

A prototype dedicated to healthcare professionals was set up by the Nevantropic
company. Figure 3 shows an interface of this tool that presents various indicators
that can be used for decision-making.

On the left, the evolution of the number of cases of sick and died people
identified through the news dealing with H1N1 are presented over several months
or years. On the right, the cases are located on a GoogleMaps at a given time.
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Fig. 3. Epimining tool

Of course, only the indicators derived from the news classification are presented
on this image but of course, it is the combination of several indicators that make
sense for healthcare professionals who must take a decision. For example, the
tool can be used by epidemiologists who should or should not trigger an alarm
or by physicians to guide their diagnosis during the visit of a patient in suspected
cases of epidemic in the country where he travel back. The proposed architecture
for the monitoring of H1N1 is of course adaptable to other types of epidemics.

The type of approach presented in this paper, based on the exploitation of
massive data published on the Web, like the approaches proposed by Yahoo and
Google, are relevant because they help to early alert health authorities. The re-
sults of these methods must be considered as new and indispensable sources of
information that have to be crossed with more traditional sources of information
provided by the agencies managing the traditional systems of epidemiological
surveillance, either to confirm, disprove or in most cases to clarify. These meth-
ods are especially useful in geographic areas that do not have a conventional
surveillance infrastructure but where the deployment of the Internet is already
well advanced.

6 What’s about a More Real Time Information?

In this section, we consider another kind of information that can be very useful
for helping to evaluate the propagation of epidemics. In the previous sections,
we focused on information available on news. That means that this information
is basically evaluated by a journalist grouping and aggregating together different
data or information. In an other way, the development of social and collaborative
Web 2.0 underlines the central and active role of users in collaborative networks.
Easy to create and manage these tools are used by Internet users to communicate
about themselves. Thus, this data represents an important source of information
that can be used for helping epidemiological surveillance. For instance, Twitter
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is a platform for microblogging, i.e. a system for sharing information where users
can either follow other users who post short messages (140 characters) or can
be followed. Furthermore, Tweets are associated with meta-informations such
as date or location. For instance, from Tweets we can extract the following
messages “I have a huge headache...” expressed in New York in November or
“... gasrointestinal problems are not good. go 2 a doc!” from Los Angeles in
December.

We have investigated this new kind of media. Basically by using the MeSH
(Medical Subject Headings) National Library of Medicine’s controlled vocabulary
thesaurus. It consists of sets of terms naming descriptors in a twelve-level hier-
archy that permits the search to be carried out at various levels of specificity.
At the most general level of the hierarchical structure are very broad headings
such as “Anatomy” or “Mental Disorders”. More specific headings are found at
more narrow levels, such as “Ankle” and “Conduct Disorder”. In 2011, 26,142
descriptors were available in MeSH. We conducted some experiments by focus-
ing on the “Disease” part of the hierarchy and we queried Twitter by using all
the terms of the corresponding hierarchy. We thus collected 1,801,310 tweets in
English from January 2011 to February 2011.

For instance, Figure 4 reports the results of the number of occurrences of terms
“Pneumonia”, “Leukemia” and “Hepatitis” over the period. It is interesting to
notice that, for the decision maker, two peaks are important for the “Hepatitis”
(i.e. end of january 2010 and beginning of january 2011). By using the same tools
as in Epimining, we can easily locate the origins of these tweets as illustrated
in Figure 5.

Fig. 4. Occurrences of diseases “Pneumonia”, “Leukemia”, ’Hepatitis” from January
2011 to February 2011
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Fig. 5. Localization of Tweets for Pneumonia

Interestingly, we can notice that lots of tweets are exchanged in Ecuador or
in Russia. A closer analysis highlights that one alert have been triggered by
FluTrackers4 in Ecuador and that, following the exchanges of tweets, a same
kind of alert has been triggered in Russia.

7 Conclusion and Future Work

In this paper, we have proposed a new approach, called Epimining, to monitor
epidemics, based on automatic knowledge extraction and news classification.
Epimining have been illustrated by a prototype for monitoring indicators on
the H1N1 epidemic. The advantage of our approach, by measuring the echo of
an epidemic in the media, is to be complementary to traditional surveillance
networks and user’s queries analysis proposed by Yahoo and Google systems
for instance. The perspectives associated to our proposal are numerous. We can
easily improve the classification with learning methods in order to automatically
extract the representative patterns of a class. In addition, we plan to extend
our approach to other types of textual datasets (e.g. weblogs). We also plan
to combine this method with the ones based on other types of datasets (air
transport, meteorological, entomological data...). Finally, to answer to our initial
question, we can say that the data issued from the web seem to be relevant
variables, which can be included into the models of epidemics to better anticipate
and predict their dynamics. Furthermore, as illustrated in the last section of the
paper, it is more and more important to consider social network to improve the
anticipation of epidemics. Knowing, for instance, that some people have fever,
headache, gastrointestinal problems, muscle pain at the same time and in the
same location is clearly important to better anticipate the propagation of an
epidemy.

4 http://www.flutrackers.com/forum/showthread.php?t=158136.
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déplacements dans des dépêches épidémiologiques. In: TALN 2008, Avignon (2008)

6. Zhanga, Y., Danga, Y., Chena, H., Thurmondb, M., Larsona, C.: Automatic online
news monitoring and classification for syndromic surveillance. Decision Support
Systems 47(4), 508–517 (2009)

7. Turchin, A., Kolatkar, N.S., Grant, R.W., Makhni, E.C., Pendergrass, M.L., Ein-
binder, J.S.: Using regular expressions to abstract blood pressure and treatment
intensification information from the text of physician notes. Journal of the Ameri-
can Medical Informatics Association: JAMIA 13(6), 691–695 (2006)

8. Lu, Y., Xu, H., Peterson, N.B., Dai, Q., Jiang, M., Denny, J., Liu, M.: Extracting
epidemiologic exposure and outcome terms from literature using machine learning
approaches. Int. J. Data Min. Bioinformatics 6(4), 447–459 (2012)

9. Schmid, H.: Probabilistic Part-of-Speech tagging using decision trees. In: Proceed-
ings of the International Conference on New Methods in Language Processing,
pp. 44–49 (1994)

10. Muslea, I.: Extraction patterns for information extraction tasks: A survey. In:
AAAI 1999 Workshop on Machine Learning for Information Extraction, pp. 1–6
(1999)



Getting a Grasp on Clinical Pathway Data:

An Approach Based on Process Mining

Jochen De Weerdt1, Filip Caron1, Jan Vanthienen1, and Bart Baesens1,2

1 Department of Decision Sciences and Information Management, KU Leuven
Naamsestraat 69, B-3000 Leuven, Belgium

Jochen.DeWeerdt@kuleuven.be
2 School of Management, University of Southampton
Highfield Southampton, SO17 1BJ, United Kingdom

Abstract. Since healthcare processes are pre-eminently heterogeneous
and multi-disciplinary, information systems supporting these processes
face important challenges in terms of design, implementation and diag-
nosis. Nonetheless, streamlining clinical pathways with the purpose of
delivering high quality care while at the same time reducing costs is a
promising goal. In this paper, we propose a methodology founded on
process mining for intelligent analysis of clinical pathway data. Process
mining can be considered a valuable approach to obtain a better under-
standing about the actual way of working in human-centric processes
such as clinical pathways by investigating the event data as recorded
in healthcare information systems. However, capturing tangible knowl-
edge from clinical processes with their ad hoc and complex nature proves
difficult. Accordingly, this paper proposes a data analysis methodology
focussing on the extraction of tangible insights from clinical pathway
data by adopting both a drill up and a drill down perspective.

Keywords: process mining, clinical pathways, healthcare information
systems, event logs, fuzzy miner.

1 Introduction

Worldwide, the healthcare sector goes through a major reform. This has many
reasons. First, the costs of healthcare are rising up to 15% in the United States
(US) and close to 10% in Europe [1]. This is due to the increasing needs of a grey-
ing population, but also due to technological and pharmacological innovations
that are really widening the possibilities for diagnosis and treatment. Second,
there is a shift in the role of patients, going from a more passive role into a role
of active consumers of care. Patients want to be informed and involved. Third,
there is growing attention to quality and safety. The main drive comes from the
to err is human report from the Institute of Medicine1 [2]. This report indicated
that as many as 44.000 to 98.000 US citizens die in hospitals each year as the
result of medical errors. Even using the lower estimate, this would make medical

1 http://www.iom.edu

T. Washio and J. Luo (Eds.): PAKDD 2012 Workshops, LNAI 7769, pp. 22–35, 2013.
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errors the eighth leading cause of death in the US - higher than motor vehi-
cle accidents (43.458), breast cancer (42.297) or AIDS (16.516). The report was
publicly discussed in the Senate and was the start of an overall hospital reform.
Most important in the discussion is that people are not blamed - to err is human
indeed - but that the focus should be on improving the system.

An excellent way to do this is learning from past experience. Currently, it
can be observed that with the growing implementation of integrated healthcare
information systems, vast amounts of data are becoming available about the
actual way of working in clinical pathways. These data form the cornerstone of
this study. Accordingly, the notion of a clinical pathway is a crucial element. The
terminology has its origins in methodologies such as PERT (Project Evaluation
and Review Technique) and CPM (Critical Path Method), but transformed into
“clinical” instead of “critical” pathways because of the very specific nature of
healthcare. Clinical pathways are formally defined as a complex intervention for
the mutual decision making and organization of care for a well-defined group of
patients during a well-defined period by the European Pathway Association2.

In this study, we propose an approach for deriving useful insights from clinical
pathway data by making use of process mining techniques. Process mining is a
relatively young research area [3], which lies at the intersection of data mining
and Business Process Management (BPM) [4]. It consists of a family of analysis
techniques for analyzing event logs as recorded by the logging infrastructures of
information systems. Since these techniques rely on real data, they are capable
of providing insight into the actual way of working in the context of a certain
business process. In this paper, we will describe a methodology based on state-
of-the-art process mining techniques for the analysis of clinical pathway data.
The main contribution of this study is the development of solution strategies for
dealing with the extremely unstructured nature of clinical pathway data.

2 Related Work

Process Aware Healthcare Information Systems. A fair share of infor-
mation systems implemented in healthcare organizations can be described as
process aware. This is because process aware information systems not only en-
compass traditional workflow management systems, but also include systems
that provide much more flexibility. Accordingly, once an information system can
be described as having an explicit notion of the process it supports, it can be
described as process aware [5]. A such, many healthcare information systems fit
within this definition. Since clinical pathways are inherently heterogeneous and
multi-disciplinary in nature, the goal of IT support for healthcare processes is
not to control the course of the process entirely, but to assist healthcare profes-
sionals by reducing cognitive overload and improving the basis for their decisions
[6]. In this way, process orientation can be considered as a beneficial approach to-
wards streamlining clinical pathways with the purpose of delivering high quality
care while at the same time reducing costs [7]. While business process support

2 http://www.e-p-a.org
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for structured processes (e.g. manufacturing, logistics) has always been an im-
portant research topic, the growing importance of service organizations such as
healthcare has triggered the need for different approaches towards business pro-
cess support [8,9]. Because of the human-centric nature of such processes, they
contain much more flexibility, alternative routings, loops, human judgement and
variability than traditional business processes. Accordingly, the analysis of the
actual way of working by making use of the data captured by healthcare in-
formation systems is promising. However, traditional business process analysis
techniques come short in realizing this goal and therefore this paper proposes a
novel analysis methodology based on process mining.

Process Mining. The field of process mining can be best defined as a broad
family of techniques for the analysis of event logs as recorded by the logging
infrastructures of information systems. These techniques can be broadly cate-
gorized into three groups according to three commonly distinguished process
mining tasks: discovery, conformance and enhancement [3]. The most impor-
tant learning task is called process discovery [10] which entails the extraction of
control-flow models from such event logs. In the process mining literature, a lot
of attention has been paid to the development of process discovery techniques
[11,12,13]. However, discovery tasks can also focus on other aspects of an event
log, for instance on organizational information [14]. Conformance [15] is a sec-
ond important process mining task. Hereto, a process model is compared with
the data in the event log with the purpose to verify whether reality conforms to
the model and vice versa. Finally, the idea of enhancement tasks is to extend
or improve process models with other information about the actual process as
recorded in the event log. For instance, the addition of a performance perspective
enhances a process model and provides the analyst with different insights.

Process Mining in Healthcare. Process mining techniques have been applied
in a healthcare context. A first study by Mans et al. [16] shows how different
process mining techniques such as HeuristicsMiner, social network analysis and
dotted chart analysis allow for obtaining insights into care flow data. Another
study by Rebuge and Ferreira [17] also describes a methodology for the analysis
of business processes in a healthcare environment. The methodology consists of
seven phases with its main asset being the application of sequence clustering
techniques. Further, Bose and van der Aalst [18] propose the use of fuzzy mining
and trace alignment for investigating clinical pathway data. Finally, Caron et
al. [19] demonstrate the applicability of various process mining techniques to
healthcare data by adopting both a department and a treatment based focus.
This study differs from previous studies because it shows the benefits of both a
drill up and a drill down perspective on the data relying on control-flow discovery
with the Fuzzy Miner and networked graph visualizations.
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3 Description of the Clinical Pathway Data

The data set concerns real data of a gynecological oncology process at the
AMC hospital in Amsterdam, The Netherlands. It was first used in [16], but
recently the data set was made publicly available (doi:10.4121/uuid:d9769f3d-
0ab0-4fb8-803b-0d1120ffcf54) for the first Business Process Intelligence Chal-
lenge (BPIC’11). The data contains 150.291 events of 1.143 patient treatment
processes related to individuals diagnosed with cancer pertaining to the cervix,
vulva, uterus and/or ovary. Each case in the event log corresponds to a single
patient and as such, the data presents a wide variety of care activity sequences.
In the remainder of this section, the three most important dimensions of the
data are outlined.

Diagnosis. Each case in the data set contains information on the type of disease
the patient is diagnosed with. The related attributes are denoted Diagnosis code
and Diagnosis. The data presents a total of eleven different diagnosis codes
(e.g. M11, M12, 823, etc.). Diagnosis is a textual description which specifies
the diagnosis code, taking values such as “adenocarcinoma stage Ia” or “clear
cell carcinoma”. It should be noted that the data contains up to 16 diagnosis
code - diagnosis combinations for a single patient (denoted as diagnosis code:1
to 16 ). Accordingly, a single case might contain different codes. We observe 38
distinct diagnosis code combinations, for instance {M16, 821}. Table 2 presents
an overview of the diagnosis codes detailing the region, example diagnoses and
the number of cases showing this diagnosis code.

Treatment. Next to diagnosis information, one can also find details concerning
the treatments of each of the patients. However, in contrast to diagnosis, the
data only provides a treatment code and no further information. As such, the
treatment perspective is more difficult to analyze. On top of this, there exist 46
distinct treatment codes which form 236 distinct treatment code combinations
in similar fashion as the diagnosis code combinations.

Departments. The final important data dimension is organizational in nature,
i.e. the departments that are involved in the clinical pathways. Each event in
the log contains an attribute “org:group” which denotes the department where
the corresponding activity was performed. In the data, one can find 43 distinct
organizational units. The most frequently observed departments are depicted in
Table 3.

A very specific feature of the data is that events pertaining to certain de-
partments occur in bursts. For instance, sets of blood diagnosis tests performed
by the General Lab Clinical Chemistry department are often found. Similarly,
bursts of radiotherapy-, nursing-, operating room-related and many other types
of events can be observed. This data characteristic will be further employed in
the next section.
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Table 3. Number of events pertaining to organizational units by frequency

Organizational unit # events

General Lab Clinical Chemistry 94917
Nursing ward 31066

Obstetrics & Gynaecology clinic 7065
Medical Microbiology 4170

Radiology 3171
Radiotherapy 2233

Internal Specialisms clinic 2146
Pathology 1975

Operating rooms 942
Pharmacy Laboratory 498

Recovery room / high care 495
Nuclear Medicine 281

Special lab radiology 279
. . . . . .

4 Analysis Methodology and Results

Our data analysis approach combines two important strategies for extracting
tangible knowledge from clinical pathway data. First, drill up is applied in order
to get insight into the general behavior of the healthcare process. In a second
phase, a drill down approach is described that centers on a certain part of the
data.

4.1 Complexity of Clinical Pathway Data

The crucial challenge for data analysis in the context of clinical pathways is the
complexity of the data. This is because clinical pathways are inherently ad hoc,
multi-disciplinary and strongly human-centric. Because of these characteristics,
almost every observed clinical pathway is unique, which is also the case for the
the data set employed in this study. On top of that, the original data set contains
624 different activity types. Further, these activity types as registered in the
different departments are not always of the same granularity. A final element that
complicates the data analysis significantly is the fact that we can only observe
care activities executed within the AMC hospital. However, it is undoubtedly
reasonable to assume that other care activities in peripheral hospitals, by GP’s,
etc. are being executed but not registered in the data. Because of these data
complexities, there is a need for versatile data analysis methods. In this study,
it is shown how process mining techniques can be used, both in a drill up as
well as in a drill down mode. Furthermore, we demonstrate the use of networked
graphs for visualizing sets of cases and their respective characteristics.
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4.2 Drill Up Analysis

Both in [16] and [19], it is shown that the straightforward application of existing
process discovery techniques is infeasible for the data at hand. Even the stronger
generalization capabilities of Fuzzy Mining [20] prove not very helpful. Therefore,
we show how abstraction applied in a data preprocessing step can be beneficial
in order to obtain general, but useful insights based on the entire data set.

Data Preprocessing. Realizing abstraction in a data preprocessing phase con-
sists of replacing the bursts of events belonging to the same organizational unit
by the name of the organizational unit itself. In this way, a clinical pathway
in terms of the unique activities performed by different organizational units is
transformed into sequences of departments.

A General View Using Process Discovery. As stated earlier, process dis-
covery is the most important asset of the process mining domain. Process dis-
covery is defined as the extraction of control-flow models from event logs. Note
that these techniques make use of different process modeling notations (e.g. Petri
nets, heuristic nets, fuzzy nets, etc.) in order to represent the discovered model.
In this case, we applied the Fuzzy Miner to the transformed clinical pathways.
The resulting fuzzy net is depicted in Figure 1. Note that the nodes contain a
significance value between 0 and 1. Further, the figures on the edges indicate the
edge significance and correlation, also ranging between 0 and 1.

With the purpose to increase the comprehensibility, we restricted the visual-
ization to the eleven most frequent departments. Together with the abstraction
power of Fuzzy Miner, the discovered graph provides some interesting insights
with respect to the gynecological oncology process under investigation:

– A majority of the patients first visit the obstetrics and gynecology depart-
ment.

– From top to bottom, we can clearly observe the diagnostic-therapeutic cycle
characteristic to the majority of care processes. The nursing wards have a
pivotal role in between diagnostics and therapeutics.

– From a diagnostic perspective, lab analyses (majorally blood sample tests)
and to a lesser extent radiology are essential elements of disease typification
in the context of gynecological oncology.

– Despite the fact that the data cover patients with very comparable diag-
noses (i.e. gynecological cancers), streamlined clinical pathways cannot be
observed, even in terms of involved departments.

4.3 Drill Down Analysis

As described in the previous section, drill up is a valuable approach for extracting
general knowledge from care process data. Nevertheless, due to the character-
istics of the data, intelligent drill down into specific parts of the data is bound



Getting a Grasp on Clinical Pathway Data 29

Fig. 1. Fuzzy process model showing the relations between frequently occurring orga-
nizational units
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to provide even more interesting insights. Hereto, we demonstrate a particular
focus on the therapeutic side of the clinical pathways. Since the data provides
only limited information on specific treatments (only treatment codes, without
any explanation), it is opted to investigate this perspective in more detail.

Focalizing on Therapeutic Activities. To adopt the focus on treatment,
therapeutic activities need to be singled out. By inspection of the cases, it can
be noticed that three different types of treatments can be identified: radiother-
apy, chemotherapy and surgery. For radiotherapy, the selection of activities was
rather straightforward since the granularity of the events is relatively coarse-
grained. The data contains events such as teletherapie - megavolt fotonen be-
strali and brachytherapie - interstitieel - intensi. Further, the radiotherapy de-
partment also carries out hyperthermia treatments, which are strictly speaking
not radiotherapeutic, but often used in combination with radiation therapy. For
chemotherapy, the selection of appropriate events was slightly more difficult due
to the fact that this type of therapy is scattered between different organizational
units. Nonetheless, we identified two important chemotherapeutic activities, viz.
paclitaxel and doxorubicine. Finally, also surgical treatments should be taken
into account. However, looking at the events pertaining to the Operating rooms
department, there clearly exist two different types of procedures. On the one
hand, the data set shows a multitude of diagnostic surgical procedures, whereas
on the other hand only therapeutic operations are of interest given our current fo-
cus. Nonetheless the thin line between both, we were able to distinguish between
the diagnostic or therapeutic nature of procedures by investigating the names
of the events. For example, hysterectomies and vulvectomies were considered
as therapeutic surgical activities, while hysteroscopies and urethrocystoscopies
were not.

After singling out these therapeutic activities, 477 cases could be observed for
which at least one therapeutic activity has taken place. The event log consisting
of all these events was used to visualize the therapeutic activities by means of a
process model. However, due to the large number of different surgical procedures,
we renamed all these events to surgery, an abstraction which allows for more
useful visualizations. The resulting process model as obtained with fuzzy mining
is depicted in Figure 2. In contrast to Figure 1, the fuzzy net is slightly adapted
by replacing the original figures in the nodes and on the arcs by more insightful
statistics. As such, the nodes contain their frequency of occurrence, while the
figure on each of the edges of the graph shows the number of times a case followed
the transition from the source node to the target node.

The analysis allows for the formulation of the following findings:

– The fuzzy net shows a number of possible therapeutic choices. However, be-
cause the process model does not contain any such paths, it can be concluded
that the combination of surgery or chemotherapy with radiotherapy occurs
highly infrequent.

– The use of chemotherapy is rather limited despite the fact that regimens,
i.e. combinations of different chemotherapy drugs, are often recommendable.
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Fig. 2. Adapted fuzzy process model showing the relations between different therapeu-
tic activities

In this way, we could only observe very few chemotherapeutic combina-
tions of Paclitaxel with Doxorubicin. It should be further investigated why
chemotherapy is underrepresented. One possible explanation might be that
chemotherapeutic procedures might be carried out in peripheral hospitals,
thus not captured in the data.

Visualizations Using Networked Graphs. A second drill down approach
consists of visualizing a subset of cases by means of a networked graph. This
methodology is useful because it allows to visualize cases from different angles by
supplementing control-flow information with other perspectives. The construc-
tion of a networked graph consists of three steps. First cases are selected based
on some criterion. In this case, we considered all cervical cancer cases. Secondly,
a Euclidean distance matrix is constructed denoting the distance between each
pair of cases. This matrix is built by making use of the MRA (Maximum Re-
peat Alphabet) technique as proposed in [21]. The MRA technique relies on the
identification of specific patterns which characterize the traces. Notwithstanding
the fact that the authors employ the method for clustering log traces, we use
the underlying distance matrix to construct a networked graph. Such a network
graph connects nodes which represent a case in the data. For comprehensibility
reasons, sparsification is applied in order to reduce the number of connections
between the nodes because otherwise a fully connected graph is obtained. In this
case, we applied K-nearest-neighbors with K = 2.
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Figure 3 shows one visualization created with this methodology. Note that
for visualization of the graph, we employed the Yifan Hu algorithm [22] as im-
plemented in Gephi3. The graph shows all patients diagnosed with some type
of cervical cancer. The distance between the nodes is determined by the MRA
distance, which entails that nodes which are closer together present similar ex-
ecution paths in terms of the therapeutic events they contain. The figure in the
nodes denotes one representative case ID, with the size of the nodes representing
the frequency of a certain sequence of therapeutic activities. Note that it was
infeasible to represent all ID’s in each of the nodes of the graph. Furthermore,
the node colors indicate the application of some specific therapeutic procedure.
As such, the green nodes denote the occurrence of chemotherapy. In contrast,
the red nodes are cases where hyperthermia treatment is applied. From this
visualization, it can be seen that a vast majority of cases do not rely on hyper-
thermia or chemotherapy. Cervical cancer is majorally treated by either surgery
or radiotherapy (teletherapy/brachytherapy).

5 Conclusion

In this study, it was shown how intelligent analysis of clinical pathway data
based on process mining techniques can deliver valuable insights into the actual
carrying out of a care process. In a practical case consisting of data on the clin-
ical pathways of 1.147 gynecological oncology patients at the AMC hospital, it
was demonstrated how both drill up as well as drill down approaches are useful
for care flow knowledge discovery. We are convinced that data analysis based
on the innovative techniques in the process mining domain is an ideal means
for better streamlining and overall improvement of clinical care processes. In
the future, we will focus on the development of novel methodologies for analyz-
ing the complex data that is typically found in the logging infrastructures of
healthcare information systems. As such, we will further elaborate the idea of
networked graph visualizations and improve its integration with existing process
discovery techniques. The major benefit of the technique is the enhancement
of pure control-flow patterns with other data dimensions. Therefore, additional
information, for instance on whether patients were cured or not, would instigate
a wide variety of analysis possibilities.
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Abstract. An underlying assumption of biomedical informatics is that
decisions can be more informed when professionals are assisted by ana-
lytical systems. For this purpose, we propose ALIVE, a multi-relational
link prediction and visualization environment for the healthcare domain.
ALIVE combines novel link prediction methods with a simple user inter-
face and intuitive visualization of data to enhance the decision-making
process for healthcare professionals. It also includes a novel link predic-
tion algorithm, MRPF, which outperforms many comparable algorithms
on multiple networks in the biomedical domain. ALIVE is one of the first
attempts to provide an analytical and visual framework for healthcare
analytics, promoting collaboration and sharing of data through ease of
use and potential extensibility. We encourage the development of similar
tools, which can assist in facilitating successful sharing, collaboration,
and a vibrant online community.

Keywords: Link Prediction, healthcare analytics, multi-relational
networks.

1 Motivation

An idea that has taken root as the “fundamental theorem” of biomedical in-
formatics is that a person working in partnership with an information resource
is better than that same person unassisted. For this theorem to hold, however,
the information resource must offer something that the person does not already
have. As the people who interact with these resources often possess a high degree
of knowledge relating to their domain of expertise, it can be challenging to offer
people a resource that they find truly useful and informative.

Link prediction in complex networks has attracted attention from computer
scientists and biologists for its ability to provide useful information. However,
while most existing link prediction studies are designed for homogeneous net-
works, where only one type of object exists in the network [1, 11–13, 15], most
networks are in reality heterogeneous and multi-relational [4, 9], and attribute
values of objects are often difficult to fully obtain. Therefore, the use of topolog-
ical features between objects in a heterogeneous network is critical to predicting
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links in a holistic way. In multi-relational homogeneous networks, topological
features have different values in different dimensions (relations), while in multi-
relational heterogeneous networks the situation becomes more complicated, as
the linkage types are different.

By applying link prediction to these types of networks, one can explore un-
known or potential links between diseases, genes, and drugs, with findings that
can lead to improved biological knowledge and clinical standards, and which can
ultimately benefit the quality of healthcare. We propose an approach that uses
cutting-edge link prediction algorithms to supply the accuracy needed to provide
useful information and a visual environment that can assist healthcare profes-
sionals in making observations that can lead to innovation in the healthcare
domain.

2 Proposed Environment

Healthcare professionals need data that is correct and informative, both of which
can be challenging tasks. To address these challenges, we have developed a virtual
platform called “ALIVE” (A Link Information and Visualization Environment).
ALIVE is an online link-prediction environment oriented towards healthcare
professionals and aimed at benefiting users from a variety of domains and with
differing degrees of expertise. The environment takes advantage of the availabil-
ity of health information records, facilitating data and knowledge management,
network analysis, and visual analytics to pursue pioneering inter-disciplinary in-
tegration and providing tailored information. ALIVE also encompasses a novel
link prediction algorithm that can improve the analysis of healthcare data. In
our development of ALIVE, we have focused on developing a tool that will char-
ter a path from data to knowledge to insight, ultimately supporting its users in
making more informed healthcare decisions. Such tools can assist many efforts:
an epidemiologist might learn of a potential relation between two diseases from
a hunch, or a pharmaceutical researcher may discover that a particular drug is
unexpectedly effective against a virulent disease for which it was not originally
intended.

We foresee the potential for ALIVE to truly fulfill the concept encapsulated
by the fundamental theorem of biomedical informatics. The environment has the
potential to grow into a full-fledged virtual organization, serving as a data and
knowledge warehouse and fostering expert collaboration. As an online platform,
ALIVE has the potential to be a powerful information resource combined with a
collaborative effort of informed people, which can undoubtedly achieve a vision
far greater than the sum of its parts.

3 Background

The problem of predicting unknown links between diseases and genes continues
to attract active interest from biological scientists, as it has proven useful in
assisting research and make their work more efficient.
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Despite a significant and continuous increase in medical research spending,
the annual number of new drugs approved and new drug targets identified has
remained almost constant for the past 20-25 years, with about twenty new drugs
and about five new targets per year. At this rate it will take more than 300 years
to double the number of available drugs [7,14]. However, there are several ways
to address these burdens. Promising areas of drug design include: wide-range
screens of existing drugs, seeking novel applications, combination therapy, (the
combined use of several drugs or short DNA oligomers) and the development of
multi-target drugs [2, 3, 6, 8, 16].

Currently, interactions between diseases, genes, and drugs are studied sep-
arately; researchers usually only use interaction networks of diseases and gene
(Fig. 1a) to predict disease and gene interactions, or only employ interactions
between drug and gene (Fig. 1b) to predict drug-target interaction. We pro-
pose to combine these two kinds of networks together to improve understanding
and analysis in the medical domain. We believe that the multi-relational net-
work approach will allow us to improve predictions made relating to drug-target
interaction.

DiseaseGene Gene Drug
Protein-Protein

interaction

Disease Family
Link

Protein-Protein
interaction

Phenotypic Link

a) b)

Fig. 1. A visual depiction of the types of interactions that exist in disease, gene, and
drug networks. a) The links that may be present in disease-gene interactions. b) The
links that may be present in disease-drug interactions.

4 Multi-relational Heterogeneous Networks

A network consists of nodes, representing some concept such as disease, and
edges, representing relationships between these nodes. These relationships can
encode a variety of information, such as whether diseases tend to occur in the
same patient, whether they can be treated by the same drug, and whether they
have the same underlying genetic causes. A typical network approach considers
only a single type of edge. In contrast, a multi-relational network allows all
edge types to exist in the network simultaneously, even overlapping each other.
Overlapping edges contain additional information not available in the typical
network approach: they may give additional support for two nodes or diseases
being linked, or in combination they may specify a particular kind of relationship
that was previously not understood.
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An additional layer of information and complication is added in heterogenous
networks when nodes can represent multiple concepts. For example, different
nodes could represent either diseases or genes. An edge between the two types of
nodes might represent the confidence with which a gene is related to a disease.

4.1 Link Prediction in Multi-relational Networks

Multi-relational link prediction is a new field of research in data mining. Few
attempts have been made to solve this problem due to both difficulty in obtaining
real data and the complications inherent in multi-relational networks.

The multi-relational link prediction problem can be described as follows:
Given a multi-relational network G = (V,E1, E2, . . . , Ek), predict whether there
is a link of type i = (1, 2, . . . , k) between pair of nodes u and v. To solve the
problem of multiple edge types, one needs to know the relationships between
each pair of nodes in the network. We define a parameter σ(E1, E2) to represent
the influence between two kinds of edges/relations in the network. σ(E1, E2)
is an asymmetric value, which means σ(E1, E2) �= σ(E2, E1). In other words,
relation A and relation B may influence each other with differing degree. For
instance, location-based data about people could greatly assist the prediction of
their friendship relations, while friendships may not support the prediction of
location to the same degree.

Our work builds on two previous approaches to link prediction, the Katz
method and PropFlow. The Katz method is a variation on shortest path dis-
tance, directly summing over all the paths that exist between a pair of vertices.
Specifically,

Katz(x, y) =

βl∑
l=1

paths(x, y)× l (1)

where l is the path length and x and y are a pair of vertices, and βl is a tuning
parameter [10]. In effect, the method penalizes the contribution of longer paths
in the similarity computation by exponentially reducing the contribution of a
path by a factor of βl.

PropFlow is an unsupervised path-based link predictor that models the link
prediction score as being propagated radially outward from the source [13]. The
algorithm uses a breadth-first search approach to propagate the probability that
a restricted random walk starting at vi ends at vj in l steps or fewer using
link weights as transition probabilities, where each score sij can serve as an
estimation of the likelihood of new links. Formally, this likelihood score between
nodes u and v is computed as

flow(u, v) = score(u)× w(u, v)

d(u)
× βh−1 (2)

where w is weight, d is degree, and h is the shortest number of hops from u to
v.
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5 MRPF Algorithm

In our experiments, we find that if we combine the original PropFlow method
with the Katz method, we can achieve a higher area under the Receiver Operat-
ing Characteristic (AUROC) score than by using either alone. We alter PropFlow
by penalizing scores by β so that the similarity between nodes u and v not only
depends upon the weights of the shortest path between them, but also upon the
number of hops in the path.

However, the PropFlowmethod as it is currently formulated cannot be directly
applied to multi-relational networks; it is designed to work exclusively on single-
relational networks, such as single mode homogeneous or bipartite networks.
Therefore, we have developed a method to generalize PropFlow features to work
on multi-relational networks, which we term multi-relational PropFlow (MRPF).
The heuristics of MRPF are as follow:

1. For any two kinds of edges E1 and E2 in the network, the influence between
E1 and E2 can be expressed by the correlation coefficient between their
corresponding networks, denoted σ(E1, E2) as previously described.

2. For node s and its neighbor t, the influence that flows from s to t in edge
type Ei is as described in equation 3.

We find that using p(E1|E2) in place of the correlation coefficient can achieve
a better AUROC score for all of the datasets we have tested. Accordingly, we
modify the calculation of flow from 2 to the following:

flow(s, t, i) = score(s)× βh−1 × w(s,t,i)
d(s,k) +

βh−1 × p(i)× (1− p(i))×
∑K

k �=i p(i|k)×w(s,t,k)
d(s,k)

K−1

(3)

where w is weight, d is degree, K is the number of edge types incident to source
node s, and β is a tuning parameter. Generally we set β = 0.05.

Like PropFlow, our algorithm employs a breadth-first search to propagate
information through the whole network, with the addition that we must compute
each propagation K (number of edge types) times through an edge rather than
only once. Therefore, the complexity of our algorithm is K · O(|V | · |E|), which
provides us the means of executing the algorithm in real-time for most practical
datasets.

Figure 2 shows a conceptual overview of the MRPF algorithm. In the example,
flow is propagated to successive nodes in relation to the degree of correlation.
Starting from the source node with a score of 1, all neighboring nodes are given
a weighted share of the score. The scores continue to flow outward, summing
together for nodes that are reached by several paths.

6 Data

We acquired the data from one of our previous studies [5]. The disease networks
were constructed based on the disease-gene associations from OMIM, Swiss-Prot,
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Fig. 2. A conceptual overview of our MRPF alogrithm. Flow propagates outward from
the source node S.

and HPRD. The diseases are classified by Disease Ontology (DO) codes and the
gene names are based on the HUGO Gene Nomenclature. We constructed a
gene-disease network from this data using diseases and nodes, and establishing
a link between nodes if the diseases share significantly more gene associations
than randomly expected based on generality of the diseases.

Disease co-morbidity was calculated from patient medical diagnoses collected
from a regional health system. Each data record is a single visit represented
by an anonymized patient ID and a primary diagnosis code, as defined by the
International Classification of Diseases, Ninth Revision, Clinical Modification
(ICD-9-CM). For consistency with the first dataset, the ICD-9-CM codes have
been converted to Disease Ontology codes based on mappings provided within
the DO coding. The mapping is many to many, so a single ICD-9-CM code often
translates to a list of DO codes, and a DO code may apply to multiple ICD-9-
CM codes as well. We constructed a phenotypic disease network from patient
data, where the nodes are diseases and links indicated disease co-morbidity,
where co-morbidity can be broadly defined as co-occurrence in the same patients
significantly more than chance.

7 Evaluation

For all experiments, we use a 10-fold cross-validation stratified edge holdout
scheme. We use holdout evaluation because longitudinal data was either not
available or not relevant for disease, gene, and drug networks. Link prediction is
evaluated for each edge type x separately on all eligible node pairs (s, t).

We evaluate each link predication algorithm using the the receiver operating
characteristic curve (ROC). The ROC curve presents achievable true positive
rates with respect to all possible false positive rates by varying the decision
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threshold on probability scores. ROC curves can provide information about the
operating range of link predictors, with the area under the ROC curve (AUROC)
providing a measure of the performance over all predictive thresholds.

We discuss an example to calculate the AUROC. Assume a simple graph with
five nodes, seven existing links, and three non-existent links ((1, 2), (1, 4), and (3,
4)). To test the algorithm’s accuracy, we select some existing links as probe links.
We may, for instance, pick (1, 3) and (4, 5) as probe links, which are presented
by dashed lines in the right plot. This means that any algorithm being evaluated
may only make use of the information contained in the training graph without
(1, 3) and (4, 5).

Let us assume that the scores assigned by an algorithm to non-observed links
are s12 = 0.4, s13 = 0.5, s14 = 0.6, s34 = 0.5, and s45 = 0.6. Then to calculate
AUROC, we need to compare the scores of a probe link and a nonexistent link.
There are in total six pairs: s13 > s12, s13 < s14, s13 = s34, s45 > s12, s45 = s14
and s45 > s34. Hence, the AUROC value equals 0.67.

8 Results

We applied MRPF and other link prediction methods to three biological net-
works, including a disease-gene network, a disease-disease-phenotype network,
and a protein-protein interaction (PPI) network [5]. Table 1 shows results in
terms of area under the ROC curve for several link prediction methods. The
selected link predictors are among those most frequently used in the task of link
prediction; included in these predictors is the latest method proposed by [4].

MRPF outperforms all of the methods on the disease network and PPI net-
work and performs nearly as well as the best method in the phenotypic network.
It is worth noting that while MRPF is outperformed on the phenotypic net-
work by several methods, its performance is a significant improvement over that
obtained by PropFlow; MRPF also demonstrates incremental improvements on
the other networks. These results indictate that incorporating information on
relation types into the flow algorithm can significantly improve performance.

Table 1. AUROC statistics for link prediction algorithms used on genetic, phenotypic,
and protein-protein interaction networks. The highest values for each type of network
are in bold.

Disease PA PF JC CN AA MRLP MRPF

Genetic 0.903 0.951 0.957 0.951 0.956 0.974 0.975
Phenotypic 0.943 0.762 0.771 0.909 0.911 0.938 0.901
PPI 0.827 0.888 0.786 0.788 0.789 0.808 0.890

Note: PA = Preferential attachment, PF = PropFlow, JC = Jaccard’s coefficient, CN
= Common neighbors, AA = Adamic/Adar, MRLP = Multi-relational link predictor
proposed by [4], and MRPF = Multi-relational PropFlow, proposed herein.
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9 Interface Implementation

One of the goals of ALIVE is to facilitate analysis of medical data by healthcare
professionals. Therefore we aspire to have an interface that allows non-computer
scientists to use cutting-edge network analysis tools. The interface design is a
key part of ALIVE that attempts to present analysis options and the results in
an intuitive way.

Though the tools necessary to facilitate web-based visualization are not yet as
advanced as those for application use, there are several libraries that provide the
level of interaction that our project requires. We elected to use D3, a JavaScript
library that allows one to bind arbitrary data to a Document Object Model
(DOM), and to then apply data-driven transformations to the document. We
use D3 to provide an interactive visualization of the relevant networks. Figure 3
provides a high-level illustration of how this interface is organized with relation
to the MRLP framework.

Fig. 3. A high-level component overview

ALIVE seeks to combine cutting-edge network analytics with healthcare data
for use by healthcare professionals. Therefore, we designed the user interface
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with a clean and simple layout, consisting of two basic parts. First there is the
main tab, where most of the functionality is available, and to which users are
first taken upon navigating to our web-service. There, they are be able to choose
between one of the several (previously uploaded) datasets. Our front-end also
allows users to select which predictor or predictors they wish to run on the
selected data. In order to expand the applicability of our tool, users are also
permitted to upload their own datasets and run a variety of algorithms on them.

9.1 Network Visualization

Networks are a natural fit to our goal of providing an informative view of health-
care data. Networks contain emergent properties that are held in their structure
and made up of the way in which nodes are related to each other. A healthcare
professional may be able to notice emergent patterns in a network that can be the
basis for a hypothesis. ALIVE provides missing links in a network and allows
healthcare professionals to apply their domain knowledge to a more complete
picture of the data, and it does so with a dynamic, interactive visualization of
the network generated by user-supplied data.

This work involved several components. As the visualization feature utilizes
the functionality of a JavaScript package called D3, the output of the functions
that compute the network attributes-which are written in Java and provide out-
put as comma-separated files-needed to be converted to the JavaScript Object
Notation (JSON), a file format compatible with JavaScript. This conversion was
accomplished via the implementation of an additional Java class and correspond-
ing methods. The D3 package was then leveraged to create a dynamic HTML
page with the JSON file as input.

The current implementation is interactive and allows for nodes to be grouped
by color, link weights to be designated by line stroke width, and tag information
to be displayed for each node. Conceptually, the interface allows users to upload
data, which can be evaluated by the MRLP framework with relation to a current
data repository. The resulting scores computed by the link prediction algorithms
are output visually.

9.2 Extensibility

As developed, our framework also allows for enormous extensibility. With minor
additions, users would not only be able to interact with the output via the
visualization, but could also have the option of exporting that particular output
and saving it for later reference. For networks containing a large number of nodes,
we could adjust the graph crop factor (the cutoff for edge inclusion) and let the
user zoom in and out for a more versatile visualization. Moreover, as a web-
based tool, ALIVE could be expanded into a general repository of healthcare
information, allowing health professionals to submit and share data.
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10 Conclusions

ALIVE has a great deal of potential as a useful tool in healthcare analytics.
Not only have we contributed to the science of link prediction, but we have
also provided the basis for an accessible, web-based tool, that has potential to
be the nucleosing agent for a healthcare data warehouse. If expanded, ALIVE
could ultimately foster a vibrant online community of healthcare professionals,
providing the tools necessary to facilitate successful collaboration.
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Abstract. Spatial relation terms can generally indicate spatial relations de-
scribed in natural language context. Their semantic representation is closely re-
lated to geographical entities and their characteristics e.g. geometry, scale and 
geographical feature types. This paper proposes a quantitative approach to ex-
plore the semantic relevance of spatial relation terms and geographical feature 
types in text. Firstly, a classification of spatial relation terms is performed. Se-
condly, the “Overlap” similarity measure is introduced to define the relevance 
of spatial relation terms and geographical feature types based on a large scale 
annotation corpus. Thirdly, the relevance is expanded with the semantic dis-
tance and hierarchical relationship of the classification system of geographical 
feature types. Finally, a knowledge base based on protégé is developed to for-
mally represent and visualize geographical feature types, spatial relation classi-
fications, and the relevance of spatial relation terms and geographical feature 
types. This study indicates that spatial relation terms are strongly relevant to 
geographical feature types. The semantic representation of topological relation 
terms is diverse and their relevance with geographical feature types is much 
stronger than directional relation and distance relation terms, but the annotation 
quality and the classification granularity of geographical entities in the corpus 
have a great effect on the performance.  

Keywords: spatial relation, geographical feature type, spatial relation term,  
relevance. 

1 Introduction 

Natural language describes the nature of people’s internal representation of space and 
is the primary means for representation and exchange of geographical information, 
such as geographical entities, spatial relations, etc. Spatial relations are the associa-
tions or connections between different real world features, and play an important role 
in spatial data modeling, spatial query, spatial analysis, spatial reasoning, and map 
comprehension [1]. The semantic research of spatial relations is the premise and ba-
sis for the description and expression of spatial relations. Spatial relations have been 
in a high priority in many research fields, such as linguistics, cognitive science, GIS 
and spatial reasoning. The linguistics field focus on the words, lexical, syntactic 
and semantic structure of spatial relation expressions, and the relationship with  
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human’s spatial cognition [2][3]. In recent years, spatial relations in natural language 
have become a hot topic of geographical information science. Mark [4] and Lau-
tenschütz [5] investigated the influence of geometry and scale characteristics, spatial 
relation types and geographical feature types on human’s chosen of spatial relation 
terms by questionnaire method, and then Mark [6] made a further research on the 
mapping between  spatial relation terms and GIS computational model. Shariff [7] 
and Xu [8] summarized the knowledge rules of different geographical feature 
types and spatial relation vocabularies to construct a semantic mapping model 
of spatial relation terms. Du and Wang [9] explored the formal expression of GIS 
querying sentences described in a restricted syntactic pattern of spatial relation de-
scriptions in natural language.  

Spatial relation terms can indicate spatial relations described in natural language 
context. Different from the early models of spatial relations which focused on the 
geometry, it is now widely recognized that the semantic meaning of spatial relation 
terms is also dependent on functional and pragmatic features in situated context [5]. 
Their semantic descriptions in natural language are closely related to geographical 
entities and their characteristics of geometry, scale and geographical feature types. 
Especially, some spatial relation terms can be used for several different geographical 
feature types, while some are just for a certain geographical feature type. For exam-
ple, the spatial relation term of watershed is used to indicate the junction between 
mountains and waters, and cannot describe geographical entities of other geographical 
feature types. This paper proposes a quantitative approach to explore the relevance of 
spatial relation terms and geographical feature types from text corpuses and the classi-
fication system of geographical feature types. Properly understanding the semantic 
meaning of spatial relation terms in text will improve geographical information re-
trieval, GIS natural language query, extraction of spatial relations from text, and qua-
litative spatial reasoning.  

The reminder of this paper is structured as follows: Section 2 investigates the basic 
categories of spatial relations in natural language, and the classification of spatial 
relation terms. Section 3 discusses the calculation of relevance of spatial relation 
terms and geographical feature types based on Corpus and geographical feature types. 
The semantic knowledge expression of spatial relation terms based on Ontology is in 
section 4. The conclusion and future work are given in Section 5.  

2 Classification of Spatial Relation Terms 

Spatial relations are considered to be one of the most distinctive aspects of spatial 
information. According to Egenhofer and Franzosa’s argument, spatial relations can 
be grouped into three different categories of topological relations, direction relations 
and distance relations. Natural-language spatial relations are spatial relations de-
scribed in natural language among people’s daily communication, it is much closer to 
people's habit than GIS spatial relations [10]. For example, the description of 
“Yangtze River is across Nanjing city in the northwest, and is 10 kilometers from 
XinJieKou Shop”, there are a topological and direction relation between Yangtze 
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River and Nanjing city, and a distance relation between Yangtze River and XinJieKou 
Shop. The description and expression forms of spatial relations in natural language 
and GIS are very different. Spatial relations in natural language are richer, but with a 
qualitative, fuzzy, uncertainty and unstructured characters, while spatial relations in 
GIS are quantitative, structured, and accurate. Topological relations have long been 
considered as the most important spatial relations in GIS while direction and distance 
relations are with the highest using frequency in people’s daily life. Spatial relations 
in natural language are expressed through a series of spatial relation terms. In differ-
ent language, those terms are with different diversity and complexity. Taking the 
spatial relation term of “crossing” in English for example, in Chinese it can be ex-
pressed as “穿越(chuanyue, crossing)”, “交叉(jiaocha, crossing)”, “横贯(hengguan, 
crossing)”, etc. Meanwhile, some spatial relation terms in Chinese indicate more than 
one spatial relation type. For example, the spatial relation term “北靠(beikao, north 
and near)”  not only expresses the north direction but also implies a topological rela-
tion of extended connection. In addition, there are some spatial relation terms in text 
descriptions whose semantic meanings cannot be expressed with existing calculation 
models of GIS spatial relations. Taking the spatial relation term of “支流(zhiliu, tribu-
tary)” for example, it may describe an including relation of the main vein and tributa-
ries of a river, however, this semantic relation cannot be expressed in GIS spatial 
relation models.  

Region connection calculus (RCC) model takes geographical entities in the real 
world as a region and describes spatial relations with the region connectedness [11]. 
Therefore, it is in accordance with human’s cognition habit and more suitable for 
qualitative representation and reasoning of spatial relations. The ternary point confi-
guration calculus (TPCC) describes directions such as front, back, left and right [12]. 
Distance relations specify that how far the object is away from the reference object. 
Based on RCC8, TPCC, and the frequency of spatial relation terms in natural lan-
guage context, basic categories of spatial relations and classifications of spatial rela-
tion terms are described in Table 1.  

From table 1, we can see that one spatial relation category may include multi-
spatial relation terms, and one spatial relation term may correspond to more than one 
spatial relation categories. Also, there are some commonly used spatial relation terms 
which cannot be clustered into these categories, such as between, round, etc. Here it 
should be noted that this paper only discusses a binary instance of spatial relations 
between two geographical entities, not consider the composite spatial relations. For 
some compound spatial relation terms, the classification will be determined by the last 
direction word, such as “中南部 (zhongnanbu, central south)” with a direction of 
south. Also, there are some connected words which cannot reflect topological or di-
rection relations but provide the connection between the source and target objects. So 
they play a role in auxiliary judgments of spatial relations, such as “located”, “is”, 
“as”, “with”, “by”, etc.  
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Table 1. Samples of classifications of spatial relation terms 

Spatial Relations Spatial  Relation Terms 

Topological relation  

…..IN(tangential and non-   
    tangential proper parts) 

包含(baohan, including), 属于(shuyu, belong to)  

…..EC(extended connection ) 相接(xiangjie, touch), 流入(liuru, flow into) 
…..DC(discrete connection) 相离(xiangli, discrete connection), 相距(xiangju, apart) 

…..PO(Partially overlap) 贯穿(guanchuan, run through), 交叠(jiaodie, overlap) 

…..EQ(equality) 相等(xiangdeng, equal), 别名(bieming, alias) 

Directional relation  

   Relative direction  

…..F(front) 前头(qiantou,  front), 前部(qianbu, anterior) 
…..BE(behind) 后端(houduan, back-end), 后面(houmian, behind)  

…..L(left) 左边(zuobian, left side), 左面(zuomian, left) 

…..R(right) 右边(youbian, right), 右端(youduan, right) 

…..A(above) 上端(shangduan, above), 上面(shangmian, above ) 

…..BW(below) 下端(xianduan, below), 下(xia, below) 

…..INT( inner) 内(nei, in), 内部(neibu, inner), 里面(limian, inside) 

…..EXT (exterior) 
外 (wai, outer), 外部 (waibu, exterior), 外头 (waitou, 

outside) 

 Absolute direction  

…..E(east) 
东方(dongfang, east), 东端(dongduan, east), 东(dong, 
east) 

…..W(west) 西端(xiduan, west), 西部(xibu, west), 西(xi, west)  

…..S(south) 
南部 (nanbu, south), 南 (nan, south), 南方 (nanfang, 
south) 

…..N(north) 
北面 (beimian, north), 北方 (beifang, north), 北 (bei, 
north) 

…..C(centre) 中部(zhongbu,  middle), 中心(zhongxin, center) 

…..NE(northeast) 
东北面(dongbeimian, northeast),东北方(dongbeifang, 

northeast) 

…..SE(southeast) 
东南边(dongnanbian, southeast), 东南方(dongnanfang, 

southeast) 

…..NW(northwest) 西北(xibei, northwest), 西北部(xibeibu, northwest) 

…..SW(southwest) 
西 南 部 (xinanbu, southwest), 西 南 边 (xinanbian, 

southwest ) 

Distance relation 
距离 (juli, distance), 相离 (xiangli, distance), 相距
(xiangju, apart from) 
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3 Calculation Method of Relevance  

3.1 Calculation Based on Corpus 

A binary spatial relation could be formalized as < geographical entity A, spatial rela-
tion terms, geographical entity B > in natural language context. Obviously, one spatial 
relation term should associate with a pair of geographical entities. For the con-
cept characteristics of geographical entities could be defined by the type of geograph-
ical features, therefore, a single spatial relation can be further abstracted as < feature 
type of geographical entity A＇, spatial relation term, feature type of geographical 
entity B＇>. There is an order for target and reference objects in spatial relation de-
scriptions. To simplify the calculation, this order between A and B is not distin-
guished in this paper. In linguistics, a text corpus is a large and semi-structured set of 
texts which are used to do statistical analysis and hypothesis testing, checking occur-
rences or validating linguistic rules on a specific universe. This paper takes the large 
scale annotation corpus (Geocorpus) of spatial relations of “Chinese Geography En-
cyclopedia” from paper [13] as an experimental data, and summarizes 600 commonly 
used spatial relation terms. Overlap is a classic calculation method for semantic rela-
tions, and it is based on the co-occurrence frequency of two events in a data set [14]. 
Therefore, the relevance of spatial relation terms and the type of geographical entities 
based on Geocorpus can be defined as in formula 1. RሺT, Aᇱ, Bᇱሻ ൌ |TתAᇲBᇲ|୫୧୬ ሺ|T|,|AᇲBᇲ|ሻ                             (1) 

In formula 1, T represents the occurrences of a spatial relation term in the Geocor-
pus, A ' and B' denote the occurrence of two geographical feature types, R indi-
cates the relevance degree between T and a pair of A 'and B'. Taking the spatial rela-
tion term of “流入 (liuru, flow into)” and “北部(beibu, north)” as example, the results 
of the relevance are just as shown in Table 2. 

Table 2. Relevance of spatial relation terms and geographical feature types based on corpus 

Spatial Relation 
Terms T 

Geographical Feature 
Types A＇ 

Geographical Feature 
Types B＇ 

Relevance 

流入 
(liuru, flow into) 

river ocean elements 0.8333 

river lake 1.0000 

river river 0.1333 

北部 
(beibu, north) 

resident natural landscape 0.1428 

resident river 0.0714 

Natural landscape natural landscape 0.0444 

natural landscape Lake 0.2222 



52 C. Zhang, X. Zhang, and C. Du 

 

The annotation and experiment result shows that spatial relation terms are strongly 
relevant to geographical feature types. The term of “北部(beibu, north)” is related to 
resident, river, natural landscape, and the other geographical feature types, while the 
term of “流入(liuru, flow into)” is just in co-occurrence with ocean, lake and river in 
the corpus. However, some of the relevance has a higher R-value, and some is lower. 
This is because that there is a natural phenomenon of imbalance of geographical con-
cepts in the real world. Text is a main expression vector of people’s cognition from 
real world, so the geographical concepts in the Geocorpus are not in an imbalance. 
Meanwhile, some geographical concepts in the Geocorpus have a coarse granularity. 
Therefore, the R value is higher when the phenomenon is more common.  

3.2 Calculation Based on Geographical Feature Types  

There is a level and hierarchical relationship in the classification system of geograph-
ical feature types. It could be seen as a semantic network diagram. In this diagram, 
each node represents geographical feature types, edges indicate their relationship, and 
the weights of edges represent the semantic distance of geographical feature types. 
With this distance, the semantic relation and relevance between geographical feature 
types can be analyzed. Based on the relevance from corpus calculation, a quantitative 
approach to expand the relevance of spatial relation terms and geographical feature 
types from the classification system of geographical feature types is proposed.  

In theory, a pair of geographical feature types with the father-son relationship 
has a higher semantic relation than brotherhood or nephew relationship. Terms which 
describe spatial relations between the father geographical feature types cannot de-
scribe their son geographical feature types. However, spatial relation terms for the son 
geographical feature types can also describe their father geographical feature types. 
Therefore, the semantic relevance between spatial relation terms and geographical 
feature types should be with a consideration of the semantic distance and the inherit-
ance direction of geographical concept. Assuming that C1 and C2 represent a pair of 
geographical feature types respectively and their semantic relation in the classification 
system is R′, and α is the semantic relation value. The specific calculation rules are as 
follows:    

• If C1 and C2 have a father-son relationship, then R ' (C1, C2) = α (0 <α <1, the 
default value is 0.75); if C1 and C2 have a reverse relationship, then R' (C1, C2) = 
1; 

• If C1 is inherited indirectly from C2 among n concepts, then R' (C1, C2) =αn（

0<α<1，the default value is 0.75）; If C2 is inherited indirectly from C1 among n 
concepts, then R' (C1, C2) =1;  

• If C1 and C2 have a brother relationship, then R' (C1, C2) =α（0<α<1，the default 
value is 0.75）; 

• Other relations are defined with the above composition. 

With the above calculation rules, if the spatial relation term T is in co-occurrence with 
geographical feature types A ' and B' in the Geocorpus, then taking A 'and B' as a 
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starting point and R as weight value to expand the semantic relevance between T and 
the pair of A ' and B'. For the hierarchical relationship of geographical feature types in 
the classification system, the relevance value is expanded with an iterative calcula-
tion. This calculation will stop until no new semantic relevance occurs.  

With the 600 commonly used spatial relation terms and classification system of 
geographical feature types (GB/T 13923-2006), the relevance is a large net structure 
chart. Taking the term “流入 (liuru, flow into)” as an example, the relevance is as in 
Figure 1.  

 

Fig. 1. The relevance of “流入 (liuru, flow into)” and geographical feature types 

In the experiment, the R-value stands for the relevance degree between spatial  
relation terms and geographical feature types. With the classification system of geo-
graphical feature types, the relevance value is expanded. However, some of the relev-
ance has a higher R-value, and some is lower than 0.05. In order to keep the balance 
of the relevance we can set and adjust a threshold to filter the uncommon relevance in 
a text corpus, such as 0.05 for “流入 (liuru, flow into)”. Then the term “流入 (liuru, 
flow into)” only describes spatial relations of geographical entities of water system, 
such as river, ocean and lake. As we all know, there are a lot of spatial relation terms 
to describe spatial relations of river, ocean, lake, etc, however, people are used to 
choosing “流入 (liuru, flow into)” to describe them in daily life. Therefore, this result 
comparatively conforms to people’s language and cognitive habit. In addition, the 
relevance of topological relation terms and geographical feature types are significant-
ly stronger than directional relation and distance relation terms. 
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4 Semantic Knowledge Expression Based on Ontology 

Ontology formally represents rich knowledge as a set of concepts and the relation-
ships between those concepts within a domain. It can improve the consistency, accu-
racy, reusability and sharing features of knowledge to understand and use. In this 
paper, a knowledge base is developed based on protégé to formally represent and 
visualize geographical feature types, spatial relation classifications, spatial relation 
terms and their relevance with geographical feature types (see Figure 2). Geographi-
cal feature types and spatial relation classifications are expressed with a class in 
OWL language, and the hierarchy relationship is established by the subClassOf. The 
ObjectProperty expresses the semantic relations between spatial relation terms and 
geographical feature types, and the quantitative constraint values are organized in 
DatatypePoperty. Then the relevance is defined a property with “rdfs: domain” and 
“rdfs: range” respectively, which can restrict the application fields and scope. Finally, 
instances of spatial relation terms can be made according to the semantic relevance of 
ObjectProperty and DatatypePoperty. This knowledge base can improve GIS natural 
language query, extraction of spatial relations from text, geographical information 
retrieval, qualitative spatial reasoning, etc. 

 

Fig. 2. Knowledge base of the relevance of spatial relation terms and geographical feature types  
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5 Conclusion 

Based on a large scale text corpus and the geographical feature classification scheme this 
paper proposed a method to explore the relevance of spatial relation terms and geograph-
ical feature types. The experiment indicates that our proposed approach can effectively 
obtain meaningful results. However, the annotation quality of the corpus and the classifi-
cation granularity of geographical entities have a great effect on the performance, espe-
cially for a general dataset. In our future work, we will start the classification on different 
kinds of texts describing the same kind of data (e.g. documents addressing only water, 
sea) in order to better extract relations specified for a particular domain. Moreover, to 
simplify the calculation, the order between geographical entities of A and B is notdistin-
guished in this paper. In addition to geographical feature types, geometric features and 
spatial scales of geographical entities also have an effect on spatial relations. Obviously, 
the semantic relevance of spatial relations and geographical feature types can be further 
improved with a comprehensive consideration of the description order, scale and geome-
tric features in a further research.  
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José M. Perea-Ortega1, Miguel A. Garćıa-Cumbreras2,
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Abstract. Geographic Information Retrieval (GIR) is an active and
growing research area that focuses on the retrieval of textual documents
according to a geographical criteria of relevance. However, since a GIR
system can be treated as a traditional Information Retrieval (IR) system,
it is important to pay attention to finding effective methods for query
reformulation. In this way, the search results will improve their quality
and recall. In this paper, we propose different Natural Language Process-
ing (NLP) techniques of query reformulation related to the modification
and/or expansion of both parts thematic and geospatial that are usually
recognized in a geographical query. We have evaluated each of the re-
formulations proposed using GeoCLEF as an evaluation framework for
GIR systems. The results obtained show that all proposed query refor-
mulations retrieved relevant documents that were not retrieved using the
original query.

Keywords: Geographic query reformulation, Geographic Information
Retrieval, Query expansion, GeoCLEF.

1 Introduction

In the Information Retrieval (IR) field [2], the approach based on the modifi-
cation of the user query to improve the quality of the IR results is known as
query reformulation. The aim of such process is to satisfy the user information
need, usually improving the quality and recall of the results obtained using the
original user query. This feature is explicitly supported by some search engines
suggesting related queries or providing different completions of the initial user
query. Moreover, other search engines also support query reformulation in an
implicit manner, by expanding the original query with terms related to their
keywords, for example.
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Geographic Information Retrieval (GIR) is an active and growing research
area that focuses on the retrieval of textual documents according to a geograph-
ical criteria of relevance. For this reason, GIR is considered as an extension
of the field of IR. Specifically, GIR is concerned with improving the quality of
geographically-specific information retrieval, focusing on access to unstructured
documents [10,13]. The IR community has primarily been responsible for re-
search in the GIR field, rather than the Geographic Information Systems (GIS)
community. The type of query in a IR engine is based usually on natural lan-
guage, in contrast to the more formal approach common in GIS, where specific
geo-referenced objects are retrieved from a structured database. In a GIR system,
a geographic query can be structured as a triplet of <theme><spatial relation-
ship><location>, where <theme> is the main subject of the query, <location>
represents the geographical scope of the query and <spatial relationship> de-
termines the relationship between the subject and the geographical scope. For
example, the triplet for the geographical query “airplane crashes close to Rus-
sian cities” would be <airplane crashes><close to><Russian cities>. Thus, a
search for “castles in Spain” should return not only documents that contain the
word “castle”, but also those documents which have some geographical entity
related to Spain.

Since a GIR system can be treated as a traditional search engine (the results
for a query are displayed as a ranked list), it is important to pay attention to
finding effective methods for query reformulation. These methods can take into
account both lexical-syntactic features and geographical aspects. In this way, the
search results will improve their quality and recall. The objective of this paper is
to evaluate several geographic query reformulations for the GIR task, considering
that a GIR system can perform as a IR system. To carry out this evaluation, we
have used the most important evaluation framework in this context: GeoCLEF1

[7,14].
The remainder of this paper is structured as follows: in Section 2, the most

important works related to the geographic query reformulation in GIR are ex-
pounded; in Section 3, we describe the GIR system used for the experiments;
Section 4 presents the main features of the query reformulations proposed; in
Section 5, we describe briefly the evaluation framework; in Section 6 and Sec-
tion 7, the experiments carried out and an analysis of the results are presented;
finally, in Section 8, we draw some conclusions and future work is expounded.

2 Related Work

Jansen et al. [9] define the concept of query reformulation as the process of al-
tering a given query in order to improve search or retrieval performance. Some-
times, query reformulation is applied automatically by search engines as with
relevance feedback technique. It is a method that allows users to judge whether
a document is relevant or not, so that automatic rewritings can be generated
depending on it. At other times, query reformulation is carried out analysing

1 http://ir.shef.ac.uk/geoclef/

http://ir.shef.ac.uk/geoclef/
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the top retrieved documents without the user’s intervention, taking into account
term statistics. However, it has been found that users rarely utilize the relevance
feedback options [19] and usually reformulate their needs manually [1].

The focus of this paper is geographic queries. According to Gravano [8], search
engines are criticised because of their ignorance to the geographical constraints
on users’ queries and, therefore, retrieve less relevant results. This could be at-
tributed to the way search engines handle queries in general as they adopt a
keywords matching approach without spatially inferring the scope of the geo-
graphic terms. However, it shall be noted that a number of services to deal with
this issue have recently been proposed in major search engines, but not in the
general purpose tools.

Several authors have studied what users are looking for when submitting
geographic queries [18,6,11]. One of the main conclusions of these studies is
that the structure of geographic queries consists of thematic and geographical
parts, with the geo-part occasionally containing spatial or directional terms.
From a geographical point of view, Kohler [12] provides a research about geo-
reformulation of queries. She concludes that the addition of more geo terms in
the query is commonly used to differentiate between places that share the same
name. This is also known as query expansion using geographic entities.

In the literature, we can find various works that have addressed the spatial
query expansion. Cardoso et al. [4] present an approach for geographical query
expansion based on the use of feature types, readjusting the expansion strategy
according to the semantics of the query. Fu et al. [5] propose an ontology-based
spatial query expansion method that supports retrieval of documents that are
considered to be spatially relevant. They improve search results when a query
involves a fuzzy spatial relationship, showing that proposed method works ef-
ficiently using realistic ontologies in a distributed spatial search environment.
Buscaldi et al. [3] use WordNet2 during the indexing phase by adding the syn-
onyms and the holonyms of the encountered geographical entities to each docu-
ments index terms, proving that such method is effective. Finally, Stokes et al.
[20] conclude that significant gains in GIR will only be made if all query concepts
(not just geospatial ones) are expanded.

Our work could be positioned within those works that treat geographical
part as textual terms, i.e., from a Natural Language Processing (NLP) point of
view, exclusively. For this reason, the proposed query reformulations are based
on expansions of the thematic and geographical parts detected in a geographi-
cal query, using synonyms and geospatial terms related with the keywords and
geographical entities found in the query.

3 The SINAI-GIR Architecture

In this Section we describe an example of a GIR system. Specifically, we have
used our own GIR system called SINAI-GIR [17]. GIR systems are usually com-
posed of three main stages: preprocessing of the document collection and queries,

2 http://wordnet.princeton.edu/

http://wordnet.princeton.edu/
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Fig. 1. Overview of the SINAI-GIR system

textual-geographical indexing and searching and, finally, reranking of the re-
trieved results using a particular relevance formula that combines textual and
geographical similarity between the query and the document retrieved. This gen-
eral architecture is shown in Figure 1.

With respect to the document collection processing, it is based on detecting
all the geographical entities in each document and generating a geo-index with
them. In this phase, the stop words are removed and the stem of each word is
taken into account. We have used our own Named Entity Recognition (NER)
tool to detect geographical entities. It is called GeoNER [16] and it is based on
external knowledge resources such as GeoNames3 and Wikipedia.

Regarding query processing, each query is preprocessed and analyzed, iden-
tifying the geographical scope and the spatial relationship that may contain. It
also involves specifying the triplet explained in Section 1, which will be used later
during the filtering and reranking process. To detect such triplet, we have used a
Part Of Speech tagger (POS tagger) like TreeTagger4, taking into account some
lexical syntactic rules such as preposition + proper noun, for example. More-
over, the stop words are removed and the Snowball stemmer5 is applied to each
word of the query, except for the geographical entities. During the text retrieval

3 GeoNames is a geographical database covers all countries and contains over
eight million placenames that are available for download free of charge.
http://www.geonames.org

4 TreeTagger v.3.2 for Linux. Available in http://www.ims.uni-stuttgart.de/

projekte/corplex/TreeTagger/DecisionTreeTagger.html
5 Available in http://snowball.tartarus.org

http://www.geonames.org
http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/DecisionTreeTagger.html
http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/DecisionTreeTagger.html
http://snowball.tartarus.org
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Fig. 2. Architecture of the GIR system employed to carry out the experiments

process, we obtain 1,000 documents for each query. We have used Terrier6 as a
search engine. According to a previous work [15], it was shown that Terrier is
one of the most used IR tools in IR systems in general and GIR systems in par-
ticular, obtaining promising results. The weighting scheme used has been inL2,
which is implemented by default in Terrier. This scheme is the Inverse Document
Frequency (IDF) model with Laplace after-effect and normalization two. As a
final step, each preprocessed query (including their geographical entities) is run
against the search engine. The retrieved documents are filtered and reranked,
setting in the last positions those documents that do not match with the geo-
graphical scope detected in the query. By contrast, those documents that fit the
geographical scope detected, are set in the first positions.

Although GIR systems usually apply a geo-reranking process after the IR
module (as can be seen in Figure 1), it is important to note that this process is
not necessary for this work particularly, because we are interested in analyzing
the behaviour of each proposed query reformulation from an IR point of view, i.e.
evaluating their precision and recall scores without any reranking process that
applies a geographic reasoning. Therefore, the architecture employed to carry
out the experiments of this work follows the similar approach that is applied in
traditional information retrieval systems but considering query reformulations,
as shown in Figure 2.

6 Version 2.2.1, available in http://terrier.org

http://terrier.org
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4 Query Reformulations Proposed

Several query reformulations for the GIR task are analyzed in this work. They try
to use both the thematic part and the geographical scope detected in the query.
The objective of these query reformulations is to improve the retrieval process
trying to find relevant documents that are not retrieved using the original query.
Starting from the preprocessed original query, we have generated the following
query reformulations:

– QR1: the geographical scope is removed, leaving only the thematic part of
the original query.

– QR2: the thematic part is expanded, repeating its terms. In this way, we try
to give more importance to the thematic part than the geo-part.

– QR3: the thematic part is expanded using only synonyms of the keywords
detected in the thematic part of the query. We have considered as keywords
the nouns recognized in such part. WordNet was used as external resource
in order to extract the synonyms for each keyword.

– QR4: the geographical part is expanded using only synonyms of the geo-
graphical scope detected in the query. These synonyms were extracted from
the GeoNames database.

– QR5: the geographical part is expanded using locations or places that match
with the geographical scope and the spatial relationship detected in the
query. Like the previous query reformulation, GeoNames was used as geo-
graphical knowledge base.

– QR6: the thematic and geographical parts are expanded, combining the QR3
and QR5 reformulations.

Table 1. Example of query reformulations generated for the query “Visits of the Amer-
ican president to Germany”

Reformulation Text of the query

original visit American presid Germany

QR1 visit American presid

QR2 visit American presid visit American presid Germany

QR3 #and(#or(visit meet stay ) American presid Germany)

QR4
#and(visit American presid #or(Germany #3(Federal

Republic of Germany) Deutschland FRG ) )

QR5
#and(visit American presid #or(Germany Berlin Hamburg

Muenchen Koeln #2(Frankfurt am Main) Essen ) )

QR6
#and(#or(visit meet stay ) of the American presid )

#or(Germany Berlin Hamburg Muenchen Koeln #2(Frankfurt

am Main) Essen )

Table 1 shows an example of the different query reformulations generated for
the query “Visits of the American president to Germany”. As can be seen, QR2
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and QR3 are query reformulations that expand only the thematic part of the
queries and, on the other hand, QR4 and QR5 expand only the geographical
part of them. Finally, QR6 can be considered a combination of expansions using
both parts.

5 GeoCLEF: The Evaluation Framework

In order to evaluate the proposed query reformulations, we have used the Geo-
CLEF framework [7,14], an evaluation forum for GIR systems held between 2005
and 2008 under the CLEF7 conferences. GeoCLEF provides a document collec-
tion that consists of 169,477 documents, composed of stories and newswires from
the British newspaper Glasgow Herald (1995) and the American newspaper Los
Angeles Times (1994), representing a wide variety of geographical regions and
places. On the other hand, there are a total of 100 textual queries or topics pro-
vided by GeoCLEF organizers (25 per year). They are composed of three main
fields: title (T), description (D) and narrative (N). For the experiments carried
out in this work, we have only taken into account the title field. Some examples
of GeoCLEF topics are: “vegetable exporters of Europe”, “forest fires in north
of Portugal”, “airplane crashes close to Russian cities” or “natural disasters in
the Western USA”.

Regarding the evaluation measures used, results are evaluated using the rele-
vance judgements provided by the GeoCLEF organizers and the TREC evalua-
tion method. The evaluation has been accomplished by using the Mean Average
Precision (MAP), Recall (R) and Precision at n (P@n). The MAP measure
computes the average precision over all queries. The average precision is defined
as the mean of the precision scores obtained after each relevant document is
retrieved, using zero as the precision for relevant documents that are not re-
trieved. Recall is a measure of the extent to which relevant documents are found
or retrieved. Recall is 1.0 when every relevant document is retrieved. Finally,
Precision at n is the precision at the number of n relevant documents in the col-
lection for the query. Precision is the fraction of the relevant documents divided
by the total number of documents retrieved. Therefore, if P@n is 1.0, it means
a perfect relevance ranking and a perfect recall at n documents retrieved.

6 Experiments and Results

The different results obtained using each query reformulation (QR) along with
the result obtained using the original query are shown in Table 2. In such table,
we show the average score of precision at the 5, 10 and 100 first documents
retrieved, recall (R) and MAP for each query reformulation proposed. Although
none of the proposed QRs improve the MAP score obtained using the original
query, it is interesting to note that QR2 (the thematic part is expanded, repeating
its terms) achieves the best P@10 score in three of the four topic sets.

7 http://www.clef-initiative.eu/

http://www.clef-initiative.eu/
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Table 2. Evaluation results obtained for each query reformulation proposed

Topic Set QR P@5 P@10 P@100 R MAP

2005

original 0.5520 0.4560 0.1904 0.8364 0.3514
QR1 0.2640 0.2560 0.1260 0.6748 0.1638
QR2 0.5200 0.4920 0.1840 0.8276 0.3353
QR3 0.3680 0.3160 0.1400 0.7596 0.2035
QR4 0.3120 0.2800 0.1212 0.6552 0.2242
QR5 0.1440 0.1240 0.0772 0.5624 0.0952
QR6 0.1600 0.1480 0.0780 0.5692 0.0942

2006

original 0.2400 0.1920 0.0716 0.7288 0.2396
QR1 0.0560 0.0640 0.0252 0.4604 0.0615
QR2 0.2320 0.2040 0.0664 0.6796 0.2314
QR3 0.1440 0.1400 0.0604 0.7356 0.1419
QR4 0.1920 0.1720 0.0636 0.6984 0.2064
QR5 0.2240 0.1840 0.0612 0.6524 0.1811
QR6 0.1840 0.1760 0.0580 0.6772 0.1486

2007

original 0.3040 0.2560 0.1188 0.7156 0.2311
QR1 0.1600 0.1320 0.0796 0.4452 0.1255
QR2 0.2640 0.2120 0.1072 0.6656 0.1871
QR3 0.2000 0.1800 0.0884 0.6284 0.1774
QR4 0.2160 0.2000 0.1020 0.6608 0.1687
QR5 0.2240 0.2000 0.0928 0.6720 0.1874
QR6 0.2240 0.2040 0.0836 0.6344 0.1763

2008

original 0.3760 0.2680 0.1104 0.7368 0.2484
QR1 0.1760 0.1400 0.0928 0.5996 0.1301
QR2 0.3440 0.2680 0.1124 0.7196 0.2381
QR3 0.2960 0.2320 0.1024 0.6884 0.1972
QR4 0.2640 0.1960 0.0924 0.6404 0.1619
QR5 0.2720 0.2040 0.0964 0.6984 0.1906
QR6 0.2720 0.2280 0.0948 0.7028 0.2028

At this point, we wonder if the QRs proposed were really retrieving rele-
vant documents that the original query was not retrieving. Using the relevance
judgements provided by the GeoCLEF organizers, we get the relevant documents
retrieved by each QR that were not retrieved by the original query, as shown
in Figure 3 and Table 3. The total number of documents retrieved was always
1,000. While in Figure 3 we can compare the behaviour of each query reformu-
lation for the different topic sets regarding the number of relevant documents
that were not retrieved by the original query, Table 3 presents these results nu-
merically making a comparison with those obtained using the original query. It
is also shown the total number of relevant documents for each topic set.

Analyzing these results in general, we can observe that all proposed query
reformulations always retrieved relevant documents that were not retrieved using
the original query. This does not mean that the proposed query reformulations
achieve higher MAP scores than those obtained by the original query (see Table
2). The main reason for this behaviour is focused on the ranking process. In this
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Fig. 3. Comparison of the number of relevant documents retrieved by each query re-
formulation that were not retrieved by the original query

Table 3. Number of relevant documents retrieved by each query reformulation com-
pared with those obtained using the original query

Query Total num Num of relevant doc retrieved
set relevant docs original QR1 QR2 QR3 QR4 QR5 QR6

2005 1028 908 735 895 813 706 579 583

2006 378 284 160 251 264 280 272 255

2007 650 543 391 521 489 483 493 464

2008 747 588 529 597 577 480 539 542

experiments we have not applied any spatial ranking process, only has been used
the ranking provided by the search engine that does not employ any geographic
reasoning. Another reason is that none of the query reformulations outperform
the total number of relevant documents retrieved by the original query (except
QR2 for the 2008 topic set), as can be seen in Table 3.

7 Analysis and Discussion

Following a general analysis, it is interesting to note the behaviour of the refor-
mulations related to the geographical expansion (QR4 and QR5). Specifically,
QR5 achieves a remarkable difference using the 2008 topic set with a total of 68
relevant documents not retrieved by the original query. In fact, this means that
of 159 relevant documents not retrieved by the original query using the 2008
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Table 4. MAP average results according to the query type

query MAP
type original QR1 QR2 QR3 QR4 QR5 QR6

Part-to relationship 0.2582 0.0819 0.2323 0.1686 0.1781 0.1411 0.1498

Adjacent-to relationship 0.2130 0.0861 0.2061 0.1273 0.1179 0.1126 0.0881

Non-geographic 0.3771 0.3510 0.3742 0.2974 0.3342 0.3342 0.2607

Table 5. P@10 average results according to the query type

query P@10
type original QR1 QR2 QR3 QR4 QR5 QR6

Part-to relationship 0.2986 0.1114 0.2971 0.2200 0.2114 0.1600 0.1829

Adjacent-to relationship 0.1813 0.1000 0.1875 0.1125 0.0938 0.1063 0.1375

Non-geographic 0.3929 0.3857 0.4000 0.3214 0.3500 0.3500 0.2786

topic set (747-588), 42.77% of them are retrieved using the QR5 reformulation.
Another example occurs with QR4 that obtains the highest value for the 2007
topic set, retrieving 32.71% of the relevant documents not retrieved using the
original query. On the other hand, the reformulations related to the thematic
expansion (QR2 and QR3) also achieve good results in general, as can be seen
for the 2005 and 2006 topic sets. All this makes that the reformulation that com-
bines the QR3 and QR5 reformulations (QR6) also obtain good results, as shown
for all topic sets. Finally, QR1 achieves the best score for the 2005 topic set, so
the idea of removing the geographical part in the original query can sometimes
be a good strategy. This may sound a little strange when we are working on
GIR, but we have to take into account that sometimes a query can be conside-
red as a geographic query because it contains a geographical term, but really it
is not. For instance, the query “Japanese rice imports” might seem a geographic
query because it contains the term “Japanese”, but really it does not impose
any geographical constraint.

In order to carry out a more in-depth analysis regarding the distinctive fea-
tures each QR has, we will use the classification type given by Cardoso and Silva
regarding spatial relationships [4]. They distinguish two main types (part-of and
adjacent-to) in order to drive the query expansion strategies according to the
proper relationships contained in the geographical ontology used for that pur-
pose. Part-of relationships (for example in, of, on the, at, etc.) are the most
common spatial relationships found on geographical queries [12], denoting that
the user is interested on documents inside the boundaries of the given scope of
interest. Adjacent-to relationships denote proximity (for example around, next
to, within X km of, etc.) and their semantic may have distinct interpretations
[5]. According to this classification and taking into account that a geographic
query can be considered as a non-geographic query despite contain a geographic
entity, we classified manually the 100 queries provided by GeoCLEF, resulting
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Table 6. Number of relevant documents retrieved according to the query type

query Number of relevant documents retrieved
type original QR1 QR2 QR3 QR4 QR5 QR6

Part-to relationship 1643 1234 1623 1507 1336 1227 1231

Adjacent-to relationship 284 206 248 244 220 263 224

Non-geographic 396 375 393 392 393 393 389

14 as non-geographic, 16 as adjacent-to type and the remaining (70) as part-of
type. Therefore, most of the GeoCLEF queries (70%) are considered as part-of
type.

According to that classification and based on the results shown in Table 4,
Table 5 and Table 6, we can observe some findings. As expected, the behaviour
of the QR1 is good in general for those queries considered as non-geographic,
although that reformulation type does not improve any of the results obtained
for the original query on average. In view of the obtained results on average,
we can not draw a clear conclusion about when is more desirable to apply one
reformulation type according to the type of the spatial relationship detected in
the query. However it is interesting to note the good performance of the QR2
for the P@10 measure in general, and for the adjacent-to and non-geographic
query types in particular. This means that repeat the keywords of the thematic
part detected in a query could be a good strategy in order to obtain more rele-
vant documents in these systems, particularly when we submit non-geographic or
adjacent-to query types. This behaviour can be explained because by repeating
the keywords in the thematic part we are reinforcing the importance of the infor-
mation need provided by the user in the query when the geographical constraint
is not so important.

8 Conclusions and Further Work

In this paper we propose different NLP techniques of query reformulation related
to the modification and/or expansion of both parts thematic and geospatial that
are usually recognized in a geographical query. We have evaluated each of the
reformulations proposed using GeoCLEF as an evaluation framework for GIR
systems. This evaluation has been carried out from an IR point of view, that is,
without taking into account any geo-reranking procedure after the retrieval pro-
cess. The results obtained show that all proposed query reformulations retrieved
relevant documents that were not retrieved using the original query although
these did not improve the results obtained using the original query on average.
We carried out a brief analysis according to the two main types of spatial rela-
tionships that can be recognized in a geographical query, but it did not provide us
a clear conclusion. However, we noted that repeat the keywords of the thematic
part detected in a query could be a good strategy in order to obtain more rel-
evant documents in these systems, particularly when we submit non-geographic
or adjacent-to query types.
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For future work, we will study in depth when is more suitable to apply these
techniques in a GIR system depending on the type of the query and providing
a fusion method for collecting those relevant documents retrieved by each query
reformulation that were not retrieved using the original query. Then we will work
on the spatial reranking process after this fusion in order to sort the final list of
documents according to the two criteria of relevance in these systems: thematic
and geographical.
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Abstract. Ensemble methods are known to increase the performance of learning
algorithms, both on supervised and unsupervised learning. Boosting algorithms
are quite successful in supervised ensemble methods. These algorithms build in-
crementally an ensemble of classifiers by focusing on objects previously misclas-
sified while training the current classifier. In this paper we propose an extension
to the Evidence Accumulation Clustering method inspired by the Boosting algo-
rithms. While on supervised learning the identification of misclassified objects is
a trivial task because the labels for each object are known, on unsupervised learn-
ing these are unknown, making it difficult to identify the objects on which the
clustering algorithm should focus. The proposed approach uses the information
contained in the co-association matrix to identify degrees of confidence of the
assignments of each object to its cluster. The degree of confidence is then used
to select which objects should be emphasized in the learning process of the clus-
tering algorithm. New consensus partition validity measures, based on the notion
of degree of confidence, are also proposed. In order to evaluate the performance
of our approaches, experiments on several artificial and real data sets were per-
formed and shown the adaptive clustering ensemble method and the consensus
partition validity measure help to improve the quality of data clustering.

1 Introduction

The general goal of data clustering is to find structure in data. Specifically, clustering
consists of grouping a set of objects into clusters, such that similar objects are assigned
to the same cluster and distinct objects are assigned to different clusters, according to
some notion of similarity between data. A large number of clustering algorithms have
been proposed over time. However, none of the clustering algorithms can alone discover
all sorts of shapes and structures of clusters.

In the last decade, several clustering ensemble methods were proposed stimulated by
the effectiveness of classifier ensemble methods. These methods combine multiple data
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partitions to improve data clustering robustness and quality [9], reuse single-run clus-
tering algorithms solutions [18], cluster data distributively, speed-up clustering process
and cluster data with heterogeneous features.

Boosting algorithms have been very successful in supervised learning. These algo-
rithms combine weak classifiers iteratively, such that, objects misclassified in previous
iterations have greater importance in the current learning iteration [10]. By focusing on
regions containing objects more difficult to classify it is expected the combination of
these weak learners lead to a strong classifier. On unsupervised learning the class of
each training object is unknown making the identification of the misclassified objects
very difficult. Topchy et al. [20] proposed a clustering ensemble construction method
following the boosting principles by checking the consistency of the objects’ assign-
ments on the previous iterations. At each iteration a new data set is subsampled. An
object consistency index is computed as the fraction of the maximal number of times an
object was grouped is a certain cluster over the current number of data partitions. The
probability of an object being selected is the weighted sum of the object consistency in-
dex plus the probability of the object in the previous iteration. Zhai et al. [23] proposed
a fuzzy clustering ensemble method based on dual boosting. Fuzzy partitions produced
from subsamples of the original data are iteratively mapped into a co-association matrix
and the probability distribution of an object being selected is computed so that objects
easy and hard to cluster have great importance in the clustering process. Saffari and
Bischof [15] introduced an unified and generic boosting framework which builds the
clustering ensemble using any model-based clustering algorithm.

We propose an adaptive clustering ensemble construction method for Evidence Accu-
mulation Clustering [7]. The clustering ensemble is build iteratively using an
object weight clustering algorithm which focuses the learning process on the objects
with more weight. After building each partition the co-association matrix is updated
and the object weights are computed given the degrees of confidence of assigning each
object to its cluster. The degrees of confidence are estimated using the similarity space
induced from the co-association matrix and are viewed as indicators of how good/bad
the objects are clustered. Comparing with the boosting methods mentioned before, our
approach does not rely on subsampling techniques or a model-based clustering algo-
rithm, but rather on an object-weighted clustering algorithm. Also, in order to build the
clustering ensemble, the number of clusters for each data partition is not required to
be the natural number of clusters, which makes it possible to use the Evidence Accu-
mulation Clustering’s split-and-merge strategy [8]. In this paper, we study the effect of
focusing on the objects hard to cluster, on the objects easy to cluster, and on a mix of
the previous. We also use the notion of degree of confidence to assess the quality of the
produced consensus data partitions.

The rest of this paper is organized as follows. In Section 2, the clustering combina-
tion problem is introduced. An adaptive clustering ensemble approach and an object-
weighted clustering algorithm are proposed in Section 3. The consensus clustering va-
lidity is addressed in Section 4. In Section 5, the experimental setup and results are
discussed. Section 6 concludes this paper.
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2 Clustering Combination

2.1 Problem Definition

Let X = {x1, · · · ,xn} be a data set with n objects and X =
[
xT
1 , · · · ,xT

n

] ∈ R
n×d

its matricial representation s.t. xi = [xi1, · · · , xid]
T ∈ R

d is a vector containing the
values for d attributes that describes xi. A clustering ensemble, P , is defined as a set of
N data partitions of X :

P = {P 1, · · · , PN}, P c = {Cc
1 , · · · , Cc

Kc}, (1)

where Cc
k is the kth cluster in data partition P c, which contains Kc clusters. Different

partitions capture different views of the structure of the data. Clustering ensemble meth-
ods use a consensus function f which maps a clustering ensemble P into a consensus
partition P ∗ = f(P).

2.2 Related Work

Clustering ensemble approaches may be categorized according to the way data parti-
tions belonging to clustering ensemble are produced – the clustering generation step
– and to the combination scheme of them – the consensus step. Figure 1 shows an
overview on multiple data clustering combination. The main approaches for the clus-
tering generation and consensus steps are presented next.

Clustering Generation Step - The process of building the clustering ensemble defines
how the data partitions which are going to be combined are generated. In this step, it
is important to create diversity among the clustering ensemble in order to produce con-
sensus partitions of superior quality [11]. In the clustering ensemble step the following
options may be used separately or in combination.

Fig. 1. Clustering ensemble steps
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– Clustering algorithms - The data partitions may be produced using only one clus-
tering algorithm or using several clustering algorithms [3]. In this case, diversity is
created by optimizing distinct objective functions.

– Parameters and initializations - Even if only one clustering algorithm is used, di-
versity may be obtained by using different parameters and/or initializations. For in-
stance, the k-means algorithm may be applied for each data partition using different
number of clusters and initializations of centroids [7].

– Subsets of data objects - Each data partition may be produced using different sets
of data objects. In real-life scenarios the data may be spread in different physical
locations. Instead of concentrate all the data in one location, one may produce data
clusterings at every locations, centralize only these clusterings, and then obtain the
consensus clustering. Even if all the data is centralized, it may be advantageous to
use different subsets of data. The use of resampling techniques may increase stabil-
ity, robustness and quality in consensus clustering [14,20], and the use of subsam-
pling techniques [3] can also speed-up the clustering generation step.

– Subsets of data features - The data partitions may be generated using all the features
of the data set or by selecting distinct subsets of data features for each data partition
[1]. Each subset of features can be considered as a partial view of the data, thereby,
the clustering combination may be thought as an aggregation of distinct views of
the data. Using subsets of data features also enables clustering data distributively,
reduces memory usage, and enables the clustering of heterogeneous data.

– Projecting to subspaces - To prevent the use of noisy or irrelevant features, and to
avoid the problem of the “curse of dimensionality” in high dimensional data, some
clustering ensemble construction methods project the original data space into a lower
dimensional data space before building the clustering ensemble. Fern and Brodley
proposed the use of the random projection technique to build the clustering ensemble
[5]. In this method, the original data features are linearly combined using random
weights. Topchy et al. proposed to build ensembles of weak clusterings by project-
ing the feature space into only one dimension or by splitting the data by random
hyperplanes [19].

Consensus Step - This step defines how the multiple data partitions are combined into
consensus partitions. The most popular approaches are presented below.

– Majority voting - The majority voting approaches are the most commonly used in
supervised classifier ensembles. Each classifier “votes” for the class of the object
xi, and then xi is given the class with more votes. The problem is more complex in
unsupervised learning because the labels of the objects do not represent the objects
classes, i.e., an object having the same label on different clusterings do not mean that
the object was assign to the same class twice. Therefore, the cluster correspondence
problem need to be solved to perform majority voting [22,4].

– Co-associations between pairs of objects - These methods store in a n × n matrix
the frequency in which each pair of objects was grouped in the same cluster in all
the partitions belonging to the cluster ensemble. This matrix may be viewed as a
similarity matrix between objects, so a clustering algorithm can be used to produce
the consensus partition [7].
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– Searching for the median partition - Some approaches define the consensus cluster-
ing as finding the partition P ∗ that maximizes the average similarity between P ∗

and all the partitions belonging to the cluster ensemble. Topchy et al. proposed to
maximize the Average Normalized Mutual Information by applying the k-means al-
gorithm to a particular representation of the clustering ensemble [19]. Jouve and Ni-
coloyannis [12] proposed to represent the clustering ensemble as a categorical data
set and search for the median partition using a categorical data clustering algorithm.

– Mapping the clustering ensemble into graph or hypergraph problems - Some ap-
proaches capture the relations between objects and transform them into graph prob-
lems. The CSPA [18] and IBGF [6] methods are some examples. Other approaches
map the relations between the clusters in the clustering ensemble into graph prob-
lems (e.g. the CBGF [6] and WSPA [2] methods), or hypergraph problems (e.g.
the HGPA and MCLA methods [18]). Another approaches, such as HBGF [6] and
WBPA [2], represent both objects and clusters as vertices of a graph and map the
object-to-cluster relations as edges.

For more informations on this topic, the interested reader may check the survey by
Vega-Pons and Ruiz-Shulcloper [21].

2.3 Evidence Accumulation Clustering

The Evidence Accumulation Clustering method (EAC) [7] considers each data partition
P c ∈ P as an independent evidence of data organization. The underlying assumption
of EAC is that two objects belonging to the same “natural” cluster will be frequently
grouped together. A vote is given to a pair of objects every time they co-occur in the
same cluster. Pairwise votes are stored in a n× n co-association matrix, C, normalized
by the total number of combined data partitions:

Cij =

∑N
l=1 vote

c
ij

N
, (2)

where votecij = 1 if xi and xj co-occur in a cluster of data partition P c; otherwise
votecij = 0. The consensus partition is obtained by applying some clustering algorithm
over the co-association matrix, C.

3 Proposed Combination Method

3.1 Adaptive Clustering Ensembles

In this section, an extension to the Evidence Accumulation Clustering method is pro-
posed. It is inspired by the supervised learning Boosting algorithms, where a different
weight is assigned to each object depending on its hardness to be well classified. We
will refer to the proposed algorithm as Adaptive Evidence Accumulation Clustering
(AdaEAC).
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Our method relies on estimating the degree of confidence of assigning an object xi
to its cluster Ck, using the information contained in the co-association matrix C. The
idea is simple: if the average similarity of xi with respect to the other objects belonging
to the same cluster ({xj : xj ∈ Ck}) is higher than the average similarity to the objects
belonging to the closest cluster (excluding Ck), then xi probably was well assigned.
Otherwise, the confidence of the assignment is low and xi probably should have been
assigned to the other cluster. The degree of confidence of assigning an object xi to its
cluster CPi is computed as

conf(xi) =

⎛
⎝ 1

|CPi | − 1

∑
j:xj∈{CPi

}\xi

Cij

⎞
⎠−

⎛
⎝ max

1≤k≤K,k �=Pi

1

|Ck|
∑

j:xj∈Ck

Cij

⎞
⎠ (3)

where | · | is the cardinality of a set.
While in the EAC approach all N data partitions belonging to the clustering ensem-

ble are assumed to already exist, in AdaEAC the clusterings are produced in F folds.
In each fold, an object-weighted clustering algorithm uses as input the object weights
obtained in the previous fold to bias the production of L data partitions which are used
to update the co-association matrix C. After the co-association matrix C is updated,
a consensus clustering algorithm is applied to C to obtain the current consensus parti-
tion P ∗ and the degree of confidence for each object is computed as described in Eq.
3. Finally, the weights of the objects for the next iteration can be update considering
the degrees of confidence for the assignments of all objects. The proposed approach is
summarized in Algorithm 1. In this paper, we assume the clustering ensemble P is built
using the split-and-merge strategy. In this setting, the data partitions belonging to the
clustering ensemble have an higher number of clusters than the real number of clusters,
so, the clusters are smaller but more dense. The clustering ensemble is constructed by
generating each data partition P c with Kc clusters, where Kc is a random integer (dif-
ferent for each P c) belonging to the set {Kmin,Kmin + 1, · · · ,Kmax − 1,Kmax}. Kmin

and Kmax are parameters defined by the user.
We studied three distinct ways to compute the weights of the objects:

1. Emphasizing objects with low degree of confidence: The idea is to focus on the
objects which have weak similarities with remaining objects of their group, accord-
ing to the co-association matrix. As an example, if there are two touching clusters,
the weak objects should be the ones that are positioned near the region the clusters
touch. Concentrating the object-weighted clustering algorithm on this region should
help the definition of the clusters borders. Equation 4 expresses this idea and this
version of AdaEAC will be referred as AdaEAC L

wi =

[
max

m=1,··· ,n
conf(xm)

]
− conf(xi)

n∑
j=1

[
max

m=1,··· ,n
conf(xm)

]
− conf(xj)

. (4)
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Fig. 2. Object weights wi against degree of confidence conf(xi)

2. Emphasizing objects with high degree of confidence: Focusing the objects with
high degree of confidence, the ones more similar to the other objects of the same
cluster, should reduce the problem of noisy points. This is expected because these
noisy points will have low impact on the decisions taken by the object-weighted
clustering algorithm. This idea if reflected in equation 5 and originates the version
AdaEAC H

wi =
conf(xi)

n∑
j=1

conf(xj)

. (5)

3. Emphasizing objects with low and high degree of confidence: With the combina-
tion of both previous ideas we expect the object-weighted clustering algorithm to
focus both the clustering borders and well defined regions of the clusters. In order
to compute the objects weights, the degree of confidences are first stretched to the
[0; 1] interval (Eq. 6) and then the AdaEAC U is derived from equation 7:

qi =
conf(xi)− min

m=1,··· ,n
conf(xm)

max
m=1,··· ,n

conf(xm)− min
m=1,··· ,n

conf(xm)
, (6)

wi =
[1− qi(1− qi)]

2

n∑
j=1

[1− qj(1− qj)]
2

. (7)

Figure 1 presents the behavior of object weights wi against the confidence of the as-
signments conf(xi) and Figure 3 illustrates the corresponding weights in an artificial
data set. Big (and red) points correspond to objects with high weights and small (and
blue) points to objects with low weights.
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(a) AdaEAC L

(b) AdaEAC H

(c) AdaEAC U

Fig. 3. Example: weights on each object for an artificial data set, according to Equations 4 to 7
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Algorithm 1. Adaptive cluster ensembles using an object-weighted clustering
algorithm
Input: Data set matrix X; Number of folds F ; Number of clusterings for each fold L; Minimum

and maximum number of clusters Kmin, Kmax; and the natural number of clusters K∗.
1. C ← 0n,n // Initialize co-association matrix
2. W1 ← [

w1
1 , · · · , w1

n

]T
,[2] w1

i = 1
n

// Initialize object selection probabilities
3. c ← 0
4. for f ← 1 to F do
5. for l ← 1 to L do
6. c ← c+ 1

//Produce data partition using the distribution Wc

7. K ← RandomInteger(Kmin,Kmax);
8. P c ← ObjectWeightedClusterer(X,Wc,K)

//Update co-association matrix
9. for all Cc

k ∈ P c do
10. for all (xi, xj) ∈ Cc

k do
11. Cij ← Cij + 1
12. end for
13. end for

//Produce consensus partition
14. P ∗ ← ConsensusClusterer(C,K∗)

//Update object confidence
15. for all (xi) ∈ X do
16. Compute conf(xi) as in equation 3.
17. end for

//Update object weights
18. for all (xi) ∈ X do
19. Update wc+1

i using equations 4-7.
20. end for
21. Wc+1 ← [

wc+1
1 , · · · , wc+1

n

]T

22. end for
23. end for
24. return P ∗

3.2 Object-Weighted k-Means

In this subsection, an object-weighted clustering algorithm is proposed. To incorporate
distinct weights for different objects, a modification to the well-know k-means clus-
tering algorithm [13] is presented. Given the desired number of clusters K , k-means
algorithm proceeds by alternating between the assignment and update steps. During the
assignment step, each object xi is grouped in the cluster Ck with the closest center xk.
In the update step, the center of each cluster xl.∀l ∈ {1, · · · ,K} is computed as the
mean of the objects belonging Cl.

The proposed modification consists on modifying the update set in order to shift
the center of the groups towards the objects with more weight. Thus, the centers of
the clusters will be moved to more important regions, according to the object weights
W = [w1, · · · , wn]

T . Algorithm 2 describes the proposed object-weighted clustering
algorithm.
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Algorithm 2. Object-weighted k-means

Input: Data set matrix X; Object weights W = [w1, · · · , wn]
T ; and the number of clusters K.

1. Randomly initialize clusters centroids xk, ∀k ∈ {1, · · · , K}.
2. repeat
3. //Assign each object to the cluster of the closest centroid
4. for i ← 1 to n do
5. Ck∗ = Ck∗

⋃{xi}, s.t., k∗ = argmink||xi − xk||2
6. end for

//Compute new cluster centroids
7. for k ← 1 to K do
8. xk ← 1∑

j:xj∈Ck
wj

∑
xi∈Ck

wixi

9. end for
10. until Objects do not change cluster assignments
11. return P = {C1, · · · , CK}

4 Consensus Partition Validation

After the consensus partition is generated, it may be useful to assess its quality, es-
pecially if one wants to choose the best partition among several consensus partitions.
Given the definition of the degree of confidence of assigning an object to a cluster
(subsection 3.1), a straightforward way to validate a consensus partition is the Average
Confidence of assignment of the objects to its clusters:

AC(P ∗) =
1

n

n∑
i=1

conf(xi) (8)

=
1

n

n∑
i=1

⎛
⎜⎜⎜⎝

∑
j:xj∈{CPi

}\xi

Cij

|CPi | − 1
− max

1≤k≤K,k �=Pi

∑
j:xj∈Ck

Cij

|Ck|

⎞
⎟⎟⎟⎠. (9)

The value of AC(P ∗) is defined in the interval [−1, 1]. In the best-case scenario, where
the co-associations of all objects with the objects belonging to the same cluster is 1
and the co-associations with objects belonging to the other clusters is 0, AC(P ∗) takes
value 1. In the worst case scenario, where the co-associations between objects on the
same cluster are 0 and belonging to different clusters are 1, AC(P ∗) takes value -1.

Figure 4 shows an example of a co-association matrix obtained using the split-and-
merge strategy for the Iris data set. The objects are sorted by cluster: objects 1 to 50 be-
long to the first cluster, objects 51 to 100 to the second cluster, and the remaining objects
to the third cluster. The similarities between objects (frequencies of co-associations)
are represented in a gray scale. The co-association entries of highly similar objects
(Cij = 1) are shown in black, while the entries of very dissimilar objects (Cij = 0) are
shown in white. In a perfect-case scenario, the co-associations between objects in the
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Fig. 4. Example of a co-association matrix for the Iris data set

same cluster should be 1 and the co-associations between objects belonging to different
clusters should be 0, resulting in a figure with three 50 × 50 black squares. It can be
seen that it did not occur for the given example (figure 4). One reason is due to some
objects belonging to the second and third natural clusters being erroneously clustered
together. Another reason is related to the use of the split-and-merge strategy: the num-
ber of clusters for each partition in the clustering ensemble is higher than the natural
number of clusters, therefore some objects belonging to the same natural cluster have
never been placed in the same cluster while building clustering ensemble. In these situ-
ations, where the intra-cluster co-associations are sparse, it may be helpful to assess the
confidence of the assignments only on the neighborhood of each object. To do so, only
the mth nearest neighbors of each cluster should be considered while computing the
average confidence. Let V (xi, Ck,m) be the set of the mth most similar objects of the
cluster Ck to xi, according to the co-association matrix C. The Average Neighborhood
Confidence (ANC) of assigning the objects to its clusters is computed as

ANC(P ∗,m) =
1

n

n∑

i=1

⎛

⎜⎜
⎜
⎝

∑

j:xj∈V (xi,CPi
,m)

Cij

|V (xi, CPi ,m)| − max
1≤k≤K,k �=Pi

∑

j:xj∈V (xi,Ck,m)

Cij

|V (xi, CPk ,m)|

⎞

⎟⎟
⎟
⎠

. (10)

Figure 5 shows the sum of the co-associations related to each individual object xi for
the matrix shown in figure 4, i.e.

∑
j Cij . Each of these values is related to the average

number of objects that were placed in the same cluster of each object. We observed
the values are not constant for all the objects. In our example, the values vary from
6 to 17. This may be easily explained: the central objects of each cluster should be
co-clustered with more objects than the peripheral objects. Another factor that may
contribute for such variations are data sets with unbalanced size of clusters. Consid-
ering this fact, we propose an alternative version of ANC, where the neighborhood of
each object Vi(xi, CPi ,mi) has a dynamic size mi. This alternative will be referred as
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Fig. 5. Sum of the co-associations for each object of the Iris data set

Average Dynamic Neighborhood Confidence (ADNC). The size of the neighborhood
for each object mi should be proportional to the sum of its co-associations. In this
paper, we compute mi as:

mi =

⎡
⎢⎢⎢α

∑
j∈{1,··· ,n}\i

Cij

⎤
⎥⎥⎥ , (11)

where α > 0 is a parameter specified by the user.

5 Experimental Setup and Results

7 synthetic and 7 real data sets were used to assess the performance of the proposed
approach on a wide variety of situations, such as data sets with different cardinality
and dimensionality, arbitrary shaped clusters, well separated and touching clusters and
distinct cluster densities. Table 1 presents the summary (number of objects n, number
of dimensions d and the number of objects for each cluster) of all data sets used in our
experiments and Figure 6 illustrates the 2-dimensional synthetic data sets used in our
experiments. A brief description for each real data set is given next. The Iris data set
consists of 50 objects from each of three species of Iris flowers (setosa, virginica and
versicolor) characterized by four features. One of the clusters is well separated from the
other two overlapping clusters. The Breast Cancer data set is composed of 683 objects
characterized by nine features and divided into two clusters: benign and malignant. The
Yeast Cell data set consists of 384 objects described by 17 attributes, split into five
clusters concerning five phases of the cell cycle. There are two versions of this dataset,
the first one is called Log Yeast and uses the logarithm of the expression level and the
other is called Std Yeast and is a “standardized” version of the same data set, with mean
0 and variance 1. The Optdigits is a subset of Handwritten Digits data set containing
only the first 100 objects of each digit, from a total of 3823 objects characterized by 64
attributes. The House Votes data set is composed of two clusters of votes for each of
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(a) Rings (b) D2 (c) D3 (d) Stars

(e) Bars (f) Image2 (g) Spiral

Fig. 6. Synthetic data sets

the U.S. House of Representatives Congressmen on the 16 key votes identified by the
The Wine data set consists of the results of a chemical analysis of wines grown in the
same region in Italy divided into three clusters with 59, 71 and 48 objects described by
13 features.

To build the clustering ensembles we used the object-weighted k-means, proposed in
Section 2, for both EAC and AdaEAC approaches. For EAC the object weights were set
to 1

n , making it equivalent to the standard k-means and the number of data partitions of
the clustering ensemble was defined as N = 200. For AdaEAC, the number of folds was
defined as F = 10 and the number of clusterings for each fold as L = 20 such that the
number of partitions in both approaches were the same. The minimum and maximum
number of clusters were defined as Kmin =

⌊
min

[
2n
20 ,max

(
2n
50 ,

√
n
)]⌋

and Kmax =⌈
min

[
Kmin +max

(
2n
50 , 2

√
n
)
, n
5

]⌉
, respectively. Figure 7 shows the minimum and

maximum number of clusters for n = 1 to 1000.
To extract the consensus partition from the co-association matrix the Average-link

[17] and the Single-link [16] algorithms were applied and the number of clusters K∗

was defined as the real number of clusters K0 for each data set. Each clustering com-
bination method was applied 30 times for each data set.

The Consistency index (Ci) [9] was used to assess the quality of the consensus par-
titions P ∗. Ci measures the fraction of shared objects in matching clusters of the con-
sensus partition (P ∗) and the natural data partition (P 0) obtained from known labeling

of data. The Consistency index is defined as Ci(P ∗, P 0) = 1
n

∑min(K∗,K0)
k=1 |C∗

k ∩C0
k |,

where it is assumed that consensus cluster C∗
k matches with the real cluster C0

k .



Adaptive Evidence Accumulation Clustering 83

Table 1. Data sets overview

Data sets n d K Cluster Distribution
Bars 400 2 2 200 + 200
D2 200 2 4 116 + 39 + 21 + 24
D3 200 2 5 98 + 23 + 23 + 35 + 21

Stars 114 2 2 33 + 81
Rings 300 3 2 2× 150

Image2 1000 2 2 2× 500
Spiral 300 2 2 2× 150

Wine 178 13 3 59 + 71 + 48
Yeast 384 17 5 67 + 135 + 75 + 52 + 55

Optdigits 1000 64 10 10× 100
Iris 150 4 3 3× 50

House Votes 232 16 2 124 + 108
Breast Cancer 683 9 2 444 + 239

Fig. 7. Minimum and maximum number of clusters

Table 2 presents the average Ci(P ∗, P 0) × 100 values for the clustering ensemble
methods using both Average-link (AL) and Single-link (SL) algorithms for extracting
the consensus data partition (columns 2-9). Lines 3 to 9 show the results for the artifi-
cial data sets while lines 10 to 16 show the results for the real data sets. The clustering
combination methods that achieved the best results in each data set are highlighted in
bold. For the Bars data set, the best result was produced by AdaEAC L using both the
average-link and single-link algorithms with 99.5%. For the D2 data set, the AdaEAC
L and U using the single-link algorithm achieved the best results with 100%. The EAC
outperform the adaptive approaches only in D3 data set using the single-link algorithm
and in Std Yeast and Log Yeast data sets using the average-link algorithm. The best re-
sults for Stars and Wine data sets were obtained by AdaEAC U in combination with the
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Table 2. Average Ci(P ∗, P 0)× 100 values for the clustering combination methods

Comb. Method EAC AdaEAC L AdaEAC H AdaEAC U
Extraction Alg. AL SL AL SL AL SL AL SL

Bars 99.43 92.04 99.5 99.5 99.08 82.58 99.19 88.73
D2 73.55 98.3 57.28 100 73.28 99.15 74.03 100
D3 71.62 90.55 64.72 77.43 73.67 80.92 72.85 77.67

Stars 92.75 67.6 93.13 68.19 92.51 67.54 93.57 67.54
Rings 99.67 91.89 99.8 79.6 99.67 97.12 99.67 95.02

Image2 91.06 52.17 91.4 50.13 90.15 51.06 89.44 50.84
Spiral 80.2 85 77.26 83.82 80.79 85 81.7 85

Wine 72.21 72.19 72.23 71.05 72.17 62.4 72.36 64.72
Std Yeast 68.35 47.46 67.14 36.55 68.3 36.54 68.04 36.1
Optdigits 85.27 61.13 88.03 30.76 83.74 35.24 83.81 32.61
Log Yeast 42.01 36.52 38.99 36.4 41.23 36.73 41.4 36.76

Iris 89.93 74.67 95.33 85.07 90.16 74.76 90.18 75.73
House Votes 89.25 69.08 88.32 53.05 89.71 53.05 89.25 53.02

Breast Cancer 96.97 63.01 97.06 62.82 96.96 64.52 97.05 63.84

average-link algorithm with 93.57% and 72.36%, respectively. The AdaEAC L using
the average-link algorithm, remarkably, achieved the best results for Rings, Image2,
Optdigits, Iris, Breast Cancer and Bars data sets. We highlight the 95.33% result ob-
tained in the Iris data set, which was superior to all the other methods by a margin
higher than 5%. For the Spiral data sets the best result was 85% and was obtained by
EAC, AdaEAC H and U using single-link algorithm. In summary, the AdaEAC L ap-
proach achieved the best result in 4 out of 7 synthetic data sets while the AdaEAC U
approach obtained the best result in 3 out of 7 synthetic data sets, the EAC method in 2
out of 7, and the AdaEAC H in 1 out of 7 data sets. For the real data sets, the AdaEAC
L approach obtained again the best result in 4 out of 7 data sets, the EAC in 2 and both
AdaEAC H and U only in 1 data set. These results suggest that the AdaEAC L approach
is a good option for combining multiple data partitions.

Table 3 shows the average Ci(P ∗, P 0) × 100 values of all the consensus partitions
produced for a given data set (column 2) and the average Ci(P ∗, P 0)× 100 of the par-
titions resulting of picking the best partition among the EAC and AdaEAC approaches
(for a single run) according to the consensus clustering validity measures AC(P ∗) (col-
umn 3), ANC(P ∗,m) (columns 4 to 7), and ADNC(P ∗,mi) (columns 8 to 10). Line
2 indicates the parameters used by the consensus measures. Four different values for
the number of neighbors, m = {5, 10, 20, 40}, for the ANC measure were tested. For
the ADNC consensus validity measure, we defined the value α as 0.5, 1 and 2. When
the average quality of the partitions selected by the consensus validity measures outper-
form the average consensus results, the corresponding results are highlighted in bold.
The highest average result for each data set is also underlined.
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Table 3. Average Ci(P ∗, P 0)×100 values of all consensus partitions and average Ci(P ∗, P 0)×
100 values for the consensus partitions selected by the consensus validity measures

Val. Measure Consensus AC ANC ADNC
Parameters Average m = 5 m = 10 m = 20 m = 40 α = 0.5 α = 1 α = 2

Bars 95.01 99.5 99.20 99.10 99.15 98.1 99.38 99.18 82.88
D2 84.45 73.78 73.90 73.82 73.07 72.53 74.18 74.92 74.12
D3 76.18 67.32 90.13 87.47 74.02 77.98 89.78 85.52 80.98

Stars 80.35 93.42 67.54 67.54 67.54 67.54 67.54 77.89 71.93
Rings 95.31 98.24 99.67 99.67 99.67 99.8 99.67 99.67 99.66

Image2 70.78 91.4 51.48 54.03 64.71 64.16 58.17 65.32 64.78
Spiral 82.35 82.56 77.88 77.62 79.78 82.07 78.48 78.44 79.69

Wine 69.92 72.3 72.19 63.58 61.27 61.31 72.19 67.04 62.45
Std Yeast 53.56 67.9 66.97 68.47 68.49 68.19 68.2 68.25 68.22
Optdigits 62.57 87.57 83.24 83.49 83.36 83.64 83.35 83.54 83.12
Log Yeast 38.76 42.55 40.10 41.55 41.55 41.9 41.55 41.55 42.11

Iris 84.48 93.82 76.36 77.38 74.49 74.67 78.07 80.11 74.67
House Votes 73.09 88.32 74.02 87.47 88.32 88.32 86.08 88.41 88.51

Breast Cancer 80.28 95.89 77.60 78.64 78.47 97.06 87.35 90.48 91.53

By picking the best consensus partition using the Average Confidence measure we
obtained better results than the consensus average in 5 of the 7 artificial data sets and in
all of the real data sets. We also notice that the average quality of the partitions selected
by this index is close to the quality of the best clustering combination scheme in each
data set. Overall, the AC measure selected better partitions that the other measures in 8
out of the 14 data sets. With respect to the Average Neighborhood Confidence measure,
we verify that the measure is sensible to the neighborhood size m. It is not clear which
value for m should be used for each data set. The ANC measure performed better using
m = 5 neighbors in Bars, D2, D3, Wine and Iris data sets, while in the Rings, Spiral,
Optdigits and Breast Cancer data sets ANC obtained better results using m = 40. In
both cases, ANC achieved better results than the consensus average in 8 out of the 14
data sets. Regarding the Average Dynamic Neighborhood Confidence, it achieved better
results than the consensus average in 9 out of the 14 data sets using α = 0.5 and in 8
data sets using α = 1. By comparing ADNC using α = 0.5 and α = 1 with the ANC
results, we observe that the Ci(P ∗, P 0) × 100 values are usually similar to the best
results achieved by ANC. These results point out that the Average Confidence index is
a very good choice for performing consensus clustering selection. Although, in same
situations, computing the confidence of the assignments in the neighborhood of each
object is better. In this case, the dynamic definition of the neighborhood’s size should
be preferred over the static one.

6 Conclusions and Future Work

A clustering combination method, based in the Evidence Accumulation Clustering and
the supervised learning boosting methods was proposed. Our approach is based on es-
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timating the degree of confidence of the assignment of objects to clusters and then
influence the process of constructing the clustering ensemble using an object-weighted
clustering algorithm. We tested three distinct ways of computing the object weights:
focusing on the objects hard to cluster, on the objects easy to cluster, and on a mix of
the previous. Three consensus clustering validity measures based on the confidence of
the objects’ assignments were also proposed to selected the best consensus partition.
Experimental results suggest that using the Adaptive Evidence Accumulation Cluster-
ing method, focusing the construction of the clustering ensemble on the objects that are
harder to cluster, is a good choice to perform data clustering. It was also shown that the
proposed consensus clustering measures can successfully be used to perform consensus
clustering selection, in particular the Average Consistency index.

In the future, we pretend to study the influence of the size of the neighborhood for
computing the Average Neighborhood Consistency and Average Dynamic Neighbor-
hood Consistency measures.
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Abstract. Kernel methods play an important role in machine learning,
pattern recognition and data mining. Although the kernel functions are
the central part of the kernel methods, little is known about the structure
of its reproducing kernel Hilbert spaces (RKHS) and the eigenvalues of
the integral operator. In this paper, we first give the definition of the ex-
tended Gaussian kernel which includes the Gaussian kernel as its special
case. Then, through a generalization form of the Weyl inner product, we
present an explicit description of the RKHS of the extended Gaussian
kernel. Furthermore, using the Funk-Hecke formula, we get the eigenval-
ues and eigenfunctions of the integral operator on the unit sphere.

Keywords: Integral operator, Reproducing kernel Hilbert space,
Extended Gaussian kernel, Eigenvalues.

1 Introduction

The reproducing kernel Hilbert space (RKHS) and the eigenvalues of the integral
operator recently have attracted more and more attentions in machine learning
and data mining (comprehensive treatments are found in [15,18,9,16,12]). It is
thus of crucial importance, for both practical and theoretical purposes, to have
a deep understanding of the RKHS and the eigenvalues of the integral operator.
Steinwart et al [13] first studied the structure of the RKHS induced by the pop-
ular Gaussian kernel, and they presented an orthonormal basis for this space.
Minh [6] also discussed the RKHS of the Gaussian kernel and its orthonormal ba-
sis. Scovel et al [11] developed a general theory regarding mixtures of kernels, and
analyzed the RKHS of the mixture in terms of the RKHSs of the mixture com-
ponents. Sun and Zhou [14] explored the RKHS associated with the translation-
invariant Mercer kernels, and derived some estimates for the covering numbers
which form an essential part for the analysis of some algorithms in the learning
theory. Kadri et al [5] explored the potential of adopting an operator-valued
kernel feature space perspective for the analysis of functional data. Ferreira and
Manegatto [3,4] analyzed the reproducing kernel Hilbert spaces of positive defi-
nite kernels on a topological space.
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In this paper, we generalize the results associated with the Gaussian kernel
[13,6] to general kernel, namely as the extended Gaussian kernel. Compared to
the Gaussian kernel, the extended Gaussian kernel can be used to solve the
problems where the input data need to be scaled. In addition, we also present
an explicit description for the eigenvalues and the eigenfunctions of the integral
operator on the unit sphere, which can be used in the theoretical analysis of
kernel principal component analysis [8] and other methods that need eigenvalue
and eigenfunction.

The contribution of our paper mainly consists of two aspects:

– An explicit description of the RKHS with its orthonormal basis induced by
the extended Gaussian kernel.

– An explicit description of the eigenvalues and the eigenfunctions of the in-
tegral operator associated with the extended Gaussian kernel on the unit
sphere.

The rest of the paper is organized as following. In Section 2, we introduce the
basic facts on an RKHS, In Section 3, we define the extended Gaussian kernel
and present our main results, i.e., the explicit description of the RKHS and
the eigenvalues of the extended Gaussian kernel. We conclude this paper in
Section 4.

2 Preliminaries

Let X be a nonempty set. A function K is called a kernel on X if there exists a
Hilbert space H and a map Φ : X → H such that for all x,x′ ∈ X we have

K(x,x′) = 〈Φ(x′), Φ(x)〉.

We call Φ a feature map and H a feature space of K. For any finite set of points
{xi}Ni=1 in X and {ai ∈ R}Ni=1, if

N∑
i,j=1

aiajK(xi,xj) ≥ 0,

then the function K is said to be positive definite kernel on X .
For a given kernel, neither the feature map nor the feature space is uniquely de-

termined. However, one can always construct a canonical feature space, namely,
the reproducing kernel Hilbert space (RKHS). Let us now recall the basic theory
of this space [1].

Definition 1. Let X be a nonempty set and H be a Hilbert function space over
X , i.e., a Hilbert space that consists of functions mapping from X into R.
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1. The space H is called a reproducing kernel Hilbert space (RKHS) if for all
x ∈ X the Dirac functional δx : H → R defined by δx(f) := f(x), f ∈ H, is
continuous.

2. A function K : X × X → R is called a reproducing kernel of H if we have
K(·,x) ∈ H for all x ∈ X and the reproducing property

f(x) = 〈f,K(·,x)〉

holds for all f ∈ H and all x ∈ X .

A Hilbert function space H that has a reproducing kernel K is always an RKHS.
Vice versa, i.e., every RKHS has a (unique) reproducing kernel (see [10]).

3 Main Results

In this section, we will first give the definition of the extended Gaussian kernel,
and then we will present an explicit description of the RKHS and the eigenvalues
of the integral operator associated with the extended Gaussian kernel.

3.1 Extended Gaussian Kernel

For a multi-index x = (x1, . . . , xd)
T ∈ R

d, if b = {b1, . . . , bd}T ∈ R
d, we write

x(b) = (xb1
1 , . . . , xbd

d )T, if b ∈ R, we write x[b] = (xb
1, . . . , x

b
d)

T.

Definition 2 (Extended Gaussian Kernel). Let X ⊂ R
d be a nonempty set.

For b ∈ R
d, the extended Gaussian kernel Kb : X × X → R is written as

Kb(x, z) := exp

(
−‖x(b) − z(b)‖2

σ2

)
.

For b ∈ R, the extended Gaussian kernel Kb : X × X → R is written as

Kb(x, z) := exp

(
−‖x[b] − z[b]‖2

σ2

)
,

where σ > 0.

Remark 1. According to the definition of the extended Gaussian kernel, we know
that the popular Gaussian kernel is a special case of the extended Gaussian kernel
(when b = {1, . . . , 1}T for b ∈ R

d or b = 1 for b ∈ R), thus the results associated
with the extended Gaussian kernels can be easily applied to the Gaussian kernel.
Moreover, in practice, the input data need to be scaled, so the extended Gaus-
sian kernel with an advisable value of b may be more useful than the Gaussian
kernel.
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3.2 RKHS of Extended Gaussian Kernel

Let

b = (b1, . . . , bd)
T ∈ R

d, d ∈ N;

α = (α1, . . . , αd)
T ∈ (N ∪ {0})d;

|α| =
d∑

i=1

αi;

xα =
d∏

i=1

xαi

i ;

xb,α =
d∏

i=1

xαibi
i .

We show the RKHS Hb of the extended Gaussian kernel Kb in the following
theorem.

Theorem 1. Let X ⊂ R
d be a nonempty set, for every σ > 0, b ∈ R

d. Then

the extended Gaussian kernel Kb(x, z) = exp
(
− ‖x(b)−z(b)‖2

σ2

)
is the reproducing

kernel of the space

Hb =

⎧⎨
⎩f = e−

‖x(b)‖2
σ2

∞∑
|α|=0

wαx
b,α : ‖f‖2K < ∞

⎫⎬
⎭ , (1)

where the inner product 〈·, ·〉K on Hb is given by

〈f, g〉K =

∞∑
k=0

k!

(2/σ2)k

∑
|α|=k

wανα
Ck

α

for

f = e−
‖x(b)‖2

σ2

∞∑
|α|=0

wαx
b,α,

g = e−
‖x(b)‖2

σ2

∞∑
|α|=0

ναx
b,α,

f, g ∈ Hb ∧ f, g : Rd → R.

An orthonormal basis for Hb is⎧⎨
⎩ek(x) = e−

‖x(b)‖2
σ2

∑
|α|=k

√
(2/σ2)kCk

α

k!
xb,α

⎫⎬
⎭

∞

k=0

. (2)
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Proof. See in Appendix.A.

Remark 2. Obviously, Hb is a function space with Hilbert norm ‖ · ‖K , and the
inner product 〈·, ·〉K in Hb is a simple generalization of the Weyl inner product
for the homogeneous polynomial space Hd(R

d).

Remark 3. An orthonormal basis for the RKHS induced by the Gaussian kernel

K(x, z) = exp
(
− ‖x−z‖2

σ2

)
has been known in the literature ([13] and references

therein). We generalize this result to the extended Gaussian kernels K(x, z) =

exp
(
− ‖x(b)−z(b)‖2

σ2

)
. In addition, our approach using the Weyl inner product

leads to a much shorter proof.

Remark 4. In [13], Steinwart et al discussed how to use the explicit description
of RKHS to analyze support vector machines. Thus, we can use the above results
to analyze support vector machines with the extended Gaussian kernels.

3.3 Eigenvalues and Eigenfunctions of Integral Operator

In the theoretical analysis of a broad variety of methods for machine learning and
data analysis, such as kernel principal component analysis [8] and spectral clus-
tering [17], the eigenvalues and the eigenfunctions of the integral operator play a
crucial role. For this reason, we will study the eigenvalues and the eigenfunctions
of LKb

associated with the extended Gaussian kernel.
To state our results, we need the following connection between the theory

of the reproducing kernels and the theory of the integral operators, which is
manifested via Mercer’s theorem. Let X be a complete, separable metric space,
equipped with a finite Borel measure μ, that is μ(X ) < ∞. Let K : X ×X → R

be a positive definite kernel on X satisfying

κ = sup
x∈X

√
K(x,x) < ∞.

We consider the integral operator LK : L2
μ(X ) → L2

μ(X ),

(LKf)(x) =

∫
X
K(x, t)f(t)dμ(t).

This is a self-adjoint, compact operator that has eigenvalues

λ1 ≥ λ2 ≥ . . . , λi, . . . ≥ 0,

with the corresponding L2
μ-normalized eigenfunctions {φk}∞k=1 forming an or-

thonormal basis for L2
μ(X ). Mercer’s theorem (we refer to [2] for more detail)

states that

K(x, t) =
∞∑
k=1

λkφk(x)φk(t),
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where the series converges absolutely for each (x, t) ∈ X × X and uniformly on
compact subsets of X × X .

Let Sd−1 = {x ∈ R
d : ‖x‖ = 1} be the d-dimensional unit sphere, with

surface area |Sd−1| = 2π
d
2

Γ ( d
2 )
, where Γ is the gamma function defined by Γ (k) =∫∞

0 e−uuk−1du. We review the concept of spherical harmonics which is defined
in [7].

Definition 3 (Spherical Harmonics). Let Δd = −
[

∂2

∂x2
1
+ · · ·+ ∂2

∂x2
d

]
denote

the Laplacian operator on R
d. A homogeneous polynomial of degree k in R

d

is called a homogeneous harmonic of order k when its Laplacian vanishes. Let
Yk(d) denote the subspace of all homogeneous harmonics of order k on the unit
sphere Sd−1 in R

d. The functions in Yk(d) are called spherical harmonics of

order k. We denote by {Yk,j(d;x)}N(d,k)
j=1 any fixed orthonormal basis for Yk(d)

where N(d, k) = dimYk(d) =
(2k+d−2)(k+d−3)!

k!(d−2)! , k ≥ 0.

Theorem 2. Let b ∈ R, d ∈ N, d ≥ 2, be fixed. Let X = Sd−1 and μ be the
uniform probability distribution on Sd−1. If 〈x[b], z[b]〉 = 〈x, z〉b for all x, z ∈ X ,
for the extended Gaussian kernel

Kb(x, z) = exp

(
−‖x[b] − z[b]‖2

σ2

)
, σ > 0,

the eigenvalues of LKb
: L2

μ(X ) → L2
μ(X ) are

λk = |Sd−2|
∫ 1

−1

exp

(
−2− 2tb

σ2

)
Pk(d; t)(1 − t2)

d−3
2 dt,

for all k ∈ N ∪ {0}. Each λk occurs with multiplicity N(d, k), and the corre-
sponding eigenfunctions are the spherical harmonics of order k on Sd−1.

Proof. See in Appendix.B.

Remark 5. Note that if b = 1 or d = 1, the assumption 〈x[b], z[b]〉 = 〈x, z〉b for
all x, z ∈ X in the above theorem is satisfied. Thus, when we let b = 1, we can
obtain the eigenvalues and the eigenfunctions of the integral operator induced
by the Gaussian kernel.

Corollary 1. Let d ∈ N, d ≥ 2, X = Sd−1, and μ be the uniform probability
distribution on Sd−1. For the Gaussian kernel

K(x, z) = exp

(
−‖x− z‖2

σ2

)
, σ > 0,

the eigenvalues of LK : L2
μ(X ) → L2

μ(X ) are

λk = |Sd−2|
∫ 1

−1

exp

(
−2− 2t

σ2

)
Pk(d; t)(1 − t2)

d−3
2 dt,

for all k ∈ N∪{0}. Each λk occurs with multiplicity N(d, k) with the correspond-
ing eigenfunctions being spherical harmonics of order k on Sd−1.
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Proof. Since the Gaussian kernel K(x, z) = exp
(
− ‖x−z‖2

σ2

)
is a special case of

extended Gaussian kernel when b = 1, we can prove the corollary by using the
result of Theorem 2.

The radial kernelK(x, z) = exp
(
− ‖x−z‖

σ2

)
, σ > 0 is another popular kernel in

machine learning and data mining. For both theoretical and practical purposes,
we need to study the eigenvalues and the eigenfunctions of the integral operator
associated with this radial kernel.

Theorem 3. Let d ∈ N, d ≥ 2, X = Sd−1, and μ be the uniform probability
distribution on Sd−1. For the radial kernel

K(x, z) = exp

(
−‖x− z‖

σ2

)
, σ > 0,

the eigenvalues of LK : L2
μ(X ) → L2

μ(X ) are

λk = |Sd−2|
∫ 1

−1

exp

(
−
√
2− 2t

σ2

)
Pk(d; t)(1 − t2)

n−3
2 dt,

for all k ∈ N∪{0}. Each λk occurs with multiplicity N(d, k) with the correspond-
ing eigenfunctions being spherical harmonics of order k on Sd−1.

Proof. See in Appendix.C.

4 Conclusion

In this paper, we have generalized the results of the explicit description of the
reproducing kernel Hilbert space (RKHS) associated with the Gaussian kernel
[13,6] to the extended Gaussian kernel. In addition, we have presented the ex-
plicit description for the eigenvalues and eigenfunctions of the integral operator.
These results can be used in the theoretical analysis of the kernel principal com-
ponent analysis and other methods which need analysis of the eigenvalues and
the eigenfunctions.

We will apply the results of this paper to analyze the learning performance of
SVM or other kernel-based methods, and to explore a new criterion for model
selection of kernel methods.

Acknowledgments. The work is supported in part by the Natural Science
Foundation of China under grant No. 61170019, and the Natural Science Foun-
dation of Tianjin under grant No. 11JCYBJC00700.

Appendix

This section gives the proofs for the theorems in the main text.
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Appendix A

In order to prove Theorem 1, we first introduce the following lemma.

Lemma 1 (Aronszajn [1]). Let H be a separable Hilbert space of functions
over X with orthonormal basis {ek}∞k=0. H is a reproducing kernel Hilbert space
iff

∞∑
k=0

|ek(x)|2 < ∞

for all x ∈ X . The unique kernel K is defined by

K(x, z) =

∞∑
k=0

ek(x)ek(z).

Proof (of Theorem 1). Note that for any vector x, z,

e〈x,z〉 =
∞∑
k=0

1

k!

∑
|α|=k

Ck
αx

αzα,

thus we can obtain that

Kb(x, z) = exp

(
−‖x(b) − z(b)‖2

σ2

)

= exp

(
−‖x(b)‖2

σ2

)
exp

(
−‖z(b)‖2

σ2

)
exp

(
2〈x(b), z(b)〉

σ2

)

= exp

(
−‖x(b)‖2

σ2

)
exp

(
−‖z(b)‖2

σ2

) ∞∑
k=0

(2/σ2)k

k!

∑
|α|=k

Ck
αx

b,αzb,α.

Let H0 =

⎧⎨
⎩f = e−

‖x(b)‖2
σ2

∞∑
|α|=0

wαx
b,α :

∞∑
k=0

k!

(2/σ2)k

∑
|α|=k

w2
α

Ck
α

< ∞
⎫⎬
⎭ . For

f = e−
‖x(b)‖

σ2

∞∑
|α|=0

wαx
b,α ∈ H0,

g = e−
‖x(b)‖

σ2

∞∑
|α|=0

ναx
b,α ∈ H0,

we define the inner product

〈f, g〉K,0 =

∞∑
k=0

k!

(2/σ2)k

∑
|α|=k

wανα
Ck

α

.
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We will show that H0 is itself a separable Hilbert space under 〈·, ·〉K,0. For
simplicity, let d = 1. Then

H0 =

{
f = e−

x2b

σ2

∞∑
k=0

wkx
bk :

∞∑
k=0

k!

(2/σ2)k
w2

k < ∞
}
.

It is clear thatH0 is an inner product space under 〈·, ·〉K,0. Its completeness under
the induced norm ‖ · ‖K,0 is equivalent to the completeness of the weighted 
2

sequence space


2σ =

⎧⎨
⎩(wk)

∞
k=0 : ‖(wk)

∞
k=0‖�2σ =

( ∞∑
k=0

k!

(2/σ2)k
w2

k

)1/2
⎫⎬
⎭ ,

which is itself a separable Hilbert space. Thus (H0, ‖ · ‖K,0) is a separable Hilbert
space.

If X ⊂ R
d has non-empty interior, then the mononomials xb,α are all distinct.

From the definition of the inner product 〈·, ·〉K,0, it is easy to obtain that

〈ei, ej〉K =

{
0, if i �= j;

1, otherwise;

where ek are given in (2). So {ek}∞k=0 are orthonormal under 〈·, ·〉K,0. More-
over, H0 = span{ek, k = 0, 1, . . .}, thus, {ek}∞k=0 forms an orthonormal basis for
(H0, ‖ · ‖K,0). By Lemma 1 and the following equation

∞∑
k=0

|ek(x)|2 = K(x,x) = 1 < ∞,

we can obtain that Hb is a reproducing kernel Hilbert space. Note that

∞∑
k=0

ek(x)ek(z) = Kb(x, z),

and since the RKHS induced by a kernel on a set X is unique, thus (H0, ‖ · ‖K,0)
is the reproducing kernel Hilbert space of functions on X with the extended
Guassian kernel Kb(x, z).

Appendix B

In order to obtain the eigenvalues and eigenfunctions of the integral operator
associated with the extended Gaussian kernel, we first give the following lemma.

Lemma 2. Let d ∈ N, d ≥ 2 be fixed. Let K : [−1, 1] → R be a continuous
function, giving rise to a continuous, positive definite kernel K(x, t) = K(〈x, t〉)
on Sd−1 × Sd−1. Let μ be the Lebesgue measure on Sd−1. The eigenvalues λk of

LK : L2
μ(S

d−1) → L2
μ(S

d−1)
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are given by

λk = |Sd−2|
∫ 1

−1

K(t)Pk(d; t)(1 − t2)
d−3
2 dt,

each with multiplicity N(d, k), for k ∈ Z, k ≥ 0, where Pk(d; t) is Legendre
polynomial of degree k in dimension d,

Pk(d; t) = k!Γ

(
d− 1

2

) 
 k
2 �∑

l=0

(−1

4

)l
(1− t2)ltk−2l

l!(k − 2l)!Γ (l+ d−1
2 )

.

The corresponding eigenfunctions for each λk are the spherical harmonics

{Yk,j(d;x)}N(d,k)
j=1 of the order k.

Proof. Let f : [−1, 1] → R be a continuous function. Let Yk ∈ Yk(d) for k ≥ 0.
Then Funk-Hecke formula ([7], p 30) states that for any x ∈ Sd−1:∫

Sd−1

f(〈x, t〉)Yk(t)dS
d−1(t) = λkYk(x), (3)

where

λk = |Sd−2|
∫ 1

−1

f(t)Pk(d; t)(1 − t2)
d−3
2 dt (4)

and Pk(d; t) denotes the Legendre polynomial of degree k in dimension d. The

spherical harmonics
{{

Yk,j(d;x)
}N(d,k)

j=1

}∞

k=0
form an orthonormal basis for

L2(Sd−1). So if the kernel K on Sd−1 × Sd−1 is defined by K(x, t) = f(〈x, t〉),
via the Funk-Hecke formula, it is easy to verify that the eigenvalues of

LK : L2
μ(S

d−1) → L2
μ(S

d−1)

are given precisely by (4), with the corresponding orthonormal eigenfunctions of

{Yk,j(d;x)}N(d,k)
j=1 . The multiplicity of λk is therefore N(d, k) = dim(Yk(d)).

Proof (of Theorem 2). Note that

exp

(
−‖x[b] − z[b]‖2

σ2

)
= exp

(
−‖x[b]‖2 + ‖z[b]‖2 − 2〈x[b], z[b]〉

σ2

)
,

since x, z ∈ Sd−1 and 〈x[b], z[b]〉 = 〈x, z〉b, so it is easy to obtain that

exp

(
−‖x[b] − z[b]‖2

σ2

)
= exp

(
−2− 2〈x, z〉b

σ2

)
.

Thus, using the Lemma 2, we know that the eigenvalues of

LKb
: L2

μ(X ) → L2
μ(X )
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are

λk = |Sd−2|
∫ 1

−1

exp

(
−2− 2tb

σ2

)
Pk(d; t)(1 − t2)

d−3
2 dt,

and each λk occurs with multiplicity N(d, k) with the corresponding eigenfunc-
tions being spherical harmonics of order k on Sd−1.

Appendix C

Proof (of Theorem 3). On Sd−1, it is easy to verify that

exp

(
−‖x− z‖

σ2

)
= exp

(
−
√
(2− 2〈x, z〉)

σ2

)
.

Thus, using the Lemma 2, we know that the eigenvalues of

LK : L2
μ(X ) → L2

μ(X )

are

λk = |Sd−2|
∫ 1

−1

exp

(
−
√
2− 2t

σ2

)
Pk(d; t)(1 − t2)

d−3
2 dt,

and each λk occurs with multiplicity N(d, k) with the corresponding eigenfunc-
tions being spherical harmonics of order k on Sd−1.
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Abstract. Deng et al. [Deng, S., He, Z., Xu, X.: G-ANMI: A mutual informa-
tion based genetic clustering algorithm for categorical data, Knowledge-Based 
Systems 23, 144--149(2010)] proposed a mutual information based genetic 
clustering algorithm named G-ANMI for categorical data. While G-ANMI is 
superior or comparable to existing algorithms for clustering categorical data in 
terms of clustering accuracy, it is very time-consuming due to the low efficien-
cy of genetic algorithm (GA). In this paper, we propose a new initialization me-
thod for G-ANMI to improve its efficiency. Experimental results show that the 
new method greatly improves the efficiency of G-ANMI as well as produces 
higher clustering accuracy. 

Keywords: Data mining, Clustering, Categorical data, Genetic algorithm. 

1 Introduction 

Clustering is an important data mining technique that groups together similar data 
objects. Most previous clustering algorithms focus on numerical data whose inherent 
geometric properties can be exploited naturally to define distance functions between 
objects. However, many fields, from statistics to psychology deal with categorical 
data. Unlike numerical data, categorical data cannot be naturally ordered. An example 
of categorical attribute is color whose values include red, green, blue, etc. Therefore, 
those clustering algorithms dealing with numerical data can not be used to cluster 
categorical data. Recently, the problem of clustering categorical data has received 
much attention [1-10]. 

Categorical data clustering has been defined as an optimization problem which 
aims to find an optimal partition of the objects according to an objective function  
[1-7]. Unfortunately, this optimization problem is NP-complete. Therefore most re-
searchers resort to heuristic methods to solve it, such as ROCK [1], k-modes [2], 
COOLCAT [3], and k-ANMI [4]. However, these algorithms tend to find local optim-
al partition. Recently, some genetic clustering algorithms have been proposed to find 
globally optimal or near-optimal partition, such as ALG-RAND [6] and G-ANMI [7] 
algorithms. In the performance comparison conducted in [7], it has shown that  



 An Improved Genetic Clustering Algorithm for Categorical Data 101 

G-ANMI is superior or comparable to ALG-RAND as well as other existing  
algorithms for clustering categorical data in terms of clustering accuracy. However, 
G-ANMI is very time-consuming.  For instance, it takes G-ANMI 20759 seconds to 
mine 2 clusters from Mushroom dataset [11] with 8124 objects. Thus, it is necessary 
to improve its efficiency before it can be widely used in practice. 

The low efficiency of G-ANMI is mainly caused by GA [8] which needs a lot  
of iterations to find the optimal solution. Given a population size, the efficiency of  
G-ANMI is dominated by the number of iterations. Hence, we have to reduce the 
number of iterations to improve the efficiency of G-ANMI. In a categorical data set, 
each attribute defines a partition of the objects. The aim of G-ANMI is to find a k-
partition (k is the desired number of clusters) that shares the most information with 
the partitions defined by attributes (attributes partitions for short). In other words, G-
ANMI tries to find a k-partition that is the closest to the attributes partitions. Howev-
er, G-ANMI algorithm starts with a population of randomly generated k-partitions of 
objects. These randomly generated k-partitions are far from the attributes partitions 
when we process a larger data set. The farther these partitions are from the attributes 
partitions, the more iteration G-ANMI needs to reach the optimal k-partition. Hence, 
it is possible to reduce the number of iterations of G-ANMI by giving some better 
initial k-partitions which are closer to the attributes partitions in comparison with 
those randomly generated k-partitions. 

In this paper, we propose a new initialization method for G-ANMI, in which some 
equivalence classes (the set of objects which has the same value on an attribute) in 
attributes partitions are directly integrated into the initial k-partitions. The initial k-
partitions obtained by using the new method are closer to the attributes partitions in 
comparison with those randomly generated k-partitions, especially when we process a 
larger data set. As a result, less number of iterations is needed to reach the optimal k-
partition. Experimental results show that the new method greatly improves the effi-
ciency of G-ANMI, as well as produces higher clustering accuracy. The rest of the 
paper is organized as follows. Section 2 briefly introduces G-ANMI algorithm. Sec-
tion 3 presents the new initialization method. Section 4 presents experimental results 
on UCI benchmark data sets. Finally, Section 5 presents conclusions and future work. 

2 G-ANMI 

G-ANMI employs basic GA to implement categorical data clustering, which works in 
the same way as the one used in ALG-RAND [6]. 

G-ANMI starts with a population of randomly generated partitions of objects, 
which are encoded as chromosomes. If the desired number of clusters is set to k, then 
each chromosome is encoded as a k-partition of objects. Suppose the integers between 
interval [0, k-1] are used as class identifier, a chromosome will be a string of integers 
which are between interval [0, k-1]. For example, suppose the number of objects is 
20, and k is 4, a randomly generated chromosome is as follows 

1 0 2 0 1 0 3 2 3 1 0 1 2 0 3 2 0 1 1 2 

Then, G-ANMI uses the average normalized mutual information (ANMI) to evaluate 
the fitness of each chromosome in the current population. Given a set of r partitions 
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defined by attributes: Λ = }},...,2,1{|{ )( rqq ∈λ  and a partition λ , the average nor-

malized mutual information (ANMI) between Λ and λ  is defined as follows: 


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λ . Without loss of generality, normalized mutual information between two partitions 
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where k(a) and k(b) are the number of clusters in partition )(aλ  and )(bλ , respectively. 

n(h) denotes the size of cluster Ch in partition )(aλ , ng denotes the size of cluster Cg in 

partition )(bλ , )(h
gn  denotes the number of shared objects between Ch and Cg. 

According to the fitness value, genetic evolution repeatedly changes the chromo-
somes in the current population to generate a new population. It is expected that 
chromosomes could be increasingly closer to the optimal partition with largest ANMI. 
Genetic procedure will halt when the best fitness in the current population is greater 
than the user-specified fitness threshold or there has been no relative improvement on 
best fitness after some consecutive iterations. 

3 New Initialization Method 

The basic idea of the new initialization method is that integrating some equivalence 
classes of the partitions defined by attributes into the generation of initial partitions. 
Two cases are considered:  

i. If the population size P is greater than or equal to the number of attributes M, then 
the algorithm generates first M chromosomes from the M attributes partitions, and 
generates other P-M chromosomes randomly. 

ii. If the population size P is less than the number of attributes M, then the algorithm 
generates P chromosomes from the first P attributes partitions. 

Generating chromosomes from the attributes partitions is implemented by a one-one 
way, namely one chromosome is generated by one partition. Generating a chromo-
some from a partition means taking some equivalence classes of the partition as the 
part of the chromosome. How many equivalence classes should we take depends on 
the number of equivalence classes (Nec) in the partition and the specified number of 
clusters k. Different strategies are employed when the number of equivalence classes 
in the partition is greater than, less than and equals to the specified number of clusters, 
respectively. The details are described in Fig .1. 
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Begin 
 
For each partition Par    
   if Nec in Par equals k 
      Copy Par to the corresponding chromosome Chrom   
   else 
      if Nec is greater than k 

           Copy first k equivalence classes of Par to the same locations in 
Chrom. 

           Generate a random number between [0, k-1] for each of the remain-
ing locations in Chrom. 

      else 
         Find a highest H which satisfies the following inequation 
                        N - Sum >= k-H-1    

           //where N is the length of a chromosome, Sum is the summation  
          //of the size of first H+1 equivalence classes of Par. 
          Copy first H+1 equivalence classes of Par to the same locations in 

Chrom. 
          Generate a random number between [H+1, k-1] for each of the  

remaining locations in Chrom. 
End. 

Fig. 1. The procedure of generating a chromosome from a partition 

Note that the purpose of inequation N - Sum >= k-H-1 is to ensure each number be-
tween interval [H+1, k-1] appears at least once in Chrom when generating a random 
number for each of the remaining locations in Chrom. 

Next, we present an illustrative example of the new initialization method. For the 
comparison purpose, the G-ANMI algorithm with new initialization method is named 
improved G-ANMI (IG-ANMI). 

 

Example 1. Suppose there is a data set with ten objects (O1, O2, …, O10) and four 
attributes (A0, …, A3). Table 1 shows the partitions defined by the four attributes. The 
numbers 0, 1, 2, and 3 denote different equivalence classes (categories) in the parti-
tions. We use the algorithms IG-ANMI and G-ANMI to cluster the objects, respec-
tively. The parameter setting includes: the number of clusters k=3, the population size 
P=10, crossover rate=0.8, mutation rate=0.1, random seed=1, and the number of con-
secutive iterations without improvement=100.  

Since the population size P is greater than the number of attributes, we generate 
first four chromosomes by using attributes partitions and generate remaining six 
chromosomes randomly. The attributes partitions are named Par[i], i=0, 1, 2, 3. The 
chromosomes are named C[j], j=0, 1, …, 9. The numbers of equivalence classes in 
Par[0] and Par[2] equal the specified number of clusters k, so we directly copy 
Par[0] and Par[2] to C[0] and C[2], respectively. The number of equivalence classes 
in Par[1] is less than k. According to the algorithm shown in Figure 1, we first seek 
an appropriate number H. In this example, there is only possible value for H, namely 
zero. Zero satisfies N - Sum >= k-H-1, thus H gets the value zero. Next, we copy the 
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Table 1. The partitions defined by four attributes 

U A0 A1 A2 A3 
O1 0 0 0 0 
O2 1 0 1 1 
O3 0 1 0 0 
O4 0 0 0 0 
O5 1 1 2 2 
O6 1 1 1 2 
O7 2 0 2 3 
O8 2 1 2 1 
O9 1 1 1 2 
O10 2 1 2 3 

 
first equivalence class to the corresponding location in C[1]. Table 2 shows the status 
of C[1] after copying the first equivalence class. There are still six locations need to 
be filled in C[1]. We generate a random number between interval [1, 2] for each of 
the six locations. 

Table 2. The status of C[1] after copying the first equivalence class 

Location 0 1 2 3 4 5 6 7 8 9 
C[1] 0 0  0   0    

 
The number of equivalence classes in Par[3] is greater than k. According to the al-

gorithm shown in Figure 1, we copy first three equivalence classes of Par[3] to the 
corresponding location in C[3]. Table 3 shows the status of C[3] after copying first 
three equivalence classes. There are still two locations need to be filled in C[3]. We 
generate a random number between interval [0, 2] for each of the two locations. 

Table 3. The status of C[3] after copying first three equivalence classes 

Location 0 1 2 3 4 5 6 7 8 9 
C[3] 0 1 0 0 2 2  1 2  

 
Following the method, the remaining six chromosomes C[4], … C[9] are randomly 

generated. At the end, ten chromosomes are obtained and summarized in Table 4. The 
numbers in bold style are randomly generated.         

Note that the equivalence classes in each of the first four chromosomes are labeled 
by order 0, 1, 2.  However, the equivalence classes in each of other six chromosomes 
are labeled unorderly. Actually, the numbers 0, 1, 2 in the partitions or chromosomes 
only denote different categories rather than order. That means the order of the labels 
doesn’t affect the computation of fitness of a chromosome. Even if we change the 
order of the labels in some chromosomes, their fitness values keep invariable. For 
instance, we can change C[0] from {0, 1, 0, 0, 1, 1, 2, 2, 1, 2} to {1, 2, 1, 1, 2, 2, 0, 0, 
2, 0}, change C[4] from {1, 1, 1, 2, 1, 1, 0, 1, 0, 0} to {0, 0, 0, 1, 0, 0, 2, 0, 2, 2}, and 
so on. 
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Table 4. Ten chromosomes generated by the new initialization method 

Location C[0] C[1] C[2] C[3] C[4] C[5] C[6] C[7] C[8] C[9] 
0 0 0 0 0 1 2 1 2 1 1 
1 1 0 1 1 1 0 1 1 1 2 
2 0 1 0 0 1 2 0 0 0 0 
3 0 0 0 0 2 1 1 1 1 0 
4 1 1 2 2 1 2 1 1 0 2 
5 1 1 1 2 1 2 1 1 0 0 
6 2 0 2 0 0 2 2 0 1 0 
7 2 1 2 1 1 2 2 0 0 1 
8 1 1 1 2 0 0 1 2 2 2 
9 2 2 2 1 0 0 2 1 0 0 

 
After the initialization, the next step of IG-ANMI is to calculate the fitness of each 

chromosome. According to the Eq. (1), we obtain the fitness of chromosomes as is 
shown in Table 5.  

Table 5. The fitness of initial chromosomes of IG-ANMI 

Chromosomes fitness value average 
C[0] 0.654067 

0.53927 
C[1] 0.361562 
C[2] 0.615644 
C[3] 0.525807 
C[4] 0.252361 

0.265807 

C[5] 0.196573 
C[6] 0.403407 
C[7] 0.166014 
C[8] 0.323139 
C[9] 0.253349 

average 0.375192  

 
It can be seen from Table 5 that the average fitness value of first four chromo-

somes is higher than that of other six chromosomes, which indicates that the chromo-
somes generated from the attributes partitions are closer to the optimal partition than 
that generated randomly. With these fitness values, the algorithm IG-ANMI generates 
new population and goes into the next iteration. Since there has been no relative im-
provement on best fitness during 100 consecutive iterations, the algorithm IG-ANMI 
ends after the 100th iteration. Finally, we get the optimal 3-partition {0, 1, 0, 0, 1, 1, 2, 
2, 1, 2}. 

We use G-ANMI algorithm to cluster the same data set below. Firstly, G-ANMI 
randomly generates P chromosomes as is shown in Table 6.  

Table 7 shows the fitness values of the chromosomes in the initial population. Ob-
viously, the average fitness as well as the best fitness of the chromosomes is less than 
that in the initial population generated by algorithm IG-ANMI. After 27 iterations, the 
best fitness reaches 0.654067, which equals to the best fitness of the initial population 
generated by algorithm IG-ANMI. Since there has been no relative improvement on 
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best fitness during the subsequent 99 consecutive iterations, the algorithm G-ANMI 
ends after the 127th iterations. G-ANMI needs 27 more iterations than IG-ANMI due to 
the randomly generated initial population. 

Table 6. Ten chromosomes generated by the initialization method of G-ANMI 

Location C[0] C[1] C[2] C[3] C[4] C[5] C[6] C[7] C[8] C[9] 
0 1 1 2 0 0 0 0 0 2 2 
1 1 2 1 1 2 1 1 0 1 1 
2 2 1 2 1 2 1 0 2 1 0 
3 1 1 2 1 0 1 0 0 2 1 
4 1 0 2 2 0 0 1 0 2 2 
5 1 1 2 2 0 0 0 1 1 1 
6 0 0 0 1 2 2 2 2 2 2 
7 1 0 0 2 0 1 0 0 0 1 
8 1 2 1 0 2 1 2 1 1 2 
9 1 0 1 0 1 1 1 1 0 0 

Table 7. The fitness values of the chromosomes in the initial population of G-ANMI 

Chromosomes fitness value 
C[0] 0.211672 
C[1] 0.469059 
C[2] 0.338877 

C[3] 0.227614 
C[4] 0.139958 
C[5] 0.181013 
C[6] 0.216344 
C[7] 0.263182 
C[8] 0.377376 

C[9] 0.166627 
average 0.259172 

4 Experimental Results 

A series of experiments are conducted to evaluate the clustering efficiency and clus-
tering performance of IG-ANMI. They are described below. 

4.1 Experiments Design 

We aim to evaluate the influence of new initialization method on G-ANMI algorithm. 
Therefore, the experimental studies are devoted to the comparison between G-ANMI 
and IG-ANMI. Four real-life datasets obtained from the UCI Machine Learning Re-
pository [11] are used in the experiments, including Zoo, Congressional Votes (Votes 
for short), Wisconsin Breast Cancer (Breast Cancer for short), and Mushroom. The 
reason for choosing these four datasets is that they are also used in G-ANMI for eval-
uation. The information about the data sets is tabulated in Table 8. 
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Table 8. The information about the four data sets 

Data set  Number of objects Number of Attributes Number of classes 

Zoo  101 16 7 

Votes 435 16 2 

Breast cancer 699 9 2 

Mushroom 8124 22 2 

 
The parameters required by G-ANMI and IG-ANMI are set to be the same as in 

[7]. In addition, population size has a great effect on the quality of clustering in G-
ANMI and IG-ANMI. In our experiments we vary the population size to perform the 
comparison between G-ANMI and IG-ANMI. For the Zoo, Votes, and Breast Cancer 
data sets, the population size vary from 50 to 500, for the Mushroom data set, the 
population size varies from 50 to 200.  

All the programs are written in C language and compiled on the Borland C++ ver-
sion 5.02. All experiments are conducted on a machine with Intel Core2 Duo CPU 
T7250 @ 2.00GHz, 1.99 GB of RAM, running Microsoft Windows Vista. 

4.2 Efficiency Analysis 

In our experiments, the running time of algorithms is used as the criteria for efficiency 
evaluation. Figs. 2-5 plot the running time of G-ANMI and IG-ANMI in seconds on 
four data sets when population size is increased. It can be seen that IG-ANMI takes 
less running time than G-ANMI except for on the Zoo data set when population size 
is 500. It is worth noting that there is a very large difference between G-ANMI and 
IG-ANMI on the Mushroom data set, which indicates IG-ANMI can save much time 
when larger data sets are processed. Table 9 shows the concrete values of numbers of 
iterations and running time of G-ANMI and IG-ANMI on the Mushroom data set. 
When the population size is set to 200, G-ANMI takes 190998.485 seconds (53 hours) 
while IG-ANMI only take 1351.594 seconds. 
 

 
Fig. 2. Running 1time vs. population size on the Zoo data set 
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Fig. 3. Running time vs. population size on the Votes data set 

 

Fig. 4. Running time vs. population size on the Breast Cancer data set 

 

Fig. 5. Running time vs. population size on the Mushroom data set 

Table 9. The numbers of iterations and running time of G-ANMI and IG-ANMI on the 
Mushroom data set 

Population Size 
Number of iterations Running time (s) 

G-ANMI IG-ANMI G-ANMI IG-ANMI 

50 10845 100 20759.969 201.25 

100 14453 145 63574.047 606.312 

150 13944 144 94324.032 880.875 

200 17916 158 190998.485 1351.594 
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4.3 Performance Analysis 

We use clustering accuracy to evaluate the performance of the IG-ANMI, which is 
one of the most widely used methods to evaluate the results of clustering algorithms. 
Given the true class labels and the required number of clusters, k, clustering accuracy 

is defined as 
n

a
k

i i =1 , where n is number of objects in the dataset and ai is the num-

ber of objects with the class label that dominates cluster i. A higher value of cluster-
ing accuracy indicates a better clustering result. The clustering accuracies of two algo-
rithms on four data sets are summarized in Table 10. From the average accuracies, we 
can see that IG-ANMI has higher clustering accuracy on the Zoo, Breast Cancer, and 
Mushroom data sets. One exception is on the Votes data set, the clustering accuracy 
of G-ANMI is slightly higher than that of IG-ANMI. It is worth noting that IG-ANMI 
improves clustering accuracy greatly on the Mushroom data set.  

5 Conclusions 

In this paper, we propose a new initialization method for G-ANMI, namely integrat-
ing some equivalence classes of the attributes partitions into the generation of initial 
partitions. Experimental results on four real-life data sets show that the new method 
greatly improves the efficiency of G-ANMI, as well as produces higher clustering 
accuracy, especially on the larger data sets. The new initialization method could be 
more complicated so that producing better initial chromosomes. In the future work, 
we will develop other initialization methods to further improve the efficiency of G-
ANMI. 
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Abstract. Single-label classification refers to the task to predict an instance to 
be one unique label in a set of labels. Different from single-label classification, 
for multi-label classification, one instance is associated with one or more labels 
in a set of labels simultaneously. Various works have focused on the algorithms 
for those two types of classification. Since the ranking problem is always coex-
isting with the classification problem, and traditional researches mainly assume 
the uniform distribution for the instances, in this paper, we propose a new pers-
pective for the ranking problem. With the assumption that the distribution for 
the instance is not uniform, different instances have different influences for the 
distribution, the Instance-Ranking algorithm is presented. With the Instance-
Ranking algorithm, the famous K-nearest-neighbors (KNN) algorithm is mod-
ified to confirm the validity of our algorithm. Lastly, the Instance-Ranking  
algorithm is combined with the ML.KNN algorithm for multi-label classifica-
tion. Experiment with different datasets show that our Instance-Ranking algo-
rithm achieves better performance than the original state-of-art algorithm such 
as KNN and ML.KNN. 

Keywords: Instance Ranking, KNN, ML.KNN, Multi-label Classification. 

1 Introduction 

Supervised learning problems are the one of the core topics in the machine learning 
related area. Generally speaking, in traditional supervised learning area, one instance 
is assigned to an unique single label λ  from a set of disjoint labels ࣦ , |ࣦ| ൐ 1 
[1].However, single-label classification can’t satisfy the requirements of many real-
world applications. For example, a piece of DNA [2] from Yeast Gene can have the 
function of transcription and protein synthesis simultaneously; For text categorization 
[3], one news about the England Riots may have more than one categories, such as the 
economy, politics and ethics; For music categorization [4], a single song makes a 
person feel happy and exciting at the same time, while another song makes the person 
sad and nervous. The above examples show some common aspects, a single instance 
can belong to more than one label simultaneously. This phenomenon is called  
multi-label classification [5].  
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More formally, let ߯ denote the input space and labels. Given the multi-label train-
ing dataset ܦ ൌ ሼሺ ௜ܺ, ௜ܻሻሽ௠௜ୀଵ  where ௜ܺ א ߯ ܽ݊݀  ௜ܻ ك ࣦ . Let ࣦ ൌ ሼ1,2,3 … ሽ|ܮ|  de-
note the |ܮ| finite associated labels, the goal of multi-label classification is to learn a 
hypothesis ݄: ߯ ՜ 2௒  which is used to predict the proper label set for a new instance. 

Various methods have been proposed to solve the multi-label classification. Gener-
ally to say, those methods can be divided into two camps, problem transformation 
method and algorithm adaptation method [5]. The problem transformation method [6-
8] transforms the multi-label classification task into a subset of multiple single-label 
classification tasks, usually it is based on the on binary relevance (BR) or label po-
werset (LP). Algorithm adaptation method extends specific learning algorithms in 
order to handle multi-label data directly. Those algorithms include lazy algorithm 
(ML-KNN [9] and Mr-KNN [10]), AdaBoosting.MH [3], Rank-SVM [11], BP-
MLL[12] and decision trees [13]. 

Ranking problem is always coexisting with the classification problem. For single-
label classification, the probability of the instance belong to each label in the asso-
ciated label set is computed, and the instance is considered to belong to the label with 
the highest probability. For multi-label classification, after the probability is  
computed, the ranking threshold is computed; for each label of the instance, if the 
probability is above the threshold, then this label is added into the proper label set. 
Especially, for multi-label classification, one particular evaluation metrics called 
ranking loss is provided to evaluate average fraction of label pairs that are reversely 
ordered for the instance.  

The traditional ranking analysis is built with the assumption the instance is uniform 
distributed, and each instance affects the labels distribution equally. In this paper, we 
propose another view to see the ranking and classification problem, which assumes 
that the instances are not uniformly distributed. Inspired by the PageRank which rank 
the web pages on the Internet, we rank the instances in the training datasets to gener-
ate the ranking scores. The ranking scores are used to describe the distribution for the 
instances in the datasets. The instance with higher scores will have deeper influence 
for the proper label sets. To validate the effective and feasibility of our Instance-
Ranking algorithm, we modify the K-Nearest-Neighbors (KNN) [1] algorithm with 
the ranking scores (IR.KNN), and compare the IR.KNN with KNN. With the experi-
ment showing that IR.KNN achieves a slightly better performance than KNN, we go 
further to apply the Instance-Ranking algorithm to multi-label classification. The 
ML.KNN algorithm is enhanced with our Instance-Ranking algorithm (IR.MLKNN). 
Experiments show that our IR.MLKNN achieves better than MLKNN. 

The main contribution of this paper is summarized as follows: 

• We propose a new perspective to view the instance dependency, and address a 
feasible instance ranking algorithm. 

• We enhance the previous KNN and MLKNN algorithm with our instance ranking 
algorithm, and experiments show that our enhanced algorithm achieves better than 
the original ones. 

The rest of this paper is organized as follows: the related works about PageRank, 
KNN and MLKNN are briefly reviewed in Section 2. In Section 3, the detail of  
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Instance-Ranking Algorithm is proposed. The Instance-Ranking Based KNN 
(IR.KNN) and the Instance-Ranking Based MLKNN (IR.MLKNN) are addressed in 
Section 4. In Section 5, the experiments and the results are presented. The final con-
clusion and future work are provided in Section 6.  

2 Related Works 

In this section, we briefly review the PageRank algorithm, the KNN and MLKNN 
algorithm. PageRank algorithm is most related to our Instance-Ranking algorithm, 
while the KNN and MLKNN algorithm will be enhanced later in the paper. 

2.1 PageRank  

The PageRank [14, 15] algorithm properly takes advantage of primitive matrix’s con-
vergence feature and the assumption of random surfer model perfectly. The basic idea 
of PageRank is that if page u has a link to page v, then the author of u is implicitly 
conferring some importance to page v. Therefore, for each page v that page u links to, 
the Rank of page v will be:  

 ܴܽ݊݇௜ାଵሺݒሻ ൌ ∑ ܴܽ݊݇௜ሺݑሻ௨א஻ೡ / ௨ܰ (1) ݅  is the iteration number. B௩ is the set of pages that link to page v. ௨ܰ is the total 
number of pages u links to. 

According this idea, a n ൈ n transition matrix P is constructed (n is the number of 
pages). Each element ௜ܲ௝  represents the probability that random surfer move from ܲܽ݃݁௜  to ܲܽ݃݁௝ .To Avoid the Rank Sink, the jump probabilities are added to dis-
patch rank scores of the dangling links and transfer transition matrix P to be a primi-
tive one ( തܲ). However, matrix തܲ may not be an irreducible one as zero factors might 
exist in matrix ഥܲ . After dispatching some scores to pages not directly link to, transi-
tion matrix ܲ ന finally be transferred as an irreducible primitive matrix.  

 P ՜ തܲ ՜ ܲ ന  (2) 

  നܲ ൌ α തܲ ൅ ሺ1 െ  ሻ்݁݁/ܰ (3)ߙ

2.2 KNN and MLKNN 

K-nearest neighbor (KNN) [1] algorithm has a long history in the data mining area for 
single-label classification. Simply to say, KNN finds a group of nearest k instance in 
the training set, and bases the assignment of a label on the predominance of a particu-
lar label in its neighborhood.  

ML-KNN [9] considers the labels for a new instance according to the labels of 
KNN , and then based on statistical information from the neighboring instance, max-
imum a posteriori (MAP) principle is utilized to determine the label set for the new 
instance. 
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3 Instance-Ranking Algorithm 

In this section, we propose the details of the Instance-Ranking algorithm, which is an 
extension of our previous work [17].Unlike to the web pages which have different 
types of links, the instances in the datasets don’t have the inherent link relationship. 
To rank the instances in the dataset, two jobs are required: The link model for the 
instances and the ranking algorithm for the instances.  

3.1 Instance Ranking Graph 

To build the instance ranking graph, we need to map the instances into the graph. For 
each instance ௜ܺ  belongs to the dataset D ሺ ௜ܺ א  ௜ݒ ሻ, there is an unique vertexܦ
representing the instance. The edges among the vertexes are defined as : for each 
instance ௜ܺ, find its K-nearest-neighbors in D, denote as ௜ܺభ , ௜ܺమ , ܺ௜య … ௜ܺೖ, and there 
is an edge between ݒ௜ and ݒ௠ ሺ݉ א ሼ݅ଵ, ݅ଶ, ݅ଷ … ݅௞ሽሻ. 

 

Definition 1: the Instance Ranking Graph is defined as: ܩ ൌ ሺܸ, ܸ ሻܧ ൌ ሼݒ௜| ௜ܺ א ܧ ሽ  (4)ܦ ൌ ൛൫ݒ௜, ,௜ݒ௝൯หݒ ௝ݒ א ܸ, ௜ݒ א ௝ݒ ݎ݋ ௝൯ݒ൫ܰܰܭ א ,௜ሻݒሺܰܰܭ ݅ ് ݆ሽ 

 
ID Input Space 2NN 
0 2.5,3,3.5 {6,7} 
1 6.5,7,8 {2,5} 
2 3.5,4.5,5.5 {0,5} 
3 6.5,3.5,2.5 {0,4} 
4 4,1.5,2 {0,7} 
5 5.5,6.5,7 {1,2} 
6 1,3,2 {0,7} 
7 2,2,2 {0,6} 

  
(a) (b) 

Fig. 1. (a) an example dataset in the three-dimensional coordinate space; (b) the 2NN Instance 
Rank Graph with the dataset in (a) 

The Instance Ranking Graph is a fully connected graph without any separate com-
ponents as for each vertex ݒ௜, as its K-Nearest-Neighbors can be always found, which 
avoids the existing of dangling vertex. Figure 1 (a) shows one example dataset with 8 
instances in the three-dimensional coordinate space, Figure 1(b) shows the Instance 
Ranking Graph with 2NN. For example, the 2NN of the vertex 0 is vertex 6 and 7, so 
there are edges between vertex 0 and 6, vertex 0 and 7 in Figure 1(b); for the vertex 6, 
the 2NN is vertex 0 and 7, as there is already between vertex 0 and 6, only the edge 
between vertex 6 and 7 is added in Figure 1(b). With the Instance Ranking Graph 
built, the definition of the weights between two connected vertexes is required.  
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In this paper, we use the Euclid distance to describe the distance between two in-
stances ݒ௜ and ݒ௝(denoted as  ݀݅݁ܿ݊ܽݐݏ൫ݒ௜,  .(௝൯ݒ
 
Definition 2: the weight matrix ܹ of the Instance Ranking Graph is: 

 ௜ܹ௝ ൌ ቐ 0, ݅ ൌ ,௜ݒ൫ ݎ݋ ݆ ௝൯ݒ ב ∑ଵ/ௗ௜௦௧௔௡௖௘ሺ௩೔,௩ೕሻܧ ଵ/ௗ௜௦௧௔௡௖௘ሺ௩೔,௩೛ሻೡ೛಼אಿಿ൫ೡ೔൯ , ൫ݒ௜, ௝൯ݒ א  (5) ܧ

W is a Normalized matrix with ∑ W୧୨ ൌ 1୫୨ୀଵ . From the definition of weight ma-
trix W, one can conclude that weight matrix is not a symmetrical matrix.  

3.2 The Procedure of Instance Ranking  

The random walk model [16] is used to rank the instances in the dataset. The general 
idea for instance ranking is: Visiting the instance rank graph from anyone of the ver-
texes ݒ଴ . In anyone of the vertex ݒ, it has the probability α to visit the neighbor 
vertex of ݒ from the instance ranking graph, or it may also random teleport to any 
other vertex with the probability ሺ1 െ αሻ, where α controls the priority jump to the 
vertex’s neighbor as opposed to teleport to a random vertex in the graph. The whole 
process can be summarized in formula (6): 

ࢀሻ࢑ሺ࣊  ൌ ሺαࢀ૚ሻି࢑ሺ࣊ · ۾ ൅ ሺ૚ െ αሻ ·  ሻ (6)ࢀܜ܍

where ࣊ሺ࢑ሻ denotes the output ranking scores for the instances after k-th iteration, ۾ 
denotes the adjacent probability matrix, α  denotes the random teleport parameter 
(0<α<1), ܜ denotes the probability of random walk to anyone of the vertexes. As the 
adjacent probability matrix ۾ satisfies the property the sum of each row equals 1 
(∑ P୧୨ ൌ 1୫୨ୀଵ ሻ , and the weight matrix W satifies ∑ W୧୨ ൌ 1୫୨ୀଵ . The formula (6) is 
rewritten as formula (7): 

ࢀሻ࢑ሺ࣊  ൌ ሺαࢀ૚ሻି࢑ሺ࣊ · ܅ ൅ ሺ૚ െ αሻ ·  ሻ (7)ࢀܜ܍

The whole algorithm of Instance Ranking is in Figure 2. The algorithm receives the 
parameters dataset D and the random teleport parameter હ, after iterate formula (10) 
enough times, the algorithm will converge to a unique ranking scores. For different α, 
the algorithm will have different results. If α ՜ 0, the iteration times are huge, and 
if α ՜ 1, the Rank Matrix RM become much more volatile, and fluctuates noticeably 
for even small changes of Rank Matrix RM. The final ranking result for the example 
in Figure 1 (a) is Rank(0)=0.245, Rank(1)=0.067, Rank(2)=0.055, Rank(3)=0.019, 
Rank(4)=0.028,  Rank(5)=0.083,  Rank(6)=0.240,  Rank(7)=0.264. 

4 IR.KNN and IR.MLKNN 

To verify the performance of our Instance-Ranking algorithm, we modify the two 
state-of-art algorithms for single-label and multi-label classification, KNN and 
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MLKNN. In this section, we present the modified KNN (IR.KNN) and MLKNN 
(IR.MLKNN) algorithms, and in the next section, the experiments for IR.KNN and 
IR.MLKNN are addressed. 
 

Algorithm 1:The Instance Ranking Algorithm 
Input: Dataset D, the random teleport parameter હ 
Output: Ranking Scores for each instance in D 
 
Instance-Ranking (D, હ) 
1. Build the KNN based link graph G from D using (4); 

2. Compute the weight matrix W using (5) 

3. Random choose one of the rows in W as the initial ranking scores, ૈሺ૙ሻ ൌ  ܂ܑ܅

4. Set ܜ ൌ ሺ ૚ܕ . ૚ܕ , ૚ܕ … ૚ܕሻ܂. 

5. Compute the Rank Matrix ۻ܀ ൌ હ · ܅ ൅ ሺ૚ െ હሻ ·  ࢀܜ܍

6. Iterate    ࣊ሺ࢑ሻࢀ ൌ ࢀ૚ሻି࢑ሺ࣊ כ  .ሻ get convergentܓuntil ૈሺ ۻ܀

7. Return the final convergences ૈሺܔ܉ܖܑ܎ሻ 
Fig. 2. The details of the Instance Ranking Algorithm 

4.1 IR.KNN 

The basic idea of IR.KNN is simple. Suppose current there are |L| different labels, for 
a new instance X୬ୣ୵ , found the KNN of X୬ୣ୵  (denote them as X୬ୣ୵భ, X୬ୣ୵మ, … X୬ୣ୵ౡ). For each label Label୧, compute the probabilities: 

  ௟ܲ௔௕௘௟೔ ൌ ∑ ܴܽ݊݇ሺܺሻ௑אቄ௑೙೐ೢభ,௑೙೐ೢమ,…௑೙೐ೢೖቅ&&௑א௅௔௕௘௟೔  (8) X୬ୣ୵  is considered to belong to the label with the highest probability. Figure 3 
presents the detail of IR.KNN. 

4.2 IR.MLKNN 

As discussed in Section 2.2, the MLKNN algorithm can be transformed into the prob-
lem of computing the prior probability ܲሺܪ௕௝ሻ  and the posterior 

ty ܲ ቀܥܧሬԦݐሺ݆ሻ݆ ቚ݆ܾܪቁ. In the MLKNN paper, the prior probability is simply count the total 

number of instances which belong to the particular label divide by the total number of 
instances. More formally, the prior probability of MLKNN algorithm is: 

 ܲ൫ܪଵ௝൯ ൌ ሺݏ ൅ ∑ ݏ௑೔ሺ݆ሻሻ/ሺݕ כ 2 ൅ ݉ሻ,௠௜ୀଵ  (9) 

 ܲ൫ܪ଴௝൯ ൌ 1 െ ܲ൫ܪଵ௝൯, ݆ א ࣦ (10) 

where s is a smoothing parameter controlling the strength of uniform prior.  
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In this paper, we reconsider the prior probability ܲሺܪ௕௝ሻ, and we embed our In-
stance-Ranking algorithm to enhance the prior probability. More formally, the prior 
probability of IR.MLKNN is: 

 ܲ൫ܪଵ௝൯ ൌ ∑ ܴܽ݊݇ሺ ௜ܺሻ ௠௜ୀଵכ  ௑೔ሺ݆ሻ, (11)ݕ

 ܲ൫ܪ଴௝൯ ൌ ∑ ܴܽ݊݇ሺ ௜ܺሻ כ ሺ1 െ௠௜ୀଵ ,௑೔ሺ݆ሻሻݕ ݆ א ࣦ (12) 

Algorithm 2:The IR.KNN Algorithm 
Input: Training Dataset D ( ܑ܆, ሻ, the random teleport parameterܑۺ હ, the new instance ܟ܍ܖ܆ 
Output: The label of the Instance ܟ܍ܖ܆ 
 
IR.KNN (D, હ,  (ܟ܍ܖ܆
1 Compute the Rank(X,L) (ሺX, Lሻ א D) using the Instance Ranking Algorithm 

2 {ሺX୬ୣ୵భ, L୬ୣ୵భሻ, ൫X୬ୣ୵మ, L୬ୣ୵మ൯ … ሺX୬ୣ୵ౡ, L୬ୣ୵ౡሻሽ = KNN(X୬ୣ୵, Dሻ 

3 For each Label label୧ in the labelset 

  P୪ୟୠୣ୪౟ ൌ ∑ RankሺX, LሻሺX,LሻאቄሺX౤౛౭భ,L౤౛౭భሻ,൫X౤౛౭మ,L౤౛౭మ൯…ሺX౤౛౭ౡ,L౤౛౭ౡሻቅ&&௅אLୟୠୣ୪౟  

4 Return the Label with the highest probability. 

Fig. 3. The IR.KNN Algorithm 

The detail of IR.MLKNN is in Figure 4. We mainly change the way of the Compu-
ting of Prior Probability. The array C[p] and Cᇱሾpሿ is used to describe that with p 
neighbors of the instance belong to the label, whether the instance belongs to the la-
bel. If it is, C[p] will add one; else Cᇱሾpሿ will add one. 

5 Experiments and Results 

In this section, we focus on the experiments on IR.KNN and IR.MLKNN, to verify 
our Instance-Ranking algorithm. The section includes two subsections: the experi-
ments and results for IR.KNN comparing with KNN, and the experiments andresults 
for IR.MLKNN comparing with MLKNN. All the experiments are based on Weka 
[16] and Mulan [5].  

5.1 Experiments and Results for IR.KNN 

The dataset heart-statlog in the UCI1 database is used to complete the experiment 
with IR.KNN. Heart-statlog dataset contains 270 instances, 13 attributes of the type 

                                                           
1 http://sourceforge.net/projects/weka/files/datasets/ 
datasets-UCI/datasets-UCI.jar 
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numeric, and two class “absent” and “present”. We compare IR.KNN and KNN from 
K=5 to 50 using 10-fold cross-validation with α ൌ 0.85 and three evaluation metrics 
are provided: the correctly classified instances, mean absolute error, and relative abso-
lute error. 

 
Algorithm 3:The IR.MLKNN Algorithm 
Input: Training Dataset D ( ܑ܆, ሻ, the random teleport parameterܑۺ હ, the new instance ܟ܍ܖ܆ 
Output: The label set of the Instance ܟ܍ܖ܆ 
 
IR.MLKNN (D, હ,  (ܟ܍ܖ܆
--Compute the prior probability ۾ሺ۶ܒ܊ ሻ 
1 Compute the Rank(X,L) (ሺX, Lሻ א D) using the Instance Ranking Algorithm 

For each label ℓ א ࣦ 

2   ܲ൫ܪଵ௝൯ ൌ ∑ ܴܽ݊݇ሺ ௜ܺሻ ௠௜ୀଵכ  ௑೔ሺ݆ሻݕ

3  ܲ൫ܪ଴௝൯ ൌ ∑ ܴܽ݊݇ሺ ௜ܺሻ כ ሺ1 െ௠௜ୀଵ  ௑೔ሺ݆ሻሻݕ

-- Posterior Probability ۾ ቀ۳۱Ԧܜሺܒሻܒ ቚ۶ܒ܊ ቁ 

For each label ℓ א ࣦ 
For each Instance X୧ א D,  

4  Identity KNN(X୧ሻ. 

5  Compute the number of instances which belong to the label ℓ . δ ൌ Ԧ௑೔ሺ݆ሻܥ ൌ∑ ௄ேNሺ௑೔ሻא௕ሺ ℓሻ௕ݕ  

6  If(ݕ௑೔ሺ ℓሻ==1) C[δ] ൅ ൅; else C′ሾδሿ ൅ ൅; 

For each j א ሼ0,1,2, … , Kሽ 

7  ܲ൫ܧ୨ℓหܪଵℓ൯ ൌ Cሾjሿ/ ∑ CሾpሿK୮ୀ଴ ;  ܲ൫ܧ୨ℓหܪ଴ℓ൯ ൌ C′ሾjሿ/ ∑ C′ሾpሿK୮ୀ଴  

--Prediction Period 

For each label ℓ א ࣦ 
Ԧ௑೙೐ೢሺℓሻܥ  8 ൌ ∑ ௄ேNሺ௑೔ሻא௕ሺℓሻ௕ݕ  

௑೙೐ೢሺℓሻݕ  9 ൌ arg max௕אሼ଴,ଵሽܲሺܪ௕ℓሻ ܲ ቀܧ஼Ԧ೉೙೐ೢሺℓሻℓ ቚܪ௕ℓቁ 

Return ݕ௑೙೐ೢሺℓሻ ℓ א ࣦ 

Fig. 4. The IR.MLKNN Algorithm 

Figure 5 (a)-(c) presents the experiments results for heart-statlog dataset. The cor-
rectly classified instances metric has some disturbance. For K =15,40 and 50, the 
correctly classified instances of KNN is better than IR.KNN. But with the whole 
processes from K=5 to 50, IR.KNN achieves a slight better prediction than KNN, the 
average correctly classified instance percentage for IR.KNN is 83.03%, while for  
KNN is 82.37%. Although IR.KNN and KNN achieve almost the same correctly  
classified instance percentages, for other evaluation metrics, IR.KNN shows much 
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better performance. The average mean absolute error for IR.KNN is 0.17669, while 
for KNN is 0.27161, IR.KNN achieves 53% better than KNN for the mean absolute 
error average; the average relative absolute error for IR.KNN is 35.77136%, while for 
KNN is 54.99154%, IR.KNN achieves 53.7% better than KNN for the relative abso-
lute error average. 

 

Fig. 5. The experiments results for IR.KNN and KNN for UCI heart-statlog dataset. (a) 
presents the correctly classified instances; (b) presents the mean absolute error; (c) presents the 
relative absolute error.  

Table 1 presents our comparison of our IR.KNN with SVM, Naive Bayes, and deci-
sion tree [1]. We choose K=20 for IR.KNN, and the default parameters for the other 
algorithms as in Weka [16]. The experiment results show that our IR.KNN achieves 
better performance than Naive Bayes, and decision tree, and similar performance of 
SVM.  

Table 1. Comparison of IR.KNN with SVM, Naive Bayes and Decision Tree 

Evaluation Metrics IR.KNN SVM Naive Bayes Decision Tree 

Accuracy 83.84% 84.07% 83.70% 76.67% 

Mean Absolute Error 0.1635 0.1593 0.1835 0.2740 

Relative Absolute Error 33.745% 32.25% 37.16% 55.48% 

Table 2. The detail Description of the multi-label datasets emotions and CAL500  

Name Domain Instances Attributes Labels Cardinality Density Distinct 
emotions music 593 72 6 1.869 0.311 27 
CAL500 music 502 68 174 26.044 0.150 502 

5.2 Experiments and Results for IR.MLKNN 

To verify the performance of IR.MLKNN, we used two multi-label datasets emotions 
and CAL5002. The description of those two datasets is in table 2. We compare 
                                                           
2 http://mulan.sourceforge.net/datasets.html 
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IR.MLKNN with MLKNN from K=5 to 40 using 10-fold cross-validation with  α ൌ 0.85 . About four evaluation metrics [5] are provided: Hamming Loss, Average 
Precision, Ranking Loss, and One Error. As the evaluation metrics for multi-label 
classification is a bit different from single-label classification, we would firstly briefly 
introduce those evaluation metrics. 

Results. Figure 6 and Figure 7 present the experiments results for IR.MLKNN with 
datasets emotions and CAL500 respectively. Table 3 summaries the average perfor-
mance for those two datasets from the four evaluation metrics. Table 4 presents the 
results of the two datasets from the view of the maximum difference between 
IR.MLKNN and MLKNN. Generally speaking, IR.MLKNN achieves better perfor-
mance than MLKNN consider the results of Figure 6, Figure 7, Table 3 and Table 4. 

For Hamming Loss, we notice that for K=5, the IR.MLKNN is higher than the 
MLKNN for CAL500 in Figure 7(a), this issue happens since the neighbors for the 
Instance-Ranking is so small, the finally ranking cannot be used to represent the true 
ranking sequence for the instance of CAL500. Another interesting phenomenon is that 
the curves for our IR.MLKNN are closer to the curves for MLKNN in Figure 6 than  
those in Figure 7.  

 

Fig. 6. The experiments results for IR.MLKNN and MLKNN for emotions dataset. (a) Ham-
ming Loss; (b) Average Precision; (c) Ranking Loss; (d) One Error.   

This is because the emotions dataset only has 6 labels, while CAL500 dataset has 
174 labels. The prior probability enhancement for CAL500 is more significantly than 
emotions dataset. That is to say, for the datasets with more labels, the performance of 
our IR.MLKNN is much better. 
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Fig. 7. The experiments results for IR.MLKNN and MLKNN for CAL500 dataset. (a) presents 
the Hamming Loss; (b) presents the Average Precision; (c) presents the Ranking Loss; (d) 
presents the One Error.  

Table 3. The summarization information for IR.MLKNN and MLKNN for the datasets 
Emotions and CAL500 with four evaluation metrics from an average view 

 Emotions CAL500 
Evaluation Metrics IR.MLKNN MLKNN IR.MLKNN MLKNN 
Hamming Loss 0.1987 0.2015 0.1388 0.1393 
Average Precision 0.7960 0.7942 0.4961 0.4927 
One Error 0.1668 0.1682 0.1814 0.1833 
Ranking Loss 0.2618 0.2632 0.1215 0.1235 

Table 4. The summarization information for IR.MLKNN and MLKNN for the datasets 
Emotions and CAL500 with four evaluation metrics from the view of maximum the margin 

Evaluation  
Metrics 

Emotions CAL500 
K IR.MLKNN MLKNN K IR.MLKNN MLKNN 

Hamming Loss 10 0.1920 0.1951 35 0.1391 0.1403 
Average Precision 10 0.8003 0.7965 35 0.4953 0.4906 
One Error 10 0.1599 0.1633 35 0.1814 0.1836 
Ranking Loss 10 0.2784 0.2835 35 0.1175 0.1235 

6 Conclusions 

In this paper, we propose a new perspective to consider the instance dependency for 
classification. A novel algorithm called Instance-Ranking is presented to mining the 
instance dependency information. With Instance-Ranking algorithm, we modify the 
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KNN and MLKNN algorithm. The experiments show that the enhanced KNN and 
MLKNN (IR.KNN and IR.MLKNN) algorithm achieve better than the original algo-
rithms. In the future, we will focus on the improvement of the Instance-Ranking algo-
rithm, and apply it into more data mining applications, not only classification, but also 
cluster and semi-supervised problems.  
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Information Technology of China (No. 2010ZX01042-002-003-001). 
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Abstract. Clustering is a powerful exploratory technique for extracting the 
knowledge of given data. Several clustering techniques that have been proposed 
require predetermined number of clusters. However, the triangular kernel-
nearest neighbor-based clustering (TKNN) has been proven able to determine 
the number and member of clusters automatically. TKNN provides good solu-
tions for clustering non-spherical and high-dimensional data without prior 
knowledge of data labels. On the other hand, there is no definite measure to 
evaluate the accuracy of the clustering result. In order to evaluate the perfor-
mance of the proposed TKNN clustering algorithm, we utilized various  
benchmark classification datasets. Thus, TKNN is proposed for discovering true 
clusters with arbitrary shape, size and density contained in the datasets. The  
experimental results on benched-mark datasets showed the effectiveness of our 
technique. Our proposed TKNN achieved more accurate clustering results and 
required less time processing compared with k-means, ILGC, DBSCAN and 
KFCM. 

Keywords: cluster, classification, triangular, kernel nearest neighbor. 

1 Introduction 

Clustering is a powerful exploratory technique for the extracting knowledge of given 
data. It is a process of grouping unlabelled datasets based on the similarity and dissi-
milarity pair of data within the dataset. Recently, several clustering techniques have 
been introduced and proposed such as K-means [1-3], hierarchical clustering [4], 
nearest neighbor-based approach [5-7], DBSCAN-based methods [8], Support Vector 
Machine-based approach (SVM) [9], kernel fuzzy c-means (KFCM) [10-11] and 
DENCLUE [12-13]. Since they lack of valid statistical evaluation methods, the results 
of the hierarchical cluster analysis are subject to interpretation by the investigator.  
K-means technique is probably the most popular and a simple solution for clustering. 
However, the problem with this techniques is determining the proper number of clus-
ters and potential to being trapped in local optimal [14]. 

Density based clustering algorithms such as SNN [5-7], DBSCAN [15] and 
DENCLUE [12-13] are used to determine the number of clusters automatically by the 
density of data points in a region. A cluster in these algorithms is a dense region of 
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object that is surrounded by a region of low density. Density-based uses local cluster 
criterion in which the clusters are defined as region in data space whose objects are 
dense, and clusters are separated from one another with low-density region [15].  

For instance, SNN technique [5], it scarify the similarity matrix by keeping only 
the k most similar neighbors, then constructs a correlative shared nearest neighbor 
graph and  determine the core points based on the SNN density of each point. Except 
that, it also discards all noise points and assigns all non-noise, non-core points to the 
clusters. As for the algorithm complexity, because of the nested loops for outliers 
deletion stage, it would require O(M2) distance computations and O(M2/blocksize) 
data access. Furthermore, there exists another important problem especially on data 
with arbitrary cluster: all or some of these core points may possibly belong to identic-
al cluster and hence may present an empty cluster. 

DBSCAN [15] can be used to discover clusters with arbitrary shapes. Each point of 
a cluster in the neighborhood of a given radius has to contain at least a minimum 
number of points, i.e. the density in the neighborhood has to exceed some threshold. 
The shape of a neighborhood is defined by the choice of a distance function for two 
points p and q, denoted by dist(p,q). For example, in two dimensional data, the shape 
of the neighborhood is circle when Euclidean distance is used or rectangular when 
Manhattan distance is used. However, using density-based clustering (DBSCAN) for 
discovering clusters of arbitrary shapes have difficulties in discovering clusters with 
different densities. In addition, DBSCAN requires at least two parameters. 
DENCLUE (DENsity CLUstEring) improves DBSCAN through the use of kernel 
function as the influence function to express the contribution of each point to the 
overall density function. However, DENCLUE is computationally expensive than 
DBSCAN. In addition, DENCLUE is relatively resistant to noise [14]. 

In recent machine learning field,  the trend was using the kernel method to con-
struct a nonlinear [11]. Kernel fuzzy c-means algorithm (KFCM) [10] implements a 
new kernel-induced metric in the data space to change the original Euclidean norm 
metric in FCM and the clustered prototypes still lie in the data space so that the clus-
tering results can be reformulated and interpreted in the original space. KFCM is ro-
bust to noise, outliers and incomplete data, and also tolerates unequal sized clusters 
[11]. Nonetheless, KFCM algorithm still has some weaknesses, such as the sensitivity 
to the initialization the number of clusters and cluster center.  

Triangular Kernel Nearest Neighbor-based clustering (TKNN) proposed by [16] is 
a density based clustering algorithms which only requires one parameter; number of 
neighbors. TKNN provides a good solution for clustering non-spherical and high-
dimensional data such as spatial-temporal data without the knowledge of data labels, 
as detail in [16]. However, there is no definite measure to evaluate the accuracy of the 
clustering result.  To evaluate the performance of the proposed TKNN clustering 
algorithm, we utilized various benchmark datasets such as classification datasets UCI 
[17]. Thus, TKNN was applied to generate class labels for discovering true clusters of 
such datasets. 

Two parameters were used in this study to analyze the performance of the pro-
posed approach: accuracy of clustering result and time consumption. In addition, the 
proposed TKNN was compared against basic k-means, kernel fuzzy c-means (KFCM)  
and two other density-based clustering algorithms: ILGC [18] and DBSCAN [15]. 
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The rest of the paper is organized as follow: Section 2 introduces the triangular 
kernel nearest neighbor based clustering, TKNN; Section 3 presents the experimental 
results; and finally Section 4 is the conclusion. 

2 Triangular Kernel Nearest Neighbor-Based Clustering 
(TKNN) 

TKNN is referred as a kernel nearest neighbor based clustering using triangular kernel 
function [16]. Kernel nearest neighbor based clustering is a density-based clustering 
algorithm [19]. The algorithm is able to tackle the difficulties of high dimensional 
data and cluster of very different densities. In order to determine the density of ob-
jects, it uses a nonparametric density estimation procedure. It combines k-nearest 
neighbor (KNN) and kernel density estimation, i.e. KNN density estimation is ex-
tended and combined with kernel function. 

TKNN is an improvement from ILGC [18], another kernel nearest neighbor based 
clustering using Gaussian kernel function. Triangular kernel function is chosen to 
replace Gaussian kernel function and enhance performance of clustering [16] because 
it is less time consuming. Table 1 shows the triangular and Gaussian kernel functions 
for clustering, where ݐܭఠ, ,ݔሺݐݏ݅݀  ఠ and݃ܭ   ௜ሻ refer to the triangular kernel densityݔ
function of the cluster ߱, the Gaussian kernel density function of the cluster ߱ and 
the distance between object x and xi, respectively. 

TKNN assigns each object  ݔ௜ into only one cluster, where if the triangular kernel 
nearest neighbor densities function in cluster ߱௜ is maximized, and then the target data 
is considered belong to the cluster ߱௜ . The detail of TKNN algorithm can be found in 
[16]. However, the summary of TKNN algorithm is represented in Fig. 1.  

Table 1. Kernel functions for clustering 
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Fig. 1. TKNN algorithm [16] 

TKNN Algorithm (Dataset, k neighbors) : 
(i) For each data xi calculate dist(xi,xi) (i,j = 1,…,n ; and ji ≠ ) 

(ii) Repeat 
For each data xi (i = 1,…,n) with k neighbors is assigned to cluster ω  as: 

( ))( ixKtMaxClust ωω =  

Re-index the clusters. 
(iii) Until no changes in the data structure or iterations have converged. 
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3 Experimental Results 

3.1 Data Description 

In this study, an experimental analysis was devised to assess the performance of pro-
posed TKNN algorithm in discovering true clusters, both in terms of accuracy and 
efficiency. TKNN algorithm was applied to generate class labels for discovering true 
clusters of various benchmark datasets for analyzing the accuracy of proposed algo-
rithm. In this work, we adjusted three schemes of experiment which are differentiated 
by the characteristics of the datasets as given in Table 2. It includes an artificial spher-
ical dataset, shape sets provided by [20] and classification datasets from UCI Machine 
Learning Repository [17].  

For the first experiment, the proposed TKNN algorithm was applied on an artificial 
spherical or globular dataset. The spherical dataset was used to evaluate the perfor-
mance of TKNN algorithm for clustering on the dataset which all classes were convex 
object. An object is convex in Euclidean shape if every pair of points within the ob-
ject; the considered object on the straight line segment that joins them, is also within 
the object. Therefore, the objective of first experiment was to evaluate the perfor-
mance of the proposed algorithm on spherical dataset which was convex, centered, 
well separated and compact.  

An artificial spherical dataset was generated through the use of a random number 
generator. This dataset had 200 instances with two attributes. All instances were 
grouped in 3 classes. The data distribution of each class was generated using various 
means ߤଵ ൌ ሾ0,10ሿ, ଶߤ  ൌ ሾ20,10ሿ, and  ߤଷ ൌ ሾ10,20ሿ; variance ଵߪ  ൌ ሾ1.7,1.7ሿ, ଵߪ ൌሾ0.7,0.7ሿ, and ߪଵ ൌ ሾ1.0,1.0ሿ and number of data ݊ଵ ൌ 120,  ݊ଶ ൌ 60, ݊ଷ ൌ 20. The 
dataset distribution is shown in Fig. 2. 

In the second experiment, eight synthetic sample datasets provided by [20] and de-
picted in Fig. 3 were utilized. Some datasets contained true clusters with soft boun-
dary; the distance between two points of different true clusters was closer than such 
point of same true cluster. Table 3 summaries the characteristic of the true clusters 
within the datasets. Different colored symbols were used to demonstrate the different 
classes. From the Fig. 3, it is visualized that all datasets used had different shapes and 
number of classes (range from 2 to 31). The eight datasets with different shape were 
utilized in this experiment in order to evaluate the capability of the proposed TKNN 
algorithm on clustering dataset with arbitrary shape. 

Table 2. Three distinct schemes of experiment 

Experiment Characteristics of dataset 
1 Spherical and globular dataset 
2 Dataset contained classes with arbitrary shapes 
3 Real dataset restrained groups with arbitrary shapes 
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Fig. 2. Artificial spherical dataset 

Table 3. Characteristics of eight synthetic sample datasets 

Sample 
dataset 

Number of 
true clusters 

Number of 
points 

Boundary Shape type 
Soft Hard Convex Non-convex 

1 2 240 √ - √ √ 
2 2 373 - √ - √ 
3 3 312 - √ - √ 
4 3 300 √ - √ √ 
5 7 788 √ √ √ √ 
6 6 399 √ √ √ √ 
7 15 600 √ √ √ - 
8 31 3100 √ √ √ - 

 
In sample dataset 1 [21], there were two classes which one of them was non-

convex shape and visualized by blue circle symbol on Fig. 3(a). The motivation of 
utilizing sample dataset 1 was to analyze the capability TKNN algorithm on the data-
set that contained different shapes and soft boundary between two clusters.  

Sample dataset 2 [22] presented in Fig. 3(b) formed two half-rings and contained 
373 two-dimensional patterns (upper class had 97 points and lower class had 276 
points). In addition, both of them were non-convex shape. Thus, it was interesting to 
evaluate the performance of TKNN on datasets, where all the classes within the data-
set were non-convex. 

Sample dataset 3 [23] composed three classes with spiral shape as shown in Fig. 3(c). 
A spiral can be defined as a curve which derives from a central point, which gets farther 
away as it resolves around the point. However, all points in this dataset were not classi-
fied based on the distance between the center points and the considered points.  

Fig 3(d) visualizes sample dataset 4 [23]. It had two circle classes inside a circular 
class. Each class within the sample dataset 4 contained 100 data points. In addition, 
the points in both circles were generated by using Gaussian distribution. This sample 
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could be observed by using two Gaussian classes with adding some Gaussian noise 
which tended to connect the classes together. However, it was interesting to analyze 
whether TKNN could discover three clusters as similar as natural classes or TKNN 
considers the circular class as noise data. 

 

 
(a) Sample dataset 1 

 
(b) Sample dataset 2 

 
(c) Sample dataset 3 

 
(d) Sample dataset 4 

 
(e) Sample dataset 5 

 
(f) Sample dataset 6 

 
(g) Sample dataset 7 

 
(h) Sample dataset 8 

Fig. 3. Shape of eight synthetic sample datasets 
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The rest of sample datasets were more complex than previous sample datasets in 
term of number of classes and shapes of classes contained in the datasets. For in-
stance, sample dataset 5 [24] was two-dimensional synthetic dataset that consist of 
seven perceptually distinct classes. Fig. 3(e) shows a link between two globular 
classes that is belongs to one of the two globular classes. Furthermore, this link makes 
the boundary between two clusters becomes soft. 

In sample dataset 6 [25], there were five classes of different shape and size with 
additional noise as shown in Fig. 3(f). Within sample dataset 7, a ring [26] contained 
3100 random patterns generated by 15 similar 2D Gaussian distributions. Whereas, 
sample dataset 8 [26] was largest dataset among dataset used in second experiment. It 
consists of 31 randomly placed 2D Gaussian classes of 100 patterns each. The objec-
tive of using sample dataset 8 is for assessing the performance of proposed algorithm 
on clustering data with many clusters. 

For the third experiment, four classification datasets from [17] were selected with 
numerical real-value attributes, namely Iris, Wine, Glass, and Ecoli. Iris contained the 
measurements on different iris plants. Wine records results of chemical analysis of 
Italian wines were obtained from three different cultivars. The glass dataset contained 
the value of chemical components of glasses. Meanwhile, in the Ecoli dataset, each 
Ecoli instance was described by using the value of Escherichia Coli bacterium that 
was taken from different analysis techniques. 

All the respective benchmark datasets contained labels or classes. The number of 
classes next called true clusters with ranges from 3 to 8, the number of instances 
ranges from 150 to 336, and the number of dimensions ranges from 4 to 8. In addi-
tion, most aforementioned datasets were not spherical and of high-dimensional data. 
Table 4 summarizes the main characteristics of the datasets and also information of 
the UCI classification datasets.  

3.2 Result Analysis  

TKNN was applied to generate the class labels for finding the true clusters of various 
classification datasets. All the aforementioned datasets had labels. We viewed the 
labels of the datasets as the objective knowledge on the structure of the datasets. 
Thus, the goal was to cluster the data without the knowledge of the labels and meas-
ure how well the clustering captures the true labels. We utilized the F-measure [27] 
which is one of the most commonly used external validity criteria to evaluate the 
performance of classification model [28]. The accuracy in F–measure is defined as 
the combination of both Information Retrieval notions’ Precision and Recall.  

Table 4. Characteristics of UCI classification dataset 

Datasets Instances attributes classes 
Iris 150 4 3 

Wine 178 13 3 

Glass 214 9 6 
Ecoli 336 7 8 
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Consider if, a dataset D has a collection of true class is L = {L1, L2, …, Lc} and the 
collection of resulted cluster is { }ωωωω nc,...,, 21= . The precision of cluster ω i  with 

respect to class Lj is the fraction of cluster ω i  that consists of objects in class Lj that 
are defined as: 
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ω
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Recall of cluster ω i  with respect to class Lj is the extent to which a cluster ω i  con-
tains all objects in class Lj cluster and is defined as: 
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Using the local values of precision and recall, the overall precision and recall are 
computed as: 
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Both values; P and R are combined to measure the quality of clustering result w.r.t L 
by means of a single value. The overall F-measure is in the range [0,1] and computed 
as: 
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F

+
= 2  (4) 

Furthermore, in order to analyze the groups founded by TKNN, we required visualiz-
ing the result. Regarding the number of attributes of the datasets, it was difficult to 
visualize the clustering result with high dimensional data. Thus, we need to reduce the 
dimensionality of the data without destroying the meaning. Principal component anal-
ysis (PCA) [29] provided solutions to reduce the complex data set to a lower dimen-
sion which could reveal the hidden, simplified structure that lay beneath it. The main 
objective of using PCA was to reduce dimensionality of the data with minimum of 
loss of information, by retaining as much variation in the original dataset [29] as poss-
ible.  

In the first experiment, TKNN produces clusters which were equal to true clusters 
(classes) and 100% accurate. The clustering result is shown in Fig. 4. It was observed 
that each cluster was well separated while the distance between points in a cluster to 
data in another cluster was large. In addition, each cluster was mostly compact and 
well defined cluster, since the distance of points within same cluster was very close. 
According to the experimental results, it had been proven that TKNN has the ability 
to discover true clusters on spherical dataset. 
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Fig. 4. Clustering on artificial spherical dataset using TKNN 

In the second and third experiment, the proposed TKNN algorithm was compared 
to related the algorithms; ILGC [18], DBSCAN [15], KFCM [10] and basic k-means. 
A quantitative measure of classification accuracy i.e. F-measure was calculated to 
assess the performance of all algorithms. In addition, a visual assessment was also 
utilized for accuracy of inspection.  

The proposed TKNN algorithm only required one parameter; k number of neigh-
bors. In this experiment, TKNN was executed once for each k from 2 to n-1, where n 
is the number of objects. For each clustering results, the F-measure was calculated, 
and finally, the clustering with maximum F-measure value was chosen as a set of 
“true clusters. The setting approach of TKNN for choosing k parameter was also used 
to execute ILGC algorithm. Meanwhile, applying DBSCAN algorithm required two 
parameters: MinPts minimum number of neighbor points and Pts maximum distance 
value or radius. However, we eliminated the parameter MinPts to 4 for all datasets as 
suggested by [15]. In addition, to give K-means some advantages, the parameter 
number of clusters was set similar to the number of classes and maximum iteration 
equal to 100. Meanwhile, for KFCM algorithm, this experiment used Gaussian kernel 
function, 100 for maximum iteration, 10-5 for minimum convergence rate, and number 
of classes as number of clusters. 

From the experimental result of sample dataset 1, TKNN achieved the highest ac-
curacy, 99.17%. In addition, only two points were assigned to incorrect cluster due to 
their Euclidean distance values. Both points had relatively lower similarity values to 
other points within upper cluster than those points closer to the lower cluster. The 
result of sample dataset 1 demonstrated the ability of the TKNN approach to solve the 
"two clusters touching at a neck" problem with a medium-sized neighborhood (k = 10 
as shown in Table 6). There was no distinct point pair distance inconsistency at the 
neck, so that the triangular kernel density function would be unable to break the data 
at the neck point. 
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Fig. 5. Clustering on sample dataset 1 produced by DBSCAN 

In addition, Fig. 5 shows the weakness of using DBSCAN for clustering the complex 
dataset, involving cluster with different densities and soft boundary. DBSCAN had 
difficulty to discover two groups instead of two natural clusters, but found one cluster 
and one group containing two noise points. However, DBSCAN identified the two 
points as noise instead of core or border points because their densities were very low. 

Again, the performance of TKNN was evaluated for data with non-convex shape 
classes. In sample dataset 2, TKNN was proven capable to achieve two non-convex 
clusters as well as true class with 100% accuracy. However, the visual and quantita-
tive analysis of experimental results on sample dataset 1 and 2 indicated that TKNN 
outperformed ILGC, DBSCAN, KFCM and k-means for clustering dataset that con-
tained non-convex shape class. 

Next, sample dataset 3 with three spiral classes was considered. The privileged 
clustering result was achieved by using TKNN, ILGC and DBSCAN. Three density 
based clustering algorithms discovered correctly three spiral clusters, as shown in Fig. 
6(c), by using neighboring concepts and inter-point Euclidean distance between the 
points within a cluster. The sample dataset 3 showed the effects of variation of neigh-
borhood size quite clearly with respect to the continuity concept. 

In this study, we also conducted experiments on the sample dataset 4 that contained 
three classes; a circular class with an opening near the bottom and two Gaussian dis-
tributed classes inside. All algorithms could not find the three clusters correctly. 
Again, the proposed TKNN algorithm gave a more satisfactory result, as shown in 
Table 3. However, some inter-cluster points were miss-clustered. Our method was 
successful in assigning closer to these points (and hence essentially detecting them as 
outliers). As a result, they had relatively lower similarity values to other points within 
a cluster than those points closer to the Gaussian centers or on the incomplete circle.  

The clustering result for sample dataset 5 produced by TKNN algorithm was im-
perfect as shown in Fig. 6(e). In fact, this dataset contained seven classes but TKNN 
discovered five clusters only. Some points formed “narrow bridge” between two 
classes as these two classes were clustered into one cluster.  
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(a) Sample dataset 1

 

(b) Sample dataset 2 

 

(c) Sample dataset 3

 

(d) Sample dataset 4 

 

(e) Sample dataset 5 

 

(f) Sample dataset 6 

 

(g) Sample dataset 7

 

(h) Sample dataset 8 

Fig. 6. Clustering results of second experiment produced by TKNN 
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Table 5. Accuracy of second experiment 

Dataset TKNN ILGC DBSCAN k-means KFCM 

Sample1 99.17 64.58 64.58 84.17 േ 1.48 78.92% ± 9.82% 

Sample2 100 100 73.99 77.48 േ 0.57 76.78% ± 0.96% 

Sample3 100 100 100 34.29 േ 0.49 33.39% ± 0.62% 

Sample4 87.00 73.33 80.67 63.33 േ 2.51 60.09% ± 16.65% 

Sample5 78.43 78.43 82.23 32.87 േ 12.2 67.42% ± 15.25% 
Sample6 87.22 87.22 96.99 65.67 േ 6.51 60.78% ± 4.48% 
Sample7 99.67 99.67 53.33 53.33 േ 0.63 35.02% ± 1.23% 
Sample8 97.55 97.52 62.54 86.97 േ 0.27 37.85% ± 1.57% 

Table 6. Parameter of all algorithms used to produce true clusters on second experiment 

Dataset 
TKNN ILGC DBSCAN k-means KFCM 

k k MinPts Pts max_iter nc max_iter nc 

Sample1 10 9 4 0.985 100 2 100 2 

Sample2 22 17 7 2.446 100 2 100 2 

Sample3 7 6 4 1.843 100 3 100 3 

Sample4 20 17 4 1.839 100 3 100 3 

Sample5 16 10 4 1.208 100 7 100 7 
Sample6 15 12 4 1.393 100 6 100 6 
Sample7 38 25 4 0.635 100 15 100 15 
Sample8 71 46 4 0.535 100 31 100 31 

 
In sample dataset 7, TKNN algorithm produced 15 circle clusters with 99.67% accu-

racy. It means only two points were not clustered correctly because the points were 
closer to the clusters than to the true class. Remarkably, DBSCAN, k-means and KFCM 
algorithms were not able to discover the original cluster structure. Moreover, the accu-
racy of clustering result produced by DBSCAN and k-means was less than 55%. 

Again, TKNN algorithm outperformed ILGC, DBSCAN, k-means and KFCM in 
the largest sample dataset and number of clusters at most. 31 clusters were found by 
TKNN with 97.55 % accuracy. 76 points are miss-clustered since the Euclidean dis-
tance values between the points intra-cluster were lower than inter-cluster. 

In addition, from the experimental results on eight sample datasets, the k-means al-
gorithm was unable to identify the natural clusters. K-means had difficulties to dis-
cover clusters with arbitrary shape, such as non-convex shapes and spiral shapes. The 
k-means was suitable for clustering dataset that contained circle or globular class 
since it is partitioning clustering algorithm that represents cluster by gravity of center. 
Cluster center for k-means algorithm is a meaningful point to be associated with all 
members of clusters, and then using Euclidean distance for measuring distance be-
tween the cluster center and all points. In addition, Euclidean distance measure is 
suitable for classes with circle or globular shapes. 

For another kernel-based clustering algorithm, KFCM was unable to discover the 
natural clusters. KFCM had difficulties to discover clusters with arbitrary shape and 
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spiral shape. In addition, KFCM had least accuracy rate than other when finding clus-
ters that contained points connecting as a line, such as sample dataset 7 and 8. 

Otherwise, from the experimental results, it can be concluded that density based 
clustering algorithm such as TKNN, ILGC and DBSCAN are suitable for discovering 
true clusters as well as natural class with arbitrary shapes on datasets that contain 
points that are close within one class and or well separated. In addition, TKNN algo-
rithms that utilized the Euclidean distance measure had accuracy close to 100% on the 
dataset which contained class with circle shapes, because Euclidean distance is suita-
ble for objects with circle shapes. 

In conclusion, from second experiment, the promising performance of TKNN algo-
rithms demonstrated well in some difficult datasets with arbitrary shapes but there 
existed some other situations when these algorithms did not perform well. One such 
condition was when there were some points in the datasets which formed “narrow 
bridge” between clusters. 

In third experiment, TKNN and other comparative algorithms are performed for 
discovering true clusters on four UCI data. Fig. 7 presents visual analysis of compari-
son between clustering results produced by TKNN and distribution of true clusters. 
Based on the four classification datasets from [17], we compared the accuracy and 
time consumption of the proposed TKNN algorithm with k-means, KFCM, DBSCAN 
and also ILGC algorithms. Table 7 presents the experimental results summary regard-
ing the F-measure. On glass dataset, all algorithms achieved clusters with least accu-
racy rate than other data, because originally all objects in each class of this dataset 
were not compact and not well separated clusters as shown in Fig. 7 c). However, 
TKNN produced best clustering on all data compared to TKNN, ILGC, k-means and 
KFCM.  

For evaluating the efficiency of TKNN and the comparing algorithms, time 
processing of each algorithm in clustering the benchmark datasets was measured. Fig. 
8 shows comparison between the time processing (in millisecond) required by TKNN 
and k-means to cluster the benchmark datasets. In the figure, it can be observed that 
compared to k-means, the reduction execution time required by TKNN was from 0.02 
to 0.14 millisecond. The slowness of k-means was essentially due to the computation 
time required to calculate the distance between each data and each cluster centre, and 
to update all cluster centers. 

Based on the all experiments conducted, it has been proven that TKNN algorithm 
has the best clustering due to accuracy rate on discovering true clusters without the 
aids of labels. In almost all datasets, TKNN has shown improvements over k-means, 
KFCM, ILGC and DBSCAN. 

Table 7. Clustering quality results (F-measure) on UCI data 

Data TKNN ILGC DBSCAN k-means* KFCM 

Iris 90.02% 86.03% 80% 90% ± 0.02% 78.78% ± 11.43% 
Wine 95.76% 78.74% 69.48% 95.18% ± 1.44% 79.89% ± 6.05% 
Glass  66.46% 32.45% 42.15% 58.14% ± 0.08% 52.67% ± 2.61% 
Ecoli  92.97% 49.93% 46.91% 59.78% ± 1.02% 50.71% ± 2,92% 
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Visualization of data distribution using PCA Visualization of clustering result by using 
TKNN

a1) True Clusters on iris 

 
 

a2) Iris clusters found by using TKNN. 

 

b1) True Clusters on wine dataset. 

 

b2) Wine clusters found by using TKNN. 

 

c1) True Clusters on glass dataset. 

 

c2) Glass clusters found by using TKNN. 

 

d1) True Clusters on ecoli dataset. 

 

d2) Ecoli clusters found by using TKNN. 

 

Fig. 7. Visualization of true clusters on a1) iris , b1) wine, c1) glass and c1) ecoli data com-
pared againts clustering result produced by using TKNN on a2) iris wine b2) and ecoli c2) data 
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Fig. 8. Comparison of time processing required by k-means and TKNN 

3.3 Computational Complexity Analysis  

TKNN produced a distance matrix of size ൫݊ሺ݊ െ 1ሻ൯ 2 ⁄ because redundant distance 
calculations were eliminated. The distance calculation process required ܱሺ݊ଶሻ mem-
ory. However, for the huge dataset (over 10,000 objects), it was suggested to separate 
the distance calculation process and store the distance matrix in another file or va-
riables. Thus, the computational complexity of TKNN depended mainly on the calcu-
lation of the k-nearest neighbor list through the kernel density estimation stage that 
requires the search for the data points failing in the neighborhood. In the results, their 
complexity was being relative to very expensive. The proposed TKNN has the sim-
plest way to solve this problem. TKNN orders all the distances from the considered 
object to other objects, which leads to a complexity of ܱሺ݊ logሺ݊ሻሻ. 

Next, the computational complexity of three other clustering algorithms was de-
scribed. K-means has computational complexity of ܱሺ݊ כ ݊ܿ כ ܫ כ ݀ሻ, where n is the 
number of data or objects, nc is the number of clusters, I is the number of iteration 
and d is number of attributes. It indicates that k-means has linear complexity and high 
cost time consumption. DBSCAN visits each point within the dataset, possibly mul-
tiple times. For practical considerations, however, the time complexity is mostly go-
verned by the number of region Query invocations. DBSCAN executes exactly one 
such query for each point, and if an indexing structure is used to execute such a 
neighborhood in ܱ logሺ݊ሻ, an overall runtime complexity of ܱሺ݊logሺ݊ሻሻ will be ob-
tained. Since ILGC has a similar algorithm with TKNN, ILGC has the same computa-
tional complexity of ܱሺ݊ logሺ݊ሻሻ. 

4 Conclusion  

This paper proposes the use of triangular kernel nearest neighbor (TKNN) for disco-
vering true clusters with arbitrary shape, size and density in classification datasets.  
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In detail, TKNN combines the triangular kernel density and k-nearest neighbor (k-
NN) density estimations to determine the number and member of cluster automatical-
ly. The experiments showed that the proposed approach could achieve more accurate 
clustering result and less time processing compared against k-means, ILGC, KFCM 
and DBSCAN.  
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Abstract. A recent focus in itemset mining has been the discovery of frequent 
itemsets from high-dimensional datasets. With exponentially increasing running 
time as average row length increases, mining such datasets renders most con-
ventional algorithms impractical. Unfortunately, large cardinality itemsets are 
likely to be more informative than small cardinality itemsets in this type of da-
taset. This paper proposes an approach, termed DisClose, to extract large cardi-
nality (colossal) closed itemsets from high-dimensional datasets. The approach 
relies on a Compact Row-Tree data structure to represent itemsets during the 
search process. Large cardinality itemsets are enumerated first followed by 
smaller ones. In addition, we utilize a minimum cardinality threshold to further 
reduce the search space. Experimental results show that DisClose can achieve 
extraction of colossal closed itemsets in the discovered datasets, even for low 
support thresholds. The algorithm immediately discovers closed itemsets with-
out needing to check if each new closed itemset has previously been found. 

Keywords: Colossal closed itemset, high-dimensional dataset, minimum  
cardinality threshold. 

1 Introduction 

Rapid development in information technology has provided organizations with the 
ability to store, process and retrieve huge amounts of data. Nevertheless, there is a 
need to extract useful information and knowledge, efficiently and effectively, from 
these massive data stores. This serve to assist businesses, scientific and government 
related organizations to better plan, predict, and make decisions. This has led to the 
importance of data mining and the need to provide effective and efficient associated 
algorithm implementation. 

Itemset mining has recently focused on the discovery of frequent itemsets from 
high-dimensional datasets with relatively few rows and a larger number of items [1], 
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[2], [3], [8]. With exponentially increasing running time as average row length in-
creases, mining such datasets renders most conventional algorithms impractical. Sev-
eral papers have proposed the row-enumeration method to discover frequent itemsets 
based on the set of rows space instead of the itemset space [1], [2], [3], [8]. 

Nevertheless, due to the large number of frequent itemsets, discovering all frequent 
itemsets remains difficult. Strategies to provide more compact sets of frequent item-
sets have been proposed such as finding only maximal frequent itemsets [4] or only 
closed frequent itemsets [5]. Closed itemsets provide a smaller set of results without 
information loss. Nonetheless, due to the density of high-dimensional data, it is diffi-
cult to enumerate all closed itemsets especially at the lower of the support spectrum 
[1], [2], [3], [8]. 

The most frequent itemsets tend to be both relatively smaller in size and larger in 
number. This quickly leads to insufficient memory when attempting to reach less 
frequent itemsets. Also, the most frequent itemsets can easily be extracted. In addi-
tion, applying the support constraint results in the pruning of many large cardinality 
itemsets that exist at this lower end of the support spectrum. Hence, discovery that 
starts from the largest cardinality itemsets in high-dimensional datasets may provide 
interesting insight into how these itemsets correlate. 

Determining whether a mined pattern is closed is regarded as the main challenge in 
closed itemset mining [6]. Repeated checking to verify whether the itemsets are 
closed is costly in term of processing. Hence, discovering closed itemsets during the 
search process, and thus reducing the need for checking, should reduce computation. 

This paper proposes discovery of colossal closed itemsets using a compact row-
tree which reduces the memory required to store itemsets during the search process. 
The search for itemsets proceeds from the largest to the smallest by applying a search 
strategy that begins with the largest cardinality itemset and builds smaller itemsets. 
This strategy is combined with a bottom-up row enumeration search. We further util-
ize a minimum cardinality threshold to reduce the search space and focus on only 
colossal closed itemsets. We show that the algorithm immediately discovers colossal 
closed itemsets without the need to check each previously discovered closed itemsets. 

The paper is structured as follows: Section 2 formulates the problem; search strate-
gies are discussed in Section 3; in Section 4 the closedness-checking method is de-
scribed; Section 5 presents the Compact Row-Tree; the algorithm and supporting 
theory are given in Section 6; experimental result are presented in Section 7; and Sec-
tion 8 concludes. 

2 Problem Formulation 

Let T be a dataset table that consists of a collection of rows (transactions), 

},...,,{ 21 mrrrR = and a list of discrete items, I = {oi, o2, …, on}. This set of transac-

tions represents the number of rows (m) and the set of items signifies the number of 
columns (n) in T. 
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Table 1. Example of a discretized high-dimensional dataset 

tid Item 
a b c d e f g h i j k l m n 

1 1 1 1 2 2 1 2 1 2 2 2 2 2 1 
2 2 1 2 2 2 2 2 2 1 2 2 2 1 2 
3 1 1 2 1 2 2 2 2 2 1 2 2 2 2 
4 2 1 2 1 2 2 1 2 2 2 2 2 2 2 
5 1 1 2 1 1 2 2 2 2 1 2 2 2 2 

 
A nonempty subset I⊆α is called an itemset. An itemset, αk, which consists of k 

items, is described as k-itemset. Each row ri is represented by a unique row identifier. 
Let t (ri) denote the itemset at row i of the table. Within a dataset, all of the row iden-
tifiers must be unique, but there may be duplicate row itemsets. That is, for r1 ≠ r2, it 
may be that t (r1) = t (r2). A set of rows is termed a rowset. 
 
Example 1. (Table T) Table 1 illustrate as example of a discretized high-dimnesional 
dataset, T, that contains five rows and 14 items, so R = {1, 2, 3, 4, 5} and 

},,,,,,,,,,,,,{ nmlkjihgfedcbaI = . 

 
Definition 1. (Support Set) Given an itemset α, the support set is represented as the 
set of rows in the dataset, T, that contain α.  This is represented as: 

 )}(|{)( ii rtrr ⊆= αα  (1) 

Example 2. (Support Set) In Table 1, for an itemset α = {a1, b1, d1, e2}, the support set 
rα = {3, 4}. 
 
Definition 2. (Support) The support of an itemset α is the number of rows in which α 
occurs in T – denoted as | rα |. 
 
Example 3. (Support) From Example 2, the support for itemset α = {a1, b1, d1, e2}, 

2|}4,3{||| ==αr . 

 
The relative support of α is |r (α)|/|r|. It is well known that the support measure has 

an anti-monotonic property where |r (α1)|≥|r (α2)| for 21 αα ⊂ . 

 
Definition 3. (Frequent Itemset) Given a dataset T and a minimum support threshold 
minsup, an itemset α is frequent if |r (α)| ≥ minsup. 
 
Definition 4. (Closed Itemset) An itemset α is a closed itemset in dataset T if there is 
no proper superset α’ exists )'( αα ⊂ such that the support of α is the same as the 

support of α’. 
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Definition 5. (Closed Rowset) A rowset β is a closed rowset in table T if not a proper 
superset β’ exists )'( ββ ⊂ such that the support of β is the same as the support of β’.  

 
Definition 6. (Closure) Given a rowset β, we define

)}(:|{)( kjrj rtoIoI
k

∈∈∀∈= ββ . Following this, we can define C (α) as 

the closure of itemset α and C (β) as the closure of rowset β as follows: 

 C (α) = I (r (α)) (2) 

 C (β) = I (r (β)) (3) 

3 Search Strategies 

3.1 Existing Itemset Search Strategies 

The traditional search strategy explores the itemset space bottom-up: beginning from 
the smallest itemset that appears frequently and uses intermediate results to progres-
sively build larger and larger itemsets. Conventional algorithms that use this strategy, 
such as FP-Close [5], are efficient for datasets containing relatively many rows and 
fewer columns (items) e.g. transactional data. 

In contrast, high-dimensional datasets have a relatively large number of columns 
(items) and relatively few rows. If k is the maximum itemset size, there could be 2k 
potential frequent itemsets. Exploring the dataset based on the number of items makes 
searching for closed frequent itemsets over the itemset space impractical.  

CARPENTER [1] is an example of algorithms that search for closed frequent item-
sets based on the rowset space. The algorithm conducts a bottom-up traversal of the 
row enumeration tree. Each node is checked to see if it is frequent and closed. As this 
criterion is based on the minimum support threshold, the nodes that do not satisfy the 
support constraint still need to be checked. As a result, the algorithm consumes both 
more memory and time in order to obtain the desired threshold. 

By using the pruning power of the support threshold to reduce the search space, a 
top-down approach using a row enumeration tree has been proposed to discover 
closed frequent itemsets [2]. The search begins from the largest rowset and succes-
sively builds smaller and smaller rowsets. However, difficulties are still encountered 
in reaching the lower end of the support spectrum as much memory is consumed by 
the large numbers of closed frequent itemsets at the higher end. 

A related problem is that of finding a formal concept (FC) [3]. Given a 0/1 matrix, 
a formal concept is a subset of k rows and l columns such that all of the matrix entries 
in one of the k rows and l columns contain a 1. Such a row and column subset is 
called a 1-rectangle. If the rows were rearranged so that all of the k subset rows ap-
peared first (i.e. in rows 1 through k) and all columns were rearranged so that the l 
columns of the subset appeared in columns 1 through l, the upper-left k by l rectangle 
of the matrix would contain all 1 entries. 
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3.2 Proposed Search Strategy 

A strategy for high-dimensional datasets is to search for closed itemsets based on the 
row number. Previous algorithms that use row-enumeration strategies to discover 
closed itemsets rely on the support constraint to reduce search space [1], [2], [3], [8]. 
As the frequency threshold reduces, the time and memory required for these algo-
rithms to find closed itemsets dramatically increases. Yet the most valuable closed 
itemsets in high-dimensional data may have relative support values much closed to 1 
than 100. 

Therefore, we propose that rather than generating closed itemsets from the smallest 
set of items with higher supports, we search from the largest set of items that exists in 
a row possibly with very small support threshold. From this collection of closed item-
sets, we can build increasingly smaller itemsets with increasingly higher support. 

Bottom-Up Row-Enumeration Search 
To extract the largest itemset from a dataset involves extracting the largest column 
that exists in the dataset. This implies that the search strategy can be based on a top-
down column enumeration. 

However, it can be observed that for a dataset with m number of columns (items), 
there will also be m number of levels for a top-down column enumeration tree. In 
addition, the maximum number of nodes (itemsets) that will exist in the top-down 
column enumeration will equal 2m-1. For a high-dimensional dataset, the value of m is 
very large (i.e. hundreds of thousands); hence, enumerating the itemsets based on the 
number of columns is infeasible. 

It makes sense to search for closed itemsets based on the number of rows because 
it is relatively smaller than compared to the number of columns in high-dimensional 
datasets [1], [2], [8]. The largest cardinality itemset initially exists in every single row 
of the high-dimensional dataset (unless duplicate rows occur). Therefore, most large 
closed itemsets begin from the infrequent end of the support spectrum. As a result, 
using the bottom-up row enumeration tree as the basis of the search strategy would 
appear to be more appropriate. 

Transposed Table 
Since its proposal, the transposition method [7] has been widely used by algorithms 
that discover closed itemsets from high-dimensional datasets [1], [2], [8]. Mining the 
closed itemsets directly from the original dataset can be complicated. Therefore, ap-
plying the method of transposition to the original dataset helps to simplify the extrac-
tion of closed itemsets in high-dimensional data. This is because when the original 
dataset is transposed, each column (item) value of the original dataset will become a 
row value in the transposed table, and will be represented by a set of rows (rowset) 
where that particular item occurs. 

Transposed dataset provides a sparser representation of the original input dataset. 
As a result of this simplification, the method of transposition is utilized in the algo-
rithm proposed here. 
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Minimum Cardinality Threshold, mincard 
 
Definition 7. (Cardinality) The cardinality of an itemset α refers to the number of 
items in α. This is denoted as |α|. 
 
In contrast to the support threshold that helps to reduce the search space based on 
occurrence frequency, we stop the mining process for closed itemsets upon reaching 
the threshold parameter value for the minimum itemset cardinality, mincard. 

Let TTCI ∈= αα |{)( is a closed itemset} . Large cardinality closed itemset 

mining involves enumerating all )(TCI∈α with |α| ≥ mincard. We refer to these 

large cardinality closed itemsets as colossal closed itemsets (CCI). 
Using the bottom-up row enumeration tree [1], branch exploration stops once the 

cardinality of the associated itemset falls below mincard. We can safely prune the 
search because of the anti-monotone property. 
 
Property 1. (anti-monotone) If a rowset β has its associated α = I (β) such that |α| < 
mincard, then for any ββ ⊇' it must be that |I (β’)| < mincard. 

 
Combining both the anti-monotone property and the definition of closure gives the 
following property. 

 
Property 2. (at-threshold) If a rowset β has its associated α = I (β) such that |α| == 
mincard, then for any ββ ⊇' it must be that |I (β’)| < mincard. 

 
Note: Using a depth-first order in a serial implementation would result both in the 
most aggressive pruning of the search space and require the least memory. 

4 Closedness-Checking Method  

Mining for colossal closed itemsets has two restrictions: firstly, the need to check if 
an itemset is a colossal itemset and secondly, the need to check if it is closed. Using 
the minimum cardinality threshold in a bottom-up row enumeration search takes ad-
vantage of the first constraint. However, discovering only the colossal itemsets may 
lead to the production of several identical colossal itemsets, 

Therefore, when a colossal itemset is found, the next step is to develop a method to 
efficiently identify whether it is a closed itemset. The method of identifying whether 
the itemsets discovered are closed is related closely to the search strategy proposed.  

To take advantage of the second restriction in making the mining of colossal item-
sets more efficient, a method which is based on a unique generator is developed. To 
define the unique generator, we begin by providing the definition for itemset genera-
tor and tidset generator. 
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Definition 8. (Itemset Generator) Given a dataset T, an itemset α is an itemset genera-

tor if no proper subset αα ⊂' exists such that the support of α is the same as the 
support of α’. 
 
The equivalence class of itemsets with the same support set consists of exactly one 
closed itemset, potentially many itemset generators and potentially many itemsets that 
are neither closed nor generators. 
 
Definition 9. (Rowset Generator) Given a dataset T, a rowset β is a rowset generator 
if no proper subset ββ ⊂' exists such that the itemset of β is the same as the itemset 

of β’. 
 

Similarly, the equivalence class of rowsets βi with same itemset α such that 

αβ =)( iI  consists of exactly one closed rowset, there are potentially many rowset 

generators and potentially many rowsets that are neither closed nor generators. 
It can be observed that unlike the definition of frequent itemsets, the definitions of 

generators and closed sets do not depend upon any threshold parameter. 
To construct smaller closed itemsets from larger ones, we use the following prop-

erty: 
 

Theorem 1. Suppose α1 and α2 are closed itemsets, with α1 ≠ α2. Let 21 ααα ∩= . 

If α ≠ Ø then α is a closed itemset. 
 
Proof: We have three cases to consider: 

1. Case 1: ][ 21 αα ⊂ . Observe that in this case α = α1, so α is a closed itemset. 

2. Case 2: ][ 12 αα ⊂ . Observe that in this case α = α2, so α is a closed itemset. 

 
For Case 1 and Case 2, in order for α1 and α2 to be closed itemsets with one a prop-
er subset of the other, it must be the case (by definition of closed itemset) that they 
have different support. But we do know that such a situation exists. 
 
Consider any closed itemset α1 with support larger than one, and pick any row ri 

containing α1 (i.e. )(1 irt⊂α ). Now consider α2 = t (ri). Note that by definition 

all full-rowsets are closed. Clearly, this satisfies the conditions of Case 1. The rest 
of the case is just fundamental set theory, so the result holds. 
 

3. Case 3: [α1 and α2 are incomparable]. Observe that 1αα ⊂ and 2αα ⊂ .  

In this particular case, it is demonstrated that α is a closed itemset by contradiction. 
Assume that α is not a closed itemset, then there exists some item i such that 

}{ii ∪= αα has the same support as α. If 1α∉i , then all rows in αα TT −
1

are 
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not in 
1αT , but they are in Tα. Thus i must be in α1. However, if 1α∈i (and not 

in α) then 2α∉i and the same contradiction argument applies. Thus the assump-

tion that α is not a closed itemset must be invalid. 

Lemma 1. Every closed itemset that is not one of the entire transactions can be pro-
duced by intersecting some collection of closed itemsets. 

Proof. Consider a closed itemset α and its corresponding rowset β = Tα, as α is a 

closed itemset, iri
αα β∈=  , where Tr ii ∈),( α . However, there may be many 

subsets of β for which I (β) = α. 

Using rowset enumeration as the control strategy for the search process, the same 
closed itemset would probably be found many times. The following observation al-
lows a closed itemset to be found using only one of the rowsets. As stated above, for 
every closed itemset α, there is a unique rowset β that is a closed rowset. 
 
Definition 10. (Unique Generator) Given the closed rowset β = {r1, r2, …, rk}, ri < rj 
for all i < j, the smallest index for which βj = {r1, r2, …, rj} is a generator of β is a 
unique rowset generator for our itemset α. 
 
It is simple to determine if a rowset β’ is the unique generator. Let β = T (I (β’)). If β’ 
= β, then the answer is that β’ is the unique generator. If ββ ⊂' , β’ is determined 

whether it is a prefix of β when the rowsets are written as lists in ascending order. If 
β’ is not a prefix of β, then β’ can be ignored and this branch of the search space is 
pruned. 

The search for the unique generator will require relatively little computation when 
the number of rows is small; and this is the typical situation for high-dimensional 
datasets. 

5 Compact Row-Tree 

To assists the efficiency of the search, a compact tree data structure is built to store 
the itemsets from the transposed table, Tt. The CR-Tree is initially generated by build-
ing a set of nodes at the first level (l = 0) of the tree which represents each column 
value of the transposed table. These set of nodes are connected to each column of the 
transposed table through a set of pointers that link the node to the transposed table. 
The construction of the CR-Tree continues by adding the child nodes at each level of 
the tree. As the level of the tree increases, the number of child nodes decreases as the 
lowest node value from the previous level of the tree is discarded. A child pointer is 
then built to link between the nodes. In addition to the child pointer, an additional 
node link is made from the parent node to the child node that contains the same node 
value. The purpose of this node link is to assist in checking effectively for closed 
itemsets.  
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The structure of the CR-Tree is similar to the FR-Tree [2]. The CR-Tree is different 
in that instead of representing each branch of the tree to a rowset value, each node of 
the CR-Tree represents a group of rowset values. In this way, the CR-Tree becomes 
more compact as one node is shared by many rowset values. Each rowset value 
represents an itemset.  

However, only one rowset value will be stored in each node of the CR-Tree during 
the search process. This is to ensure that a relatively small amount of memory is uti-
lized during the process of mining the colossal closed itemset.  

The characteristics of the CR-Tree are as follows: 

1. The CR-Tree represents all values of the complete rowset. 
 
Let N = {ni, ni+1, …, nk} be the set of nodes where i = 1 and k is the largest row 
value from the dataset. Let M = {mj, mj+1, …, mk} be the set of child nodes where 

1+= ij and k is the largest row value of the dataset. Each liij nnm +∪=
where l = {1, 2, …, k-1}. Therefore all β values are traversed until i = k. 

Subsequent itemsets of the child nodes are obtained by intersecting the itemsets of 
the parent nodes. To reduce memory during the search for colossal closed itemsets, 
each node in the CR-Tree only stores one itemset value from the intersection of its 
parent nodes. Each rowset of the parent nodes is a subset of a rowset value of the 
child node. 

2. Each node of the CR-Tree only stores one β value at a time for rowset β, with | β | = 
node level. 

 

 

Fig. 1. Example of the second characteristics of the CR-Tree 

Suppose at l = 3, n4 = {1, 2, 4} and n5 = {1, 3, 5}. To obtain β for child node m5, 

the union of the parent β values will produce, }5,3,1{}4,2,1{54 ∪=∪ nn = {1, 

2, 3, 4, 5}. However, {1, 2, 3, 4, 5} is not stored in m5. This is because, based on 
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the depth-first strategy, the itemset for β = {1, 2, 3, 4, 5} will already have been 
discovered at l = 5.    

The structure of the CR-Tree also assists in optimizing identification of the closed 
itemsets. For example, consider node 3 at the second level of the tree. Assume that 
the node contains an itemset with row values {1, 3}. Using the proposed closed-
ness-checking method, the node will intersect with the nodes at the third level 
(Nodes 3, 4, 5) and then check with row values – {1, 2, 3}, {1, 3, 4} and {1, 3, 5} 
whether the itemset of {1, 3} exists in row 2, 4, or 5. 

3. If discovered itemset, 12 αα ⊆ where α1 is the existing itemset in the node, the 

itemset α2 will not replace α1 although β1 ≠ β2. 
 

 

Fig. 2. Example of the third characteristics of the CR-Tree 

In Fig. 2, suppose α1 = {β1} = {1, 2, 4} and α2 = {β2} = {1, 3, 4} at level l = 3, 

where |β1| = |β2|. If 12 αα ⊆ , this means that α2 also exists in {β1}. Therefore,

βββ =∪ 21 , where |β| > |β1|, |β2|. Thus α2 will exists in β = {1, 2, 3, 4} where β 

already exists at level, l = 3 of the CR-Tree. 

6 Algorithm DisClose 

To show the effectiveness of the search strategy, the closedness-checking method and 
the data structure proposed, a colossal closed itemset mining algorithm called Dis-
Close has been designed to mine all colossal closed itemsets from the transposed table 
Tt of table T. DisClose, shown in Algorithm 1, will search the row enumeration space 
and, for each rowset, β, check whether it is the unique generator in the equivalence 
class of rowsets for I (β). It is noted that using a depth-first order in a serial imple-
mentation would result in the most aggressive pruning of the search space and re-
quires the least the amount of memory [1], [10]. For this reason, the general 
processing order for the rowsets is equivalent to the depth-first search of the row 
enumeration tree. 

6.1 Major Steps of DisClose 

Algorithm 1 shows the main steps of the algorithm DisClose. Assuming the mincard 
threshold value has been assigned, the algorithm begins by transforming table T into  

4
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transposed table Tt using the transposition operation. After the transposed table Tt is 
generated, the CR-Tree is built in Step 2 in order to access the colossal itemsets from 
Tt. The CR-Tree connects nodes at the first level to Tt through side-links. The side-
link pointers enable direct access to the colossal itemsets from Tt. These pointers con-
nect the node with the column Tt of equivalent value. 

DisClose is compoased of two main subroutines: Colossal and Closed. After initia-
lization of the set of colossal closed itemsets CCI to be empty at Step 4, the subrou-
tine Colossal is called to deal with the transposed table Tt using the CR-Tree and find 
all colossal itemsets. Following the bottom-up row enumeration as the search order in 

Algorithm 1. DisClose algorithm 

 
Input: Table T, and minimum cardinality threshold, mincard 
Output: A complete set of colossal closed itemsets, CCI 
Method: 

1. Transform T into transposed table Tt 
2. Build CR-Tree 
3. Initialize CCI = Ø 
4. Call Subroutine Colossal (Tt, mincard) 

 
Subroutine Colossal (Tt, mincard) 
Method: 

5. for each node in the row enumeration space do 
6. If | node [1][j] |.Tt | ≥ mincard 
7.     Store itemset at node [1][j] 
8.  Let β be the set of rows under consideration 
9.      node [l][j] → node [l+1][p]            // pointing to child node 

10. 
        )(21 βααα I=∩= , 21 βββ ∪=  

11.    Optimization S1: If | α | < mincard, discard α 
12.    Optimization S2: If | β | > current node level, discard β 
13.    Optimization S3: If 'αα ⊆ , discard α 

14.    Store α in node [l+1][p] 
15.    Call Subroutine Closed (mincard) 

 
Subroutine Closed (mincard) 
Method: 

16. If node [l][j] == node [l+1][p]            // checking for unique generator 
17.    Call Subroutine Colossal (mincard) 
18. Store itemset in CCI 
19.    Call Subroutine Colossal (mincard) 
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step 5, the subroutine Colossal takes the transposed table, Tt and the mincard thre-
shold as the parameter to ensure that itemsets with cardinality less than the specified 
is not stored as it is impossible for subsequent child nodes of the CR-Tree to contain 
itemsets of larger size.  

There are seven sections in the subroutine Colossal, which will be explained one 
by one. 

The first section is step 6 – step 7. The subroutine begins by accessing Tt through a 
side-link from the CR-Tree. The size of the itemset is checked for each column at Step 
6. Only the itemsets that satisfy mincard are stored at the first level node of the CR-
Tree; otherwise, it is not stored in the node as it will not contribute to obtaining larger 
itemsets. The advantage of this is that the algorithm does not require further access to 
the dataset, and hence, reduces the time required for repeated checking of the dataset. 
Note that this is the only role the transposed table Tt plays in the search process. 

The second section is steps 8 – step 10. For each node in the CR-Tree, the intersec-
tion of the itemsets between the parent nodes continues using the depth-first search of 
the bottom-up row-enumeration tree in Step 10 is performed. By using depth-first 
search, DisClose produces the sequence )(ββ I . However, three optimization 

strategies are applied before the result of the intersection is stored in each child nodes. 
At step 11, an optimization strategy S1 is applied to stop further processing of the 

itemset if the size of the itemset does not satisfy the mincard constraint defined. 
Step 12 performs the optimization strategy S2 to prevent storage of itemsets with 

rowset values larger than the node level of the CR-Tree.   
At step 13, optimization strategy S3 is applied in order to ensure that the itemset 

obtained is not a subset of an already existing itemset in the child node.  
Step 14 then stores the itemset that does not satisfy any of the three optimization 

strategies at the particular child node. The new itemset will replace the itemset that 
already exists in the node. 

At step 15, the subroutine Closed is called when all the colossal itemsets of the 
child nodes have been discovered, in order to check whether the parent node is a 
closed itemset. 

The subroutine Closed performs the closedness-checking method on the itemset. 
There are four main steps to this subroutine. 

Step 16 sequentially compares the itemset α that exists in the parent node with the 
itemsets of its child nodes in order to identify the unique generator, based on a depth-
first search of the rowset value in the row enumeration tree. Here, the node-link, 
which connects the parent and child node that contain the same node value, is used to 
perform the closedness-checking method. This is to ensure that it does not overlook 
existing child nodes with rowset β that contains a rid value that does not exist in row-
set β’ of the parent node. 

7 Experimental Evaluation 

Due to the space limitation, the experimental evaluation shows the comparison of 
DisClose with selected algorithms on one synthetic dataset.  
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The experiments were performed on a PC with a 2.66 GHz Intel Core2 Quad CPU 
Q9400 with 4.00 GB RAM and 150 GB hard disk. DisClose is implemented in C++.  

The performance of DisClose was studied by comparing it with other state-of-the 
art algorithms. Each algorithm was selected to represent the different search strate-
gies. These algorithms are: (i) FP-Close [5] - a representative of the column enumera-
tion-based algorithms, (ii) CARPENTER [1] – a representative of bottom-up row 
enumeration-based algorithms, (iii) D-Miner [9] – a representative of constraint-based 
mining algorithms, and (iv) TTD-Close [2] – a representative of the top-down row 
enumeration search based set of algorithms.  

All of the selected algorithms have been implemented in C++. Note: all of runtimes 
plotted in the figures include both computation time and I/O time. 

Existing itemset mining algorithms – particularly those that find closed itemsets, - 
routinely present run-times for varying support thresholds. As DisClose uses a thresh 
old for cardinality, direct comparison is difficult. Given a support threahols greater 
than 1, existing algorithms would not find many large-cardinality closed itemsets; 
given a cardinality threshold greater than 1, DisClose would not find many frequent 
closed itemsets. The only fair way to compare the algorithms is to give both a thre-
shold of 1, asking each to find all closed itemsets. The strength of DisClose is that it 
bypasses the huge number of small cardinality, high-frequency closed itemsets and 
focuses almost immediately on potentially valuable closed itemsets. However, this 
type of complete closed itemsets search does not really address the true purpose of 
either DisClose or the closed itemset mining algorithms. 

Amongst the selected algorithms listed above, only D-Miner has been found to ap-
ply the minimum cardinality threshold, mincard. D-Miner is a constraint-based  
algorithm which uses the cardinality threshold in addition to the support constraint to 
discover concepts (closed itemsets). Hence, D-Miner is the closest comparison to 
DisClose with the exception that the support threshold in D-Miner is set to 1.  

For other algorithms, an approach was to present the experimental results of Dis-
Close with a secondary x-axis which represents the maximum support of the colossal 
closed itemsets discovered. Likewise, a secondary x-axis is also added to the results of 
FP-Close, CARPENTER, and TTD-Close which represents the maximum cardinality 
of the closed frequent itemsets discovered. Thus, by using this approach, it provides 
an observation on the ability and limitation of closed itemset mining algorithms that 
uses a support threshold in relation to DisClose, and vice-versa. 

Another challenge in comparing performance of the algorithms is based on their 
implementation in identifying items in the datasets. For FP-Close, CARPENTER, and 
D-Miner, the algorithms were designed to identify each item based on the value 
present for each attribute of the dataset. However, for TTD-Close, each item in the 
dataset is read as a value that corresponds to the attribute of the data.  

7.1 Synthetic Dataset 

The synthetic dataset, generated using the IBM Quest Data Generator, consists of 100 
rows, 4000 columns and an average itemset size of 2000. This dataset is represented 
as T100L2000N4000. 
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Garćıa-Cumbreras, Miguel A. 57

Haglin, David J. 141
Hashim, Siti Zaiton Mohd 124
Herawan, Tutut 100

Johnson, Reid A. 36

Keane, John A. 141
Kerre, Etienne 1

Li, Shanping 112
Liao, Shizhong 88
Liu, Yong 88

Ma, Xiuqin 100
Marques, François 11
Musdholifah, Aina 124

Nachtegael, Mike 1

Perea-Ortega, José M. 57
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