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Preface

This document contains articles from the Third Workshop on Medical Content-
Based Retrieval for Clinical Decision Support (MCBR-CDS) that took place at
the MICCAI (Medical Image Computing for Computer Assisted Intervention)
2012 conference in Nice, France, on October 1, 2012. The first workshop on this
topic took place at MICCAI 2009 in London, UK. The second one was held in
Toronto, Canada, in 2011. An earlier workshop on medical image retrieval was
conducted at MICCAI 2007, in Brisbane, Australia.

The workshop obtained 15 high-quality submissions of which 10 were selected
for presentation. Three external reviewers and one workshop organizer reviewed
each of the papers. The review process was double blind.

In addition to the oral presentations, two invited presentations were given.
Gwenole Quellec, the first invited speaker, presented a talk on heterogeneous
information retrieval from medical databases. His talk developed several ideas
about medical image and video retrieval applications from a theoretical and an
application perspective. Georg Langs presented his invited presentation on the
VISCERAL project that aims at creating a benchmark for medical imaging on
extremely large data sets using a cloud–based infrastructure that is shared by
the participants. A panel at the end discussed the role of content-based image
retrieval in clinical decision support. In general, the workshop resulted in many
lively discussions and showed well the current trends and tendencies in content-
based medical retrieval and how this can support decisions in clinical work.

These proceedings contain the ten accepted papers of the workshop as well
as the two invited presentations. An overview of the workshop initiates the pro-
ceedings, summarizing the papers and the discussions that took place at the
workshop itself.

We would like to thank all the reviewers that helped make a selection of
high-quality papers for the workshop. We hope to have a similar workshop at
next year’s MICCAI conference.

December 2012 Hayit Greenspan
Henning Müller

Tanveer Syeda-Mahmood
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Overview of the Third Workshop on Medical

Content–Based Retrieval for Clinical Decision
Support (MCBR–CDS 2012)

Henning Müller1,2 and Hayit Greenspan3

1 University of Applied Sciences Western Switzerland (HES–SO),
Switzerland

2 University Hospitals and University of Geneva, Switzerland
3 University of Tel Aviv, Israel
henning.mueller@hevs.ch

Abstract. The third workshop on Medical Content–based Retrieval for
Clinical Decision Support (MCBR–CDS 2012) took place in connection
with the MICCAI conference (Medical Image Computing for Computer–
Assisted Intervention) in Nice, France on October 1, 2012. This text gives
an overview of the invited presentations and scientific papers presented
at the workshop. In the description of the papers the comments and dis-
cussions at the workshop are taken into account, highlighting the current
tendencies and scientific merits. The workshop finished with a panel that
discussed the need of clients of image retrieval software and additional
important areas such as the importance of high–quality annotated train-
ing and test data sets to advance current research. Such big data sets
and a framework for researchers to work on them can have an important
impact on the field of image–based decision support in the future.

Keywords: medical image analysis, medical information retrieval, clin-
ical decision support, content–based medical image retrieval.

1 Introduction

Visual image retrieval or content–based image retrieval (CBIR) has started in
the early 1990s as an increasing amount of image data had become available in
digital form and could thus be analyzed visually through computers [10]. In the
following decade much research work happened in the field and image retrieval
advanced strongly in terms of architectures and also visual features with many
application domains [19].

In the medical field, propositions for image retrieval and its usefulness were
made quite early [12,21]. Still, clinical applications were very rare despite a large
amount of research in the field as stated a review article in 2004 [14]. Since then,
medical image retrieval research has exploded as data sets have become available
in benchmarks [13,8]. A more recent review article highlights these developments
and further current challenges in medical image retrieval [2].

H. Greenspan et al. (Eds.): MCBR-CDS 2012, LNCS 7723, pp. 1–9, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



2 H. Müller and H. Greenspan

Medical imaging is producing very large amounts of data and although many
articles discuss retrieval on an entire PACS (Picture Archival and Communica-
tion System) [5], no current system has indexed such large amounts. A report of
the European Union estimates that 30% of world storage was occupied in 2010
by medical imaging and that mammographies in the USA alone accounted for
2.5 Petabytes in 2009 [1]. The influence of the analysis of big data can be major
for medical image retrieval as the scalability to work with extremely large data
sets could enable researchers to tackle rare diseases and really increase diagnosis
performance based on learning from existing data.

The workshop Medical Content–Based Retrieval for Clinical Decision Support
(MCBR–CDS) was held for the third time in connection with MICCAI in 2012.
The workshop received 15 high–quality submissions and also asked two invited
speakers to submit a paper to these proceedings. All papers were reviewed by
at least three independent reviewers and in addition by one workshop organizer.
Based on the review results ten papers were finally accepted for the workshop in
addition to the two invited papers. These papers are published in the workshop
proceedings of this volume of the Springer Lecture Notes in Computer Science.
A panel finalized the workshop program. This panel led to vivid discussions on
the role of medical image retrieval in clinical practice and also the sharing of
annotated medical data to advance research towards large–scale or big data.

Authors were able to modify their paper until two weeks after the workshop
based on the comments received during the workshop and based on the discus-
sions that took place during the entire day. The workshop presentations included
several of the important current research areas including the increasing analysis
of multidimensional data, the road towards the use of big data, but also the im-
portant topics of using high quality visual features and building real applications
based on existing techniques including combinations of text and visual analysis.
The workshop attendance reflected the fact that this is an important topic for
the MICCAI community.

This paper starts with an overview of the papers presented at the workshop,
starting with the invited talks in Section 2. Section 3 summarizes the discussions
that took place at the panel session and throughout the workshop, and Section 4
closes the paper with conclusions.

2 Papers Presented at the Workshop

This Section describes the two invited talks of the workshop and also all scientific
presentations.

2.1 Invited Presentations

Gwenole Quellec was the first invited speaker starting the workshop with a talk
on heterogeneous information retrieval from medical databases. His inspiring talk
developed several ideas about medical image and video retrieval applications
from a theoretical but also from an application perspective. The importance of
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clinical data in connection with the visual features was highlighted for case–based
retrieval, that can be considered much closer to clinical routine than image–based
retrieval. Several applications for case–based retrieval were analyzed, notably the
use of retinopathy images. A second part of the presentation analyzed challenges
for retrieval of videos of medical interventions such as cataract operations as an
example. The paper published in these proceedings [17] describes only part of
the presentation, notably the video retrieval part. For the video analysis several
videos of surgical acts of young and experienced surgeons were analyzed. Specific
phases of each operation were found and could then be detected automatically
in the videos and separated. Inside each phase a real–time analysis is performed
to be able to react quickly to deviations from an optimal operation. Operations
considered good and operations considered poor are compared and thus for an
on–going operation any deviation is detected in real time so the surgeon can be
informed about a potential risk. A particular value of such a technique would
be in the training of young surgeons and in giving constant feedback in real
operations and warning from potential dangers..

Georg Langs presented his invited presentation on VISCERAL: towards large
data in medical imaging — challenges and directions in the afternoon. This pre-
sentation explained the VISCERAL1 project that aims at creating a benchmark
for medical imaging on extremely large data sets using a cloud–based infrastruc-
ture that is shared by the participants [11]. The goals of the benchmark include
two challenges for the research community on a data set of at least 10–20 TB of
medical image data that are available to the project. The first challenge is the
identification of organs or reference points in the human body, whether in full
body scans or partial volumetric data. A focus of the project will thus clearly
be on 3D data. A second comparison aims at retrieval using the radiology re-
ports in potentially different languages and with various types of images to find
similar cases. The discussion that followed the presentation showed the interest
in the topic and highlighted that there are still many things that need to be
defined by the project in collaboration with the research community. Work at
the medical University of Vienna and inside the Khresmoi2 project were then
presented showing how important an efficient and effective data analysis is when
going towards big data for a good retrieval quality. The detection of regions of
interest or at least the identification of organs in the body can be an important
first step to better analyze the visual medical data and extract semantic labels
from the visual image information automatically.

2.2 3D Methods

3D data analysis has grown substantially in medical image retrieval over the past
years and this was shown by half of the submissions to the workshop dealing with
retrieval of tomographic data sets. It is the quickest growing medical data type.

1 http://visceral.eu/, VISual Concept Extraction challenge in RAdioLogy
2 http://www.khresmoi.eu/
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In [4], Catalano at al. describe their work titled exploiting 3D part–based analy-
sis, description and indexing to support medical applications. The text highlights
the importance of the retrieval of medical 3D data, notably surface–based mod-
els for analyzing the different parts of objects and similarities between these
parts. Modeling of medical 3D data is an important topic and then being able to
use this information for similarity–based retrieval is equally important for many
applications.

Another 3D retrieval application was presented by Indriyati Atmosukarto with
skull retrieval for craniosynostosis using sparse logistic regression models [23].
This approach deals with malformations of the head bones regarding craniosyn-
ostosis. The 3D analysis of the skull can help to identify and more importantly
quantify certain malformations. The analysis following operative interventions
can help to track the evolution of the skull over time. For the interesting ap-
plication and the solid theoretical and methodological quality this paper was
awarded with the Khresmoi prize of the best workshop paper.

2.3 3D/4D Retrieval

Besides the general volume–based 3D analysis and applications, there are also
several applications with clear medical application scenarios.

In retrieval of 4D dual energy CT for pulmonary embolism diagnosis Foncu-
bierta et al. describe an application of using the 4D data of dual energy CT for
the detection of pulmonary embolism in emergency radiology [6]. A difficulty
is the extremely large amount of data that needs to be analyzed (11 times 400
slices) and also the difficulty to find in which energy bands the discriminative
information is contained. As solid 4D texture is concerned it is also extremely
difficult to visualize the data sets.

Simonyan et al. describe in immediate ROI search for 3–D medical images [18]
a retrieval system in 3D databases that allows users to select 3D regions of
interest and then search for visually similar volumes of interest in other image
series. The paper gives examples for a theoretically sound framework using the
ADNI (Alzheimer disease neuro imaging initiative) database of MRI images to
demonstrate the system experimentally.

In synergy of 3D SIFT and sparse codes for classification of viewpoints from
echocardiogram videos Qian et al. describe the analysis of echocardiogram 3D
data [15]. 3D SIFT features are used on the noisy data sets of children ultrasound
data of the heart. Modern ultrasound really allows to have high quality data
where automatic analysis can become possible. Even 4D data sets, for example
3D data of the beating heart, have become available and could be intersting for
similarity–based retrieval applications.

Quatrehomme et al. present in assessing the classification of liver focal le-
sions by using multi–phase computer tomography scans an interesting approach
to the analysis of liver lesions [16]. The approach works on single slices but over
time so analyzing the flow of a contrast agent. This time component adds the
third dimension and shows to increase the performance of the classification in an
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important way. The variety of applications show the large spectrum of applica-
tions in multidimensional data.

2.4 Visual Features

Visual features remain important, particularly transferring visual features from
other domains to the use within medical imaging. In many benchmarks it was
shown that the more visual features are used the better the results are [9]. Still,
when moving towards big data it will simply become impracticable to work with
too large a variety of features and thus optimized and compact visual features
will become necessary.

In customised frequency pre–filtering in a local binary pattern–based classifi-
cation of gastrointestinal images, Wimmer et al. present the use of Local Binary
Patterns (LBP) for the analysis of gastrointestinal images [22]. LBPs have been
used in various scenarios to represent texture information. In the case of gastroin-
testinal images (in this case for Celiac disease and polyps) a frequency–based
pre–filtering of the images led to optimized results that outperformed LBP and
several of its derivations.

Garcia Seco de Herrera et al. describe in bag of colors for biomedical docu-
ment image classification the use of SIFT and bag of visual color features for
document image classification in images types [7]. Using a standard data set of
the ImageCLEF benchmark the two features combined showed to increase the
classification performance more than any of the participants in the benchmark
that only used the supplied training data. This shows that color carries a very
important part of the document image information.

2.5 Multimodal Retrieval

The last session of the day before the panel was on multimodal retrieval ap-
proaches, meaning in this case the combination of visual retrieval techniques
and textual retrieval and not the combination of modalities such as PET and
CT or MRI.

In an SVD–bypass latent semantic analysis for image retrieval, Stathopoulos
et al. use latent semantic indexing on visual and textual information for image
retrieval [20]. The results of mixing the modalities performs well on the given
ImageCLEF database. Another aspect of the search was the scalability, using
simple visual features that could potentially scale to millions of images for the
retrieval.

Castellanos et al. describe in multimedia retrieval in a medical image collec-
tion: results using modality classes an approach for using modality classes for
retrieval from the ImageCLEF 2011 medical task [3]. Expanding queries with
an automatically extracted image modality class overall improves the results.
These gains strongly depend on the type of query and it can not be generalized
to all types of queries. Modality class information can also be used to improve
the figure captions or their context, so the corresponding figures can be retrieved
easier in the future.
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3 The Panel and Discussions

The presentations throughout the day have demonstrated the large variety in
applications, in image types (CT, x–ray, MRI, dual energy CT, ultrasound, gas-
trointestinal videos, journal figures, ...) and also in techniques and visual features
used. Medical image retrieval has found its way as part of several medical ap-
plications and will often do its work as part of a larger system, whether it is
combined with text search, for getting decision support or in getting access to
interesting cases for preparing courses.

The panel was lead by Tanveer Syeda-Mahmood as an open session around the
topic: What is the CBIR role in Medical Decision Support?. The panel started
with an experience report of IBM on applications of medical image retrieval in
working with clients on various integration projects. Several issues were raised
including the difficulty to actually have clinically relevant tools and systems that
help physicians in doing their work better and quicker. Pure system performance
in benchmarks does not correlate with user acceptance and many discussions
and tests with the physicians were necessary to conserve only those parts of the
systems that really have an added value for the physician. This means that the
techniques need to be integrated in the work flow, they need to be fast and in
many cases they will be invisible.

The open panel invited all participants of the workshop to join the discussion
and propose ideas. One issue that was discussed is the need for high quality
annotated medical imaging data in large quantities. Having access to such data
would be a big advantage for the community, but those who prepare the data
would need to get at least part of the benefits, which is currently not always the
case. This can lead to data sets not being shared. Quality of the annotation and
confidence in diagnosis were also mentioned as physicians often are confident of
their own opinion and do not necessarily trust other physicians unless they have
a sort of proof, for example in the form of biopsies. Inter rater disagreement
is important to measure, also to have a baseline for computer–based decision
support. The level of detail for annotation can vary strongly and this needs to
be defined well to create useful data sets and not have essential information
missing. Community efforts are expected to be needed where several partners
create annotations together. It was also mentioned that there will always be new
needs for data sets as benchmarking has also the risk to lead to standardization
and block new ideas.

The importance of big data was stressed as this could allow totally different
approaches and maybe would lead with much simpler techniques to better re-
sults. Current computers have the possibility to deal with such extremely large
amounts of data and much can still be discovered in this respect. Data protection
of course needs to be respected and informed consent is in most cases necessary,
even though data protection is different depending on the countries even in-
side Europe. Clear guidelines for the secondary use of medical imaging data
in anonymized form need to be developed to ease research all while respecting
privacy of the patients.
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4 Conclusions

Medical image retrieval has remained a very dynamic research domain over the
past ten years with many new directions and a strong evolution. Focus has
come from theoretical models towards real applications and from small data
sets to much larger data repositories. Whereas initial image retrieval applica-
tions focused on the image and human perception of visual similarity, modern
applications are increasingly integrating the medical context into the retrieval
process, such as mixing visual image data with clinical parameters, or several
images for real case–based retrieval to help diagnosis and create links between
a clinical case and reports in the medical literature. Many 3D and even 4D re-
trieval applications have started. More than in 2D retrieval, these applications
will require the definitions of regions of interest to focus a more detailed analysis
on the most important parts. Detecting small regions of potential abnormalities
and then using these regions to find images or cases with similar lesions will
remain an important direction for the coming years to improve current tools for
medical decision support. Models for organs need to be built and links between
images from the scientific literature in JPEG format and in the DICOM format
in the patient record need to be available as well, to make sure that the various
sources of information are in the end well connected.

Image retrieval based on visual and textual data might not be a visible part
of all applications, but increasingly it is integrated into many tools, even though
often in an invisible form. This indicates that some of the search and retrieval
research should be conducted as part of specific applications or specific domains.
Much can still be improved in terms of techniques and scalable approaches to deal
with big data but it can be foreseen that several of the tools will be integrated
into a variety of applications and systems, with potential commercial success.

Acknowledgments. This work was supported by the EU in the FP7 through
the VISCERAL (318068), PROMISE (258191) and Khresmoi (257528) projects.
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Abstract. This paper introduces a novel retrieval framework for surgery
videos. Given a query video, the goal is to retrieve videos in which sim-
ilar surgical gestures appear. In this framework, the motion content of
short video subsequences is modeled, in real-time, using spatiotemporal
polynomials. The retrieval engine needs to be trained: key spatiotempo-
ral polynomials, characterizing semantically-relevant surgical gestures,
are identified through multiple-instance learning. Then, videos are com-
pared in a high-level space spanned by these key spatiotemporal polyno-
mials. The framework was applied to a dataset of 900 manually-delimited
clips from 100 cataract surgery videos. High classification performance
(Az = 0.816 ± 0.118) and retrieval performance (MAP = 0.358) were
observed.

Keywords: surgery video retrieval, motion analysis, spatiotemporal
polynomials, multiple-instance learning.

1 Introduction

Automated analysis of videos, in the context of video-monitored surgery, is an
increasingly active research field. Several methods have been proposed to finely
analyze regions of interest (through image mosaicing) [1], to detect surgical tools
(for augmented reality purposes) [2], to categorize surgical tasks [3], or to identify
key surgical events [4]. In line with these works, we are developing a retrieval
system for surgery videos. This system could be used to help surgeons browse
large video archives, for retrospective studies or for training purposes. It could
also be used to generate warnings and recommendations, in real-time, during a
video-monitored surgery.

The purpose of video retrieval systems [5] is to find, within digital archives,
videos that resemble a query video. Initially popularized in broadcasting [6] and

H. Greenspan et al. (Eds.): MCBR-CDS 2012, LNCS 7723, pp. 10–20, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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video surveillance [7,8], it recently started developing in other applications. For
instance, its use for medical training has been considered [9].

Typical video retrieval systems accept a video file as input and display simi-
lar video files on output [10]. To compare two videos, several feature vectors are
extracted from each video. These feature vectors typically represent the shape,
the texture, the color or, more importantly, the motion content of each video
at different time instants. Motion feature extraction usually involves motion
segmentation [11,12] or salient point characterization [13,14]. Segmenting the
motion content of a surgery video is challenging, partly because many moving
objects have fuzzy borders and are deformable. Detecting salient point, on the
other hand, is possible, but useful information does not necessarily lie where
salient points are detected. A different solution is proposed: the motion content
of short video subsequences is characterized globally, using a deformable mo-
tion model; a polynomial model was adapted. A few authors proposed the use
of spatial polynomials [15,16] or spatiotemporal polynomials [17,18] for motion
analysis. However, the order of the spatiotemporal polynomials was limited to 2
[17] or 3 [18]; a generalization to arbitrary spatiotemporal polynomial orders is
proposed in this paper.

Once feature vectors have been extracted, videos are generally compared using
a global similarity metric. Practical challenges arise when comparing two videos
globally. In particular, there can be large variations of speed within semantically-
similar videos. Dynamic Time Warping (DTW) and its derivatives [19,10] were
specifically designed to overcome this challenge. Other solutions rely on Hidden-
Markov Models (HMM) [20,21]. However, in a surgery video, not all surgical
gestures are semantically relevant. In eye surgery, for instance, surgeons have to
moisturize the eye at regular intervals, regardless of the current surgical task.
Moreover, the motion content is not only caused by surgical gestures: it is partly
caused by camera motion, patient motion, etc. In order to define a semantically-
relevant similarity metric between videos, we need to consider only those video
subsequences in which a semantically-relevant gesture has been detected. Se-
lecting key surgical gestures is not possible in the solutions above, so a different
solution was proposed, as described hereafter. This solution relies on the boosted
Diverse Density algorithm [22].

2 Overview of the Method

In this framework, the motion content of short video subsequences is modeled,
in real-time, using spatiotemporal polynomials (section 3). Then, key spatiotem-
poral polynomials, characterizing semantically-relevant surgical gestures, are
identified through multiple-instance learning (section 4). Finally, a distance be-
tween videos is defined. In order to retrieve semantically-similar videos, this dis-
tance is computed in a space spanned by these key spatiotemporal polynomials
(section 5).
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3 Motion Characterization in Video Subsequences

Let V (i) =
{
V

(i)
1 , V

(i)
2 , ..., V

(i)
ni

}
denote a video sequence of ni frames. Videos

are divided into possibly overlapping subsequences of n frames; one video sub-

sequence is analyzed every m frames. Let V
(i)
[jm+1;jm+n] =

{
V

(i)
jm+1, V

(i)
jm+2, ...,

V
(i)
jm+n

}
denote the jth video subsequence in V (i). Parameter m is chosen to

tradeoff retrieval precision and computation times. Note that subsequences over-
lap if and only if m < n.

In each video subsequence, the motion content is extracted as described in
section 3.1 and characterized as described in section 3.2.

3.1 Motion Extraction

The motion content of a video subsequence, say V
(i)
[jm+1;jm+n], is extracted from

the optical flow between pairs of consecutive frames. Let V
(i)
k and V

(i)
k+1 denote

two consecutive frames in V
(i)
[jm+1;jm+n].

To compute the optical flow between V
(i)
k and V

(i)
k+1, D strong corners are first

detected in V
(i)
k . Strong corners are a particular type of salient points that are

supposedly easy to track. They are defined as the pixels (xkπ , ykπ) of frame V
(i)
k

that maximize the smallest eigenvalue of matrix Mkπ below:

Mkπ =

⎛
⎜⎜⎝

∑
(x,y)∈Vkπ

(
∂V

(i)
k

∂x (x, y)

)2 ∑
(x,y)∈Vkπ

∂V
(i)
k

∂x (x, y) · ∂V
(i)
k

∂y (x, y)

∑
(x,y)∈Vkπ

∂V
(i)
k

∂y (x, y) · ∂V
(i)
k

∂x (x, y)
∑

(x,y)∈Vkπ

(
∂V

(i)
k

∂y (x, y)

)2

⎞
⎟⎟⎠
(1)

where Vkπ is a neighborhood of pixel (xkπ , ykπ). The optical flow between V
(i)
k

and V
(i)
k+1 is then computed, at each strong corner, using the Lucas-Kanade

iterative method [23]. On output, a motion field Fij is obtained. Each element
fd ∈ Fij maps a spatiotemporal coordinate (xd = xkπ , yd = ykπ , td = k − jm)
to a displacement (ud, vd), d = 1..D.

Just because they are salient, the detected strong corners are not expected to
be clinically relevant. What is clinically relevant is the overall motion field within
the video subsequence. The strong corners, and the displacement measured at
their locations, simply are convenient support vectors of that motion field Fij .

3.2 Motion Characterization Using Spatiotemporal Polynomials

In order to characterize the motion field within subsequence V
(i)
[jm+1;jm+n], the

motion vectors in Fij are approximated by two spatiotemporal polynomials. The
first polynomial maps the spatiotemporal coordinate (x, y, t) to the horizontal
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displacement u. The second maps the spatiotemporal coordinate to the vertical
displacement v.

Let p denote the maximal polynomial order. Given a basis of canonical poly-
nomials, noted Cp, we search for the polynomial coefficients that minimize the
sum of the squared errors between the true motion field Fij and the motion
field approximated by a polynomial model of order p. These optimal polynomial

coefficients are the motion signature of subsequence V
(i)
[jm+1;jm+n].

Polynomial bases have the following structure: C1 = {1, x, y, t}, C2 = {1, x, y,
t, xy, xt, yt, x2, y2, t2}, etc. Let Lp = |Cp| denote the number of canonical poly-
nomials: L1 = 4, L2 = 10, L3 = 20, L4 = 35, L5 = 56, etc.

Let Cpd denote the vector formed by the canonical vectors in Cp, evaluated
at coordinate (xd, yd, td), d = 1..D; for instance, C1d = (1, xd, yd, td). The ap-
proximated motion vector can be expressed as a matrix product CpdPpij , where
Ppij ∈ MLp,2 contains the optimal polynomial coefficients (see Fig. 1). Matrix
Pd is defined as follows:

Ppij = argmin
X

D∑
d=1

‖(ud, vd)− CpdX‖2 (2)

The optimal solution is found when the derivative of the sum, with respect to
matrix X , equals 0. This solution can be rewritten as follows:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ApPpij = Ep

Ap =
D∑

d=1

CT
pdCpd

Ep =
D∑

d=1

CT
pd(ud, vd)

(3)

with Ap ∈ MLp,Lp and Ep ∈ MLp,2. Matrix Ppij is obtained by solving two
systems of linear equations of order Lp: one for the horizontal displacements
and one for the vertical displacements. In the first system, the right-hand side of
the equation is the first column of Ep. In the second system, the right-hand side is
the second column of Ep. These systems are solved using the LU decomposition
of Ap. The solution of the first (respectively the second) system is stored in the
first (respectively the second) column of Ppij .

3.3 Complexity Analysis

The most complex step in the computation of Ppij , given the motion field Fij , is
the computation of matrix Ap. Since Ap is symmetric, its computation requires
O(12DL3

p) operations. In comparison, the complexity of its LU decomposition is

in O(12L
3
p). So, the complexity of the entire process increases linearly with D,

the number of detected strong corners (section 3.1).
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Fig. 1. Motion field approximated in one frame, at randomly-selected coordinates,
using the polynomial model (polynomial order p=6, subsequence length: n=25 frames)

4 Key Surgical Gesture Selection

Once each video subsequence has been characterized, multiple-instance learners
are used to identify key spatiotemporal polynomials, i.e. spatiotemporal polyno-
mials characterizing key surgical gestures.

4.1 Multiple-Instance Learning

Multiple-instance learners are supervised learners that receive a set of bags of
instances. A binary label (relevant or irrelevant) is assigned to each bag [24].
A bag is labeled irrelevant if all the instances in it are irrelevant. On the other
hand, a bag is labeled relevant if it contains at least one relevant instance (or
one key instance). From a collection of labeled bags, multiple-instance learners
are trained to detect relevant instances.

In this paper, each video subsequence V
(i)
[jm+1;jm+n] (or more exactly its sig-

nature Ppij) is regarded as an instance. Each video V (i) is regarded as a bag
of instances. If there are more than two class labels, Multiple-Instance Learning
(MIL) is applied separately to each class label γ, γ = 1..Γ : a video is rele-
vant if and only if its original class label is γ. Irrelevant and relevant videos are
noted V (i,−) and V (i,+), respectively, and the signatures of their subsequences
are noted P−

pij and P+
pij , respectively.

The most popular MIL frameworks are Andrews’ SVM [25], Diverse Density
[24], and their derivatives. In Andrews’ SVM, a support-vector machine processes
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the instance labels as unobserved integer variables, subjected to constraints de-
fined by the bag labels. The goal is to maximize the soft-margin over hidden
label variables and a discriminant function. Diverse Density measures the inter-
section of the relevant bags minus the union of the irrelevant bags. The location
of relevant instance in feature space, and also the best weighting of the features,
is found by maximizing Diverse Density. Diverse Density was chosen for its sim-
plicity and its generality: in particular, it will allow spatiotemporal polynomial
basis adaptation in future works (section 8).

4.2 Diverse Density

Diverse Density, in its simplest form, is defined as follows:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

P̂ = argmax
P

∏
i

Pr(+|V (i,+), P )
∏
i

Pr(−|V (i,−), P )

Pr(+|V (i,+), P ) = 1−∏j

[
1− exp

(
− ∥∥P+

pij − P
∥∥2)]

Pr(−|V (i,−), P ) =
∏

j

[
1− exp

(
− ∥∥P−

pij − P
∥∥2)]

(4)

P̂ , the key spatiotemporal polynomial, is found by several gradient ascents con-
trolled by the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [26]. Each
ascent is initialized by an instance randomly selected within the relevant bags
and the best solution is retained. Features can be weighted simultaneously: the
Euclidean distance simply needs to be replaced by a weighted Euclidean distance
[24]:⎧⎨
⎩

(P̂ , ŝ) = argmax
P,s

∏
i

Pr(+|V (i,+), P, s)
∏
i

Pr(−|V (i,−), P, s)

‖Ppij − P‖2 =
∑Lp

k=1

∑2
l=1 s

2
kl(Ppijkl − Pkl)

2

(5)

The weights of the Euclidean distance are also found using the gradient ascent.

4.3 Boosted Diverse Density

Note that there may be several key surgical gestures in each class. Typically,
a surgical task may be composed of several sub-tasks. Besides, two surgeons
may perform the same surgical task using different techniques. In order to select
several key surgical gestures when need be, a boosted version of Diverse Density
was used [22]. Let P̂γb, b = 1..Bγ , be the key spatiotemporal polynomials found
by boosted Diverse Density for class γ, γ = 1..Γ , and let ŝγb be the associated
feature weights.

5 Distance Metric

Let U and V be two videos characterized as described in section 3. We would
like to define a semantically-relevant distance D(U, V ) between these videos. To
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be semantically-relevant, this distance should ignore spatiotemporal polynomials
that are too far away from the key spatiotemporal polynomials found in section 4.

A new space is defined: in that space, component Uγb (respectively Vγb) con-

veys the probability that key spatiotemporal polynomial P̂γb is present in video
U (respectively video V ):

Uγb = Pr(+|U, P̂γb, ŝγb) (6)

D(U, V ) simply is the Euclidean distance in that space:

D(U, V ) =

√√√√ Γ∑
γ=1

Bγ∑
b=1

(Uγb − Vγb)
2

(7)

This distance metric is now used for video retrieval in a dataset of cataract
surgery videos.

6 Cataract Surgery Dataset

A dataset of 100 videos from 100 consecutive cataract surgeries was collected
at Brest University Hospital (Brest, France) between February and July 2011.
Surgeries were performed by ten different surgeons. Some videos were recorded
with a CCD-IRIS device (Sony, Tokyo, Japan), the others were recorded with a
MediCap USB200 video recorder (MediCapture, Philadelphia, USA). They were
stored in MPEG2 format, with the highest quality settings, or in DV format.
Image definition is 720 x 576 pixels. The frame frequency is 25 frame per seconds.

In each video, a temporal segmentation was provided by cataract experts
for each surgical task. The following surgical tasks were temporally segmented
in videos: incision, rhexis, hydrodissection, phacoemulsification, epinucleus re-
moval, viscous agent injection, implant setting-up, viscous agent removal and
stitching up (see Fig. 2). As a result, nine manually-delimited clips were ob-
tained per surgery. Overall, 900 clips were obtained: the first 450 clips (obtained
from the first 50 surgeries) were assigned to the training set, the last 450 clips
were assigned to the test set. Clips have an average duration of 94 seconds (stan-
dard deviation: 77 seconds, min: 9 seconds, max: 312 seconds).

7 Results

The proposed system has four parameters (section 3): the number of frames
per subsequence (n), the delay between the beginning of two consecutive sub-
sequences (m), the number of selected strong corners per frame (D) and the
maximal polynomial order (p). Two parameters were chosen empirically to al-
low real-time fitting of the polynomial models: m=5 frames and D=400 strong
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(a) incision (b) rhexis (c) hydrodissection

(d) phacoemulsifi-
cation

(e) epinucleus re-
moval

(f) viscous agent
injection

(g) implant setting-
up

(h) viscous agent
removal

(i) stitching up

Fig. 2. High-level surgical tasks

corners per frame. The other two (n and p) were chosen by two-fold cross-
validation in the training set. Each tested (n, p) pair was graded by the average,
over all surgical tasks γ = 1..9 and both folds, of the area under the Receiver

Operating Characteristic (ROC) of
∑Bγ

b=1 Pr(+|V, P̂γb, ŝγb) (see equation 5). The
optimal pair was (n = 3, p = 25). For each surgical task γ = 1..9, the ROC curve

of
∑Bγ

b=1 Pr(+|V, P̂γb, ŝγb), in the test set, is reported in Fig. 3.
To evaluate the proposed distance measure (section 5), the Mean Average

Precision (MAP) was measured. To measure the MAP, test videos was used one
by one as the query. The nearest neighbors of each query were searched in the
training set with respect to the proposed distance measure. A retrieved video was
regarded as relevant if it belongs to the same task as the query video. The average
precision at 5, 10, 20 and 50 was 0.561, 0.462, 0.401 and 0.179, respectively. A
MAP of 0.358 was obtained. In comparison, a MAP of 0.287 was obtained using
Dynamic-Time Warping [19] with the same subsequence signatures.

The system could process 29 frames per second on one core of an Intel Xeon
processor running at 2.53 GHz (real-time: 25 frames per second).
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Fig. 3. Performance of key surgical gesture selection

8 Discussion

A video retrieval framework was presented in this paper. The motion content of
short video subsequences was modeled using spatiotemporal polynomials. Then,
key spatiotemporal polynomials were identified through multiple-instance learn-
ing. Finally, a distance between videos was defined in a high-level space spanned
by these key spatiotemporal polynomials.
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The entire process is very fast. Firstly, the spatiotemporal polynomials are
computed on the fly, in real-time. Secondly, finding the location of a video in
the high-level space above can also be done progressively, in real-time, as the
subsequences are characterized. Thirdly, the proposed distance metric simply is
a Euclidean distance in that high-level space, so finding the nearest neighbors of
a video is easily scalable, using efficient search structures.

In this paper, the basis of spatiotemporal polynomials consisted of canonical
polynomials. In future works, the basis will be adapted to push performance
further: each basis will be a linear combination of canonical polynomials. The
coefficients of these linear combinations could be tuned to maximize Diverse
Density through gradient ascents: this is what motivated the selection of Diverse
Density as a multiple-instance learner.

The proposed framework seems particularly suited to surgery videos. This was
checked in a cataract surgery dataset. Experiments on other types of surgery
would be needed to confirm. Moreover, this framework could be beneficial to
other problems where motion cannot be easily segmented and where relevant
visual information does not necessarily lie in the neighborhood of salient points.
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scopic Tool Tracking Method for Augmented Reality Surgical Applications. In:
Bello, F., Edwards, E. (eds.) ISBMS 2008. LNCS, vol. 5104, pp. 191–196. Springer,
Heidelberg (2008)

3. Cao, Y., Liu, D., Tavanapong, W., Wong, J., Oh, J., de Groen, P.: Computer-
aided detection of diagnostic and therapeutic operations in colonoscopy videos.
IEEE Trans. Biomed. Eng. 54(7), 1268–1279 (2007)

4. Giannarou, S., Yang, G.-Z.: Content-Based Surgical Workflow Representation Us-
ing Probabilistic Motion Modeling. In: Liao, H., Edwards, P.J., Pan, X., Fan, Y.,
Yang, G.-Z. (eds.) MIAR 2010. LNCS, vol. 6326, pp. 314–323. Springer, Heidelberg
(2010)

5. Patel, B.V., Meshram, B.B.: Content based video retrieval systems. Int. J. Ubi-
Comp 3(2), 13–30 (2012)

6. Naturel, X., Gros, P.: Detecting repeats for video structuring. Multimedia Tools
and Applications 38(2), 233–252 (2008)

7. Smeaton, A.F., Over, P., Kraaij, W.: Evaluation campaigns and TRECVid. In:
8th ACM Int. Workshop on Multimedia Information Retrieval, pp. 321–330. ACM
Press, New York (2006)

8. Hu, W., Xie, D., Fu, Z., Zeng, W., Maybank, S.: Semantic-based surveillance video
retrieval. IEEE Trans. Image. Process. 16(4), 1168–1181 (2007)
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Abstract. Multi-modality is crucial to handle knowledge, medical data and pa-
tient-specific information in an integrated fashion: in the course of their work, 
indeed, clinicians analyze a large amount of information about interrelated lay-
ers such as anatomy, kinematics, dynamics, mechanics and physiology. Much 
of the information related to these levels is intrinsically 3D and we believe that 
the adoption of 3D part-based annotation and content-based indexing will open 
up new ways to integrate and interact with medical information. In this paper, 
we will focus the attention on content-based analysis of 3D medical data and 
discuss related issues and trends, based on two software tools: the ShapeAnno-
tator and RheumaSCORE. In the illustrative scenario of the Rheumatoid Arthri-
tis we will provide hints for even more informative Computer Aided Diagnosis 
systems for clinical support. 

Keywords: 3D shape segmentation, 3D part-based annotation, 3D content-
based description, Computer Aided Diagnosis, Rheumatoid Arthritis. 

1 Introduction 

With the rapid innovation in computing and electronic imaging technology, there has 
been increasing interest in developing Computer Aided Detection/Diagnosis (CAD) 
systems to improve the medical service [1,2]. CAD is emerging as an advanced inter-
disciplinary technology, which combines fundamental elements of different areas 
such as digital image processing, image analysis, pattern recognition, medical infor-
mation processing and knowledge management. 

CAD systems are likely to become the means of processing and interaction of the 
huge amount of available digital data and to incorporate new methods for comparative 
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analysis and study of clinical cases. Methods of information retrieval will play a fun-
damental role in offering techniques to correlate and analyse such data based on qua-
litative and quantitative information extracted automatically. Content-based medical 
retrieval systems have the potential to improve the performance of clinicians [3] 
speeding up the diagnosis process and improving accuracy and treatment of complex 
diseases. 

While the importance of content-based techniques is not new, this paper focuses 
the attention on issues related to content-based analysis of 3D data in the medical 
domain. The success of CAD-supported analysis processes depends indeed on the 
capabilities of automated solutions to simulate and improve what physicians and radi-
ologists do when they inspect digital data. We believe that the key challenges are:  

- software applications should be able to identify and measure clinical parame-
ters based on the geometric/morphological characterization of the shape of 
organs, anatomical elements or their parts; 

- formal methods to assess the similarity among shapes should support the  
retrieval of similar clinical cases in order to speed up the diagnosis process 
and to support comparative analysis among known cases; 

- gathering information about specific patients should ease the evaluation of 
their follow-up in order to highlight temporal trends of pathology markers, 
possibly depending on current therapy; 

- performing statistical analysis over a significantly large population of patients 
would trigger the possible detection of new correlation patterns and speed up 
the screening of large populations for abnormal cases. 

After the non-trivial segmentation and reconstruction steps, the usage of 3D models in 
the medical domain has mainly concerned the localization and visualization of parts. 
However, the highly informative content carried by 3D models can be exploited more 
heavily: 3D-based shape analysis, indexing, and part-based annotation can provide the 
novel means to integrate medical information in a truly multi-modal framework.  

The contribution of this paper is the discussion about this integration, showing how 
3D part-based characterization and annotation could enhance an existing CAD sys-
tem. To substantiate our arguments, we will describe two existing tools, i.e. the Sha-
peAnnotator and RheumaSCORE, and demonstrate their complementarity and fruitful 
integration in the framework of Computer Assisted Diagnosis. 

On the one side, the ShapeAnnotator is a 3D object annotation system that provides 
the framework for 3D part-based annotation, relying upon a multi-segmentation of 3D 
shapes and concepts formalized in an ontology. Along with fine-grained shape cha-
racterizations, annotated parts can be used to index relevant parts in 3D reconstructed 
models. On the other side, the RheumaSCORE software implements some prototypi-
cal tools for the automatic characterization of 3D parts, especially relying on the de-
tection of bone erosion, and has been considered very useful to help radiologists or 
physicians during diagnostic processes and follow-up of rheumatic patients. 

Using the diagnosis of Rheumatoid Arthritis (RA) as illustrative scenario, we will 
discuss how more informative content-based systems may be designed for clinical 
support. 
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The paper is organized as follows. In Section 2, the 3D multi-segmentation and  
annotation framework will be presented; some hints will be given on the 3D characte-
rizations that can be automatically attached to parts in order to support their descrip-
tion and to be used for indexing purposes. In the medical scenario, the usage of these 
methodologies is still at its infancy, while we believe that coupling 3D analysis tech-
niques with CAD systems has a high potential to innovate the field. In Section 3, the 
RA scenario will be described in the framework of the RheumaSCORE system and 
some clinical trials will be discussed. In Section 4, we will introduce an integration 
perspective, discussing on how these systems could be combined and improved, and 
briefly sketching future research directions. Section 5 concludes the paper with a short 
wrap-up. 

2 3D Multi-segmentation, Annotation and Characterization 

A variety of techniques have been developed in image processing for content analysis 
and segmentation: these are particularly useful in the medical domain where much of 
the digital content is stored as 3D images, including data from Computer Tomography 
(CT), Magnetic Resonance Imaging (MRI), MicroCT and other devices. The available 
techniques are generally based on the computation of low-level features (e.g. texture, 
color, edges) that are used to identify and isolate, or segment, relevant parts in the 2D 
or 3D image. Segmentation is primarily meant as the process to detect specific shapes 
in a 2D or 3D image, while content-based annotation methods allow to create corres-
pondences between complex objects, or parts, and conceptual tags: once the content is 
analyzed and its relevant constituents annotated, they can easily match textual 
searches.  

Getting accurate 3D reconstructions from raw segmented images is still very  
labor-intensive, but a growing number of problems in medical analysis require the 
manipulation of the full spatial geometry. In other words, 3D models represent the 
geometry of all the interesting parts (e.g. organs, bones) which can be further ana-
lyzed and possibly decomposed by dedicated computational tools [4]: in fact, 3D 
models, or their parts, may be characterized by morphological attributes, abstract 
properties (e.g. signatures for indexing and retrieval), or any other useful parameter.  

With these premises, the ingredients needed to fully integrate 3D geometry into the 
medical processing pipeline are: 3D shape analysis tools, a rich set of tools to charac-
terize the models and/or their parts, and a methodology to associate part-based anno-
tations with the geometric representation. We emphasize that in the medical practice 
annotations need to be attached not only to the whole 3D reconstruction, but most 
frequently to parts of interest, for instance a bone or even a specific portion of it [5]. 

The ShapeAnnotator [6] was a first attempt to integrate segmentations and annota-
tions for generic 3D models. It relies on the concurrent use of a variety of shape anal-
ysis and segmentation tools to offer a rich set of operators to detect 3D regions of 
interest on the 3D models. Given the complexity of shapes in the medical domain, it is 
widely recognized that no single algorithm can be used to provide a segmentation that 
yields interesting and exhaustive results for all feature types, even if the context is 
well-defined [7]. Hence, the ShapeAnnotator approached the problem of feature  
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extraction via the concept of multi-segmentation of a 3D surface represented by a 
triangle mesh. The idea is to use in parallel a set of different segmentation procedures 
and to select and compose just the meaningful results from each of them: interesting 
features can be interactively selected from the resulting multi-segmented mesh.  

The ShapeAnnotator allows loading an ontology to enrich the segmented model 
with concepts. To annotate the features of the 3D model, the user can choose the ap-
propriate conceptual tags within the domain of expertise formalized by the ontology, 
expressed in OWL [8]. The result of the annotation process is a set of instances  
that, together with the domain ontology, form a knowledge base. Each instance is 
defined by its URI, its type (i.e. the class it belongs to) and by attribute values and 
relations that have been specified/computed. In its current version, the ShapeAnnota-
tor saves the multi-segmented mesh along with the selected features as a single PLY 
file. The instances are saved as a separate OWL file that imports the domain ontology. 
Additionally, the OWL file contains the definition of two extra properties: 

• ShannGeoContextURI, whose value is the URI of the multi-segmented 
mesh (typically the path to the PLY file saved by the ShapeAnnotator); 

• ShannSegmentID, whose value is an index that specifies a segment in the 
multi-segmented mesh. 

 

Fig. 1. An example of coupling geometric and semantic information on a human hand 

All the instances produced during the annotation pipeline are automatically as-
signed values for the above two properties, so that the link between semantics and 
geometry is maintained within the resulting knowledge base (see Fig. 1). In this way, 
every component of the 3D model has its unique reference to its geometry and its 
descriptive tag, which constitute a first step towards an intelligent 3D indexing in a 
multi-modal knowledge based system.  

Currently, the system requires the user to select manually the concepts to instan-
tiate; for some attributes and relations, however, there is the possibility to calculate 
them automatically without the user intervention. Concepts of the input ontology may 
be equipped with descriptive attributes; for instance, a part annotated as bone may be 
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described by its volume, area, and length as well as by other more complex attributes 
like compactness, roundness, or smoothness. How to compute the values of these 
attributes? 

The ShapeAnnotator comes with a set of tools able to compute a number of geome-
tric measures of shape parts (e.g. bounding box length, radius of best-fitting cylinder). 
These measures can be connected by the user to the attributes of the ontology in order 
to assign them a geometric interpretation. This allows the system to compute and fill 
in the values to be associated to the attributes automatically. For instance, the attribute 
“length” can be connected to, i.e. interpreted as, the length of the first principal 
component and its values computed automatically. The same kind of connections may 
be established to give specific interpretations to relationships. For instance, the con-
ceptual relation “is_connected_to” can be connected to topological adjacency 
between the part boundaries. 

Users are free to set up their “interpretation” within each specific domain of anno-
tation by establishing an appropriate set of connections. Connections create a bridge 
between the geometrical world and the conceptual world.  

Part-based annotations are important also to support comparative analysis of clini-
cal cases: indeed, descriptions attached to parts can be used as actual signatures. Sig-
natures are abstract descriptions of the content of the original resource and allow 
comparisons and similarity assessment [9,10]; in the medical domain they are helpful 
to automate part classification, to ease 3D part-based retrieval, and to monitor the 
changes of a specific part over time. Vast surveys on retrieval issues can be found in 
[11,12].  

Just to name some properties that can be extracted from 3D models and used as 
signatures, Shape Distributions by Osada et al. [13] measure the distribution of prop-
erties based on distance, angle, area, and volume measurements between random 
surface points; Zhang and Chen [14] propose methods to compute efficiently global 
measures such as volume, area, statistical moments. Finally, the configuration of the 
shape features may be also detected to perform some kind of structural similarity 
assessment: various techniques exist to produce such signature, which range from the 
use of skeletonization to topological approaches [15,16]. 

3 A Medical Scenario: The Case of Rheumatoid Arthritis 

The potential of part-based annotation is well demonstrated in applied cases, among 
which we have selected the early diagnosis and the follow-up of Rheumatoid Arthritis 
(RA). In the following, we will discuss the issues that motivate the adoption of 3D 
characterizations of parts, contextualizing the discussion to the functionalities and 
purpose of the RheumaSCORE software. 

RA is a systemic, inflammatory disease that affects the synovial joints and leads to 
joint pain, stiffness and limited motion. It is a chronic disease that affects about 2,9 
million people in Europe [17,18]. An early diagnosis, the continuous monitoring of 
disease activity and the constant evaluation of therapy effects can improve patients’ 
quality of life and may reduce related social costs. 

In order to evaluate RA progression and joint damage, a lot of laboratory tests are 
available, such as Rheumatoid Factor, C-Reactive Protein and instrumental exams, 
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such as Magnetic Resonance Imaging. MRI has been demonstrated to be from two to 
ten times more sensitive than conventional radiography in detecting wrist erosions in 
RA (Fig. 2), especially in its early phases [19]. In general, erosions detectable on MRI 
may become visible on plain x-rays only 2-6 years later [20-22]. This increased sensi-
tivity is explained by the fact that MRI is a multi-planar technique. Moreover, it can 
image the soft tissues, including synovial membrane, synovial fluid and tendons, in 
addition to bones and cartilage. The quantification of synovial volume can be used to 
monitor the response to therapy and to predict which patients are more likely to de-
velop erosions within one year [23]. 

 

Fig. 2. MRI erosions 

The wide use of MRI in the assessment of joints of patients with RA in the last 
years emphasized the need for an objective and reproducible scoring system of RA 
lesions. An international Outcome Measures in Rheumatology Clinical Trials 
(OMERACT) MRI in RA working group developed a MRI scoring system to assess 
both inflammation (activity) and bone lesions (damage) [24].  

The OMERACT RA-MRI Scoring system (Rheumatoid Arthritis Magnetic Reson-
ance Image Scoring, or RAMRIS) was developed in order to measure the lesions 
observed in the wrist/hand of patients with RA. These lesions are the synovitis (in-
flammation of the synovial membrane of RA and other typical forms of arthritis), the 
bone marrow edema (inflammation of the bone marrow, at least in RA), and the ero-
sion (the destructive bone erosion typical of RA). 

The erosion score is estimated visually by the user in the traditional RAMRIS: 
each eroded bone is considered individually and the ratio between the volume of the 
erosion and the hypothetically healthy bone is evaluated, analyzing all the slices cov-
ering the bone. The global score of the erosion is evaluated considering the eroded 
bone volume compared to the intact bone, with 10% increments. As a result, the rat-
ing of the erosion per single bone is comprised between 0 (healthy bone) and 10. 
Considering all the involved bones, the total score for the wrist is between 0 and 150, 
and for the hand between 0 and 80. 

Manual evaluation of bone erosions volume is however tedious, time consuming 
and not fully repeatable (especially for inexperienced users). Considering the big 
amount of patients suffering from RA, this is a critical task. The RheumaSCORE 
software was developed by Softeco Sismat S.r.l. to face the RA problem [25,26].  
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3.1 RheumaSCORE  

RheumaSCORE is an easy-to-use imaging application that supports the user (e.g. 
radiologist or rheumatologist) during the diagnostic process and the management of 
RA progression, through the analysis, the display, the measurement and the compari-
son of MRI acquisitions of different patients. 

For each patient RheumaSCORE can load several DICOM files (study/series) si-
multaneously, which are used to evaluate the current disease status and monitor its 
progress over time. The physician is supported through several functional environ-
ments addressing: 

- the investigation, through the recognition of wrist/hand bones and the automat-
ic evaluation of the bones erosion scoring;  

- the tracking, through the management of clinical data (like Rheumatoid Factor 
and C-Reactive Protein), the insertion of free annotations and the retrieval of 
similar RA cases on the basis of historical clinical data, RA measurements or 
keywords specified in the free notes; 

- the follow-up, through the automatic comparison among the parameter meas-
ured in image pairs acquired at different times. 

The software has a modular architecture, which can be easily expanded with other 
segmentation techniques and 3D visualizations to deal with other anatomical districts 
and pathologies. 

3.2 Evaluation of RA Status and Progression 

RheumaSCORE allows to analyze the bones of the hand and the wrist to assess the 
RA status through erosion scoring and progression monitoring. The system supports 
the user during the 3D segmentation process of the bones structure, which is a neces-
sary step to evaluate automatically the bone erosion scoring. 

In the recognition environment the system provides a custom segmentation proce-
dure for each element of interest (carpal, metacarpal and forearm bones): a semi-
automated method based on level sets technique using Geodesic Active Contour  
approach [27] has been applied, which does not rely on any prior knowledge of the 
shape of healthy bones. Segmentation results are reconstructed in 3D using the 
Marching Cube algorithm [28] and displayed using surface rendering algorithms. 

After segmentation, the system provides automatic scoring of the bones erosion, 
using the same method proposed by OMERACT RAMRIS (see Fig. 3). It identifies 
and measures bone erosions, defined as the missing volume of substance of the seg-
mented bone with respect to an average statistical model, which is built on bones of 
healthy subjects. Processing takes a few minutes for all wrist bones (or hand bones), 
which leads to a remarkable reduction of diagnosis time and costs.  

Moreover, the framework permits the management and storage of clinical data 
(like C-reactive Protein), useful for measure and monitor RA activity. Physicians can 
also add annotations, possibly using the system ontology, in order to highlight lessons 
learnt or critical issues linked to specific features of the current patient. 
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Fig. 3. Erosion Scoring 

All the information related to the patient’s examination (e.g. acquired DICOM im-
ages, anatomical 3D segmented elements, 3D features, user annotation) are stored in 
the system database and are available for retrieval.  

The patient’s disease follow-up is supported by storing, visualizing and comparing 
several sets of data acquired at different times. Differences among parameters and 
trends can be computed and visualized. 

3.3 Clinical Trials and Results 

A preliminary clinical test has been carried out at DIMI1. 26 patients (21 women and 
5 men) diagnosed with early RA according to the 1987 ACR criteria were studied. 
The wrists were imaged through an extremity-dedicated MRI device (Artoscan C, 
Esaote, Genova Italy). A turbo T1-weighted three dimensional sequence (T3-D T1) in 
the coronal plane, with subsequent multiplanar reconstructions on the axial and sagit-
tal planes, was used; slice thickness was 0,6-0,8 mm, TR 860 ms, TE 26 ms, and 
number of excitations (NEX) 1. 

Some experts evaluated the erosion scores using the manual RAMRIS method and the 
RheumaSCORE software used for the segmentation of the bones of the wrist and meta-
carpal bases. When needed, the resulting outline was adjusted manually via a 2D editing 
tool. The 3D reconstruction was performed and the erosion scoring was calculated.  

The median erosion scores revealed by manual application of the RAMRIS method 
and by automatic RheumaSCORE software were 2 (range 0-26) and 2 (range 0-21), 
respectively. The two scores were correlated (correlation coefficient 0.9, p<0.0001). 
The inter-rater agreement statistical measure (weighted k) was 0.706 for the entire 
score and was comprised between 0.264 and 0.887 for the individual bones (values 
greater than 0.5 are considered satisfactory). The poorest result was seen for the sca-
phoid due to underestimation of a relatively large erosion in a single patient 
(RAMRIS score 3) because of the very large size of his wrist bones. Therefore, the 
semi-automated segmentation software showed a good correlation with the RAMRIS 
erosion score, yet presenting some limitations. 

                                                           
1 DIMI -Dipartimento di Medicina Interna, Clinica Reumatologica, Università degli Studi di 

Genova, Italy. 
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4 Integration Perspective 

The functionalities implemented in the RheumaSCORE are a clear example of  
the directions that CAD systems are likely to take in the near future. Adding tools to 
select parts of interest in 3D reconstructions and automatically compute morpholog-
ical parameters is of great value, and it has been shown to be effective for the early 
diagnosis of RA even in the initial stage of development. Currently, the systems 
uses the Geodesic Active Contour approach as the only technique for segmentation 
and the global volume of the detected parts as the only geometrical characteristic 
recorded. 

The integration of this platform with the ShapeAnnotator tool and the experience in 
a finer-grained 3D analysis may produce very informative characterizations and in-
dices to support classification and statistical analysis. 

In the first place, it is necessary to adopt a multi-segmentation strategy: a rich li-
brary of tools for the segmentation of parts has to be provided to allow users to rely 
on various, and possibly integrated, segmentation techniques to locate better the inter-
esting parts, possibly taking into account also uncertainty.  

Moreover, by relying on the fine-grained 3D characterization techniques, each 
segment could be indexed not only by its volume, but also by a number of content-
based descriptors, each of them highlighting diverse aspects of the considered part. 
For instance, spatial localization of  bone erosion can be useful to evaluate more accu-
rately the anatomical-functional damage, the possible disease progression, the pain 
felt by the patient and the effectiveness of the therapy. A new version of the CAD 
system would also provide morphological analysis to evaluate the bone roughness 
(i.e. lack of smoothness, which can be computed from the distribution of curvature on 
the bone surface) or the presence of interruptions of the bone cortex, which are typical 
of erosions. In fact, normal areas of tendon and ligament attachment could be rough 
because of traction forces and a very small cortical interruption can be seen where 
nutritional arteries enter the bone. In addition, a family of arthritis called seronegative 
spondyloarthritides, which enter the differential diagnosis of RA, is characterized by 
periostitis or inflammation of the periosteum and bone cortex. This lesion is reflected 
by a rough appearance of the bone surface. The new system would evaluate an in-
creased percentage of rough bone surface and contribute to both differential diagnosis 
and damage follow-up in psoriatic arthritis patients. 

In Fig. 4 we show some preliminary tests run on the semilunar bone, comparing the 
curvature plots between a healthy bone and a highly eroded one. Curvature has been 
computed with the algorithm developed in [29] and shows concave, convex and sad-
dle areas. Numerical curvature values could be additionally gathered for a quantitative 
data analysis. 

Finally, it is necessary to connect the annotation mechanism to the system in  
order to link each of the selected parts with concepts and attributes expressed in a 
given domain ontology, thus easing the documentation accuracy and the retrieval 
performance. 
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Fig. 4. Top: a) and b) are two views of a healthy semilunar bone of the wrist, which is characte-
rized by large smooth areas. Bottom: c) and d) are two views of a RA-affected semilunar, 
which is well characterized by the massive presence of tips (red areas), saddles (magenta areas) 
and concavities (cyan areas) in the eroded zone 

5 Conclusions 

In this paper, we showed the high potential of including full 3D content among the 
heterogeneous digital data available in medicine. In fact, advanced shape analysis and 
similarity techniques can be exploited to improve CAD systems and content-based 
retrieval systems. We discussed such issues in the frame of RA, starting from the 
ShapeAnnotator and the RheumaSCORE tools. In particular, we mainly highlighted 
the promising perspectives of coupling geometric information with semantic characte-
rization.  

As a final remark, an important research challenge on the side of knowledge repre-
sentation is worth to be mentioned: at the state of the art, geometric representations 
are not consistently linked with part-based annotations. On the contrary, it would be 
fundamental to define a stable markup: annotations attached to parts of 3D models 
should survive changes in the geometric representation (e.g. change of representation, 
change of resolution, shape editing). In this respect, the ShapeAnnotator provides just 
a partial solution and the problem of defining a stable 3D markup still remains. 
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Abstract. Craniosynostosis is the premature fusion of the bones of the
calvaria resulting in abnormal skull shapes that can be associated with
increased intracranial pressure. While craniosynostoses of multiple dif-
ferent types can be easily diagnosed, quantifying the severity of the ab-
normality is much more subjective and not a standard part of clinical
practice. For this purpose we have developed a severity-based retrieval
system that uses a logistic regression approach to quantify the severity of
the abnormality of each of three types of craniosynostoses. We compare
several different sparse feature selection techniques: L1 regularized logis-
tic regression, fused lasso, and clustering lasso (cLasso). We evaluate our
methodology in three ways: 1) for classification of normal vs. abnormal
skulls, 2) for comparing pre-operative to post-operative skulls, and 3) for
retrieving skulls in order of abnormality severity as compared with the
ordering of a craniofacial expert.

Keywords: craniosynostosis, cranial image (CI), L1 penalized logistic
regression, fused lasso, clustering lasso (cLasso), sparse logistic regression
model.

1 Introduction and Motivation

This work is focused on retrieval of CT images for patients with craniosynostosis,
a common congenital condition in which one or more of the fibrous sutures in an
infant’s calvaria fuse prematurely, resulting in restricted skull and brain growth.
Because the brain cannot expand perpendicular to the fused suture, it redirects
growth in the direction of the open sutures, resulting in abnormal head shape and
in some cases, facial features. Craniosynostosis results in head deformity that can
be severe if it is not corrected surgically. This condition may result in increased
intracranial pressure on the brain and is correlated with developmental delays,
although the cause of such delays is not currently known [11]. It is estimated
that the fusion of any one or more sutures occurs in approximately 1 in 2, 000
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live births [7]. In clinical practice, craniosynostosis is diagnosed by a physician
on the basis of head shape and confirmatory CT scan.

Automatic analysis of CT scans, including a measure of shape deformation,
would be of great help to both doctors and medical researchers. In our previous
work, we built a system that automatically generates a shape representation
called the cranial image (CI) [4] from the CT image of a patient’s skull. The
cranial images are used as shape features to distinguish between skulls of pa-
tients with different types of craniosynostosis. We also proposed using logistic
regression and three variations of the logistic regression model for classifying dif-
ferent types of craniosynostosis: L1 regularized logistic regression [2], the fused
lasso [9] and the clustering lasso (cLasso) [1], which is a variation of L1 logistic
regression. These models avoid overfitting of the regression model, and they also
could select subsets of features from the cranial image that represent skull re-
gions associated with the distinctive shape differences related to different suture
fusions (e.g., sagittal vs metopic suture fusion).

It is important to note that clinicians do not need to rely on a quantitative
model to make the diagnosis of craniosynostosis. However, there is a lack of
criteria to quantify the severity of the abnormality for research purposes. For
example, when estimating the relative effects of different surgical methods on
cranial shape (i.e., pre-, post-surgery change), quantitative measurement is es-
sential. For this reason, we have developed a system to retrieve CT images based
on quantification of the severity of the abnormality of the 3D skull shape. Given
an enlarged data set containing pre-operative and post-operative CT scans of
subjects with three classes of craniosynostosis (coronal, metopic and sagittal)
plus a set of scans from similar-age control subjects, we conducted a set of ex-
periments in classification, quantification and retrieval using the three logistic
regression methods proposed in [1]. Different sparse logistic regression models
are compared in terms of misclassification on whether a skull has craniosynosto-
sis or not. Then we show our retrieval results using the best model for our data -
cLasso. Abnormality of the skulls of the same patient before a surgery and after
a surgery is compared using the quantification criteria as well.

The rest of the paper is organized as follows. Section 2 summarizes the re-
lated literature, Section 3 gives an overview of the framework of our approach for
abnormality quantification, Section 4 describes the details on how logistic regres-
sion models are used for quantification, and Section 5 shows the experimental
results of our work.

2 Related Literature

Calvarial (skull) abnormalities are frequently associated with severely impaired
central nervous system functions due to brain abnormalities, increased intra-
cranial pressure and abnormal build-up of cerebrospinal fluid. In [3], Shapiro
et al. introduced several different craniofacial descriptors that have been used
in studies of two craniofacial disorders: 22q11.2 deletion syndrome (a genetic
disorder) and deformational plagiocephaly/brachycephaly. They provided fea-
ture extraction tools for the study of craniofacial anatomy from 3D mesh data
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obtained from the 3dMD active stereo photogrammetry system. These tools pro-
duce quantitative representations (descriptors) of the 3D data that can be used
to summarize the 3D shape as pertains to the condition being studied and the
question being asked. This work is different from the current study in that it
analyzed the shape of the midface and back of the head, while our work focuses
on the shape of the skull.

There are some previous studies on examining the specific skull shapes of pa-
tients. Previously, we proposed the cluster lasso [1], a logistic regression model,
for classification of three types of craniosynostoses: coronal, metopic and sagittal.
Lin et al. [4] developed symbolic shape descriptors to classify skull deformities
caused by metopic and sagittal synostoses. Ruiz-Correa et al. [5] used a set
of scaphocephaly severity indices (SSIs) for predicting and quantifying head-
and skull-shape deformity in children diagnosed with isolated sagittal synostosis
(ISS).

The study differs from previous work in that it focuses on the task of skull
retrieval, while our previous work focused on classifying different types of cran-
iosynostoses. Another difference is that the current work fits a regression model
based on abnormal shapes versus normal ones, while in our previous work we
were merely comparing different types of abnormal shape and could therefore
not quantify severity with respect to normal. Other efforts mentioned above
differ from our approach in that they were not fully automatic and therefore
required human interaction for selecting planes and landmarks from the skull
for the purpose of extracting shape features.

3 Skull Retrieval Pipeline

3.1 System Design

A system was built for skull retrieval according to shape abnormality severity.
With an input of 3D CT volume data of random pose, our system first extracts
the skull and performs pose normalization, so that it is symmetric with respect
to the right and left sides. Then, surface points are extracted that are evenly
spaced all over the skull. After that, a shape feature called the cranial image [4]
is calculated by computing pairwise distances of these points. Last, a method is
proposed to quantify skull abnormality severity using the shape feature.

3.2 Surface Points Extraction

The first step of this module is to locate a base plane on the skull based on
two important landmarks: the nasion and the opisthion. The base plane goes
through these two biological landmarks, and is perpendicular to the symmetry
plane that separates the right and left sides.

The nasion is the intersection of the frontal and two nasal bones of the hu-
man skull [8]. Its manifestation on the visible surface of the face is a distinctly
depressed area directly between the eyes, just superior to the bridge of the nose.
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• • • •

Base plane B Base plane B

Fig. 1. Surface points extraction: the first three modules are the three steps for ex-
tracting surface points; the last image is the distance matrix generated from the surface
points

The opisthion is the mid-point of the posterior margin of the foramen magnum
on the occipital bone [8]. The two points were chosen because of their locations
at the front and back of the head, and because they are stable during the human
growth process The nasion and opisthion are detected as follows. First, the plane
of symmetry of the left and right sides of the skull on which the landmarks are
expected to be is extracted. Then, the tip of the nose is located as the point with
the smallest horizontal value. The nasion is located as the point closest to the
tip of the nose, which is above it and which has a zero curvature in the vertical
direction. The opisthion is located as the point in the left part of the outline,
which has the closest distance to the nasion of all points below the nasion.

Our shape measure is based on the distances between points on the surface
of the skull, so the second step is to extract a set of planes from which surface
points are located. These planes are parallel to the base plane. The top plane of
the skull is a plane that has intersection with the skull and which is parallel to
the base plane but has the furthest distance to the base plane. Our system can
extract any plane that is parallel to the base plane and located between the base
plane and the top plane of the skull, based on the ratio of its distance to these
two planes. Multiple planes may be selected with equal distances among them.
In the rest of our experiments, 10 planes that are evenly distributed across the
whole skull were used to provide a rich 3D shape descriptor.

In the third step of this module, N points are evenly extracted along the
outlines of the planes from the previous step. N is chosen by the user, and
N = 100 in our experiments.

3.3 Cranial Image Generation

Our shape feature is a N×N pairwise distance matrix among the surface points
from the previous step. The number at position (i, j) of the matrix represents
the distance between point number i and point number j (the last module of in
Fig. 1). The matrix is symmetric. Such a shape feature is a rich representation
of the skull shape, and its dimension is usually very high (over 104).
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3.4 Abnormality Quantification

The task of the system is to retrieve CT images by their skull shape abnormality
severity. To rank the CT images, a qualification criterion for shape abnormality
is needed. Based on our previous work [1], sparse logistic regression models have
been effectively used to fit our data with the high dimensional shape features
(CI). We use these models to generate quantification scores that represent the
severity of the abnormality.

4 Sparse Logistic Regression Models for Abnormality
Quantification

4.1 Sparse Logistic Regression Models

In our previous work, we explored logistic regression and three sparse logistic
regression models for the purpose of classifying three different types of cran-
iosynostosis. They can be summarized as follows.

Logistic Regression. Logistic regression is a workhorse in machine learning
that uses a generalized linear model for binomial regression. In logistic regression
model, the probability of being classified as one class is a linear function of the
features.

p(y|x,w) =
1

1 + exp(−y(wTx+ w0))
(1)

where vector x contains the feature values of a data sample; y is its class label
(for example, y = 1 refers to coronal and y = −1 refers to non-coronal), w
contains the coefficients for x, and w0 is the intercept. Furthermore, w0 and
w are model parameters, and p(y|x,w) is the probability that a data sample
belongs to a certain class.

We can estimate the optimal parametersw0 andw that minimize the following
loss function:

l(w0,w) =

n∑
i=1

log(1 + exp(−yi(w
Txi + w0))) (2)

{w0,w} = min
w0,w

l(w0,w) (3)

where yi is the actual class label of a data sample xi.

L1 Regularized Logistic Regression. Due to the high-dimensionality of the
data (i.e. a large number of features and a modest size of samples), learning the
unregularized logistic regression [3] will result in overfitting. To avoid overfitting,
L1 regularization is usually applied to induce sparsity in the solutionw such that
many of the coefficients in w are set to exactly zero. L1 regularization [2] has
been rigorously proven to be effective in selecting relevant features when there
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are exponentially many irrelevant ones [6]. The log-likelihood of L1 regularized
logistic regression is as follows.

l(w0,w) =

n∑
i=1

log(1 + exp(−yi(w
Txi + w0))) + λ

m∑
i=1

|wi| (4)

where λ is a regularization parameter for the L1-norm of the coefficients.

Fused Lasso. One problem with L1 regularization is that when features are
highly correlated, it arbitrarily chooses one of many correlated features. Some
variations of L1 regularization can better exploit the underlying structure of our
feature data. Specifically, the fused lasso induces bias from prior knowledge such
that correlated feature groups will be assigned similar weights. In this work,
the fused lasso [9] places a constraint on the weights of the features that are
geographically related - sharing the same or neighboring surface points.

The loss function of the fused lasso with induced bias is,

l(w0,w) =
n∑

i=1

log(1 + exp(−yi(w
Txi + w0)))

+λ

m∑
i=1

|wi|+ μ
∑

{wi,wj}∈M

|wi − wj | (5)

where μ is a regularization parameter for the new penalty term. M is a set that
contains all pairs of features that are neighbors, whose endpoints are the same or
next to each other. In equation [5], λ

∑m
i=1 |wi| penalizes large feature weights,

and μ
∑

{wi,wj}∈M |wi−wj| penalizes large weight differences between correlated
features.

Clustering Lasso. As mentioned before, L1 regularized logistic regression
tends to assign different weights to highly correlated features. When features
are highly correlated, it arbitrarily chooses one of them and assigns a non-zero
weight only to it. The fused lasso is one way to avoid this problem by placing
constraints on the weight differences based on prior knowledge. However, this
requires the model to know ahead of time the right grouping of the features. An
alternative to using such prior knowledge, is to penalize the weight differences
of correlated features.

The clustering lasso (or cLasso) is a new form of regularized logistic regression
we recently proposed in [1]. The model for the clustering lasso is:

p(y|x,w,wc) =
1

1 + exp(−y(wTx+wcT c+ w0))
(6)

where x contains the feature values of a data sample; y is its class label (for
example, y = 1 refers to sagittal and y = −1 refers to non-sagittal); c are the
cluster centers of x; w contains the coefficients for x; wc contains the coefficients
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for c; and w0 is the intercept. Furthermore, w0, w and wc are model parameters,
while p(y|x,w,wc) is the probability that a data sample belongs to a certain
class.

The loss function for the cLasso is

l(w0,w,wc) =

n∑
i=1

log(1 + exp(−yi(w
Txi +wcT ci + w0)))

+λ
m∑
i=1

|wi|+ ν
k∑

i=1

|wc
i | (7)

where ci (i ∈ [1, k]) is the centroid of a group of features {xi1 ,xi2 ,...,xik} (its
feature value is their average); wc

i is the weight for ci; and ν is the regularization
parameter for the weights of the cluster centers.

This loss function is designed to cluster the features based on their correla-
tion, and penalize their shared weights (wc

i ) and individual weights (wi1 , wi2 , ...,
wik) respectively. When ν is small and λ is large, individual weights are penal-
ized, and features tend to be split into groups based on their correlation and to
share the same weights. When λ is large enough, this model is equivalent to the
model of L1 regularized logistic regression (equation [4]).

Parameter wc
i encourages correlated features to share the same weight, and wi

allows unique features to be used. Therefore, the cLasso is equivalent to using
only shared weights (wc

i ) when each centroid ci (i ∈ [1, k]) is computed as a
weighted average with the weights determined by (wi1 , wi2 , . . . , wik).

4.2 Abnormality Quantification

Using the models to fit to the data, the predicted probability of a sample data set
x being a certain class p(y = 1|x,w) can be viewed as a quantification measure
of skull abnormality. However, the use of the sigmoid function P (t) = 1

1+e−t

in computing the probability does not work well as a quantification criteria.
Because a regression model that fits the data well tends to assign a value close
to 1 to all positive instances, the quantification results are too similar. Instead,
we use the linear function of the features before taking the sigmoid function
to obtain the probability. The second option produces a better quantification
measure, because the linear function differentiates abnormal skulls better, even
when they are classified as the same class.

For the logistic regression, lasso and fused lasso models, the quantification
scores are

S(x) = −y(wTx+ w0) (8)

For the clustering Lasso, the quantification score is

S(x) = −y(wTx+wcT + w0) (9)
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Coronal

Metopic

Sagittal

Control

Fig. 2. Examples of CT image slices

5 Experiments

The experiments were designed to show the ability of our system to retrieve CT
images based on skull shape abnormality of different types of craniosynostosis. As
a measurement for performance, we also provide phenotype prediction accuracy
by comparing our prediction with the groundtruth diagnoses of the doctors.
Cranial images were generated using our system with 10 planes and 10 points
on each plane. Logistic regression, L1 regularized logistic regression, the fused
lasso and the cLasso were compared in terms of phenotype prediction accuracy,
while the quantification measure of cLasso is used as the ranking criterion in
our system. Implementation of L1 regularized logistic regression is from the
authors of [6], and implementation of the fused lasso is the machine learning
package SLEP [10]. In our previous work, we did a thorough study on choosing
regularization parameter λ, μ and ν in equations 4, 5 and 7 for the sparse logistic
regression models. We continue to use these parameters.

5.1 Medical Data

Our system was tested on 3D CT images of children’s heads from hospitals in four
different cities in the US. There are different types of craniosynostosis depending
on the affected suture; the sagittal suture is between the parietal bones, metopic
between the frontal bones, coronal between the frontal and parietal bones, and
lambdoid between the parietal and occipital bones. Our study is focused on
three types of synostosis - sagittal, metopic, and coronal. In total we examined
approximately 200 CT image volumes, each comprising a stack of image slices
(approximately 150 slices per volume). About half the data are controls (normal
skulls), and the other half have one of the three types of craniosynostosis. Fig.
2 shows some examples of slices from the CT image stacks for all four classes.
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5.2 Evaluation on Classification

In the first part of our experiment, we evaluate our approach based on its predic-
tion of whether a skull is abnormal or not, meaning the misclassification rate of
each class. Classification results using the four different models are shown in Table
1. The results of logistic regression substantiates the overfitting problem with the
large number of features it uses. The misclassification rate greatly improves when
regularization is used in the logistic regression model. Specifically, the clustering
lasso exhibits the best results on average. The misclassification rate of the coronal
class is higher than the other two classes. This is because the coronal class is the
most similar to the controls of all three classes. Its shape deformation is not imme-
diately obvious as the deformation of the sagittal and metopic classes, as can be
observed from Figure 2. This is consistent with the results from [1].

Table 1. Misclassification rates using multiple planes for three types of craniasyn-
ostosis versus controlled skulls. Four different logistic regression models are used for
comparison. Classo performs the best on all three types.

Misclassification Rate Coronal vs Control Metopic vs Control Sagittal vs Control

Logistic regression 37.5% 36.25% 30%
L1 regression 26.3% 8.75% 8.75%
Fused lasso 16.3% 21.3% 8.75%
Clustering lasso 14.1% 7.5% 8.75%

5.3 Abnormality Quantification of Pre- and Post-Operative Skulls

Besides testing our quantification measure on the CT images of patients when
they are diagnosed, we also tested it on their CT scans two years after skull
surgery was performed. Although the skull abnormality is corrected with surgery,

type coronal coronal coronal metopic metopic metopic sagittal sagittal sagittal

Pre-Op
0.9698 0.9208 0.7145 1.00 0.5355 0.9773 0.3464 0.5794 0.5831

Post-Op
0.4164 0.3775 0.3930 0.5471 0.3134 0.5471 0.1890 0.3745 0.4895

ratio 43% 41% 55% 55% 59% 56% 55% 65% 84%

Fig. 3. Quantification comparison of pre-operative and post-operative skulls: these
images are the superior views of nine skulls (for each symptom type). Under the images
are their severity scores. The upper row contains pre-operative skulls, and the bottom
row are the post-operative skulls of the same subjects as the pre-op ones above it. A
subject is normal if the score is ≤ 0. The larger a number is, the more abnormal it is.
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Coronal

Frontier

Superior

Lateral

score 0.9976 0.9919 0.9701 0.9208 0.8761 0.8681 0.8635 0.8532 0.7145

our rank 1 2 3 4 5 6 7 8 9

expert rank 1 4 3 5 2 8 9 6 7

Metopic

Frontier

Superior

Lateral

score 1.00 0.8689 0.8445 0.8291 0.8233 0.7275 0.7070 0.6658 0.6517

our rank 1 2 3 4 5 6 7 8 9

expert rank 4 2 1 8 5 6 9 3 7

Sagittal

Frontier

Lateral

Superior

score 1.00 0.6377 0.5831 0.5794 0.5014 0.4622 0.3943 0.3570 0.3511

our rank 1 2 3 4 5 6 7 8 9

expert rank 1 3 4 5 7 6 9 8 2

Fig. 4. Quantification results: nine skulls are shown for each type of synostosis (coronal,
metopic, and sagittal) from three different views. They are ordered by the severity
scores produced by our system for the craniosynostosis type to which they belong.
Under the images are their severity scores, their ranks by our system (ordered 1-9,
with 1 being most severe), and expert ranks for comparison.
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it tends to relapse toward the original deformity with time. Our quantitative
severity measure provides an objective measure for the comparison. Fig. 3 shows
the comparison results for a set of pre-operative and post-operative skulls. The
pair of skulls in each column are from the same patient. The abnormality re-
duction after surgery is according to our scoring method. This shows that the
surgeries resulted in improvement in all cases even after two years of growth.

5.4 Evaluation of Skull Retrieval

There is no gold standard for evaluating the quantification results, because an ob-
jective judgement of severity of craniosynostosis in the form of a medical test does
not exist. Medical experts are accustomed to providing diagnoses but have no scor-
ing criteria. In fact, our work was motivated by the need for severity quantification
in medical research. However, we were able to have a craniofacial expert rank a
subset of the skulls for each type of abnormality for our comparisons.

Based on the quantification measure using the clustering lasso, each skull was
assigned a value that represents the degree of severity of the craniosynostosis
type to which it belongs (coronal, metopic or sagittal). The results for these
skulls in each class are shown in Fig. 4. (The numbers are normalized from -1 to
1; 0 to 1 means a subject is abnormal, and −1 to 0 means a subject is a control.)
This result provides a useful measurement for physicians and researchers to
quantify the severity of individual cases with different types of craniosynostosis.
Our results correlate well with expert measures. Most of the orderings are only
slightly permuted from the expert’s ranking. This is because some of the severity
scores are very similar in themselves, so any of them can be ranked before the
others in a subjective ordering. There are several exceptions on which our system
and the expert disagree in an obvious way, such as No. 4 in the metopic group
and No. 9 in the sagittal group in Fig. 4. Discussion with the expert disclosed
that different parts of the skull were being weighted differently by the system
and the expert. For example for No. 4 in the metopic group, the expert ranked
it last because his focus, the pointy shape at the front, is not obvious in the
skull. However, our system ranked it higher because its global shape is more
similar to a typical metopic skull. This discovery reversely inspired the expert
to notice certain shape features that he had previously ignored. The expert also
told us that our quantification captured some shape features that could not be
observed from the three standard views by doctors. This is evidence that our
system would be helpful for clinicians to make more accurate diagnoses.

6 Conclusions

In this work, we built a system that performed skull analysis and severity based
retrieval for patients with craniosynostosis. The system was tested with four
different logistic regression models: logistic regression, L1 regularized logistic
regression, the fused lasso and the clustering lasso on classifying abnormal skulls
from normal ones. The cLasso model was used for quantification of skull shape
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abnormality. Our experimental results validate the model, both by the error rate
on the classification task and by comparison with expert ranks on the retrieval
task. This retrieval system provides a convenient tool that can help medical
researchers to quantify craniosynostosis for research studies. For example, the
methods reported here would facilitate studies of the effects of different surgical
methods on cranial shape, associations between severity of cranial deformation
and subsequent neurodevelopmental outcomes and the relation of severity to
genetic processes.
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Abstract. Pulmonary embolism is a common condition with high short–
term morbidity. Pulmonary embolism can be treated successfully but di-
agnosis remains difficult due to the large variability of symptoms, which
are often non–specific including breath shortness, chest pain and cough.
Dual energy CT produces 4–dimensional data by acquiring variation of
attenuation with respect to spatial coordinates and also with respect
to the energy level. This additional information opens the possibility of
discriminating tissue with specific material content, such as bone and
adjacent contrast. Despite having already been available for clinical use
for a while, there are few applications where Dual energy CT is currently
showing a clear clinical advantage. In this article we propose to use the
additional energy–level data in a 4D dataset to quantify texture changes
in lung parenchyma as a way of finding parenchyma perfusion deficits
characteristic of pulmonary embolism.

Keywords: 4D texture, pulmonary embolism, dual energy CT.

1 Introduction

Pulmonary embolism (PE) consists of the obstruction of one or several arteries
in the lungs as a complication of deep vein thrombosis (DVT). Studies have
shown that acute pulmonary embolism mortality rates can reach 75% during
initial hospital admission [1] and 30% after 3 years of hospital discharge [2].
Pulmonary embolism is an avoidable cause of death if treated immediately with
anticoagulants. Delays in diagnosis of pulmonary embolism have shown to in-
crease the risk of death [3,4], making early diagnosis a key factor for successful
treatment.

Schwickert et al. [5] showed that pulmonary embolism induced wedge–shaped
pleura–based regions of heterogeneous increased attenuation in unenhanced com-
puted tomography (CT) scans for 54 over 75 patients that were also visible
on contrast–enhanced CT. Ganeshan et al. [6] observed that simple 3D tex-
ture attributes correlated well with ventilation and vascularization of the lung
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parenchyma in contrast–enhanced CT scans. Texture information is therefore
relevant to quantify pulmonary parenchyma ischemia in CT imaging.

Dual–energy computer tomography (DECT) contains 4D data: three spatial
dimensions and the level of x–ray energy between 40 and 140 keV used for
image acquisition. Iodine components from the contrast product have differ-
ing contrasts at varying energies and are related to the perfusion of the lung
parenchyma. Several studies showed the value of DECT to quantify perfusion
defects of the lung parenchyma [7,8,9,10,11] using iodine components, which can
be derived from CT attenuation at two energy levels of 80 and 140 keV.

This work investigates the use of texture–based image retrieval of 4D DECT,
where several energy levels add relevant information about the perfusion of the
lung parenchyma. Texture is very hard to visualize for dimensions higher than
2D. Since DECT acquires not only spatially–sampled but also energy–sampled
data, visual information is even more difficult to understand in an intuitive way.
Computer–assisted analysis of DECT is therefore required. In this article, tex-
ture is described by using the wavelet transform together with a visual words
approach. The use of texture analysis techniques and challenging 4D data al-
lows to evaluate the possible impact of DECT in early diagnosis of pulmonary
embolism.

2 Materials and Methods

This section presents the data of 4D DECT images from PE patients and our ap-
proach to 4D texture quantification based on two main ideas: a 3D wavelet trans-
form for multi–scale texture descriptors for each scale and visual words [12,13],
as a way of obtaining features based on patterns actually occurring in the data
set.

2.1 Dataset

Pulmonary parenchyma ischemia in 4D dual energy CT (DECT) images were
identified in collaboration with the emergency radiology of the University Hospi-
tals of Geneva. A small set of 13 currently annotated patients was used to train
and test the techniques.

For each patient, the five pulmonary lobes were manually segmented, and
the Qanadli index [14] was computed as a measure of the obstruction on a
lobe basis. The Qanadli index is computed by adding a score per artery in the
lobe: 0 if there is no obstruction, 1 if there is partial obstruction and 2 if the
artery is completely obstructed. The maximum value of the Qanadli index varies
among lobes, depending on the number of arteries. The Qanadli index value was
normalized using the maximum value per lobe, obtaining the percentage of the
Qanadli index Q(%) as a measure of the pulmonary embolism severity.
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The images in the dataset contain approximately 300 slices per patient and
energy level. Energy levels are sampled from 40 to 140 keV in steps of 10 keV. The
total amount of data per patient is approximately 512× 512× 300× 11 = 865.08
million voxels. Example images can be seen in Figure 1.

Fig. 1. DECT example with slices at three energy levels per row: 40, 90 and 140 keV

The image resolution is approximately isotropic in the spatial coordinates,
with horizontal resolution of 0.83mm/voxel and vertical resolution of 1mm/voxel.
This allows for 3D analysis in the spatial domain, whereas the energy domain
needs to be taken into account separately, given the different nature of the data.
Therefore, experiments were conducted using a spatial, three–dimensional multi–
resolution analysis of each energy level. Visual features were then aggregated
through energy levels using a visual words approach.

2.2 4D Texture Analysis

Energy of Wavelet Coefficients. The wavelet transform has been widely
used to analyze images and videos at multiple resolutions [15,16,17]. In medical
imaging, it showed to accurately characterize the lung parenchyma [18,19,12].
The mother wavelet chosen for texture description is the Difference of Gaussians
(DoG). Since the image sampling is not fully isotropic, the multi–resolution
analysis is based on the Gaussian function g calculated in physical dimensions
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by scaling the variables x, y and z using the corresponding values for the voxel
spacing in each direction (δx,δy,δz):

gσ(x) =
1

σxσyσz

�
(2π)3

e
−
�

(xδx)2

2σ2
x

+
(yδy)2

2σ2
y

+
(zδz)2

2σ2
z

�
. (1)

The choice of using Gaussian functions is based on their good isotropic prop-
erties, which allow to analyze image texture without making prior choices of
orientation, as opposed to co–ocurrence matrix based methods [20,21].

The extracted coefficients are obtained by using the difference of Gaussians
(DoG), which provides a good approximation to the Laplacian of Gaussians
or Mexican Hat wavelets when the variance parameters σ1,2 of two Gaussian
functions g1,2 satisfy σ2 ≈ 1.6σ1. Since the functions are calculated in physical
dimensions, there is no need for having anisotropic variance parameters of g1,2.
The resulting wavelets are shown in Equation 2. The number of scales j used for
the wavelet transform is five, with j ranging from 1 to 5.

ψj(x) = gσ1(x)− gσ2(x). (2)

σ2 = 1.6σ1. (3)

σ1 = 2j . (4)

The wavelet admissibility condition forces the mother function to have zero–
mean. Therefore, the images filtered with ψj(x) will be bandpass images (i.e.,
also zero–mean images). For this reason the raw wavelet coefficients are not used,
since in the clustering phase all clusters would be located around 0. Instead, the
energy of the wavelet coefficients averaged in a small neighborhood was chosen
as a local feature for describing the images.

Given a voxel identified by its position x, and a neighborhood N with SN
elements, the energy of the wavelet coefficients in the neighborhood is computed
as the sum of the squared coefficients within the neighborhood. Since voxels
near the boundaries of the image have fewer neighbors than those far from the
boundaries, the mean energy overN , Ew(x), was chosen instead of the energy,
as shown in equation 5. The neighborhood size was kept small (6 × 6 × 6) to
maintain a sufficiently local operator on the images. Although the energy was
averaged in neighborhoods, the wavelet transform was applied to the complete
3–dimensional image to avoid border effects.

Ew(x) =
1

SN

�
x∈N

ψj(x)
2. (5)

Visual Words. The term texture often has a fuzzy definition and refers to the
(sometimes regular or periodic) visual characteristics of the pixel values within
a certain region and their relationships, which is not always explicit to human
observers. Since the wavelet transform can describe the transient of the values
in the voxel surroundings, a way of aggregating this information for all regions
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of interest is needed in order to describe the concept of texture which refers to
a scale larger than voxels.

Visual words [22,12] have been widely used in image retrieval and image clas-
sification for describing image content (or regions of interest). The approach is
similar to the bag–of–words approach used for text retrieval or text similarity
matching [23].

For each voxel, this technique maps a set of continuous low–level features in
a given neighborhood, e.g. gray values or wavelet coefficients, into a compact
discrete representation consisting of visual words.

Visual words are cluster centers in the feature space derived from the energy
of wavelet coefficients across different scales and energy levels. This guarantees
to have a set of visual features actually corresponding to discriminative patterns
that do occur in the database. Every image or region is subsequently described
by the histogram of the visual words within this region.

Definition 1. Let F = {f1, f2, . . . , fm} be the set of m descriptors, fi ∈ R
N ,

describing visual characteristics of a given set of images or image regions. A
visual vocabulary WF ,k = {w1, w2, . . . , wk}, with wi ∈ R

N is constructed by
grouping the elements of F into k disjoint subsets or words, and selecting their
k centroids wj with j ∈ {1, . . . , k}.

The bag–of–visual–words of an image or region I, described by mI visual de-
scriptors {f1, f2, . . . , fmI}, is defined as a vector hI = {c1, c2, . . . , ck} :

cj =

mI�
i=1

gj(fi) ∀j ∈ {1, . . . , k}

where

gj(f) =

�
1 if d(f, wj) ≤ d(f, wl) ∀l ∈ {1, . . . , k}
0 otherwise

being d(f, w) the distance between two vectors f and w.

2.3 Experimental Setup

First, the images were analyzed using the wavelet transform at two to five scales;
the energy of these wavelets in a 6× 6× 6 neighborhood was computed. A mask
of the lobes was used, storing only the values for the voxels contained in the lung
lobes. This process was repeated for all patients and all energy levels.

Given the small number of patients available, the leave–one–patient–out cross–
validation method was chosen. Leaving the features from one patient out at a
time, k–means clustering was carried out on the rest of the feature space for all
the concatenated features to find the visual words; five wavelet scales for each
energy level. The number of clusters or visual words ranged from 50 to 150 in
steps of 50 as this was computationally feasible.

For all images, the voxels were labeled with the identifier of the nearest cluster
center of the vocabulary (e.g., visual word) built from all other patients. For each
lobe, the histogram of visual words within the lobe was considered as an instance
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Fig. 2. System overview showing the data processing pipeline for each patient

for retrieval using the k nearest neighbors and a Euclidean distance. Figure 2
shows an overview of the complete experimental configuration with a focus on
the relative dimensionality of the feature spaces before and after the visual word
assignment.

3 Results

In order to evaluate the retrieval precision, a relevance criterion needs to be de-
fined. Since the degree of obstruction of obstruction of the lobe is quantified via
the Qanadli index, and given the reduced size of the dataset, it is not possible to
define relevance with a strictly equal condition based on the Qanadli index, only.

Table 1. Precision values for a varying number of visual words with 4D data, including
all energy levels from 40KeV to 140KeV

Visual Words Scales P@1(%) P@5(%) P@10(%)

50 1 55 56 56
100 1 58 55 57
150 1 58 56 56

50 2 62 58 55
100 2 62 62 60
150 2 63 62 60

50 3 58 54 55
100 3 60 59 58
150 3 57 62 58

50 5 45 52 51
100 5 57 52 51
150 5 58 52 52
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Table 2. Precision values for a varying number of visual words with 3D data only (i.e.
70KeV)

Visual Words Scales P@1(%) P@5(%) P@10(%)

50 1 60 56 56
100 1 57 57 55
150 1 58 56 54

50 2 55 57 55
100 2 58 57 56
150 2 63 60 54

50 3 51 55 53
100 3 49 53 55
150 3 55 55 55

50 5 45 50 52
100 5 51 49 52
150 5 51 52 53

Table 3. Confusion matrices for the best performing configurations for the first re-
trieved lobes

(a) Dual energy CT (4D) with 2 wavelet
scales per energy level and 150 visual words.
P@1=63%

Healthy (%) Not healthy (%)

Healthy 47.6 52.4
Not healthy 29.5 70.5

(b) Single energy CT (3D) with 2 wavelet
scales per energy level and 150 visual words.
P@1=63%

Healthy (%) Not healthy (%)

Healthy 52.4 47.6
Not healthy 31.8 68.2

In this experiment, all lobes with Qanadli index larger than zero were con-
sidered not healthy, whereas only the lobes with Qanadli index equal to zero
were considered healthy. Precision at one (P@1), five (P@5) and ten (P@10)
were computed for a varying number of visual words, and wavelet scales. Ta-
ble 1 shows the precision values for the DECT images (4D) whereas Table 1
shows the corresponding results for a single–energy 70KeV CT (3D). This en-
ergy level was chosen because it is the standard energy level used by radiologists
to diagnose pulmonary embolism.

Table 3 shows the confusion matrices for the best performing configurations
for the top retrieved lobes. Tables 4 and 5 show the corresponding matrices for
precision of the first five and the first ten retrieved lobes.
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Table 4. Confusion matrices for the best performing configurations for the first five
retrieved lobes

(a) Dual energy CT (4D) with 2 scales per
energy level and 100 visual words. P@5=62%

Healthy (%) Not healthy (%)

Healthy 43.8 56.2
Not healthy 29.5 70.5

(b) Dual energy CT (4D) with 2 wavelet
scales per energy level and 150 visual words.
P@5=62%

Healthy (%) Not healthy (%)

Healthy 43.8 56.2
Not healthy 29.9 70.1

(c) Dual energy CT (4D) with 3 wavelet
scales per energy level and 150 visual words.
P@5=62%

Healthy (%) Not healthy (%)

Healthy 44.8 55.2
Not healthy 29.1 70.9

Table 5. Confusion matrices for the best performing configurations for the first ten
retrieved lobes

(a) Dual energy CT (4D) with 2 wavelet
scales per energy level and 100 visual words.
P@10=60%

Healthy (%) Not healthy (%)

Healthy 42.4 57.6
Not healthy 31.1 68.9

(b) Dual energy CT (4D) with 2 wavelet
scales per energy level and 150 visual words.
P@10=60%

Healthy (%) Not healthy (%)

Healthy 40 60
Not healthy 31.1 68.9



Retrieval of 4D Dual Energy CT for PE Diagnosis 53

4 Discussion and Conclusions

This article presents an approach for solid texture analysis on 4D dual energy
CT data to better detect and quantify pulmonary embolisms for a more efficient
and faster treatment in emergency radiology by retrieving visually similar cases
to support clinical decisions. To the best of the author’s knowledge such an
apprach has not yet been described in the literature.

Results in Section 3 show that four dimensional texture contains patterns re-
lated to the pulmonary embolism severity. Six out of the seven best performing
configurations are obtained with dual energy data. The number of visual words
and wavelet scales also have an impact on the accuracy. The optimal configu-
ration for the multiscale framework was found for 2 scales, and the number of
visual words that performed best was 150 visual words, which agrees with [12].

The confusion matrices from Tables 3, 4 and 5 show that the accuracy for PE
lobes is much better than for healthy lobes. There are two possible explanations
for these results. First, the dataset contains only patients with PE, which can
affect the lung parenchyma of the lobes without embolisms which can be over-
loaded by redirected blood flows. Second, healthy lobes can contain a very rich
set of patterns possibly linked to other diseases.

In this paper, a novel use of dual energy CT data is proposed. The limitations
of visual inspection for higher dimensional data are underlined and an automatic
analysis is suggested as an aid for clinicians for detection and quantization of
pulmonary embolisms. Despite the small size of the dataset, the relationship
between four dimensional texture and pulmonary embolism severity was shown,
proposing a new diagnosis tool that may help particularly emergency radiologists
to diagnose and quantify pulmonary embolism and potentially reduce mortality
through quicker and more accurate treatment.

A small scale evaluation was performed as there are currently no large data
sets with corresponding ground truth available and we only started acquiring
new cases with a DECT protocol. This only allows a few basic conclusions on
the techniques employed. However, the results state a baseline for future work
and point at the use of medical image computing as a means to overcome the
limitations of human perception and understanding of high dimensional image
data. Nevertheless, computational complexity is very high: the offline feature
extraction took approximately 4 hours per patient on a 24–core machine with
96 gigabytes of main memory.

We currently work on creating a larger database to allow for a better eval-
uation and also for more training data for our system. The future dataset is
foreseen to contain control cases that will allow for a better characterization of
the healthy lobes.
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Abstract. The objective of this work is a scalable, real-time, visual
search engine for 3-D medical images, where a user is able to select
a query Region Of Interest (ROI) and automatically detect the corre-
sponding regions within all returned images.

We make three contributions: (i) we show that with appropriate off-
line processing, images can be retrieved and ROIs registered in real time;
(ii) we propose and evaluate a number of scalable exemplar-based image
registration schemes; (iii) we propose a discriminative method for learn-
ing to rank the returned images based on the content of the ROI. The
retrieval system is demonstrated on MRI data from the ADNI dataset,
and it is shown that the learnt ranking function outperforms the baseline.

Keywords: Immediate structured search, visual search, ROI, exemplar-
based registration, learning to rank.

1 Introduction

Throughout the last decade there has been a rapid growth of medical image
repositories. Medical images and corresponding clinical cases, stored in these
large collections, capture a wide range of disease population variability due to
numerous covariates (diagnosis, age, co-morbidities, etc). Instant image retrieval
from such repositories could be of great value for clinical practice, e.g. by pro-
viding a “second opinion” based on the corresponding diagnostic information or
course of treatment. Apart from the processing speed, another important aspect
of a practical retrieval system is the ability to focus the search on a particular
part (structure) of the image which is of most interest.

This paper addresses the problem of immediate structured image retrieval in
large repositories of 3-D medical images. Given a query 3-D image (e.g. from a
new patient we wish to diagnose) and a user-drawn Region Of Interest (ROI)
in it, we seek to retrieve repository images with the ROI automatically located,
and rank them based on a clinically relevant score, driven by the content of the
ROI. Instant ROI localisation in large repositories is achieved by off-line pre-
processing of the repository based on fast image registration. Figure 1 shows
screenshots of our brain MRI retrieval system.

H. Greenspan et al. (Eds.): MCBR-CDS 2012, LNCS 7723, pp. 56–67, 2013.
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The contribution of this paper is three-fold. First, we show that 90 (and
potentially more) images can be retrieved and ROIs registered in real time.
Second, we present and evaluate several modifications of scalable exemplar-based
image registration. Finally, we propose a technique for learning to rank the
retrieved ROI. We envisage a number of applications of the proposed framework,
and discuss three of them below.

Atrophy-Aware Brain MRI Retrieval. Structural MRI data has been shown
to provide reliable quantification of the atrophy process in the brain caused by
Alzheimer’s disease (AD) [5] or other neurodegenerative disorders. There are nu-
merous natural history studies, the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) [9] being the most prominent. The immediate visual search engine can
aid in differential diagnosis, as there are discriminating patterns between nu-
merous forms of dementia. The ability to focus the search on specific anatomical
regions, that have been identified as being sensitive to the disease, is an impor-
tant advantage of structured (ROI-level) visual search as opposed to retrieval
based on global cues. For example, the hippocampal deterioration is increasingly
being considered as a way of identifying subjects who have a higher risk of devel-
oping AD. Providing the images with relevant ROI and their respective diagnosis
to clinicians will aid in their decision process. We give an implementation of a
search-engine for this application in this paper.

Lesion Retrieval in CT Scans. The wide application of computed tomog-
raphy to lesion detection (e.g. liver or kidney lesions) has led to the collection
of large quantities of imaging data together with corresponding clinical reports.
Recently, image retrieval frameworks [11] have been proposed, which can help
clinicians to search for similar lesions in image repositories. However, such meth-
ods do not take into account the relative location of the lesion inside the liver,
which can be an important search criterion (e.g. the query “find all visually sim-
ilar lesions in the same part of liver”). To process such queries, the geometrical
correspondence of a query ROI in target images should be quickly obtained,
which can be done using exemplar-based registration employed in the proposed
framework.

Image Quality Control. Another application of the visual search engine is
the quality control of incoming images for research studies and clinical trials.
This predominantly manual task is one of the most time consuming areas of the
processing pipeline. Even though the failure rate is low, all data needs to be
reviewed by radiologists and images with poor quality must be excluded from
the analysis. Typically, this task consists of a careful qualitative review of each
image independently. If the reviewers were provided with a visual search engine
to retrieve similar (on ROI-level) images from the repository and the outcomes
of their image quality review, this would speed up the process dramatically.
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Fig. 1. Screenshots of our brain MRI retrieval system for two different queries and the
top eight retrieval results. The system is accessed via a conventional Web browser. The
top of the page shows the three orthogonal views of the user-specified query volume
and axis-aligned ROI outlined in red. The high ranked retrieved volumes with the
corresponding ROI (in red) are shown below.
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1.1 Related Work

The problem of content-based medical image retrieval has a vast literature. Most
conventional approaches [10] consist in retrieving images that are globally sim-
ilar to the query image. Recently, the problem of ROI-level search has been
addressed in [1,2,14]. In [1,2], an approach related to that of [15] was employed,
which consists in computing an ROI descriptor vector (known as a bag of visual
words), and retrieving images based on the distance between query and target
ROI descriptors. It should be noted that such a technique discards information
about the spatial location of the query ROI in an image. While this can be an
advantage when searching in natural images or videos [15], in the case of med-
ical images this can result in the retrieved ROIs lying in completely different
anatomical locations, which is often undesirable. To circumvent this, augment-
ing of visual desriptors with their spatial location was proposed in [1]. A more
principled approach is taken in the framework of [14], which makes use of the fact
that medical images are usually acquired under standardised protocols with a
fixed viewpoint, field of view, etc. It allows one to quickly compute registrations
between query and repository images, making the target ROI detection trivial.
We build upon their framework and review it in more detail below.

Outline. The rest of the paper is organised as follows. Section 2.1 contains
the details of our brain MRI dataset and the retrieval system implementation.
In Sect. 3 we present several exemplar-based registration techniques and evaluate
them. In Sect. 4 we describe a learning to rank framework.

2 ROI Retrieval Framework

To enable immediate ROI retrieval at run time, processing is divided into off-
line and on-line parts, as summarised in Fig. 2. A similar approach was previ-
ously applied to 2-D X-ray images retrieval [14]. The key idea is to pre-compute
registrations between repository images off-line, so that at run time the corre-
spondences of a query ROI in target images can be obtained immediately if the
query image is taken from the repository. Once the regions of interest have been
aligned in repository images, they can be ranked based on an application-specific
clinically relevant score.

If a query image is not in the repository, it is added there by registering
it with repository images. This brings up the issue of computational efficiency
in the case of large datasets. In [14] an efficient exemplar-based registration
technique was proposed to solve this problem. It requires only a small fixed
number of registrations to exemplar images to be computed. The transformations
to the rest of the repository is then obtained by computationally cheap transform
composition. It should be noted that registration with exemplar images can be
performed using any off-the-shelf method suitable for a particular type of images.
In this paper, we apply the framework to a large dataset of brain MRI scans,
where images exhibit similar fields of view.
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1. On-line (given a user-specified query volume and ROI bounding box)

– Using the pre-computed registration and transform composition (Sect. 3),
compute the ROIs corresponding to the query ROI in all repository images.

– Rank the retrieved ROIs using a clinically meaningful ranking function of
choice (Sect. 4).

2. Off-line (pre-processing)

– Compute registration between exemplar images and all other images (Sect. 3)

Fig. 2. The retrieval algorithm outline

2.1 Dataset and Implementation Details

Our dataset consists of 90 brain MRI scans randomly selected from the ADNI
dataset [9]. The dataset contains an equal number of images (30) of each of the
three subject groups: Alzheimer’s disease, control, and MCI (mild cognitive im-
pairment). For the evaluation of the methods proposed in the paper, for each of
these images we computed the “gold standard” parcellation and pairwise regis-
trations. We note that this is not required for the functioning of the proposed
search engine. The parcellation into 83 brain anatomical structures was per-
formed using the method of [4]. The non-rigid registration has been performed
using the Free-Form Deformation approach [12]. Briefly, it consists of a cubic B-
Spline parametrisation model where the Normalised Mutual Information (NMI)
is used as a measure of similarity. We used an efficient implementation [8] that
is freely available as a part of the NiftyReg package. We provide a default rank-
ing function based on the contents of the ROI (the ranking function can also
be learnt, Sect. 4). For the default, we measure the χ2 distance between the
brain tissue type distributions in query and target ROI. The distributions were
computed using the GMM-based probabilistic segmentation algorithm [3].

Our retrieval system is implemented as a Web-based application, which can be
accessed from any device equipped with a Web browser (thin client paradigm).
The system is split into a front-end and back-end. The front-end, implemented in
Python and JavaScript, allows a user to select a query volume, specify arbitrary
axis-aligned ROI in it, and explore the retrieval results. The back-end is currently
implemented in unoptimised Python, leaving a lot of room for potential speed-
up. The average ROI registration time using five exemplar images (Sect. 3) on
a single CPU core is 0.06s per image, which allows for retrieval of hundreds of
MRI volumes under 1s when rolled out on a multi-core server.

In certain use cases, using multiple query ROI can be beneficial, as it would
allow one to select several relevant areas in a query image. Here we consider a
single query ROI, the extension to multiple ROI being rather straightforward.
We also restrict the ROI to be an axis-aligned 3-D bounding box, but in general
any ROI shape is possible.
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3 Exemplar-Based Registration

Carrying out non-rigid registration of the query image with each of the target
images scales badly with the number of repository images as 3-D image reg-
istration is computationally complex, and the number of registrations equals
the number of images. Moreover, storing all pairwise registrations is prohibitive
due to high storage requirements of non-rigid transforms (e.g. B-spline warps
computed over a dense 3-D grid).

The key idea behind scalable exemplar-based registration is that instead of
registering a query image with each of the repository images by pairwise regis-
tration, the query is registered with only a few fixed images (called exemplars),
which effectively define several reference spaces. The remaining repository im-
ages are already pre-registered with exemplars, so they can be registered with
the query by composing the two transforms. Finally, to obtain a single corre-
spondence from several exemplars, the composed transforms are aggregated. The
exemplar-based registration is schematically illustrated in Fig. 3 (left).

More formally, for a dataset of N images, a query image Iq is registered with
only a subset of K = const exemplar images, which results in K transforms
Tq,k, k = 1 . . .K. The transformations Tk,t between an exemplar Ik and each
of the remaining repository images It are pre-computed. Then the transforma-
tion between images Iq and It can be obtained by composition of transforms
(computed using different exemplars) followed by aggregation:

Tq,t(x) = f ({Tk,t ◦ Tq,k}) (x) (1)

where x is a point in the query image and f is the aggregation function.
The advantage of exemplar-based registration scheme is that for a query image

only K � N registrations should be computed, and the transform composition
complexity is negligible. Thus pairwise registrations between all images can be
computed in O(KN) rather than O(N2). The same estimates apply to the stor-
age requirements for the computed registrations, which allows them to be stored
in RAM for fast access. Compared to group-wise registration algorithms, trans-
form composition does not rely on the computation of a group mean model,
and is scalable in the case of rapidly growing datasets. Additionally, the use of
several transformations instead of one improves the registration robustness.

There are two important choices to make: how to select the exemplars and
how to define the function f , aggregating the transforms obtained using different
exemplars. In [14] the exemplars were selected randomly, and the aggregation was
performed by taking a median. In both cases the accuracy of registration is not
taken into account, which can potentially lead to the selection of exemplars which
can not be accurately registered with other images. If the ratio of such exemplars
is large, the median filter will not be able to recover the correspondence.

Here we investigate different ways of exemplar selection and transform ag-
gregation. We assume that the registration error dij = d(Ii, Ij) for two images
Ii and Ij belongs to the range [0, 1] with 0 corresponding to a perfect registration.
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Fig. 3. Left : Exemplar-based registration. Right : Repository graph. The red dashed
line illustrates the graph cut into exemplars and other images.

In general, the error can be computed using different cues (intensity, deformation
field smoothness, re-projection error, etc.). In our experiments, we employed
inverse normalised mutual information, rescaled to the [0, 1] range.

3.1 Exemplar Images Selection

The objective of exemplar selection is to pick a fixed number (K) of repository
images, such that they can be accurately registered with the remaining ones. In
this section we describe several ways of deterministic (non-random) exemplar
selection from a set of images based on their pairwise registration errors. For
instance, the exemplars selection can be carried out on the full repository or
its subset. We stress that deterministic exemplar selection (including pairwise
registrations) is performed off-line and has no impact on the query times; random
exemplar selection does not require any additional processing at all.

It is natural to represent an image repository as a fully-connected graph with
vertices corresponding to images and edges weighted by the registration errors,
as shown in Fig. 3 (right). We employ the repository graph formalism to describe
the objective functions for deterministic exemplar selection.

Min-Sum Selection. The task of exemplar images selection can be formulated
as a min-cut problem on a repository graph. Indeed, we aim at splitting the
set of vertices (images) into two partitions such that the sum of edge weights
(registration errors) between vertices lying in these partitions is minimal. The
resulting optimisation problem is as follows:

α = argmin
α

∑
i,j

αi(1− αj)dij , s.t.
∑
i

αi = K (2)

where α ∈ {0, 1}N is a binary vector such that ak = 1 iff k-th repository image
is selected as an exemplar. The optimisation of (2) is NP-hard. While efficient
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approximate solutions exist [7], we leave their evaluation for future work. In this
paper, we evaluate exemplar selection based on the following simplified objective:

α = argmin
α

∑
i,j

αidij , s.t.
∑
i

αi = K (3)

which corresponds to selecting K exemplars such that the sum of edge weights
between them and all other images (including other exemplars) is minimal. The
solution of (3) can be easily obtained by ranking the images in the ascending
order of qi =

∑
j dij and then selecting the top-K images as exemplars.

Spectral Clustering Selection. Another approach to deterministic exemplar
selection is based on clustering the repository images intoK clusters followedby the
selection of a single exemplar in each of these clusters.Given the pairwise similarity
matrix sij = 1− dij, we use the normalised cuts technique [13] to split the vertices
(images) into a set of classes such that the similarity between images in different
clusters is small, and the similarity between images in the same cluster is large.
This corresponds to computing a normalised cut in the repository graph. Once the
images are divided into clusters, a single exemplar is selected in each of the clusters
as the image with minimal sum of registration errors to the others (3).

3.2 Shortest Path Aggregation

Once the exemplars are selected and fixed, the way of aggregating several reg-
istrations into one should be defined (function f in (1)). In general, taking the
mean or median does not account for the exemplars registration error, which can
be large for certain pairs of query and target images. One of the possible ways
to account for these errors is to pick a single registration which corresponds to
the shortest path in the graph from the query to the target vertices and goes
through exactly one exemplar (Fig. 3, left). In other words, for a given (query,
target) pair of images, only one exemplar is selected, which has the lowest sum
of registration errors with these images:

f(q, t)(x) = (Ts,t ◦ Tq,s) (x), (4)

s = argmin
k

dqk + dkt

3.3 Evaluation

In this section, we compare the registration accuracy of different combinations
of exemplar selection and transform aggregation techniques. For exemplar selec-
tion, we consider random selection (“rand”), “min-sum” selection, and spectral
clustering selection (Sect. 3.1). For transform aggregation, “median”, “mean”,
and the shortest path exemplar (“single”, Sect. 3.2) are compared. The evalua-
tion was performed on the dataset described in Sect. 2.1, which was randomly
split into 45 training and 45 testing images. Exemplar selection was performed



64 K. Simonyan et al.

on the training set, registration evaluation – on the test set. The experiment
was repeated three times. For each pair of test images, the accuracy of registra-
tion was assessed using two criteria. First, we measured the mean distance (in
mm) between points projected using pairwise (between query and target) and
exemplar-based transformations. The measure describes how different exemplar-
based registration is from the pairwise registration. The points were selected to
be the centers of mass of the 83 parcellated anatomical structures. The second
measure is the mean overlap ratio (Jaccard coefficient) of 83 anatomical struc-
ture bounding boxes, projected from the query image to the target image, with
the bounding boxes in the target image. We used the bounding boxes of the par-
cellated anatomical structure volumes instead of the volumes themselves because
it more closely follows the search engine use case scenario, where we operate on
the level of bounding boxes. We note that this measure is noisy due to the pos-
sible inaccuracies of the “gold standard” parcellation. In Table 1 we report the
mean and standard deviation of the two measures across all test image pairs for
different number K of exemplar images.

Based on the presented results, we can conclude that all three exemplar selec-
tion methods (including the random choice) exhibit similar levels of performance
when coupled with robust median aggregation. Aggregation based on shortest
path selection performs worse, and the mean aggregation is the worst. The rea-
son for such a behaviour could be that the global registration error, which we
used for exemplar selection, does not account for the local inaccuracies. Another
reason for similar performance can be the lack of strong image variation in our
dataset. At the same time, using a single exemplar (K = 1) results in worse
accuracy compared to several exemplar images. The accuracy of exemplar-based
registration with median aggregation is at the same level as that of pairwise reg-
istration without exemplars. The average distance between the points projected
using the two registrations is less than 1.4 mm. Considering its low computational
complexity, in our practical implementation we used the randomised selection of
K = 5 exemplars and the median aggregation of the composed transforms.

Table 1. Exemplar-based registration accuracy. The overlap ratio of pairwise registra-
tion (without exemplars) is 0.568 ± 0.076. For the overlap ratio higher is better, and
for the distance smaller means closer to the direct registration without exemplars.

exemplar aggregation overlap ratio distance (mm)
K = 1 K = 5 K = 7 K = 1 K = 5 K = 7

rand
mean

0.555
±0.072

0.532 ± 0.073 0.53± 0.073
2.04
±0.28

1.44 ± 0.22 1.38 ± 0.21
median 0.569 ± 0.076 0.571 ± 0.076 1.45 ± 0.23 1.37 ± 0.23
single 0.557 ± 0.073 0.559 ± 0.073 1.99 ± 0.26 1.98 ± 0.25

min-sum
mean

0.557
±0.072

0.531 ± 0.072 0.529 ± 0.072

1.94
±0.26

1.42 ± 0.22 1.37 ± 0.22
median 0.569 ± 0.076 0.57± 0.076 1.43 ± 0.23 1.36 ± 0.23
single 0.558 ± 0.072 0.556 ± 0.072 1.94 ± 0.26 2.00 ± 0.32

cluster
mean 0.531 ± 0.072 0.529 ± 0.072 1.44 ± 0.22 1.39 ± 0.22
median 0.569 ± 0.076 0.57± 0.076 1.45 ± 0.23 1.38 ± 0.23
single 0.556 ± 0.072 0.556 ± 0.072 2.03 ± 0.32 2.03 ± 0.31
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4 Learning to Rank Retrieved ROI

In this section we propose a framework for discriminative learning of ROI rank-
ing. In general, we aim at automatically reproducing the ROI ranking provided
by a clinician in the form of preference constraints. That is, for a particular query
image and ROI the expert selects pairs of retrieved images (with corresponding
ROI) such that the first image of the pair should be ranked higher than the
second one. More formally, the annotation is represented as a set of triplets:
{(Iq , Rq), (Ih, Rh), (Il, Rl)}i where (Iq , Rq) are the query image and ROI, and
the (image, ROI) pair (Ih, Rh) should be ranked higher than (Il, Rl).

We propose to learn a distance in the space of ROI such that ranking of the
retrieved ROI based on their distance to the query ROI satisfies the ground-truth
preference constraints with a margin [6], i.e.

d(Ri
q, R

i
h) + 1 < d(Ri

q, R
i
l) (5)

where d is the distance between ROIs in the feature space (we omit image nota-
tion for brevity). We constrain the distance to be a generalised squared Maha-
lanobis distance of the form:

dA(Ru, Rv) = (φu − φv)
TA(φu − φv), (6)

where A 	 0 is a positive semi-definite matrix to be learnt, and φu is the feature
vector of the ROI Ru (discussed later). It can be shown that the distance (6)
equals the squared Euclidean distance in the projected space defined by a pro-
jection matrix W such that WTW = A. Taking into account the preference
constraints (5), the large-margin learning objective takes the form:

A = argmin
A�0

∑
i

max
(
dA(R

i
q, R

i
h)− dA(R

i
q, R

i
l) + 1, 0

)
+

λ

2
‖A‖2F (7)

where the first term is a sum of ranking hinge losses, and the second term is a
Frobenius (Euclidean) norm of the matrix A. The parameter λ > 0, balancing the
two parts, is selected on a validation set. The max-margin formulation is closely
related to the LMNN formulation of [17]. The cost function (7) is strongly convex
and can be efficiently optimised by projected stochastic sub-gradient method.

ROI Feature Vector. The proposed ROI distance learning framework is generic
and can be applied to different ROI representations. Here we consider the “bag of
words” representation [15] which consists in computing visual descriptors inside
the ROI, assigning them to a nearest cluster (“visual word” from a vocabulary),
and then accumulating the assignments inside an ROI into a histogram of words.
The visual words vocabulary is computed using k-means clustering. The visual
descriptors, the corresponding vocabulary, and visual word assignments can be
pre-computed off-line. At query time, only the histogram over ROI should be
computed, which can be done quickly using integral volumes.
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Evaluation. Here we describe a preliminary experiment which was carried out
on the dataset of Sect. 2.1. Considering that expert-annotated preference con-
straints are not currently available for our data (it is a subject of future research),
we used the clinical diagnosis class labels (“AD”(Alzheimer’s) and “Control”)
to generate the constraints of the form (5). Namely, we constrain the distance
between same-class ROIs to be smaller than the distance between different-class
ROI. As the ROI, we used a bounding box in the hippocampal area, which is
known to be relevant to the Alzheimer’s disease. Bag of words was computed us-
ing single-scale dense textons [16] of size 3× 3× 3mm which were quantised into
512 visual words, leading to a 512-D ROI feature vector. We randomly selected
30 images for training, 10 for validation, and 20 for testing. The experiment was
repeated three times. Mean average precision of retrieval was measured to be
58.8% using Euclidean distance between feature vectors (i.e. A = I), and 63.8%
using the learnt distance. This shows that metric learning can indeed improve the
retrieval performance. We believe that with appropriate preference constraints
annotation and more sophisticated visual features, the results of the proposed
learning-to-rank framework can be further improved.

5 Summary

In this paper we presented a practical structured image search framework, ca-
pable of instant retrieval of brain MRI volumes and corresponding regions of
interest from large datasets. Fast ROI alignment in repository images was made
possible using scalable exemplar-based registration technique.

The evaluation of different exemplar-based registration methods has shown
that random exemplar image selection coupled with robust median transform
aggregation achieves registration accuracy on par with optimised exemplar se-
lection and pairwise registration without exemplars. We note that in the case of
diverse non-uniform image datasets, deviant images can be unrepresented in the
exemplar set. In that case, our conclusions might not be immediately applicable.

Finally, we have presented a discriminative distance learning framework for
ranking retrieved ROIs. It was demonstrated that it can indeed improve the
ranking performance. It should be noted that while the proposed ranking func-
tion has been learnt on a specific anatomical area (hippocampal area), the same
approach can be used to learn more generic ranking functions.

A web-based demo of 3-D ROI retrieval framework will be made available
at http://www.robots.ox.ac.uk/~vgg/research/med_search/
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Abstract. Echocardiography plays an important part in diagnostic aid in 
cardiology. During an echocardiogram exam images or image sequences are 
usually taken from different locations with various directions in order to 
comprehend a comprehensive view of the anatomical structure of the 3D 
moving heart. The automatic classification of echocardiograms based on the 
viewpoint constitutes an essential step in a computer-aided diagnosis. The 
challenge remains the high noise to signal ratio of an echocardiography, leading 
to low resolution of echocardiograms. In this paper, a new synergy is proposed 
based on well-established algorithms to classify view positions of 
echocardiograms. Bags of Words (BoW) are coupled with linear SVMs. Sparse 
coding is employed to train an echocardiogram video dictionary based on a set 
of 3D SIFT descriptors of space-time interest points detected by a Cuboid 
detector. Multiple scales of max pooling features are applied to representat the 
echocardiogram video. The linear multiclass SVM is employed to classify 
echocardiogram videos into eight views. Based on the collection of 219 
echocardiogram videos, the evaluation is carried out. The preliminary results 
exhibit 72% Average Accuracy Rate (AAR) for the classification with eight 
view angles and 90% with three primary view locations. 

Keywords: Classification of Echocardiogram Video, Cuboid Detector, 3D 
SIFT, Sparse Coding, SVM. 

1 Introduction 

Echocardiography remains an important diagnostic aid in cardiology and relies 
ultrasonic techniques to generate both single image and image sequences of the heart, 
providing cardiac structures and their movements as well as detailed anatomical and 
functional information of the heart. In order to capture different anatomical sections 
of a 3D heart, eight standard views are usually taken from an ultrasound transducer at 
the three primary positions, which are Apical Angles (AA) (location 1 with 4 view 
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angles), Parasternal Long Axis(PLA) (location 2 with 1 view angle) and Parasternal 
Short Axis (PSA) (location 3 with 3 view angles) respectively. Example images of 
these eight views of the 3 primary locations can be seen in Figure 1. The major 
anatomical structures such as left ventricle are then manually delineated and measured 
from different view images to further analyze the function of the heart. Hence, the 
echocardiogram view recognition is the first step for echocardiogram diagnosis.    

 
 

(a) A2C 
(Apical 2 Chamber) 

 

(b) A3C 
(Apical 3 Chamber) 

(c) A4C 
(Apical 4 Chamber) 

 

(d) A5C 
(Apical 5 Chamber) 

 

(e) PLA 
(Parasternal  Long 

Axis) 
 

 

(f) PSAA 
(Parasternal Short 

Axis of Aorta) 
 

(g) PSAP 
(Parasternal Short 
Axis of Papillary) 

 

 

(h) PSAM 
(Parasternal Short 

Axis of Mitral) 

Fig. 1. Eight views of echocaridogram videos 

With the advances of the techniques in computer vision, computer-aided 
echocardiogram diagnosis is becoming increasingly beneficial in recent years, the 
view also shared in [1,2,3,4]. Their work mainly focuses on spatial and motion 
representations for the major anatomical structures that can then in turn be used to 
conduct higher level disease discrimination and similarity search. On the other hand, 
due to the image variations in the same anatomical structure under different views, 
prior knowledge of the viewpoint is needed before the treatment on both model 
selection (i.e. Active Shape Models (ASMs) [2,3]) and filtering (i.e. Edge filter [4]) 
process. As a result, similar to a clinical workflow, the automatic echocardiogram 
view classification is the first and essential step in a computer-aided echocardiogram 
diagnosis system. A number of progresses have been made so far. For example, the 
work started in [5] indexes echocardiogram videos according to their viewpoint, the 
work has been subsequently followed by [6,7,8,9]. In [5,8], image-based methods are 
employed with the focus on the detection of multiple objects and their spatial 
relationships in an image/frame (e.g. 4 chambers of the heart in A4C). [6,7,9] add 
motion information in their research. In [9], the features are extracted by calculating 
magnitude of the gradients in space-time domain of videos whereby a hierarchical  
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classification scheme is performed to reduce the number of misclassifications among 
the super-classes. In [6], the extraction of motions is conducted by tracking Active  
Shape Models (ASMs) through a heart cycle that is then projected into an eigen-
motion feature space of the viewpoint class for matching. In [6.9], the evaluation are 
performed only on four views, including Apical 2 Chamber (A2C), Parasternal Long 
Axis (PLA), Parasternal Short Axis of Papillary (PSAP) and Parasternal Short Axis of 
Aorta (PSAA) as described in [6], whereas in [9], another four views, which are 
Apical 4 Chamber (A4C), Apical 2 Chamber (A2C), Parasternal Long Axis (PLA) 
and Parasternal Short Axis (PSA), are looked at. Additionally, the work specified in 
[7] utilizes the technique of scale invariant features extracted from the magnitude 
image that has undergone edge filtered motion as well as Pyramid Matching Kernel 
(PMK) based on the Support Vector Machine (SVM) for view classification, which 
has resulted in  81% Average Accuracy Rate (AAR) over a collection of 113 videos 
with eight views. 

In this study, according to the datasets of video clips we collected which consisted 
of eight viewpoints, we adopt a slightly different approach by utilizing the Bag of 
Word (BoW) paradigm that is integrated with linear SVMs. Unlike the traditional 
BoW paradigm [10], sparse coding [11] is employed in this paper instead of Vector 
Quantization (VQ) to train a video dictionary based on a set of 3D SIFT (Scale 
Invariant Feature Transform) descriptors of space-time interest points detected by 
Cuboid detector. Furthermore, instead of using histograms, multiple scales of max 
pooling features are applied as the representations of echocardiogram videos. 
Subsequently, the linear multiclass SVMs is employed to classify these 
echocardiogram videos into eight view groups. 

The remaining of this paper is structured as follows. Section 2 explains the 
methods employed in the study, whist Section 3 shows the experimental results. 
Conclusion and discussion are drawn in Section 4, which is followed by the sections 
of Acknowledgment and References. 

2 Methodology 

Figure 2 schematically illustrates a framework of Bag of visual Word of SVM for the 
classification of echocardiogram video views, which constitutes visual dictionary 
generation via sparse coding (left rectangular, coloured in green), video 
representations based on space-time max pooling of 3D SIFT sparse codes (middle, in 
red) and echocardiogram video view classification based on multiclass SVM (right, in 
blue). A codebook of videos is firstly constructed by following the BoW paradigm 
using 3D SIFT for the feature description of space-time interest points that have been 
detected using Cuboid detector in advance. Then sparse coding for visual dictionary 
(a codebook) training starts. Based on a trained codebook, the 3D SIFT of those 
space-time interest points detected in each video clip are then coded using these  
 



 The Synergy of 3D SIFT and Sparse Codes for Classification of Viewpoints 71 

 

codes. The adoption of space-time max pooling of 3D SIFT sparse codes then takes 
place as echocardiogram video representations.  As a result, the classification of 
video clips is performed using multiclass linear SVMs. The detailed methodology is 
further accounted for in the next section. 
 
 

 

Fig. 2. A framework of bag of word (BoW) SVM recognition 
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2.1 The Creation of an Echocardiogram Video Codebook  

1) Space-Time Interest Point Detector --- Cuboid Detector 
A variety of methods exist to detect Space-Time Interest Point (STIP) in image 
sequences. Typically, STIPs are figured out via firstly calculating a response function  
over the spatiotemporal locations and scales of image sequences and then by selecting 
the local maxima of the response function. The evaluation of STIP methods overall 
the standard video datasets (i.e. KTH actions1, UCF sports2, Hollywood2 movies3 and 
FeEval4) [12,13] have demonstrated our choice of Cuboid detector + 3D Histogram of 
Oriented Gradients (HOG3D) descriptor that gives better performance in action 
recognition. In comparison with Harris3D [14] and Hessian3D [15], Cuboid detector 
[16] overcomes the lacks of temporal response by dealing with temporal data 
separately with Gabor filters, which not only measures local changes in the temporal 
domain, but prioritizes the repeated events of a fixed frequency such as heartbeat in 
echocardiogram video.  

The Cuboid detector is a set of separable linear filters with 2D spatial Gaussian 
smooth kernel and 1D temporal Gabor filters, as such a response function is 
formulated as  

 
(1)

where ( )tyxI ,, refers to an image sequence; ( )σ;, yxg  the 2D spatial Gaussian 

smoothing kernel with spatial scale σ , whereas ( )ωτ ,;thev  and ( )ωτ ,;thod  

defined as Eq. (2) are a quadrature (cosine and sine) pair of 1D temporal Gabor filters 
with temporal scale τ with τω /4= . Like [12], the scale parameter 2=σ  and 

4=τ are selected in this study. 
 

        ( ) ( ) 3

2

2sin,; τπωωτ
t

od etth
−
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As a result, space-time interest points are extracted by calculating the local maxima of 
the response function R.   

2) Space-Time Interest Point Descriptor --- 3D SIFT Descriptor 
After the affirmation of space-time interest points, the representation of these points 
follows for the further processing. These descriptors should capture space-time 
neighborhoods of the detected interest points and are usually formulated by using  
 

                                                           
1 http://www.nada.kth.se/cvap/actions/ 
2 http://vision.eecs.ucf.edu/ 
3 http://www.di.ens.fr/~laptev/download.html 
4 http://www.feeval.org/Data-sets/FeEval.html 
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image measurements such as Histogram of space-time Oriented Gradients (HOG3D)  
[17], concatenation of Histogram of spatial Oriented Gradients and motion Optical 
Flow (HOG/HOF) [18], and 3D Speeded Up Robust Feature (SURF3D) [15]. 
According to our previous study, 3D SIFT, also known as HOG3D gives robust 
feature description and is therefore employed in this study to describe visual feature 
of space-time interest points detected by Cuboid detector.  

As shown in Figure 3 (a and b), the 12 x 12 x 12 neighbourhood volume around an 
interest point is selected and then divided into 2x 2 x2 = 8 sub-volumes. For each sub-
volume, the gradient magnitude and orientation of each voxel in the sub-volume are 
calculated by using Haar wavelet transform along x, y and z direction respectively, 
and then the magnitude of the gradient is accumulated to the corresponding bin of the 
gradient orientation. The tessellation based orientation histogram [19] is then 
implemented in this study. By using the tessellation technique, each bin of 3D 
gradient orientation is approximated with a mesh of small piece of 3D volume seen as 
a triangle in Figure 3(d). The gradient orientations pointing to the same triangle then 
belong to the same bin, as marked by the black points in Figure 3(d). The total 
number of the bins is calculated as 20 x (4 ^ Tessellation level). The Tessellation level 
decides the number of constituting triangle surfaces, i.e., the number of bins of 
gradient orientation in 3D space. In this study, the Tessellation level is set to 1, thus 
resulting in 80 bins. Each sub-volume is accumulated into its own sub-histogram.  
Subsequently, the 3D SIFT descriptor X of each interest point is of 2 x 2 x 2 x 80 (= 
640) dimensions.  

 

 

Fig. 3. 3D SIFT descriptors 

3) Echocardiogram Video Vocabulary Construction---Sparse Coding 
Once the 3D SIFT features are extracted from each space-time interest point, which 
are considered as candidates for unit elements, or the “words” in the visual dictionary, 
sparse coding is employed. 

Sparse coding [11] that models data vector as a sparse linear combination of a set 
of basic elements called dictionary is applied to construct visual dictionary and  
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encodes each descriptor of an image by solving an optimization problem as 
formulated in Eq.(3).  

1
1

2

2,
min m

M

m
mm

VU
uVux λ+−

=

                       (3)
 

                         Subject to: Kivi ,...,1,1 =∀≤   

Where [ ]MxxxX ,..., 21= ( )1dx
m Rx ∈

 
represents a set of 3D SIFT descriptors 

from echocardiogram video dataset; [ ]KvvvV ,..., 21= ( )1dx
i Rv ∈  refers to the K 

bases, called the dictionary or codebook; [ ]MuuuU ,..., 21= ( )1Kx
m Ru ∈  remains 

the sparse codes for video based on codebook V, and λ  is the coefficient to control 

the amount of 1L  norm (
1

⋅ ) regularization.  

In the training stage, 80000 interest points as the training data set are randomly 
selected from all interest points in our video clips, and their 3D SIFT descriptors are 
applied to off-line training on the codebook V with the size of K = 4000 by solving 
Eq.(3) using alternating optimizing technique over V or U while fixing the others.   

2.2 Echocardiogram Video Representations --- Space-Time Max Pooling of 
3D SIFT Sparse Codes 

In the coding stage, 3D SIFT descriptors ix extracted from each interest point can be 

encoded as iu  by inputting the trained codebook V in Eq. (3). A clip of video is 

then described as a set of 3D SIFT sparse codes [ ]NuuuU ,..., 21= , where N is the 

total number of the interest points in the video. 
In order to describe the local visual features, a video is divided into a number of 

sub-volumes as illustrated in Figure 4.  According to the characteristics of our 
dataset that lacks heartbeat ECG data, the alignment with time scale is unavailable. As 
a direct result, although a group of videos belonging to the same view might have 
been captured from the similar locations and angles, they can be recorded at different 
starting times of a heartbeat circle,  implying two interest points from two different 
videos being not comparable while in the time domain. Therefore, the grouping of 
these videos is only fulfilled in the space domain (along horizontal and vertical 
direction), instead of time domain.  In this study, a video clip is divided into 3 sub-
volumes in the geometric space of space-time (Up, Middle and Bottom) with equal 
distance along vertical direction and 2 sub-volumes (Left and right) along a vertical 
center plane respectively as shown in the middle graph of Figure 4, and then is further 
divided into 6 sub-volumes as shown in the right of Figure 4. In total, 12 (=1+3+2+6) 
sub-volumes are created in this way to reflect different scales. 
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Fig. 4. Space-time max pooling 

Similar to [11], the representations for each sub-volume noted as 
{ }KifF i ,,2,1, ==  are computed by a max pooling function as given below in 

Eq. (4). 

 (4)

Where K indicates the size of the codebook V . In Eq. (4), S refers to the total 
number of the interest points in the sub-volume. The pooled features from all the sub-
volumes at different spatial levels are then concatenated to form a space-time 
representation of a video { },,,2,1, PjFF j ==

 
where P = 12 is the total number 

of sub-volumes in a video clip. 

2.3 Echocardiogram Video Classification --- Linear SVMs 

Following the pooling of sub-volume features, the classification of video clips is 
performed using a multiclass SVM with a linear kernel as formulated in Eq. (5).  

 
   (5) 

 
Where

jF is the feature representation of video j.  With regard to binary 

classification, an SVM aims to learn a decision function based on the training dataset 
as defined in Eq. (6). 
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( ) ( ) bFFkaFf
n

i
ii += 

=1

,                        (6) 

In order to obtain an extension to a multi-class SVM, the trained videos are 

represented as ( ){ }n

iii lF 1, = , where { }Lli ...2,1∈  denotes the class label of trained 

video i. One-against-all strategy is applied to train the total number of L binary 
classifiers.  

3 Experimental Results 

3.1 Dataset 

In this paper, a total of 219 echocardiogram videos are collected from 72 different 
patients (containing 14 wall motion abnormalities and 58 normal cases) in the First 
Hospital of Tsinghua University, China. All videos are captured with duration of 1 
second from GE Vivid 7 or E9 and are stored in the DICOM (Digital Imaging and 
Communications in Medicine) format with the size of 434 pixel x 636 pixel x 26 
frame. Each clip belongs to one of the eight different views, as detailed in Table 1. 
The ground truth data of eight different view videos is created by clinicians in the 
Heart Center of the First Hospital of Tsinghua University. 

Table 1. Classes in the Dataset 

View A2C A3C A4C A5C PLA PSAA PSAP PSAM Total 

Videos 42 32 34 7 37 39 19 9 219 

3.2 Experiment and Results 

In order to train an echocardiogram codebook, 80,000 interest points are randomly 
selected from all interest pointes in 219 video clips, and their 3D SIFT descriptors 
yield a feature database with the size of 80,000 (number of trained interest points) x 
640 (size of 3D SIFT descriptors), which are then subsequently applied to train a 
codebook with the size of 4000 (size of the codebook) x 640 (size of 3D SIFT 
descriptors) using the approach of sparse coding with 10 iterations. Based on the 
trained codebook, all interest points from the 219 videos are represented by the 3D 
SIFT sparse codes. A space-time max pooling is subsequently applied to obtain video 
representations with the size of 4000 (size of codebook) x 12 (sub-volumes). Due to 
the small dataset in this study, we employ the leave-one-out methodology, i.e., when 
testing a video clip, the entire dataset exclude test video is used for SVM training. The 
classification results for the eight views are visualized in a confusion matrix as shown 
in Table 2.  
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Table 2. Confusion matrix for 8 echocardiogram view classification 

  Classification Results Accuracy 
Rate 
(AR) 

Ground 
Truth 

 A2C A3C A4C A5C PLA PSAA PSAP PSAM 

A2C 32 2 6 0 0 2 0 0 0.76 
A3C 6 17 6 0 0 3 0 0 0.53 
A4C 5 1 26 0 2 0 0 0 0.76 
A5C 1 0 2 4 0 0 0 0 0.57 
PLA 1 0 0 0 34 2 0 0 0.92 

PSAA 2 0 0 0 4 28 1 4 0.72 
PSAP 0 0 0 0 2 5 12 0 0.63 
PSAM 0 0 0 0 1 3 1 4 0.44 

Error Rate 

(ER) 
0.32 0.15 0.35 0 0.21 0.3 0.14 0.5  

 
The values in the last column of Table 2 are Accuracy Rate (AR) values for each 

class, whereas the values in the last row refer to Error Rate (ER) for each class. In 
summary, the average AR (AAR) for all classes is 72% (157/219), and the average 
ER (AER) is 28% (62/219).  According to the data in Table 2, the most erroneous 
classification takes place within the classes having the similar view points, such as 
views taken from Apical angles (4 views) and Parasternal Short Axis (3 views). The 
unique view of PLA gives the best performance (AR=92%).  

Our method is also tested on three primary view locations taken from Apical 
angles (including A2C, A3C, A4C and A5C, with 115 datasets in total), Parasternal 
Long Axis (PLA, with 37 data) and Parasternal Short Axis (including PSAA, PSAP 
and PSAM, with 67 data in total). The classification results are shown in Table 3. The 
AAR for the three classes is 90% (197/219), and the AER is 10% (22/219), 
suggesting the significant benefit of proposed synergy. 

Table 3. Confusion matrix for 3 primary view locations 

 

AA 

(Apical Angle) 

 

PLA 

(Parasternal 

Long Axis) 

PSA 

(Parasternal 

Short Axis) 

Accuracy 
Rate (AR) 

Ground 
Truth 

AA 112 0 3 0.97 

PLA 3 31 3 0.84 

PSA 9 4 54 0.81 

Error Rate (ER) 0.1 0.11 0.1  
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4 Conclusion and Discussion 

Due to the lack of ECG data in our datasets, comparison with the similar work as 
addressed at [7] might not be straitforward if not possible. In their study, data 
alignment is performed first to ensure all the video data starting from the same heart-
beat cycle, whereas in our case, this alignment in the time domain is omitted via using 
space-time max pooling for feature representations (detailed in Section 2.2), making 
our appraoch more challenge. In addition, their AAR value of impressive 81% is 
based on 113 videos, whareas ours of 72% of AAR arises from 219 clips. All in all, 
each approach has both pros and cons and is usually talored based on the 
characteristics of each data collection. Therefore the future work includes cross 
evaludation given the availability of different datasets. 

This papre presents that the synergy of the well-known alrgorithms obtained in 
each individual computer vision field can be possible to produce an improved results 
in a clinical sector. In dealing with echocardiographies, challenges remain on not only 
the low resolution that an ultrasonic image endures but also the computational 
complexity and time cost while processing video images. With the availabilty of ECG 
data in the future, the calibration of time scale can be achieved, which however might 
introduce extra porcessing cost. The future work also include the inclusion of larger 
datasets to further varify the proposed synergy. 
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Abstract. In this paper, we propose a system for the automated clas-
sification of liver focal lesions of Computer Tomography (CT) images
based on a multi-phase examination protocol. Many visual features are
first extracted from the CT-scans and then labelled by a Support Vector
Machine classifier. Our dataset contains 95 lesions from 5 types: cysts,
adenomas, haemangiomas, hepatocellular carcinomas and metastasis. A
Leave-One-Out cross-validation technique allows for classification evalu-
ation. The multi-phase results are compared to the single-phase ones and
show a significant improvement, in particular on hypervascular lesions.

Keywords: Medical Imaging, Computer Aided Diagnosis, Liver focal
lesions, Multi-Phase Computer Tomography, Classification.

1 Introduction

Computer Aided Diagnosis (CAD) is a current dynamic field of research, with
the help of recent imaging device improvements. For example, by integrating
computer assistance in the diagnosis process of liver lesions, we can improve the
efficiency of medical expertise and accuracy in classifying, detecting or segment-
ing the liver lesions. In this paper, we describe a preliminary study of a new
method to classify hepatic lesions, without any detection or segmentation (as
described in [1]), which is based on 4-phase CT imaging.

Section 2 introduces research on liver CT Computer Aided Diagnosis and some
references dealing with multi-phase scans. Section 3 describes precisely how our
dataset was built. Section 4 presents the method used and the results are analyzed
inSection5. InSection6,wepresentsomeperspectives to improvethesefirstresults.

1.1 Multi-phase CT Acquisition

X-ray CT captures a large series of two-dimensional x-ray images, taken around
one single rotation axis. Its usage has dramatically increased over the last two

H. Greenspan et al. (Eds.): MCBR-CDS 2012, LNCS 7723, pp. 80–91, 2013.
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decades, in particular for abdominal exploration. In order to improve the contrast
of the captured images, and therefore the accuracy of the diagnosis, contrast
media injection is widely used. One series is first captured on the patient (pre-
injection phase). The patient then receives the injection, and 3 series are taken
at three different times: the first one, just after the injection, is called the arterial
phase. The second, a few tens of seconds later, the portal phase. The last one, a
few minutes after the injection: the late phase.

The diffusion of the media over the different phases captured will enhance
the vessels and lesions. Radiologists would not imagine making a diagnosis with-
out the essential temporal information provided from these multiphase scans.
Indeed, the contrast enhancement varies from one phase to another: a lesion
indistinguishable from the healthy liver in one phase will be revealed in another
phase. This property is illustrated in Table 1, which visually shows these vari-
ations. Moreover, different types of lesions have different enhancement patterns
and timelines. We have summarized information from a paper on strategies for
hepatic CT and MRI imaging [1] in Table 2.

1.2 CT Liver Lesion Classification

Various papers have been published on Computer Aided Diagnosis (CAD) using
liver CT scans. A team from Stanford focused on the shape of 8 types of liver
nodules in [2], while they added in [3] semantic features to texture and boundary
features in order to distinguish cysts, hemangiomas and metastases. These two
papers apply their methods to Content-Based Image Retrieval (CBIR), which
returns the images of the database which are the most similar to the query
image. Mougiakakou et al. [4] applied multilayer perceptron neural networks, as

Table 1. Visual appearance of lesions by type and phase illustrating the importance
of multi-phase CT scans

Phase \Lesion Cyst Adenoma Haemangioma HCC Metastasis

1 pre-injection

2 arterial phase

3 portal phase

4 late phase



82 A. Quatrehomme et al.

Table 2. CT scan scenario and their clinical context: captured phases and context

CT scan scenario Clinical context

Single-phase (portal) No suspicion of a specific hepatic pathological condition

Dual-phase
(arterial, portal)

Disease scenario with the primary cause outside of the
liver, hypervascular hepatic metastases suspected

Triple-phase(before
injection, arterial, portal)

Known or suspected cirrhosis, HCC, FNH or adenoma

well as a combination of primary classifiers, to the classification of liver tissue
into healthy liver, cyst, hemangioma and hepatocellular carcinoma.

Surprisingly though, most image databases found in the literature contain
images from one single CT phase despite its importance in the diagnosis process.
We found two attempts for the study of the multi-phase CT classification of liver
lesions, which will be presented below.

Duda et al. [5] focus on texture characteristics. Their database contains 165 le-
sions from 3-phase CT acquisition (no contrast, arterial and portal phase). They
tested 4 sets of features (First-Order statistics, Law entropy, Run-Length matrix
features and Co-occurrence matrix measures) independently at each phase, be-
fore all sets of features at each phase, then each feature set at all phases, finally
all features at all phases altogether. SVM and the Dipolar Decision Tree were
both used as classifiers to distinguish between healthy liver, HCC and cholan-
giocarcinoma.

Ye et al. [6] compared the results obtained from Support Vector Machines
(SVM) classification on each phase with textural features: first order statistics as
well as statistics computed over the image co-occurrence matrix. Furthermore,
they introduced temporal tendency features over the phases. Their database
consists of 131 four-phase examinations. The study is carried out on 4 classes:
healthy liver, cyst, HCC and haemangioma, and the classification is always bi-
nary: normal vs. abnormal, cyst vs. other diseases, haemangioma vs. HCC. The
temporal features idea seems interesting, although its application here is quite
limited as the different features are computed over the mean value of the pixels
(heterogeneous lesions might be hard to distinguish in this case). We also re-
gret the lack of classification of the values obtained on the four phases, and the
limitations resulting from by the binary classification scheme.

2 Data

2.1 Database Construction

With the help of 2 radiologists, we opted for five lesion diagnosis classes: cysts,
metastasis and hypervascular lesions: adenomas, haemangiomas and hepatocel-
lular carcinoma (HCC) which are presented in Table 1 and Table 3. This set
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of diagnosis types cover the majority of focal hepatic lesions. Cysts are both
benign and very commonly observed, but as their texture is homogeneous and
their contours well defined, they have been under-represented in our database.
On the other hand, adenomas, which are very rare but heterogeneous, are more
present than in clinical reality. The repartition of the lesion types in our database
is presented in Table 3. Our objective is not to determine whether the liver is in
good condition or unhealthy, but to distinguish between nodular hepatic lesions,
so no healthy tissue is present in the database.

Table 3. Lesion class repartition in our database

CLASS Cysts Adenomas Haemangiomas HCC Metastasis TOTAL

NUMBER 25 10 9 13 38 95

This is a retrospective analysis of daily CT scans conducted on two different
scanners at the University Hospital of Montpellier between 2008 and 2011, so no
patients were irradiated for our research, and no particular procedure other than
the routine protocol was followed for the capture. An experimented radiologist
looked for particular diagnosis clinical cases, and analyzed the CT images as
well as the reports and complementary histological results which confirmed the
diagnosis.

95 lesions of 40 different patients were selected to constitute our database.
Its size is comparable to those of similar studies [5, 6]. The slice thickness and
the number of phases vary, depending on what the radiologist was interested to
see in the examination, which therefore determined the protocol. Slice thickness
goes from 1.25 to 3 millimeters. 16 cases contain two phases images, 7 cases three
phases, and 78 the four phases.

2.2 Data Pre-processing

We work directly with the DICOM images. As the pixel values of this format
represent tissue densities, the entire range of the scale is kept and the grey levels
are not normalized. The lesions are present on several CT slices, therefore a 2D
rectangular bounding box was drawn around the lesions by an experimented
radiologist in the middle single slice. No precise segmentation was done, in order
to avoid certain problems, in particular due to the irregularity of the contours.
In order to refine this rectangular box, and because we are working on focal
lesions, the bounding ellipse in the rectangular zone defined by the radiologist
will be used as region of interest (ROI), as presented in Figure 1, in the ”Data
acquisition and pre-processing” section. Therefore, lesion tissue will be studied
instead of healthy liver. The ROI size ranges from 9*12 to 165*189 pixels, which
is representative of the variety of hepatic lesion sizes.
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Fig. 1. 3-step framework of proposed system: ROI then visual features extraction,
before classification and evaluation

3 Method

3.1 System General Framework

Figure 1 presents an overview of the proposed system. Each lesion is a set of one
to four 2D DICOM images, depending on the number of phases captured from
the patient, on which a Region Of Interest (ROI) is extracted. Visual features
are computed over these images and form multi-phase vectors, which are entered
into a Support Vector Machine (SVM) classifier. A Leave-One-Out (LOO) cross-
validation technique is finally conducted for classification evaluation.

First, the feature extraction step will be described in section 4.2 , then the
classification scheme in section 4.3. As in the papers by Duda et al. [5] or Ye et
al. [6], our framework is broken down into 3 steps: feature extraction, training a
classifier and classification (see Table 4 for comparison).

3.2 Feature Extraction

For segmentation, detection, retrieval or classification, the basic principle is to
extract some visual features, or descriptors, from images. They describe the
characteristics of the image, express its content (grey levels/colours, texture or
shape). They are computed on the whole image, on each block obtained by
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Table 4. 3 multi-phase system comparison based on multiple data, features and clas-
sification criteria

Charac-
teristic

Ye et al. [6] Duda et al. [5] Our work

Lesion
number

131 165 95

Lesion
size

unknown unknown
from 9*12 to
165*189 pixels

Phases 4
3
(late phase absent)

– 4-phase: 78
– 3-phase: 7
– 2-phase:16

Diagnosis
classes

– HCC
– cyst
– haemangioma
– healthy

– HCC
– healthy
– cholangio-

carcinoma

– HCC
– cyst
– haemangioma
– adenoma
– metastasis

Region
Of
Interest

16x16 pixels square in
the lesion manually de-
lineated

manual circle of 30 to
70 pixels radii

manual rectangular
bounding box around
the lesion then auto-
matically extracted
inscribed ellipse

Features

– First Order
Statistics,

– Co-occurrence
matrix statistics,

– Temporal features

– First Order
Statistics,

– Co-occurrence
matrix statistics,

– Law measures,
– Run-Length matrix

features

– First Order
Statistics,

– Gaussian Markov
Random Fields,

– Law measures,
– Unser histograms

statistics

Classifier SVM SVM
– SVM
– Dipolar Decision Tree

Classi-
fication

3 binomial sequential
classifications:

– healthy vs.
pathology

– if pathological:
cyst vs. non cyst

– if non-cyst:
HCC vs haem.

Distinguish
the 3 classes

Distinguish
the 4 classes
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dividing the image in small equally sized patches, or on Regions of Interest
(ROIs), which have been delineated by a manual or automatic segmentation
process. A review of the features can be found in [7] for recent CBIR systems,
and in [8] for medical image classification.

We decided to begin our study with a few common features computed over the
4 phases, described below. All of them are extracted over the ellipsoid 2D ROI
defined in Section 2. The first one, Unser histograms statistics, is an exception
as it has never been tested to our knowledge.

Unser Histograms: Unser proposed in 1986 [9] an alternative method to the
Grey-Level Co-occurrence Matrix (GLCM) computation, which reduces the
memory requirement as well as the calculation time. GLCM, over which
Haralick’s well-known texture descriptors are computed, is replaced by esti-
mates of the first order probability functions along its principal axes, which
correspond to the second order probability functions over the image. These
are called sum and difference histograms and they are extracted over four
different directions. 9 statistical descriptors are then calculated over these
two histograms in each direction, ending up with 36 attributes. Unser claims
they are as accurate for classification as the GLCM statistics. We tested
both Haralick and Unser measures and ended with similar and even better
results with Unser, with the computation advantage already cited.

Law Measures: Kenneth I. Law proposed in 1980 [10] texture energy mea-
sures, which have been used for various applications. Its method to extract
texture features is carried out in 3 steps. First, 25 convolution kernels are
applied to the image. Secondly, a texture energy measure is computed on
each convolved pixel by a windowing operation, and a new image is formed.
Finally, these energy images are normalized then combined in order to obtain
14 rotation invariant final images. Mean and standard deviation are finally
computed over them, ending with 28 attributes.

Gaussian Markov Random Fields Measures: Markov Random Fields sys-
tems model the dependency phenomena amongst image pixels using a sta-
tistical approach. The main idea is that, while neighboring pixels usually
have the same intensity in an image, pixel values are independent of the pix-
els beyond that area. The image is therefore seen as a sample of a random
process, where correlation between pixels is proportional to their geometric
separation. Instead of being the real probability function computed over the
image pixels, the field is a Gaussian in order to avoid high computational
problems. The GMRF measures are its average, its standard deviation and
4 parameters named thetas. We keep standard deviation and thetas, while
rejecting its average, which approximates very closely the image grey level
average.

Histogram Statistics: mean, standard deviation, skewness and kurtosis com-
puted over the grey-level histogram.

Our final set contains 303 attributes over grey levels and texture, on each phase.
The feature vector for each lesion contains all the measures side to side, one
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phase before another. All feature vectors are pre-computed in order to speed up
the system.

3.3 Classification

Weka is a collection of machine learning algorithms, written in Java and devel-
oped at the University of Waikato, New Zealand (see [11] for an introduction).
It can deal with missing values, which is helpful in our case where each CT scan
consist of two to four series.

We tried several implemented processes before setting our choice on a clas-
sical method: Support Vector Machine (SVM). The algorithm implementation
is called Sequential Minimal Optimization (SMO) and was proposed by John
Platt [12]. The Support Vector Machines principle is to separate the data by a
hyperplane (or a set of hyperplanes) in a high or infinite-dimensional space. In
this new space, separations in the data that could not be seen in the initial one
may be revealed.

Before the classification, three pre-processing actions are conducted. First,
missing values of each attribute are replaced by its mean. Our feature vectors
do not all have the same length, depending on the number of phases of the CT
acquisition. Then, nominal attributes are transformed into binary ones. Indeed,
the SVM algorithm builds several binary models, one for each pair of classes.
Finally, feature measures are normalized. The SVM kernel here is polynomial,
with a 1.0 exponent.

3.4 Classification Validation

A Leave One Out (LOO) cross-validation technique is conducted.
Cross-validation is used to estimate how accurately our predictive model will

perform in practice. One round of cross-validation consists of partitioning a
sample of data into 2 complementary subsets. The analysis is performed on the
first one (the training set), while the second one (testing set) is for validation.
In order to reduce the effects of variability, multiple rounds as described are
performed, using different partitions. The validation results are finally averaged
over the rounds. Cross-validation gives more realistic results than classification
and validation on the same complete database.

As its name suggests, in LOO cross-validation, a single observation of
the set is designated as the validation data, and the remaining observations
as the training data. The classification is conducted exhaustively n times, with
n the number of observations, such that each one is used once for testing.

This classification with cross-validation is conducted in 0.19 seconds in the
case of multi-phase, and 0.06 seconds in the case of mono-phase (for the complete
lesion database). We are able to classify new lesions in real-time.
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4 Results and Analysis

4.1 Analysis Scheme

The confusion matrix from multi-phase classification results was obtained and
compared to the one from the portal phase. We extracted precision (also called
true predictive value) and recall (also known as sensitivity) measures, as well
as the F-measure of the test. Precision is a measure of the accuracy provided
that a specific class has been predicted, whereas recall represents the ability to
select instances of a certain class from a dataset. F-measure is an indicator of the
global classification accuracy and it is defined by the weighted harmonic mean
of precision and recall.

4.2 Precision, Recall and F-measure

The three measures chosen to evaluate our classification can be visualized in
Figure 2. The same tendency can be observed over the three bar charts. The
weighted average values show a global improvement of the three statistics by
the introduction of multi-phase (+12% for precision and recall, +13% for F-
score). If we have a closer look at the results obtained for each lesion type,
the major phenomenon observed here is the spectacular improvement due to
the multi-phase CT acquisition of the three measures for haemangioma and
HCC (respectively from 56 to 63% and from 31 to 50%). Adenoma also benefits
from multi-phase images, but to a lesser extent (from 5 to 8%). Regarding cysts
and metastasis, portal phase evaluation seems sufficient: results are stable on
cysts (8% maximum variation), and multi-phase has little positive influence on
precision and F-measure (from 7 to 10%), whereas recall values goes down from
19%.

4.3 Confusion Matrices

Regarding the confusion matrix obtained with portal phase feature classification,
cysts, adenomas and metastasis are quite well recognized (respectively 22 out of
25, 8 out of 10 and 35 out of 38), whereas heamangiomas and HCC are never
recognized. One-third of the heamangiomas (3) have been labelled as adenomas
and the other two (6) as metastasis. All HCC have also been classified as metas-
tasis. This mislabelling on single phase analysis is expected as these lesions are
hypervascular lesions and may be indistinguishable from a healthy liver at the
portal phase. This confusion observed in portal phase has been pointed out, for
example in [13], which studied the enhancement patterns of focal liver lesions
during arterial time. At this phase, HCC, haemangiomas and metastasis may
alltogether present an homogeneous enhancement pattern, HCC and metasta-
sis may both present abnormal internal vessels or variegated, complete ring or
no enhancement pattern at all, while haemangiomas and metastasis may both
present peripheral puddles or incomplete ring.
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Fig. 2. Precision, Recall and F-measure values obtained on each lesion class as well as
on the weighted average of all classes from portal phase and multi-phase classification

CLASS \FOUND

Cyst

Adenoma

Haemangioma

HCC

Metastasis

PORTAL PHASE

Cy. Ad. He. HCC Me.

22 1 1 0 1

0 8 0 0 2

0 3 0 0 6

0 0 0 0 13

2 1 0 0 35

MULTI-PHASE

Cy. Ad. He. HCC Me.

21 3 0 0 1

0 10 0 0 0

1 0 5 3 0

0 0 2 4 7

3 2 1 1 31

Fig. 3. Confusion matrix on classification results: on the left: the real lesion type, on
top: the labels determined by the classifier
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As regards the confusion matrix obtained with multi-phase feature classifica-
tion, and compared to portal phase results, HCC and haemangiomas recognition
sharply increases, adenomas only slightly, cysts are stable while the metastasis
score is falling marginally. What is significant to our earlier remark is that now
3 cysts are seen as adenomas, and the metastasis scheme has spread out over all
other diagnosis classes. A sequential two-step classification could be considered:
the first one, during the portal phase, to distinguish between cyst, metastasis
or other nodule, and the second one, on all phases, if the first classifier labelled
the instance as ”other”, to differentiate between adenomas, haemangiomas and
metastasis. This idea coincides with the scheme detailed by Ye et al. in their
paper [6]. For their part, haemangiomas and HCC are confused with each other
in this matrix, and half of the HCC are still confused with metastasis as in the
portal phase classification.

5 Conclusion

This paper presents a classical approach for liver lesion classification applied
on multi-phase CT scans on the contrary of a majority of other studies which
are based on the portal phase only. In this manner, the contrast enhancement
patterns of the hepatic lesions can be taken into account.

We applied our system to a database of 95 2D CT images from 40 patients and
evaluated its performances and compared them by using the portal phase only.
The experimental results show a significant improvement of the classification
results by using multi-phase scans, in particular for heamangiomas and HCC
lesions. It is important to underline that we work on five diagnosis classes which
spans most of the cases of liver lesions.

In the future, we plan to study the influence of each feature on the classi-
fication results in order to propose an automated feature selection. Temporal
changes among the phases as well as a classification in sequence seem interesting
leads to follow.
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Abstract. The increasing amount of medical imaging data acquired in
clinical practice holds a tremendous body of diagnostically relevant infor-
mation. Only a small portion of these data are accessible during clinical
routine or research due to the complexity, richness, high dimensionality
and size of the data. There is consensus in the community that leaps
in this regard are hampered by the lack of large bodies of data shared
across research groups and an associated definition of joint challenges on
which development can focus. In this paper we describe the objectives of
the project Visceral. It will provide the means to jump–start this pro-
cess by providing access to unprecedented amounts of real world imaging
data annotated through experts and by using a community effort to gen-
erate a large corpus of automatically generated standard annotations.
To this end, Visceral will conduct two competitions that tackle large
scale medical image data analysis in the fields of anatomy detection, and
content–based image retrieval, in this case the retrieval of similar medical
cases using visual data and textual radiology reports.

Keywords: Medical imaging, Large scale data, Localization, Retrieval.

1 Introduction

The amount and complexity of information present in medical imaging data on
a hospital scale is enormous. Part of this information has immediate diagnostic
relevance, part becomes relevant only when studied in the context of a large co-
hort (e.g., when studying subtle characteristics of diseases such as mild cognitive
impairment), and part might not only be relevant at the time of acquisition, but
also when used as reference during later radiological assessment. In the context
of both computer aided diagnosis (CAD), and medical research, a large research
community has emerged that tackles the extraction and quantification of task
specific relevant information from medical imaging data [1]. Traditional prob-
lems in this domain are the segmentation of anatomical structures, the detection
of pathology, or the measurement of specific markers that correlate with disease
or treatment outcome.

H. Greenspan et al. (Eds.): MCBR-CDS 2012, LNCS 7723, pp. 92–98, 2013.
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Fig. 1. Can we learn more than predefined targets from medical imaging data ?

The natural variability in these data and the corresponding difficulty in iden-
tifying anomalities that may be only subtle deviations from a healthy cohort re-
sults in a large body of work focusing on specific diseases. Typically approaches,
such as CAD rely on a well controlled set of examples and corresponding expert
annotations [2, 3].

This paradigm has several limitations. First, it typically focuses on replicating
expert judgements learned during the training phase. More importantly, it does
not scale to amounts of data necessary to understand diseases with subtle and
complex effects that would require a much larger set of annotated examples in
order to represent the difference between control– and patient group well. Both
limitations together result in a severe hampering of efforts to identify novel
markers, that are not part of the annotated training corpus or existing clinical
routine.

1.1 Towards Large Data

Scaling to large data is necessary for computational approaches dealing with
a wide range of diseases. It is a prerequisite to understand subtle characteris-
tics of populations and to computationally identify novel markers. Among the
challenges we face, and for which we lack adequate methodology, are:

– Making information in large data accessible during clinical routine (e.g.,
radiological assessment).

– Learning models of diseases and corresponding imaging markers with no or
only limited supervision.

– Fast and efficient collection of large amounts of data relevant for a specific
question.

– Leveraging the amount of data, and the relatively confined domain of the
human body in an optimal way, when analyzing medical imaging data, and
when identifying sublte markers, and relationships.

– Using both radiology report- and image information simultaneously, when
searching for findings in images, which were part of clinical routine.

These are only a few of the challenges we face, and whose solution would be a
crucial step towards harvesting the information present in medical images, that
currently remains unused. To tackle these questions we need novel methodology.
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A parallel development taking place in the computer vision community sug-
gests that the step from small- to large data is accompanied by substantial
changes in approaching tasks such as learning, representation, or retrieval [4]. It
coincides with a shift from supervised learning methods to semi–supervised or
even unsupervised training. An example is the aim to scale beyond hundreds of
thousands of images and hundreds of categories in the context of the Internet.
This has shown promising results in [5]. Unsupervised learning approaches for
category models from large image data sets have been explored, too. Examples
are [4, 6–8].

While information extraction from images in 2D is an active field of research
by far the largest amount of visual data produced in hospitals are multi–slice
series of images [2]. Benchmarks in medical imaging exist with ImageCLEF [9]
but focusing rather on 2D and textual image retrieval, whereas the largest of data
produced is currently 3D tomographic data. Medical imaging data are estimated
to have reached 30% of the overall world wide data storage in 2010 [10].

In this paper we outline the main challenges we face when working with and
analyzing large medical imaging data, and suggest two primary directions where
advances are needed. We propose two corresponding challenges for discussion.
They will be organized in the EU funded VISCERAL project to help focus the
efforts in the community and to offer a means to compare methodology across
research groups worldwide.

2 Open Questions in Medical Imaging and Directions
Proposed

Recently, interest in alternatives and conceptual extensions to traditional CAD
systems has emerged. Among others, an example of a particularly promising
direction is the use of image retrieval that instead of providing a direct automated
assessment allows for the efficient search for comparable and relevant cases.
These cases are presented to aid the physician who is performing reading and
interpretation of the case at hand. The visual content of medical images has been
used for information retrieval for over 15 years [11] and has shown to improve
quality of diagnosis [12]. Visual retrieval can extract rich information beyond the
associated textual cues and is a promising direction to make use of the medical
imaging databases in hospitals. Often, image retrieval is is mixed up with very
simple tasks of classifying images into modality and anatomic region. Such a
classification as preprocessing can not really be seen as a retrieval process and is
rather the first step for the extraction of information usable to provide matching
cases, anatomical regions or mine the data for specific pathologies.

Methodological challenges of interest include:

1. Scalability to large amounts of data. What is necessary to work on real data
of a PACS and thus on very large and heterogeneous data sets, which have
never been analyzed at such a large scale for retrieval of medical visual data
as of yet? The VISCERAL project will extend the medical image analysis
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towards very large data sets (hundreds of categories, and many thousands
of data sets), which makes use of a new families of methods (unsupervised
learning, modeling, and categorization) necessary. These methods have until
now mainly been used in the computer vision community but only little for
medical data.

2. Unsupervised and autonomous learning: the scale of the data (many Ter-
aBytes) makes the fully autonomous and un–supervised building of models
and categorization/indexing of the data crucial.

3. What is the right interface for injecting prior knowledge on anatomy and
other structural elements into this algorithmic analysis?

4. Efficient annotation on pre–processed data instead of raw images to facilitate
annotation. Making use of semi–supervised strategies instead of supervised
learning on limited training bodies.

5. Generalization power to a large and diverse set of data, and the inclusion of
a potentially growing set of training images during the learning phase.

6. Introducing image–based search and retrieval as an alternative to computa-
tional classification and traditional computer aided diagnosis that is concen-
trating on single specific phenomena.

3 Two Challenges to Focus Research Efforts

We propose two challenges, with the aim of spurning discussion, and refinement
based on the response by the community. Challenges will be based on large
amounts of partially annotated data.

3.1 Competition 1

Anatomical structure identification, detection and segmentation competition on
a full body scale for fully-automated processing in the clinic. Participants are
provided with 3D image data (multimodal full body scans, volumes containing
specific anatomical structures as encountered in clinical practice) together with
training annotations on a subset of the data. For evaluation, test data consisting
of 3D volumes will be processed by the participants algorithms. The objective is
to identify, localize and segment the anatomical structures present in the data.
We will evaluate both with regard to comprehensive identification and to subset
localization, in order to be able to include algorithms developed for specific
organs as a secondary task within the competition

3.2 Competition 2

Similar case retrieval to allow tools and algorithms to be evaluated on real clinical
tasks with a potentially larger impact. Given a query case consisting of either
image, volume or potentially additional textual information the objective is to
retrieve similar cases in terms of characteristics such as diagnosis or differential
diagnosis. Challenges that have to be solved include incorrect or incomplete
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data (for example, data that was not entered into the record by a physician),
and potentially very small regions relevant for the similarity computation (for
example, a small fracture in an entire thorax CT).

3.3 Secondary Impact

Besides the immediate impact on research in the two suggested direction the
Visceral project has the potential to advance the state of the art in several
related questions:

– Allow medical image analysis on a very large scale (the scale of a PACS
in many regional hospitals) and compare the results across many research
groups;

– Create ground truth based on partial manual annotation and then also
based on the results of the participating systems, also allowing to scale
from purely manual annotation to mixed approaches of manual and semi-
automatic ground truthing;

– Develop an infrastructure for medical image data sharing and potentially
also sharing of components of participants in the cloud;

– Compare techniques for quality and speed across many research groups based
on the same data and tasks, allowing to identify the most promising ap-
proaches to several current research challenges;

– Potentially allow for the creation of approvals for image retrieval as diagnosis
aid if a reference database and a proof of quality can be shown.

4 Corpora

In parallel to serving as a benchmark to compare methods across a large number
of possible alternatives, the challenges will serve as the basis for two corpora
that collect imaging- and text data together with expert annotations, and semi-
automated annotations achieved during the competitions. Part of the data will
be annotated by experts, to obtain a Gold Corpus. At the same time, every
participant will be contributor to a Silver Corpus. The latter will be formed by
deriving a consensus across the entries of the participants.

The generation of the silver corpus will require methods for consolidating
annotations obtained from independent groups participating in the competition.
In the competition, algorithms are to be trained or tuned on the gold corpus
train data; test data will be the silver corpus data and the gold corpus test data.
Averaging the labels over the silver corpus data will lead to a fused label that
is better than the individual label estimate, if estimates are unbiased. We will
measure bias of the labels on the gold corpus test data that will be hidden in the
test set. This will require a tool that also returns general quality measure (bias,
variance) for individual image volumes, as well as for individual contributors of
labels sets (i.e., algorithms).
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5 Infrastructure

To allow for the distribution of very large data sets a new type of infrastructure
seems necessary. 10 TB of data can not easily be downloaded or shipped on
hard disk to many participants. Could computing on the other hand is often
proposed for dealing with large storage and computing capacities. VISCERAL
will make these capacities available to the medical imaging community and give
participants in the benchmark access to a virtual machine (Windows on Linux)
in the cloud to access the training data and prepare the systems. Then, the
execution of the tools on the text data will be started by the organizers and
results can subsequently be compared based on the runs of the test data. This
allows to compare tools not only based on classification or retrieval accuracy but
also based on speed or efficiency criteria, which becomes increasingly important
when dealing with very large data sets. This should also give equal opportunities
to groups from poorer and richer countries as all resources are controlled. The
fact that only access to training data is given to the participants means that non–
anonymous data sets could be distributed and used in the same way potentially.
Bringing the algorithms to the data and not the data to the algorithms seems
the only feasible approach when looking at extremely large–scale challenges.

6 Conclusion

Medical image analysis has brought many new interesting and successful tech-
niques. Over the past 30 years it has helped to develop novel tools to aid diagno-
sis, that have a substantial impact on diagnosis quality, and treatment success.
The quickly increasing amount of data produced and digitally available poses
new challenges. How can we make use of these data and how can we exploit
knowledge being stored in past data.

At the same time, quickly rising costs in health care will make it necessary to
use all available data in the best possible way to take case of new patients. Past
data can help in this process, keeping the privacy of patients protected at the
same time.

In the Visceral project we propose two challenges to the medical imaging re-
search community. Both challenges will use medical imaging data in a new scale,
making in the order of 10 TB available for research. Both challenges concentrate
on specific aspects in the image analysis chain. The first challenge concentrates
on extracting anatomic regions and locations from the data, which is necessary
in many contexts, such as for all further steps that compare tissue and abnormal-
ities within the same anatomic regions of several patients. The second challenge
focuses on the retrieval of similar cases: pathology–oriented retrieval. Algorithms
that tackle the latter challenge can -although not traditional CAD - by viewed as
a diagnosstic aid in fields such as evidence–based medicine where studies related
to a specific patient need to be found and case–based reasoning where similar
cases are compared to a patient being treated.
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A crucial component of Visceral is the participation of the community at an
early stage, when specifying and refining the tasks, and benchmakring measures,
in order to truly support relevant research. and to allow Visceral to contribute
to a leap forward in bringing more medical imaging to the clinical workflow.
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Abstract. Local Binary Patterns (LBP) is a widely used approach for medical
image analysis. Limitations of the LBP operator are its sensitivity to noise and
its boundedness to first derivative information. These limitations are usually bal-
anced by extensions of the classical LBP operator (e.g. the Local Ternary Pattern
operator (LTP) or the Extended LBP (ELBP) operator). In this paper we present a
generic framework that is able to overcome this limitations by frequency filtering
the images as pre-processing stage to the classical LBP. The advantage of this
approach is its easier adaption and optimization to different application scenarios
and data sets as compared to other LBP variants. Experiments are carried out em-
ploying two endoscopic data sets, the first from the duodenum used for diagnosis
of celiac disease, the second from the colon used for polyp malignity assessment.
It turned out that high pass filtering combined with LBP outperforms classical
LBP and most of its extensions, whereas low pass filtering effects the results only
to a small extent.

Keywords: LBP, frequency filtering, medical image processing, endoscopy.

1 Introduction

Computer-aided decision support systems relying on automated analysis of medical
imagery receive increasing attention [1]. Among other techniques, feature extraction
employing local binary patterns (LBP) is a popular approach which has been used for
a wide variety of medical application domains, including colon polyp detection and
classification [2], the diagnosis of celiac disease [3], and detection of gastric cancer
[4] in classical flexible endoscopy, detection of ulcers [5], tumors [6], and blood [7]
in capsule endoscopy images, and breast cancer diagnosis in microscopic specimens
[8]. Even in traditional Chinese medicine (TCM) LBP have been applied, to distinguish
between cold gastritis and heat gastritis in gastroscopic images [9].

The classical LBP operator has some limitations, as it is (i) sensitive to noise and (ii)
can only reflect first derivative information since it is directly derived from the image
intensity function. With respect to the first issue (i), the Local Ternary Pattern operator
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(LTP) [10] has been introduced which uses a thresholding mechanism which implicitly
improves the robustness against noise (a sort of implicit denoising is applied restricting
the attention to low-frequency information), being especially important for many medi-
cal imaging modalities. Closely related are techniques applying the LBP operator to the
approximation subband of a wavelet transform [3,11], since these data represent low-pass
information as well which is hardly affected by noise. The second issue (ii) is tackled by
introducing the Extended LBP (ELBP) [12] which applies a Gradient filter to the image
before deriving LBP histograms. Closely related are techniques applying the LBP oper-
ator to detail subbands of a wavelet transform [13,14]. Some techniques attempt to deal
with both issues concurrently, e.g. the Extended Local Ternary Pattern operator (ELTP
[3]) integrates ELBP and LTP, and wavelet techniques including LBP information de-
rived from approximation and details subbands (WTLBP), respectively [3,11].

All these proposed LBP extensions share the problem that their usage is somehow ad-
hoc and that they are highly non-trivial to optimize to some specific setting, especially
with respect to the extent of the frequency band the attention is restricted to. For ex-
ample, classical wavelet subbands allow only an octave-based partitioning of frequency
space and the usage of a spatial domain gradient operator does not offer siginificant
adaptation potential at all.

These observations motivate the approach followed in this paper. As a generic frame-
work we introduce a pre-filtering stage, in which we apply Fourier-based high-pass and
low-pass filtering, respectively, before the LBP operator is applied to the filtered image
material. In this manner, we have absolute control over the chosen cut-off frequency of
the corresponding filter and are perfectly able to customize the frequency band the LBP
operator is being applied to. We assess the effect of varying cut-off frequency and com-
pare results of our generic framework to the abovementioned specialised LBP variants.
Frequency filtering and the LBP operator are widely used applications for image pro-
cessing, but the proposed combination of these two applications has not been proposed
so far.

This paper is structured as follows. Section 2 explains the Fourier-domain filtering,
as well as the LBP approach. Experimental results are shown in Section 3, where we
provide comparatative classification results employing two endoscopic data sets, the
first from the duodenum used for diagnosis of celiac disease, the second from the colon
used for polyp malignity assessment. Section 4 concludes the paper and provides out-
look to further refine the proposed approach.

2 Feature Extraction

2.1 Image Filtering in the Frequency Domain

In this section we shortly review image filtering to consider only their respective high
frequency or low frequency information. Filtering is applied in the Fourier frequency
domain.

A low pass filter in the frequency domain intuitively means zeroing all frequency
components above a cut-off frequency and a high pass filter means zeroing all frequency
components beneath a cut-off frequency. We are normalizing the images frequencies so
that they are between zero and one. That means for example that a low pass filter with



Customised Frequency Pre-filtering in a Local Binary Pattern-Based Classification 101

cutoff frequency 1 is zeroing nothing and a low pass filter with cutoff frequency 0 is
zeroing all frequencies. An ideal low pass filter (ILPF) is defined as follows:

h(u, v) =

{
1 if D(u, v) < D0

0 otherwise
(1)

where D0 is the cut-off frequency and

D(u, v) =

√
(u−M/2)2 + (v −N/2)2√

(M/2)2 +N/2)2)
(2)

is the normalized distance of (u, v) (u ∈ {0, . . . ,M}, v ∈ {0, . . . , N}) to the center
of the (M + 1) × (N + 1) image I(u, v). The ideal high pass filter (IHPF) is defined
conversly to the ILPF. Using ILPF and IHPF can result in unwanted ringing which is
caused by the sharp transition from stop to pass band. To avoid this effect, one can
smooth the transition between the stop and pass band. One example for a smoother
filter is the Butterworth filter [15]. The Butterworth low pass (BLPF h(u, v)) and high
pass filters (BHPF g(u, v)) are defined as follows:

h(u, v) = 1
1+(D(u,v)/D0)2n

, g(u, v) =
1

1 + (D0/D(u, v))2n
. (3)

The higher the order n, the sharper the transition between the stop and pass band. For
n → ∞, the Butterworth LP (HP) filter converges toward the ILPF (IHPF).

In Figure 1 we see examples of filtered images. As cut-off frequencies we employ
0.06 for the high pass filters and 0.1 for the low pass filters.

Especially in case of the low pass filtered images we can see that the ILPF causes
ringing while the BLPF avoids this effect. The high pass filtered images of the boy
are looking quite different to the orginal image of the boy, while the high pass filtered
endoscopic images of a healthy duodenum are looking quite similar to the original
endoscopic image. That is because the endoscopic image does not contain visually sig-
nificant low pass information in the filtered band.

After the filtering process, the frequency filtered image

Ih(u, v) = I(u, v)h(u, v) or Ig(u, v) = I(u, v)g(u, v) (4)

is transformed back to the spatial domain to apply the LBP operator to it like described
in the following section.

2.2 Local Binary Patterns

The basic Local Binary Patterns (LBP) operator was introduced to the community by
Ojala et al. [16]. The LBP operator considers each pixel in a neighborhood separately.
Hence the LBP could be considered a micro-texton. The operator is used to model a pixel
neighborhood in terms of pixel intensity differences. This means that several common
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Fig. 1. Examples of filtered images, a common image and an example from the celiac-dataset (see
below)

Fig. 2. Demonstration of calculating the LBP operator

structures within a texture are represented by a binary label. The joint distributions of
these labels are then used to characterize a texture. The LBP operator is defined as

LBPr,p(x, y) =

p−1∑
k=0

2k s(Ik − Ic). (5)

Ik is the value of neighbour number k and Ic is the value of the corresponding center
pixel. The s function acts as sign function, mapping to 1 if the difference is smaller or
equal to 0 and mapping to 0 else. In Figure 2 we can see an example for the calculation
of the basic LBP operator for p = 8 and r = 1.

The LBP histogram of an image I is formally defined as

HI(i) =
∑
x,y

(LBPr,p(x, y) = i) i = 0, · · · , 2p − 1. (6)

The basic operator uses an eight-neighborhood (p = 8) with a 1-pixel radius (r = 1).
To overcome this limitation, we use the notion of scale as discussed by Ojala et al. [17]
by applying averaging filters to the image data before the operators are applied. Thus,
information about neighboring pixels is implicitly encoded by the operator. The appro-
priate filter sizes for a certain scale is calculated as described by Mäenpää [18]. We use
three scale levels for the original LBP operator and all LBP variants (as mentioned in
the Introduction) throughout this work. The histograms of the three scale levels are con-
catenated to form the feature vector of an image. For more details about the employed
LBP variants see e.g. [3].
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3 Experimental Study

3.1 Experimental Setup

Experiments are carried out using two medical image databases. The images of both
databases are classified by the k-NN classifier using histogram intersection as metric.
In case that experiments are applied to color images, LBP histograms are generated for
each color channel and are finally concatenated.

The Celiac Disease Image Database. Celiac disease is a complex autoimmune disor-
der in genetically predisposed individuals of all age groups after introduction of gluten
containing food. The celiac state of the duodenum is usually determined by visual in-
spection during the endoscopy session followed by a biopsy of suspicious areas. Images
used are of size 128× 128 and are divided into two classes according to their histologic
state. The class denoted as “No-Celiac” represents a healthy duodenum with normal
crypts and villi, whereas the class denoted as “Celiac” represents a duodenum with mild
or marked atrophy of the villi or the villi are even entirely absent (see Figure 3). Espe-
cially feature extraction methods using high frequency information could be interesting
to differentiate between the two classes, since images of patients with celiac disease
have less or entirely no villi and so a lower amount of contrast compared to images
of patients without celiac disease. That is one of the motivations to employ frequency
filtering (especially high pass filtering) as preprocessing step to the feature extraction
by means of LBP.

(a) No-Celiac (b) No-Celiac (c) Celiac (d) Celiac

(e) Normal (f) Normal (g) Abnormal (h) Abnormal

Fig. 3. Images of the two classes from the duodenum ((a) – (d)) and from the colon ((e) – (h))

The results of classifying the celiac disease database [19] are computed using an
evaluation and a training set to avoid overfitting (Table 1 lists the number of image
samples and patients per class). An image of the evaluation set is classified to the class,
where the majority of its k nearest neighbors from the training set belong to. The k for
the k-NN classifier, used to classify the test set, is between 1 and 25 and is optimized in
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the training set (the k with the highest accuracy using leave–one–out cross–validation
(LOOCV) on the training set is used).

The Polyp Image Database. Polyps of the colon are a frequent finding and are usually
divided into metaplastic, adenomatous and malignant [2]. A high magnifying colono-
scope (magnification factor 150) is used to obtain images of the polyp’s surface under
indigo carmine staining, since images have to be as detailed as possible to uncover the
fine surface structure of the mucosa as well as small lesions. The class denoted as “Nor-
mal” represents normal colon mucosa or hyperplastic polyps (non-neoplastic lesions),
the class denoted as “Abnormal” represents neoplastic, adenomatous and carcinoma-
tous structures (see Figure 3). As we notice from Figure 3, the pits of images from class
Normal are regular and tightly distributed and are shaped similarly, in contrast to those
of class Abnormal. Also for the polyp image database feature extraction methods using
high frequency information could be helpful to distinguish the two classes, since the
edge infornmation is important to detect the pits.

All images are of size 256 × 256, Table 1 lists the number of image samples and
patients per class.

Table 1. Number of image samples per class of the two image databases (ground truth based on
histology)

Celiac Disease
Training set Evaluation set

Class No-Celiac Celiac Total No-Celiac Celiac Total
Number of images 155 157 312 151 149 300
Number of patients 66 21 87 65 19 84

Polyp
Class Normal Abnormal Total
Number of images 199 518 716

In contrast to the celiac disease image database, the polyp image database [2] consists
of images from too few patients (40) to devide them into an evaluation and a training
set. To avoid overfitting as far as possible, we employ leave–one–patient–out cross–
validation (LOPO) [19]. As k for the k-NN classifier, we use the one k between 1 and
25 with the highest overall classification rate (OCR).

3.2 Results

In Figure 4 we see four diagrams, which show how the cutoff frequency influences the
results in terms of OCR accuracy, when frequency filtering is applied to the images of
the two image databases followed by computing their LBP histograms. The red dotted
line shows the result for the unfiltered images. The used Butterworth filters have order
n = 4.

As we can see, the results of the high pass filtered images are superior to those of
unfiltered images for lower cutoff frequencies. For higher cutoff frequencies, results
are worse than the results of the unfiltered image. The unfiltered images and the low



Customised Frequency Pre-filtering in a Local Binary Pattern-Based Classification 105

(a) (b)

(c) (d)

Fig. 4. OCR accuracies of different cutoff frequencies for high pass and low pass filtered images
of the two image databases

pass filtered images have similar results, except for cutoff’s ≤ 0.3 in case of the celiac
disease image database.

In Table 2 we show comparatative results (i.e. LBP with pre-filtering vs. LBP vari-
ants) for the celiac disease database. Only the highest results across all tested cutoff
frequencies are shown.

LBP applied to high pass filtered images works quite well compared to other LBP-
based methods. Especially in case of the grayscale images, LBP applied to IHP filtered
images works better than any other LBP-based method apart from WTLBP. Also for
color images, high pass filtered images provide good results, but here color does not
improve the grayscale results indicating a feature dimensionality problem.

Table 3 shows the results for the polyp image database. Again, applying LBP to
high pass filtered images provide better results than applying LBP to unfiltered or low
pass filtered images. Especially the Butterworth variant is clearly superior in both the
grayscale and RGB cases, respectively. Similar to the celiac disease dataset, the LBP
& BHPF results are beaten only by LBP variants combining high pass and low pass
filtering to some extent (i.e. ELTP, WTLBP).
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Table 2. Results of the LBP-variants applied to original and frequency filtered (LBP & . . .)
images of the celiac disease image database

Colorspace Grayscale RGB
Method Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy
LBP & IHPF 91.3 84.8 88.0 89.3 79.5 84.3
LBP & BHPF 92.0 82.8 87.3 89.3 82.8 86.0
LBP & ILPF 89.9 82.1 86.0 85.2 80.8 83.0
LBP & BLPF 88.6 84.1 86.3 83.9 82.8 83.3
LBP 90.6 79.5 85.0 87.3 79.5 83.3
LTP 83.2 75.5 79.3 94.0 75.5 84.7
ELBP 94.0 74.2 84.0 93.3 81.5 87.3
ELTP 92.0 73.2 83.0 88.6 82.8 85.7
WTLBP 92.6 85.4 89.0 88.6 88.1 88.3

Table 3. Results of the LBP-variants applied to the original and frequency filtered (LBP & . . .)
images of the polyp image database

Colorspace Grayscale RGB
Method Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy
LBP & IHPF 96.9 28.8 78.1 96.0 43.3 84.1
LBP & BHPF 98.7 34.3 80.9 98.5 60.1 87.9
LBP & ILPF 96.0 18.7 74.6 96.1 59.1 85.9
LBP & BLPF 95.8 19.2 74.6 95.0 62.1 85.9
LBP 93.2 15.7 71.8 93.1 58.6 83.5
LTP 94.4 17.2 73.0 89.6 44.4 77.1
ELBP 92.5 37.9 77.4 96.1 56.7 85.2
ELTP 93.4 60.6 84.4 97.7 69.7 89.9
WTLBP 89.2 59.1 80.9 92.9 58.6 83.4

Finally, we want to assess statistical significance of our results. The aim is to ana-
lyze if the images from the two databases are classified differently or similarly by the
various LBP-based methods. We use the McNemar test [20], to test if two methods are
significantly different for a given level of significance α by building test statistics from
correctly and incorrectly classified images, respectively. Tests were carried out with a
significance level of α = 0.01. It turned out that there are no significant differences
in case of the celiac disease database, contrary to the polyp database, where significant
differences occur. The results for the polyp database (RGB color space) are displayed
in Figure 5. We can observe, that LBP & BHPF is significant different to LBP, contrary
to the methods LBP and LBP & IHPF. Also LBP & BHPF is significant different to
LBP & IHPF, indicating that smoothing the transition between the stop and pass band
(to avoiding ringing effects) has (a positive) impact on the classification results of the
images when using the LBP operator as feature extraction method. The methods ELTP
and LTP are significantly different to other methods, whereat ELTP works better and
LTP works worse than the other methods.
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Fig. 5. Results of the McNemar test for the polyp database. A white square in the i’th row and
j’th column or in the j’th row and i’th column of a plot means that the i’th and the j’th method
are significantly different with significance level α = 0.01. If the square is black than there is no
significant difference between the methods.

4 Conclusion

We have found that the generic framework of pre-filtering images before applying LBP
feature extraction provides good results for our two endoscopic databases. Especially
using high pass filters outperforms classical LBP and provides results competitive to
several LBP variants that have been proposed in literature. As we can see in [3], these
LBP variants again outperform other classical medical image processing methods like
Gabor Wavelets, Discrete Wavelet Transform or Dual-Tree Complex Wavelet Trans-
form. So our proposed approach using high pass filters also works quite well compared
to non-LBP based methods. An additional advantage of our approach is that it can be
easily customised to a specific dataset by adjusting cut-off frequencies appropriately.

The reason we are focusing on high frequency information is, that high frequency
information clearly points out the visible differences between healty and unhealthy mu-
cosa on the two endoscopic data sets:

– In case of the celiac disease image database, images of patients with celiac disease
have less or entirely no villi and so a lower amount of contrast compared to images
of patients without celiac disease.

– In case of the polyp image database the edge information is important to detect the
pits.

This is most likely the reason why our approach outperforms the classic LBP operator.
The proposed approach is only beaten by LBP variants which include both high

pass and low pass filtering (WTLBP and ELTP) – based on this observation, we will
consider in future work to use both high and low pass filtering in an adaptive manner
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where the optimal cut-off frequency is determined for both schemes (as indicated in
Fig. 4) and the resulting LBP histograms are concatenated. Feature dimensionality can
be controlled by applying feature subset selection techniques to bins of the resulting
concatenated LBP histograms.
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Abstract. The number of biomedical publications has increased no-
ticeably in the last 30 years. Clinicians and medical researchers regularly
have unmet information needs but require more time for searching than
is usually available to find publications relevant to a clinical situation.
The techniques described in this article are used to classify images from
the biomedical open access literature into categories, which can poten-
tially reduce the search time. Only the visual information of the images
is used to classify images based on a benchmark database of ImageCLEF
2011 created for the task of image classification and image retrieval. We
evaluate particularly the importance of color in addition to the frequently
used texture and grey level features.

Results show that bags–of–colors in combination with the Scale Invari-
ant Feature Transform (SIFT) provide an image representation allowing
to improve the classification quality. Accuracy improved from 69.75% of
the best system in ImageCLEF 2011 using visual information, only, to
72.5% of the system described in this paper. The results highlight the
importance of color for the classification of biomedical images.

Keywords: bag–of–colors, SIFT, image categorization, ImageCLEF.

1 Introduction

The number of biomedical articles published grew at a double–exponential pace
between 1986 and 2006 according to [1]. Images represent an important part of
the content in many publications and searching for medical images has become
common in applications such as Goldminer1, particularly for radiologists. Image
retrieval has shown to be complementary to text retrieval approaches and im-
ages can well help to represent the content of scientific articles, particularly in
applications using small interfaces such as mobile phones [2].

Many physicians have regular information needs during clinical work, teach-
ing preparation and research activities [3,4]. Studies showed that the time for

1 http://goldminer.arrs.org/
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answering an information need with MedLine is around 30 minutes [5], while
clinicians state to have approximately five minutes available [6]. Finding rele-
vant information quicker is thus an important task to bring search into clinical
routine. To facilitate searching for images in biomedical articles, search engines
such as Goldminer include the ability to filter search results by modality, age
group or gender [7]. Imaging modalities can include typical classes such as x–
ray, computed tomography (CT) or magnetic resonance imaging (MRI). In the
biomedical literature, other classes such as photos (e.g. photomicrographs and
endoscopic images), graphics (e.g. charts and illustrations) and compound figures
also occur frequently [7,8,9]. For the modality classification, caption information
can help if captions are well controlled like in the radiology domain but the more
general biomedical literature makes it hard to find the modality information in
the caption. Past work has shown that the image modality can be extracted from
the image itself using visual features, only [10,11,12]. Therefore, in this paper,
purely visual methods are used for the classification.

Our focus is on implementing, evaluating and developing visual features for
representing images for the task of modality classification. To classify images
many features based on color [13], texture [14], or shape [15] have been used.
Although color information is important many approaches use only grey level
information such as the Scale Invariant Feature Transform (SIFT) [16]. Addition-
ally, several color image descriptors have been proposed [17]. Recently, a color
extension to the SIFT descriptor was presented by van de Sande et al. [18]. Ai
et al. [19] also proposed a color independent components based SIFT descriptor
(CIC–SIFT) for image classification. Color and geometrical features combined
are expected to improve the results for classification.

This paper extends image classification with SIFT features [20] by adding
color features using bags–of–colors (BoC) based on [21] to represent the images.
SIFT showed to be one of the most robust local feature descriptors with respect
to geometrical changes [22]. As it contains only grey level information we fused
results with BoC to include both color and texture information. The ImageCLEF
2011 database for medical modality classification was used as results for many
research groups using state–of–the–art techniques on this database are available
as baselines [23]. Both visual and textual approaches are possible and this paper
concentrates on purely visual approaches.

The rest of the paper is organised as follows: Section 2 provides a detailed
description of the methods and tools used. Section 3 reports on results while
Section 4 concludes this work.

2 Methods

This section describes the dataset and the evaluation methodology used in this
article. The main techniques and tools used are also detailed.
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2.1 Dataset

The database of the medical ImageCLEF 2011 task 2 [23] is used in this docu-
ment. The entire database consists of over 230,000 images of the biomedical open
access literature. For modality classification 1,000 training and 1,000 test images
were made available with class labels and a standard setup. Labels are one of
18 categories including graphs and several radiology modalities (see Figure 1).
The sample images presented in Figure 2 demonstrate the visual diversity of the
classes of the data set. Images are unevenly distributed across classes, which can
affect the training of the classifiers and the resulting performance. In our study,
a subset of 100 training images uniformly distributed across the classes was used
for the creation of the visual vocabularies.

Fig. 1. Modality categories of the ImageCLEF 2011 medical task

2.2 The CIELab Color Space

We used the CIE (International Commission on Illumination) 1976 L*a*b
(CIELab) space for our method because it is a perceptually uniform color space
recommended by CIE3 and used in many applications [24]. CIELab is a 3–D
component space defined by L for luminance and a, b for the color–opponent
dimensions for chrominance [24,25].

2 http://imageclef.org/2011/medical/
3 CIE is the primary organization responsible for standardization of color metrics.

http://imageclef.org/2011/medical/
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(a) Graph (b) Histopathology (c) Retinography

(d) General Photo (e) Radiology

Fig. 2. Sample images from ImageCLEF 2011 medical data set including their class
labels

2.3 Bags–of–Colors

Bags–of–Colors (BoC) is a method to extract a color signature from images
introduced by [21]. The method is based on the Bag–of–Visual–Words (BoVW)
image representation [26]. Each image is represented by a BoC from a color
vocabulary C previously learned on a subset of the collection.

A color vocabulary C = {c1, . . . , ckc}, with ci = (Li, ai, bi) ∈ CIELab is
constructed by first finding the most frequently occurring colors in each image
of the subset of the collection. In our case, frequent colors of the 100 selected
images are used. A color is considered frequent if it occurs more than once for
every 10,000 pixels in an image.The selected colors are clustered using a k–means
algorithm [27]. We use for our experiments mainly kc = 200 found by an analysis
on the training set (see Table 1). For illustrations (Figures 4 and 5) the visual
vocabularies, so the cluster centers of the color clusters for kc = 10, 20 are shown
including the histograms for example image types.

The BoC of an image I is defined as a vector hBoC = {c̄1, . . . , c̄k} such that,
for each pixel pk ∈ I ∀k ∈ {1, . . . , np}, with np being the number of pixels of the
image I:

c̄i =

np∑
k=1

np∑
j=1

gj(pk) ∀i ∈ {1, . . . , kc}

where

gj(p) =

{
1 if d(p, cj) ≤ d(p, cl) ∀l ∈ {1, . . . , kc}
0 otherwise

(1)

and d(x, y) being the Euclidean distance between x and y.
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Generally speaking, given a color vocabulary C = {c1, . . . , ckc} defined by
automatically clustered color occurrences in the CIELab color space, a BoC of
an image is obtained by finding for each pixel of the image the closest color in
the color vocabulary. The number of times each color appears in the image is
then entered into a color histogram. The procedure is the following:

1. Convert images into the CIELab color space.
2. Create a color vocabulary:
2.1. Find frequently occurring colors in each image from the 100 images se-

lected.
2.2. Cluster colors using the k–means algorithm.

3. Create a BoC for each image:
3.1. Select for each pixel of each image, the closest color in the vocabulary

using the Euclidean distance.
3.2. Increment the corresponding bin of the output kc–dimensional histogram.

4. Normalize to make the vectors comparable.

This procedure is described graphically in Figure 3.

Fig. 3. The procedure for constructing the BoC
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2.4 SIFT

SIFT [16] has been used for general image retrieval and also for medical im-
age classification by several authors in the past [20]. The Fiji image processing
package4 was used for the extraction of the SIFT features. In this work, we use
SIFT features represented as BoVW. For the creation of the vocabulary, our
implementation of the DENCLUE (Density Clustering) [28] algorithm was used
to increase the speed of the clustering.

2.5 Representation and Fusion

The images are represented as histograms and the similarity between images is
calculated by comparing their histograms. The distance measure used in this
article is the histogram intersection [29].

Late fusion [30] is used to combine the results of SIFT and BoC. First we ob-
tain similarity scores separately using SIFT BoVW and BoC descriptors. Then,
these scores are fused by the score–based CombMNZ fusion rule [31]. The image
is classified into one class by a weighted k–NN voting [32]. We show results with
varying kc and knn in Tables 1 and 2.

As an evaluation measure, accuracy was used, giving the percentage of cor-
rectly classified images over the entire test set of 1,000 images. This procedure
allows for a fair comparison of the different schemes with and without the use
of BoC.

3 Results

To analyze results using the BoC, we present two examples with 10 and 20 color
terms (see Figures 4 and 5).

Given kc = 10, a vocabulary C10 = {c1, . . . , c10} is created. The vocabulary
contains ten colors corresponding to the ten cluster centers (Figure 4(e)). In
Figures 4(a), 4(b), 4(c) and 4(d)) the averages of the BoC corresponding to C10

of the classes computed tomography (CT), histopathology (HX), general photos
(PX) and graphs (GX) are presented. We can observe that CTs (Figure 4(a)) are
not only represented by black and white but also a few other colors. These colors
are not represented stronger because several of the CT images in the database
used are not fully grayscale images but RGB representations that have some color
components. There are also color annotations on the images as they were used in
journal texts. The HX BoC (Figure 4(b)) contains mainly red, green, pink and
white colors, which is consistent with expectations. The PX BoC (Figure 4(c))
consists of a large variety of colors since it is a class with a very varied content.
In the last example, we observe that the GX BoC 4(c) includes mostly white
and some black, which is also consistent with expectations.

4 http://fiji.sc/

http://fiji.sc/


116 A. Garćıa Seco de Herrera, D. Markonis, and H. Müller

(a) CT (b) HX

(c) PX (d) GX

(e) C10 = {c1, . . . , c10}.
Fig. 4. Average BoC for four modalities corresponding to the color vocabulary C10 =
{c1, . . . , c10} (4(e)) learned with kc = 10

Given kc = 20, a vocabulary C20 = {c1, . . . , c20} is shown in Figure 5(e) with
the same examples. Since there are more colors each modality is represented by
a BoC with a larger variety, follow similar patterns as with C10.

The results for the training data with varying kc over BoC and knn are shown
in Table 1. And the results for the test data with varying knn are shown in
Table 2. We use these results to choose the parameters. Since the selection of
number of clusters affects the result of accuracy during image retrieval, five
numbers of clusters were chosen: 10, 20 ,200, 500 and 1,000. Results indicate
that classification performance has been improved by using 200 clusters.

We applied the optimal vocabulary size kc = 200 on the test data As seen
in the confusion matrices in Figure 6, there are more misclassified color images
using SIFT than BoC such as in histopathology (HX), general photos (PX) or
fluorescence (FL). On the other hand, using SIFT, there are fewer mistakes in
radiology images (grey level) such as magnetic resonance imaging (MR), angiog-
raphy (AN) or x–ray (XR). Figure 6(c) shows that the fusion of SIFT and BoC
reduces the number of errors in both, color and typically grey level image types.

Using only SIFT, the best accuracy is 62.5% and results are stable for varying
knn. For BoC the best accuracy is 63.96%, also quite stable across varying knn.
For each knn, the fusion of BoC and SIFT produces an improved accuracy. The
best overall fused result is 72.46%.
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(a) CT (b) HX

(c) PX (d) GX

(e) C20 = {c1, . . . , c20}.
Fig. 5. Average BoC for four modalities corresponding to the color vocabulary C20 =
{c1, . . . , c20} (4(e)) learned with kc = 20

Table 1. Classification accuracy using BoC/SIFT/both with varying kc and knn over
the training data

knn SIFT BoC & k10 BoC & k20 BoC & k200 BoC & k500 BoC & k1000
2 27.27 14.83 24.40 24.83 24.84 24.40
3 28.06 17.80 27.58 26.81 26.81 27.03
4 28.56 16.15 28.13 28.46 28.46 28.24
5 28.85 17.80 27.80 28.90 29.23 28.46
6 29.15 17.14 28.57 30.11 29.45 30
7 28.95 19.01 28.57 29.78 29.34 28.57
8 28.85 19.01 29.78 30.11 29.01 28.68
9 29.45 18.57 29.67 28.68 28.79 28.79
10 29.35 18.35 29.45 29.12 29.23 28.35
11 29.05 18.57 28.79 29.12 29.12 29.23
12 29.15 18.79 28.90 29.01 29.89 29.01
13 28.75 18.79 29.34 29.12 28.68 29.01
14 28.95 18.57 29.23 29.45 28.79 28.68
15 29.35 18.79 29.45 28.79 28.46 28.35
16 29.25 18.02 28.90 28.35 28.68 28.35
17 29.45 18.35 28.79 27.91 28.57 28.79
18 29.25 18.57 29.45 27.80 28.46 27.91
19 29.15 18.35 29.56 27.91 28.46 27.80
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(a) Using SIFT (b) Using BoC

(c) Using SIFT and BoC

Fig. 6. Confusion Matrices obtained for the classification results using three feature
types

Table 2. Classification accuracy using BoC/SIFT/both with varying knn on the test
data

knn SIFT BoC SIFT+BoC knn SIFT BoC SIFT+BoC

2 59.77 54.20 63.96 11 61.23 63.28 72.46
3 60.94 59.47 69.14 12 60.94 63.09 71.58
4 62.01 59.96 70.61 13 61.23 62.40 72.17
5 62.21 62.60 71.39 14 61.52 63.18 71.48
6 62.50 62.99 70.61 15 61.04 63.18 70.61
7 62.40 62.60 71.19 16 60.55 63.96 70.70
8 62.50 63.48 71.58 17 61.04 63.67 70.51
9 61.82 62.89 71.29 18 60.64 63.38 70.41
10 61.62 63.48 70.61 19 60.16 63.67 70.12

The knn voting is a very simple but often powerful tool [33]. We looked for
the optimal knn value using the accuracy on the training data (Table 1). We
also showed several k values on the training and test data to show the relative
stability of the results. Furthermore, we tested Support Vector Machines (SVM)
for our experiments. We used the Gaussian Radial Basis Function (RBF) kernel
provided by WEKA5 optimizing the parameters over the test set. The results
were not as good as knn (Table 3), probably due to the characteristics of the
database or the distribution of the features used.

5 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Table 3. Classification accuracy using BoC/SIFT/both using a simple SVM over the
training data

Features SIFT BoC SIFT+BoC
Accuracy 15.92 63.09 18.95

The best result in the modality classification task of ImageCLEF 2011 using
visual methods [23] was obtained by Xerox research with 83.59% accuracy. This
result is not comparable with our technique as the improvement was mainly
due to an increased training set using data other than the original training
data. Without the additional training set the obtained performance was at only
62.2% [34]. The best accuracy using visual methods without increasing the train-
ing data was 69.72%, obtained by the University of Campinas [35]. Using our
fusion strategy of BoC and SIFT a better accuracy was obtained.

4 Conclusions and Future Work

In this paper, we present a BoC model for biomedical image categorisation. This
domain is important for applications that aim at the integration of image re-
trieval tools into real applications We showed that fusing BoC and SIFT leads
to good results for classifying biomedical document images. Results obtained
by this approach demonstrate the notable improvement using BoC and SIFT
together and also compared to 15 other research groups participating in Image-
CLEF who work on the same data and in the exact same evaluation setting.
There are other classification scheme like the one proposed by in [36]. We chose
ImageCLEF because it has established standar database where we could com-
pare aproches. However,the classes and ground truth provided by ImageCLEF
are quite limited, ambiguous and, hence, reduces the quality of results obtaines.

Several directions are foreseen for future work. We plan to increase the train-
ing set for improved results as shown by Xerox in the competition in 2011. With
a database available that is much larger than the training and test data sets
this should be easily feasible. Using a different color space or adding additional
features can be another option but can be expected to lead to only small improve-
ments. Particularly the text captions can be used for classification improvement
as some classes can easily be distinguished using the captions. Such mixtures of
visual and textual methods equally have a potential for important performance
improvements.
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Abstract. This article presents an experimental evaluation on image
representation using Latent Semantic Analysis (LSA) for searching very
large image databases. Our aim is twofold: First, we experimentally in-
vestigate the structure and size of the feature space in order for LSA to
bring efficient results. Second, we replace the Singular Value Decompo-
sition (SVD) analysis on the feature matrix, by solving the eigenprob-
lem of the term correlation matrix, a much less memory demanding task
which significantly improved the performance in both accuracy and com-
putational time (preprocessing and query response time) on three large
image collections. Finally the new approach overcomes the high cost of
updating the database after new insertions.

Keywords: LSA, LSI, CBIR.

1 Introduction

From experimental research, [1], it is evident that performance in image re-
trieval still is very far from being effective for several reasons: computational
cost, scalability and performance. In this respect, several approaches have been
investigated that combine visual retrieval with textual retrieval using annota-
tions or text associated to images. An approach to reduce computational cost is
achieved by dimensionality reduction, a process which has been extensively used
in text retrieval, well known by the term Latent Semantic Indexing [2] (LSI). The
aim of this work is to investigate the application of the LSA approach to image
retrieval. LSA is a technique used to remove redundancy information and noise
from data. It is a mathematical technique for extracting relations of contextual
usages of words in documents. The use of LSA is herein proposed to discover
latent associations between visual patterns in the feature space. In order for the
LSA approach to give good results the following conjectures should apply [3]:

1. The features should be invariant to affine transformations.
2. The discriminating power of the feature set should be high. Features with

high frequency or features that occur rarely within an image collection should
be removed.

3. The features should mimic the human perception of similarity.

H. Greenspan et al. (Eds.): MCBR-CDS 2012, LNCS 7723, pp. 122–132, 2013.
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4. The feature set size should be very high. In text retrieval the documents are
represented as points in a potentially very high dimensional metric vector
space.

The first step of SVD is to build the features×images (m×n)matrixC. An entry,
C[i, j], contains the weight of feature i in the image j. Applying SVD, the matrix
C, is analysed into a product of three matrices C = UΣV T , where U (m×m) is
the matrix of the right eigenvectors of CCT , V T , (n× n) is the matrix of the left
eigenvectors of CTC andΣ is the diagonal matrix with r �= 0 singular values (r =
rank(C)) [4]. Using the eigenvectors corresponding to the k largest eigenvalues we
build a new subspace of dimension k to represent the images.

LSA has been used in CBIR primarily on small data sets. The main reason for
this is the complexity of SVD on large feature matrices. From our experiments,
we conclude that a moderate number of features (m ≈ 10000) is sufficient for
effective retrieval with LSA. Based on this observation, we propose a “bypass”
solution to the SVD problem which overcomes all its deficiencies, concerning time
and space requirements and makes the method attractive for content-based im-
age retrieval. In the next section, we describe our approach and in the following
sections we proceed with the implementation details and extensive experiments
on three image collections. Finally the last section contains the concluding re-
marks of this work with propositions for future research.

2 Related Work

Although LSA has been used successfully in many applications in the domain
of information retrieval, it has not experienced similar success in CBIR. This is
due to the fact that in the case of IR, the matrix C is sparse and therefore it
can be stored in compact form (only non-zero elements are stored). In this case,
even if there is not enough space to accommodate the matrix in memory there
are effective iterative solvers such as Krylov subspace methods [4]. In contrast,
in CBIR, the features’ matrix C, is dense and this raises the complexity cost
of SVD to prohibitively high levels for both, space and computational time. We
refer here to the work in [5,6,7] that use LSA in CBIR and represent images by
vectors of size x·y where x·y represents the number of pixels in the entire image.
An entry C[i, j] represents the color in the i-th position in the j-th image. In
the example given in [5] the database contains 71 images of size 640× 480 pixels
which produces a matrix C, of order 307200×71. The authors instead of solving
the SVD for the matrix C, solve the eigenproblem for CTC, a matrix of order
71 × 71. However, the size of the collection is very small and the problem does
not scale to large image collections.

In this work we propose a similar and still effective and scalable application
of LSA in Content-Based Image Retrieval. Instead of solving the SVD for the
matrix C, we solve the eigenproblem of the m×m correlation matrix CCT where
m has a moderate value between 5000 − 10000. This problem demands only
O(m2) space and can be solved easily using several software packages available
on the web such as, Scilab, JAMA library or Matlab. A weakness of this approach



124 S. Stathopoulos and T. Kalamboukis

is that it may lead to instability of eigenvectors in terms of the condition number
of the matrix CCT . However, as is known the separations of eigenvalues have
an influence on the sensitivity of eigenvectors [4]. If the eigenvalues are well
separated then the corresponding eigenvectors are orthogonal, provided that
they give a small residual norm and that was the case in all our experiments.
Furthermore our experimental results confirm that our approach combined with
with image splitting improves significantly the performance over the MPEG-7
color descriptors we have tested.

3 Description of the Algorithm

According to the traditional use of LSA in information retrieval a term-by-
document matrix, C, is first constructed and SVD analysis is performed on
this matrix. Next, a low rank approximation of the matrix C is applied by
Ck = UkΣkV

T
k , for (k << r) keeping the eigenvectors corresponding to the k

largest eigenvalues. The documents in the new k-dimensional space are repre-
sented by the columns of the matrix V T and the queries are projected in this
space by: q̂ = Σ−1

k Ukq [2]. The similarity of a query with a document is calcu-
lated by the cosine function in the reduced space. This is equivalent to solving
the eigenproblem for the matrix CCT as it is shown in the following lemma.

Lemma
Given a matrix C (m × n) of rank r, and the right eigenvectors, U , with the
corresponding eigenvalues Σ2 of the term-correlation matrix CCT it holds that
V T = Σ−1UTC is an orthonormal matrix that forms the left eigenvectors of
CTC and C = UΣV T .

Proof
It is straightforward to show that the set of vectors V T = Σ−1UTC are or-
thonormal (V TV = I) and they form the left eigenvectors of the matrix CTC,
(V TCTC = Σ2V T ). Finally, since the matrices U and V are orthonormal it
holds that C = UΣV T . Indeed UΣV T = UΣ(Σ−1UTC) = C
Our approach: A “bypass” SVD Analysis

Our LSA implementation is summarized as follows:

1. Solve the m×m eigenproblem CCTU = UΣ2, select the k largest eigenvec-
tors and corresponding eigenvalues

2. Calculate the projections of the original images into the k-th dimensional
space d̂j = UT

k dj
3. For a query q, calculate the similarity score(q̂, d̂j), by the cosine function,

where q̂ = UT
k q

In the case of image retrieval, when we decide on the selection and spatial infor-
mation of the low level features, images are represented by feature vectors which
are dense, very large but beforehand all have a fixed size. For example, if an image
is split into 324 tiles, as will see in the following sections for one of our databases,
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using a grayscale histogram with 32 bins each image is represented by a dense
vector of size 324 × 32 = 10368. Thus for the whole data collection consisting of
231000 images the feature matrix needs about 19GB of memory. Things get worse
when images are represented by full pixel data. For example if images consist of
216×216 pixels our database will require 86GB of memory. For such image collec-
tions it was impossible to solve the SVD problem on our computer, a Pentium-i5
with 4GB RAM. With our “SVD-bypass” approach we have to solve an eigen-
problem for a matrix of order 10368× 10368 for the k=50 largest eigenvalues and
corresponding eigenvectors which is not only possible but a very fast task on our
machine. Another important advantage of our new approach compared to the tra-
ditional LSA procedure is its efficiency with updates of the database. Indeed if a
new set of images represented, say, by a matrix Cn, is added, we calculate the ma-
trix CnC

T
n and solve an eigenproblem of the same order (m ×m) for the matrix

CCT := CCT +CnC
T
n . Concerning the stability of the eigensolution for the ma-

trix CCT we have observed in all our experiments that the largest eigenvalues are
well separated from each other and the best value of k was near the elbow of the
corresponding scree plot (see Figure 1).

Fig. 1. The distribution of the largest singular values of the feature matrix for Corel-5k
(k=20)

4 Preprocessing of the Data

It is well known that the representation of a digital image depends on several
factors, from its resolution to color models etc. In a collection of images, it is
highly possible that there will be important variations considering these charac-
teristics. Thus, each image undergoes through several transformations before the
feature extraction step. In our image collections we have applied the following
transformations.

Size Normalization of Images. The purpose of rescaling the images in a
database is to normalize the feature vectors. In our image collections a rescaling
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consisting of 216 × 216 pixels in the RGB color space was chosen to compute
the feature vectors. This choice is crucial especially in our medical image collec-
tions were images from different modalities have a different resolution. Bilinear
interpolation1 was used for the rescaling process. The method overlays a grid
of 216 × 216 points on the input image and the colors of the pixels at these
grid point in the output image are determined by linearly interpolating between
adjacent pixel colors (both vertically and horizontally).

Transform to Grayscale. The images were converted into a 256 value grayscale
model. This transformation was chosen primarily in order to reduce the com-
putational complexity as well as for color normalization since our collections
contained both color and gray scale images. Although converting a digital image
from color to grayscale is considered to be a simple process, certainly there are
more sophisticated ways that may deliver better results. In our case we used for
this task an open source fast and efficient Java method2 found in the internet.

Splitting Images into Tiles. Our main concern is to reduce the size of the
feature vectors by splitting the images into tiles and extracting low level fea-
tures from each tile. Image tiling means the splitting of a given image into
non-overlapping cells or squares of equal size. Here we have considered 16, 32,
64, 324 non overlapping tiles as shown in Figure 2. For example, in the case
of splitting an image into 324 tiles each tile is a square of 18 × 18 pixels. The
final vector representation of an image is obtained by concatenating the feature
vectors of the tiles row-wise. The size of the feature vectors for images of 16
tiles for the Color Layout MPEG-7 descriptor will be equal to 16 ∗ 192 = 3072 .
This process of tiling at the limit will represent images at pixel level and the size
of the feature vectors will become m2. From our experiments we observed that
the number of tiles cannot grow indefinitely and beyond a number they have a
negative effect.

Feature Extraction and Selection. The low level features (scalable color and
color layout) of MPEG-7 were extracted using the library Caliph&Emir of the
Lire CBIR system [8]. With the color layout descriptor each image is represented
by a vector of 192 coefficients and for the scalable color descriptor with 64 coeffi-
cients. For the color histogram, a method was implemented which extracts three
histograms in the case of an RGB image or one histogram in the case of a grayscale
image. As it is implied from conjecture 2, in the introduction, the extracted fea-
tures should have a high discriminating power. Therefore for each feature j the
mean and standard deviation was calculated for the whole image set and new
weights were estimated for each feature, j, in the image vector by:

wj =

{
| cij−μj

σj
| if cij > μj

0 otherwise
(1)

1 http://en.wikipedia.org/wiki/Bilinear_interpolation
2 http://www.codebeach.com/2008/03/

convert-color-image-to-gray-scale-image.html

http://en.wikipedia.org/wiki/Bilinear_interpolation
http://www.codebeach.com/2008/03/convert-color-image-to-gray-scale-image.html
http://www.codebeach.com/2008/03/convert-color-image-to-gray-scale-image.html
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Fig. 2. Segmentation of an image into 16 tiles. The image is represented by the color
histograms of each tile.

The goal is to remove the features with high frequency and normalize the remain-
ing feature values for all images. At the same time, the frequency for each feature
j was calculated and the features with a frequency above 80% are considered
stopwords and thus, they were removed.

Construction of the Feature-Correlation Matrix CCT . As we have al-
ready mentioned the matrix C is full in the case of CBIR and so it is the matrix
CCT . This matrix multiplication is the most intensive part of the computations
and memory demanding. In our implementation we overcome all these problems
by splitting the matrix C into a number of blocks, such that each block can be
accommodated in memory (C = (C1, C2, ..., Cp)) and calculate CCT by:

CCT =

p∑
i=1

CiC
T
i (2)

5 Databases and Experimental Results

5.1 Databases

Accessing a large image collection and obtaining useful information is a difficult
task and an active research area with very poor effectiveness compared to text
retrieval [1]. Throughout our tests we have used the image collections from the
imageCLEF3 Ad-Hoc task over the past years (2010-2011). Such image collections
may be used to support the decision making process in clinical services, as well as
for research purposes and education. These medical collections, however, are very
generic and cover a large spectrum of images, from MRI, to x-rays and diagrams.
Since the performance of content-based retrieval in such collections without the
use of context (image captions) is very poor, we have included in our experiments
the Corel-5k collection, a common set for benchmarking in CBIR.

3 http://www.imageclef.org/

http://www.imageclef.org/
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ImageCLEF-2010 database contains a total of 77,506 images [1]. The image-
based topics were created using realistic methods by the Radiological Society of
North America and they were identified by surveying actual user needs. Sixteen
queries were selected for ImageCLEFmed-2010. Each query contains a visual
topic which is associated with 2 to 4 sample images from other collections of
ImageCLEFmed and a textual topic with a very short description.

ImageCLEF-2011 collection is a subset of 231,000 images from the PubMed
Central database [9]. Similarly, in 2011, thirty topics were selected from these
which retrieved at least one relevant image by the system.

Corel-5k dataset has been widely used in the literature to evaluate image
retrieval and classification systems [10]. It consists of 5, 000 images from 50 the-
matic categories such as images of tigers, images of cars etc. The collection is
divided into a training set of 4,500 images and a test set of 500 images where in
the test set there are 10 images from each thematic category. Retrieval perfor-
mance is evaluated using the thematic category information of each query.

We have run three sets of experiments. The first set refers to retrieval using
color descriptors on the original images. Due to restrictions on computing re-
sources we have run a second set of experiments on the same collections with
images converted to grayscaled and rescaled to 216× 216 pixels each. These two
sets of experiments form the ground truth results (Tables 1, 2) for comparison
with our LSA approach in the third set of experiments.

Table 1. Ground truth results of color descriptors on the Corel-5k image collection

Original Images Grayscale - Resize of images

Scalable Color Color Color Scalable Color Color Color

Color Layout Histogram Selection Color Layout Histogram Selection

MAP 0.0510 0.0429 0.0283 0.0173 0.0365 0.0136 0.0235 0.0070
P@5 0.1439 0.1399 0.1042 0.0665 0.0373 0.0333 0.0970 0.0200
P@10 0.1405 0.1327 0.0996 0.0669 0.0445 0.0403 0.0962 0.0200
P@20 0.1258 0.1193 0.0912 0.0607 0.0482 0.0418 0.0867 0.0200
Rel ret 19263 17379 15466 13061 19584 12801 14029 8950

In the case of a multi-image visual topics (more than one image per topic)
the simple CombSUM scoring function is used,defined by:

SCORE(Q, Image) =
∑

imi∈Q

score(imi, Image) (3)

where Q = {im1, ..., imp} is a set of p query-imagies imi. For the evaluation
we follow the TREC example using the software tool TREC EVAL4 on the first
1000 retrieved images. The evaluation is based on the mean average precision
(MAP)5 value and the precision at the top k retrieved items. For the CLEF

4 http://trec.nist.gov/trec_eval/
5 http://en.wikipedia.org/wiki/Information_retrieval

http://trec.nist.gov/trec_eval/
http://en.wikipedia.org/wiki/Information_retrieval
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Table 2. Ground truth results of color descriptors on the clef 2010 and 2011 image
collections

Original Images Grayscale - Resize of images

Scalable Color Color Color Scalable Color Color Color

Color Layout Histogram Selection Color Layout Histogram Selection

MAP 0.0006 0.0006 0.0033 0.0005 0.0002 0.0004 0.0005 0.0001
bpref 0.0241 0.0174 0.0104 0.0071 0.0109 0.0136 0.0084 0.0063

clef P@5 0.0000 0.0000 0.0125 0.0125 0.0000 0.0000 0.0000 0.0000
2010 P@10 0.0000 0.0000 0.0063 0.0063 0.0000 0.0000 0.0063 0.0000

P@20 0.0031 0.0000 0.0031 0.0031 0.0000 0.0000 0.0031 0.0031
Rel ret 30 32 25 13 20 34 21 13

MAP 0.0009 0.0062 0.0009 0.0006 0.0002 0.0013 0.0016 0.0000
bpref 0.0206 0.0529 0.0322 0.0304 0.0192 0.0373 0.0377 0.0005

clef P@5 0.0067 0.0533 0.0000 0.0000 0.0000 0.0067 0.0067 0.0000
2011 P@10 0.0067 0.0500 0.0067 0.0000 0.0000 0.0100 0.0133 0.0000

P@20 0.0083 0.0333 0.0050 0.0033 0.0000 0.0083 0.0083 0.0000
Rel ret 120 423 162 131 54 208 212 3

databases we calculate also the binary preference (bpref) [11] a more robust
metric in the case of incomplete judgements.

From Tables 3 and 4 we see that LSA performs significantly better for all
color descriptors compared to the ground truth results in Table 1. Best perfor-
mance in terms of MAP was attained for scalable color with 64 tiles and low
rank approximation of k = 20 was enough to capture the feature relationship
information in the collection. This experiment corresponds to the solution of an
eigenproblem of size 4096×4096. The largest eigenproblem for the Corel dataset
was 12288× 12288 corresponded to the color layout descriptor with 64 tiles.

Table 3. LSA with Color Histogram on Corel-5k collection with 16 and 32 grayscale
colors and k=20, 50

Corel-5k Tiles=36 Tiles=324

colors=16 Color Color Color Color

k=20 Histogram Selection Histogram Selection

MAP 0.0220 0.0209 0.0258 0.0211
P@5 0.0922 0.0798 0.1102 0.0790
P@10 0.0912 0.0762 0.1046 0.0804
P@20 0.0791 0.0691 0.0902 0.0722
Rel ret 14448 14326 15339 14501

colors=32
k=50 Tiles=36 Tiles=324

MAP 0.0244 0.0214 0.0295 0.0230
P@5 0.1062 0.0858 0.1175 0.0942
P@10 0.1012 0.0812 0.1132 0.0930
P@20 0.0835 0.0726 0.0955 0.0792
Rel ret 14678 14264 15927 14519
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Table 4. LSA of color descriptors (scalable color and color layout) on core-5k collection

Corel-5k, Tiles=36 Corel-5k, Tiles=64

k 20 50 20 50

Scalable Color Scalable Color Scalable Color Scalable Color

Color Layout Color Layout Color Layout Color Layout

MAP 0.0573 0.0516 0.0554 0.0519 0.0589 0.0521 0.0569 0.0524
P@5 0.1655 0.1723 0.1659 0.1739 0.1711 0.1731 0.1627 0.1707
P@10 0.1595 0.1657 0.1579 0.1613 0.1593 0.1665 0.1621 0.1627
P@20 0.1455 0.1480 0.1422 0.1454 0.1441 0.1484 0.1441 0.1444
Rel ret 18407 18772 17382 18579 18870 18816 17641 18686

Table 5. LSA of color descriptors on clef-2010 and 2011 collections

k=50 Tiles=36 Tiles=64

Scalable Color Color Color Scalable Color Color Color

Color Layout Histogram selection Color Layout Histogram selection

MAP 0.0005 0.0034 0.0005 0.0020 0.0007 0.0036 0.0005 0.0028
clef P@5 0.0000 0.0125 0.0000 0.0000 0.0000 0.0250 0.0000 0.0125
2010 P@10 0.0000 0.0063 0.0000 0.0000 0.0063 0.0188 0.0000 0.0063

P@20 0.0000 0.0063 0.0000 0.0094 0.0031 0.0094 0.0000 0.0125
Rel ret 12 47 46 46 16 42 45 47

MAP 0.0034 0.0134 0.0026 0.0016 0.0042 0.0135 0.0027 0.0017
clef P@5 0.0400 0.1067 0.0200 0.0067 0.0400 0.0933 0.0267 0.0067
2011 P@10 0.0233 0.0800 0.0333 0.0100 0.0267 0.0833 0.0233 0.0100

P@20 0.0167 0.0700 0.0250 0.0100 0.0183 0.0750 0.0217 0.0117
Rel ret 151 537 292 219 156 542 283 233

The same behaviour with LSA was shown on both CLEF databases (Table
5). Here the best value of k was taken equal to 50.

5.2 Data Fusion

For the data fusion task we used a weighted linear combination of the results
obtained from the color descriptors, as defined by :

SCORE(Q, Image) =
∑
i

wi ∗ scorei(Q, Image) (4)

were scorei denotes the similarity score of an Image with respect to a color
descriptor i and the weights wi are expressed as functions of the value of MAP
attained by the corresponding descriptor. Table 6 presents the results of fusion
of the descriptors, Dominant Color Histogram, Scalable Color and Color Layout
and LSA with 64 tiles, and k = 20. For the CLEF databases k = 50 was used.
The weights wi were taken equal to MAPi squared.
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Results in Table 6 are impressive for CBIR using only color descriptor. We
note here that for a fair comparison, the results of LSA should be compared to
the second column in Table 1 entitled ”grayscale”.

Table 6. Data fusion with Dominant Color Histogram, Scalable Color and Color Lay-
out

Corel-5k clef-2010 clef-2011

Original Grayscale LSA Original Grayscale LSA Original Grayscale LSA

MAP 0.0618 0.0353 0.0519 0.0008 0.0003 0.0017 0.0060 0.0013 0.0106
P@5 0.2000 0.0741 0.1727 0.0000 0.0000 0.0125 0.0533 0.0067 0.0733
P@10 0.2012 0.0806 0.1567 0.0000 0.0000 0.0063 0.0467 0.0100 0.0533
P@20 0.1709 0.0758 0.1349 0.0000 0.0000 0.0031 0.0317 0.0083 0.0444
Rel ret 19794 19582 18883 27 28 41 420 208 542

6 Conclusions

We have presented a new approach to LSA for CBIR replacing the SVD analysis
of the feature the matrix C (m× n) by the solution of the eigenproblem for the
matrix CCT (m×m). From all our experiments in three image collections follows
that m is of a moderate size between 5000 to 10000 and m << n. From all these
experiments it is apparent that the proposed method is much faster, requires
less memory, is robust and outperforms standard methods on the same low level
features consistently in all our experiments. The method overcomes the high cost
of SVD to update the database when new images are inserted. In addition, in all
the experiments the optimal value of the approximation parameter was less than
50 which makes the method attractive for fusion with several low level features.
Our results from data fusion on color descriptors show that LSA outperforms
significantly similar methods on the same descriptors [8].

Certainly our approach is promising and has created new research directions
that need further investigation. The image representation has an impact on
LSA performance and a more systematic research on that direction is currently
under progress. Another challenge that needs further investigation concerns the
stability of the eigenproblem for the matrix CCT and the behavior of the problem
when n grows to infinity. So far in all our examples, the best performance of the
LSA was achieved for very small values of k ≈ 50. Also in all the cases the
k-th largest singular values were well separated giving small residual vectors to
machine accuracy, which give us the evidence on the stability of the calculated
eigenvectors.
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Abstract. The effective communication between user and systems is one  
main aim in the Multimedia Information Retrieval field. In this paper the mod-
ality classification of images is used to expand the user queries within the  
ImageCLEF Medical Retrieval collection provided by organizers. Our main 
contribution is to show how and when results can be improved by understand-
ing modality-related challenges. To do so, a detailed analysis of the results of 
the experiments carried out is presented and the comparison between these re-
sults shows that the improvement using modality class query expansion is 
query-dependent. 

Keywords: Information Retrieval, Text-based Retrieval, Content-Based Image 
Retrieval, Merge Results Lists, Fusion, Indexing. 

1 Introduction 

One of the main aims within current research in multimedia retrieval is the effective 
communication between users and the system. One further step is the use of the image 
modality class information in the multimedia search process. Previous studies have 
shown that the visual-modality information is relevant for Content-Based Information 
Retrieval (CBIR) in medical domain repositories [12]. Modality classification of im-
ages in a medical collection was used in different research in previous work [5, 13]. 

In recent years of ImageCLEF, different methods of query expansion have been 
proposed. The bulk of them focused on using external medical sources such as MeSH 
(Medical Subject Headings) [2] or UMLS (Unified Language Medical System) [14]. 
The expansion of queries with other external sources such as Wikipedia [6, 7] was 
raised. 

The main goal of the presented work is to investigate how to deal with the visual-
modality information for query expansion in Text-Based Information Retrieval 
(TBIR) for Multimedia retrieval systems. Our approach is based on query expansion 
using the modality classification information for TBIR. The contribution of the 
present work is the analysis of how the results using the modality classification in-
formation vary depending on the query. 
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In this paper, at section 2 it is presented the textual preprocessing information of 
the ImageCLEF Medical collection performed. A detailed overview of our own de-
veloped Multimedia Search System is presented at section 3. Then the experiments 
carried out, that range from mono-modal to multimodal ones, and a new set of expe-
rimentation and obtained results is included in section 4. This experimentation is 
complementary to the one presented by the authors at ImageCLEF [4]. Finally, in 
section 5 we extract conclusions and point out further work. 

2 Textual Preprocessing of the ImageCLEF Medical Collection 
(2011) 

In the ImageCLEF Medical Retrieval Task at the 2011 International Campaign [8], 
the image collection provided to the participants contains a dataset, queries and relev-
ance judgments of the queries. This collection is made up of a dataset of 230,088 
images from PubMed Central and is structured into medical articles. The images are 
described by textual descriptions (see Fig. 1). 

 

Fig. 1. System Interface with an image of the collection and associated description 

The ImageCLEF Medical Retrieval Task organization also provided a modality 
classification of the images, along with the collection. The 18 categories are: 

1. 3D: 3d reconstruction 
2. AN: angiography 
3. CM: compound figure 
4. CT: computed tomography 
5. DM: dermatology 
6. DR: drawing 
7. EM: electron-microscopy  
8. EN: endoscopic imaging 
9. FL: fluorescence 

10. GL: gel 
11. GX: graphs 
12. GR: gross pathology 
13. HX: histopathology 
14. MR: magnetic resonance 
15. PX: general photo 
16. RN: retinograph 
17. US: ultrasound 
18. XR: x-ray 
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The whole collection was divided by the authors into several files. One xml file for 
each of the articles that makes up the collection is generated and then an additional 
field (called tags) is included in an automatically way. This field stores the modality 
of the image established by the classification provided by the organizers. The Text-
based process can use or not this modality information to test the possible benefits of 
including this information to the query. 

3 System Description 

The overall system includes three main subsystems: the TBIR, the CBIR, and the 
Fusion subsystem (see Figure 2). Both the textual (TBIR) and the visual subsystem 
(CBIR) obtain a ranked list of images based on similarity scores (St and Si) for a giv-
en query. First, TBIR uses the textual information from the annotations to obtain these 
scores (St). This textual pre-filtered list is then used by the CBIR sub-system. This 
idea, which was used by the authors in previous edition of ImageCLEF [3], is based 
on the assumption that the conceptual meaning of a topic is initially better cap-
tured by the text module itself than by the visual module. Then the CBIR system 
extracts the visual information from the given example images of the query and gene-
rates a similarity score (Si). The fusion sub-system is in charge of merging these two 
lists of results, taking into account the scores and rankings, in order to obtain the final 
result list. 

The TBIR subsystem prior to working with the collection carries out a preprocess-
ing stage and the indexing of the images for the subsequent search. The result of the 
search from a query is an image list, which is ranked according to its similarity with 
the corresponding query in accordance only with the textual information.  

The concrete stages carried out by the TBIR subsystem are: 

1. Collection Reformatted & Expansion as explained in section 2. 
2. Query File Construction: Based on the original query file, query files are con-

structed to address the different experiments (runs explained in the section 4). 
3. Preprocessing: Textual information is preprocessed in different ways: 1) charac-

ters with no meaning, such as punctuation marks or blanks, are eliminated; 2) 
stopword deletion (words without semantic information) 3) stemming or reduc-
tion of words to their base form and finally 4) conversion of words to lower case. 

4. Indexing: The indexing is carried out automatically by Solr1 making use of the 
Lucene2 algorithms. The time of indexing, about 7 minutes, is relatively short 
considering the size of the collection.  

5. Searching: This process is started manually, running each query in the Solr inter-
face. The results, returned in xml format, are transformed to the TRECEval for-
mat, in order to merge these textual results with visual results, obtained by the 
CBIR subsystem, and thus produce the Multimedia results. 

                                                           
1 http://lucene.apache.org/solr/ 
2 http://lucene.apache.org/java/docs/index.html 
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Fig. 2. System Overview showing Textual, Visual and Fusion Subsystems 

The work of the CBIR subsystem is based on two main stages: Extraction of the 
low-level visual features of the images, and the calculation of the similarity (Si) for 
each image of the collection to the image examples given by a query. 

1. Extraction of low-level features: The first step in the CBIR system is to extract 
the visual features for all the images in the database, as well as for the example 
images given in each question. The features calculated by the group are: 

• Color information: Color information has been extracted by calculating both local 
and overall histograms of the images. Overall histograms have been calculated us-
ing 10x3 bins on the HS (Hue Saturation) color system. Meanwhile, local histo-
grams have been calculated by dividing the images into four fragments of the same 
size. A bi-dimensional HS histogram with 12x4 bins is computed for each patch. 
Therefore, a feature vector of 222 components represents the color information of 
the image. 

• Texture information: This information is embodied as the granulometric distribu-
tion function. A granulometry is defined from the morphological opening of the 
texture using a convex and compact subset containing the origin as structuring 
element [11]. In our case we have used a horizontal and a vertical segment as the 
structuring elements, being 60 components in total for both structuring elements. 
And the Spatial Size Distribution that is another morphological operation defined 
in [1] using a horizontal segment as structuring element, being 10 components. 

2. Similarity Module: The similarity module uses our own logistic regression re-
levance feedback algorithm [9]. The algorithm calculates the probability of an 
image belonging to a set of those images sought by the query and models the lo-
git of this probability as the output of a generalized linear model whose inputs are  
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the visual low-level image features. The algorithm needs examples and counter-
examples (positive and negative images). The positive images are the example 
images of the topic given by the organization (from one to three in the Medi-
cal2011 edition). As the Medical2011 does not provide any set of non-relevant 
images, the M counter-examples are obtained by applying a procedure, which 
chooses J random images from the whole database (without images in the pre-
filtered textual list). The Euclidean distance ranks these J images, and the latest 
M images are taken as negative examples. 

In the following some details are given about the way the logistic regression relevance 
feedback algorithm works. Let us consider the (random) variable Y giving a user 
evaluation in which Y=1 means that the image is positively evaluated and Y=0 means 
a negative evaluation. Each image in the database has been previously described by 
using low-level features in such a way that the j-th image has the k-dimensional fea-
ture vector xj associated. Our data consist of (xj,yj),with j=1.….n, where n is the total 
number of images, xj is the feature vector and yj the image evaluation (1=positive and 
0=negative). The image feature vector x is known for any image and we try to predict 
the associated value of Y. In this work we have used a logistic regression where 
P(Y=1|x) i.e. the probability that Y=1 (the image is positively evaluated) given that 
the feature vector x is related to the systematic part of the model (a linear combination 
of the feature vector) by means of the logit function. For a binary response variable Y 
and p explanatory variables x1.….xp the model for π(x)=P(Y=1|x) at values 
x=(x1.….xp) of predictors is logit [π(x)]=α+β1x1+…+βpxp. Where logit 
[π(x)]=ln(π(x)/(1- π(x))). The model parameters are obtained by maximizing the like-
lihood function given by: 

 
(1)

The maximum likelihood estimator (MLE) of the parameter vector β is calculated by 
using an iterative method. We have a major difficulty when having to adjust an over-
all regression model in which we take the whole set of variables into account because 
the number of selected images (the number of positive plus negative images, k) is 
typically smaller than the number of characteristics (k < p). In order to solve this 
problem our proposal is to adjust different smaller regression models.  

The fusion subsystem is in charge of merging the two score result lists from the 
TBIR and the CBIR subsystem. In the present work we use the product fusion algo-
rithm (Si*St). The two results lists are fused together to combine the relevance scores 
of both textual and visually retrieved images (St and Si). Both subsystems will have 
the same importance for the resulting list. The normalization is an important issue to 
take into account when working with multimodal information. We propose that dif-
ferent value modalities were within the same range of between 0 and 1, but the nor-
malization is independent for each one. The idea is that each module obtains its score 
between the predefined ranges in order not to normalize to the maximum for each  
independent query. The objective of this idea is that each module relies on its own  
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confidence. The CBIR subsystem meets this condition so that the images score (Si) is 
the probability that a given image belongs to a certain set of images. A Si score would 
be 1 if the CBIR were completely sure that the image belongs to the set, so that the 
probabilities obtained are close to 1 if they are very similar to the given examples. 

To obtain the TBIR similarity score (St) of a document for a specific query, Lucene 
does not exactly calculate the cosine measure (as supposed in the VSM approach) for 
reasons of usability [2]. The original cosine function normalizes the dot product of the 
weighted vectors (V(q)·V(d)) by dividing it by the Euclidean norm of these vectors 
(|V(q)| and |V(d)|), normalizing them into a unit vector. Lucene uses a different doc-
ument length normalization for V(d), which normalizes it into a vector equal to or 
larger than the unit vector. Instead of calculating the Euclidean norm for each docu-
ment, which would have a very high computational cost, Lucene uses the document 
length, which is computed when the document is added to the index in accordance 
with the number of tokens in the document. For efficient score computation, the query 
Euclidean norm (|V(q)|) is computed when search starts, as it is independent of the 
document being scored. Normalizing the query vector V(q) provides comparability (to 
a certain extent) of two or more queries. That is why the normalization is calculated 
independently for CBIR and TBIR. 

4 Experiments Regarding Query Modality Classes 

The main goal of this paper is the experimentation carried out to show how and when 
results can be improved using modality-related challenges. The comparison between 
these results shows that is query-dependent. The textual approaches studied are:  

• Query reformulation by removing “domain stopwords” and  
• Inclusion of the modality classification in the search process.  

For this purpose at different experiments (runs), during preprocessing, the identified 
domain stopwords terms related to the modality like, “view” or “images” are deleted. 
Also in the preprocess step, the terms likely to be representatives of a AND operator 
(e.g. with) are converted to AND. After, the modality class identification task is ma-
nually performed for each query (30), and it is added to the original query, when poss-
ible. For example, in query x-ray images of a tibia with a fracture, the x-ray modality 
class information can be identified but in query photographs of benign or malignant 
skin lesions it is impossible to identify an associated modality. Note that the modality 
is explicit only in 13 of the 30 queries. 

The inclusion of the modality classification in every query is carried out as  
follows: 

1. Manual identification of the modality classification that is expected for the re-
sults from the query. 

2. Deletion of stopwords as well as the domain stopwords (these are the experi-
ments without modality expansions are denoted as runIC1 and runIC2). 
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3. Query expansion with the information of the tag field of images. The field can be 
aggregated (with OR) to the original query or used like a filter (with AND). 
Experiments with modality expansion are denoted as runIC3 and runIC4. For  
example: 

Original query: chest CT images with emphysema3. 
OR aggregation: (tags:CT)^0.7 OR (chest CT AND emphysema)^0.3 
AND aggregation: (tags:CT) AND (chest CT AND emphysema) 

Table 1 shows the experiments (runs) based on the textual retrieval sent to the 2011 
campaign (i.e. regardless the results of the CBIR subsystem). The evaluation is based 
on three different measurements: MAP (Mean Average Precision), P@10 (precision 
at first 10 images retrieved) and the recall (number of relevant image retrieved). 

Table 1. ImageCLEF 2011 Text-based Results. 

Name Type of query MAP P@10 Recall 
RunIC1 Modality information NOT expanded 0.2158  0.3533 0.5352 
RunIC2 Modality information expanded 0.2125  0.3867 0.4404 
RunIC3 With search against tag field (OR) 0.1309  0.3433 0.2183 
RunIC4 With search against tag field(AND) 0.1270  0.3100 0.2519 

Best Textual  Run 0.2172 0.3467 0.5693 

The best run for textual modality was the Laberinto_CTC run with a MAP value of 
0.2172 [8] that is close to our best result (0.2158 for RunIC1). In our text-based ap-
proaches the inclusion of modality classification significantly worsen the overall re-
sults: runs with modality expansion (runs IC3 and IC4 have lower MAP and recall 
values than runs IC1 and IC2 that do not use modality expansion).  

Given these results, it was decided to investigate the behavior of the modality ex-
pansion in more detail. Based on this, the Road Map with different experiments per-
formed is presented in the following. The detailed information of the experiments is: 

• Run 1: This is the baseline (the original query without modality). The search is 
carried out against the caption field of the images. For example,  

Original query: chest CT images with emphysema.  
Run 1: chest AND emphysema. 

• Run 2: In this case the modality information is not removed or processed in any 
way (as was in RunIC1). The search is carried out against the caption field of the 
images. For the example,  

Original query: chest CT images with emphysema.  
Run 2: (chest CT) AND emphysema. 

• Run 3: The modality information is expanded with the label of the modality estab-
lished in the ImageCLEF collection as in Run IC2 (see the description of the collec-
tion at Section 2). The search is performed against the caption of images. Example: 

                                                           
3  When the operator between terms is not specified, it is understood an OR operator. 
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Modality: CT Molality Label: computed tomography 
Original query: chest CT images with emphysema. 
Run 3: (chest (CT OR "computed tomography")) AND emphysema 

• Run 4: Similar to Run 3, but the modality in the original query is removed. The 
search is carried out against the tags field of the images in the collection, as well as 
in the caption of images in Run3. Example: 

Original query: chest CT images with emphysema. 
Run 4:  (tags: CT)^0.7 OR (chest AND emphysema)^0.3 

• Run 5: Like Run 4 but using the tags field such as filter instead of aggregation. For 
example,  

Original query: chest CT images with emphysema. 
Run 5: (tags: CT) AND (chest AND emphysema). 

Table 2 includes the quantitative results for the new experiments analysis in terms of 
MAP, P@10 and recall.  

Table 2. Results of the new experiments proposed. 

Name Experiment description MAP P@10 Recall 
Run 1 Baseline deleting modality 0.2003 0.3333 0.5186 
Run 2 Baseline  0.2158 0.3533 0.5352 
Run 3 Modality + Modality Information 0.2125 0.3867 0.4404 
Run 4 Original query without modality OR 

Modality query against tag field
0.1883 0.3667 0.4172 

Run 5 Original query without modality AND 
Modality query against tag field

0.1932 0.3793 0.3824 

Table 2 shows that modality information provides better results than not using it 
(Run2 outperforms Run1). Nevertheless, the runs that use the modality information to 
expand the query (Runs 3 to 5) do not outperform the baseline Run2 in terms of MAP 
and recall, but they do in terms of P@10. The modality information makes the query 
be more restrictive so for the queries that this information is not really useful makes 
that less relevant images do not be retrieved (decreasing the recall and the MAP). This 
restrictiveness makes also be more efficient at first position retrievals (increase 
P@10). It is also importance to notice the new experiments using modality informa-
tion to expand the queries (Runs 4 and 5) improve significantly our ImageCLEF runs 
with modality expansion (RunIC3 and RunIC4) in terms of MAP, P@10 and recall. 

For a deeper analysis, a query-by-query analysis was carried out taking into ac-
count only the queries in which the modality can be identified (13 of 30 shown in 
Table 3) and, consequently, the modification of the queries can have an influence. 
Table 3 shows a global analysis of the queries that includes modality classification. 
Figures 3, 4 and 5 show the qualitative results for the query-by-query analysis for runs 
1, 2 and 5, respectively. The recall of each query is shown in bars, according to the 
scale on the left, and the MAP with points and squares according to the scale on the 
right. The squares denote the queries with modality information and the points the rest 
of the queries. Figure 3 and 4 show containing results of queries with modality infor-
mation (squares in figure) in Run 2 are better than in Run 1. 
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Table 3.  Qualitative results: Query comparison respect baseline without modality (Run1) 

# Query text Run 2 
(Baseline) 

Run 5 (original query without 
modality + modality) 

3 Doppler ultrasound images 
(colored) 

MAP decrease, given the 
increment in docs retrieved.  

Large decrease in MAP and rele-
vant results.  

4 chest CT images with 
emphysema 

MAP increase but fewer 
relevant results 

Similar MAP but much fewer 
relevant results 

5 sagittal views of head MRI 
images 

MAP and relevant results 
increase 

MAP and relevant results decrease 

7 x-ray images of a tibia with 
a fracture 

MAP and number of relevant 
results decrease 

Large decrease in MAP and in 
number of relevant results 

8 x-ray images of a hip joint 
with prosthesis 

MAP decrease MAP decrease 

10 medial meniscus MRI MAP increase 
MAP decrease. No documents 
retrieved 

11 abdominal CT images 
showing liver blood vessels 

MAP and number of relevant 
results increase 

MAP and number of relevant 
results increase 

13 all x-ray images containing 
one or more fractures 

Decrease in MAP and number 
of relevant results 

Similar results but increase in 
MAP 

14 Angiograms containing the 
aorta 

Similar result 
Large decrease of number of 
relevant results and MAP 

15 CT images with a brain 
infarction 

Decrease in MAP and number 
of relevant results 

MAP increase but produced by the 
decrease of total results 

17 microscopic pathology 
images of the kidney 

Similar results 
Large decrease in number of 
retrieved results and consequently 
MAP too 

18 fetal MRI MAP increase 
Large decrease in number of 
retrieved results and MAP 

20 CT liver abscess Large increase in MAP Large increase in MAP 

24 CT or x-ray images show-
ing the heart 

Large increase in MAP Increase in MAP 

26 microscopic images of 
tissue from the cerebellum 

Similar or worse result Worse result 

Looking in detail Table 3, for the queries that do not improve the results, some in-
teresting details can be extracted: 

• Taking only Run 2 into account some queries retrieved worse or similar results 
than the baseline run in terms of MAP and also in the number of relevant docu-
ments retrieved (marked in bold in Table 3). These queries (#7, #13, #14 and #15) 
include implicitly the modality in the query, even if there were not modality expli-
citly. In these queries, the expansion includes redundant information (for instance 
in query #13, fractures are typical of x-ray images). 

• Run 5 shows that, in some cases, there are some queries in which modality expan-
sion is not useful for expansion, due to the nature of the query. An example of this 
is “microscopic” modality, with label EM, (queries #17 and #26). This is perhaps 
due to the classification is not correct, because it is done in an automatic way with-
out supervision, or maybe that our approach doesn’t work with this kind of queries. 

Table 4 shows the textual, the image and the merged results for runs 1 to 5 with the 
aim to evaluate the improvement of merging multimodal information. It can be ob-
served that the visual runs have lower MAP than textual results due to the fact that 
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low-level features alone do not sufficiently capture the meaning of the topics, as it is 
already known at literature. It can be also observed that the mixed experiments from 
runs 1 to 3 outperform the textual ones. Nevertheless, the fusion results for runs 4 and 
5 do not outperform their textual baselines. We think this is due to the fact that these 
runs have low recall values (0.3824 at run 5) that means that 62% of relevant images 
have not at the pre-filter textual list, and are not then evaluated by the image module. 
For improving these fusion results we should improve first the textual baseline results. 

Table 4. Fusion Results using the product of Textual and Visual Scores (St*Si) 

Name Text Image Text-Image 
 MAP P@10 MAP P@10 MAP P@10 
Run 1  0.2003 0.3333 0.1231 0.2667 0.2110 0.3567 
Run 2  0.2158 0.3533 0.1093 0.1800 0.2297 0.4000 
Run 3  0.2125 0.3867 0.1061 0.2633 0.2226 0.4067 
Run 4  0.1883 0.3667 0.1165 0.2200 0.1754 0.3333 
Run 5  0.1932 0.3793 0.1412 0.2828 0.1874 0.3759 

5 Conclusions and Future Work 

The query expansion with modality classes improves the results in overall and in 
query-by-query analysis, but this improvement is dependent on the query type. So, to 
carry out the expansion, the type of query should be identified before the expansion 
(as can be also viewed in other Information Retrieval Tasks as Question Answering). 

Another aspect that affects the results is the accurate modality classification of the 
images as well as a better textual representation in the captions. When taxonomy is 
used in order to classify a collection, the retrieval results are not very accurate if tax-
onomy is not well represented in the collection. As previously discussed, for some 
cases, the modality labels are not as precise as it should be (e.g. EM label for micro-
scope images), or even incorrect. In fact, the organization has changed the classifica-
tion for the Medical Retrieval Task this year, expanding the number of categories 
from 18 to 31 [10]. 

One point to remark is that, as in all of our previous work, the fusion of textual and 
visual results improves the results separately, but only when the recall of textual filter 
is high enough. 

Motivated by the conclusions of this work, we intend to work in the automatic de-
tection of the type of the query to adjust the expansion process by applying this in-
formation. It is expected that a more accurate expansion can improve overall results 
instead of only those that have a modality associated. Our aim is also to apply this 
methodology to other domain-dependent repositories in addition to the medical one. 
The multilingualism has not been used in this work due to the captions and queries in 
French and German are simply direct translation from English. We assumed that these 
translations were correct; however, it could be interesting to study the effect of using 
these multilingual descriptions. 
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Quellec, Gwénolé 10
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