
J. Yang, F. Fang, and C. Sun (Eds.): IScIDE 2012, LNCS 7751, pp. 82–89, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Novel Inductive Semi-supervised SVM  
with Graph-Based Self-training 

ShengJun Cheng, QingCheng Huang, JiaFeng Liu, and XiangLong Tang 

Department of Computer Science and Technology  
Harbin Institute of Technology  

Harbin, China 
{chengsj,huangqc,jefferyliu,tangxl}@hit.edu.cn 

Abstract. In this paper, a novel inductive support vector machine for semi-
supervised learning, named IS3VM, is proposed, which aims to improve SVM 
by bootstrapping unlabeled data with self-training. The SVM classifier is 
iteratively refined through the augmentation of the training set. An improved 
self-training method is given by employing neighborhood graph for guarantying 
the reliability of newly added training examples. In detail, in each iteration of the 
self-training process, the local cut edge weight statistic is used to help estimate 
whether a newly labeled example is reliable or not, and only the reliable self-
labeled examples are used to enlarge the labeled training set. Experiments show 
that, the improved self-training is beneficial and the proposed IS3VM algorithm 
can effectively exploit unlabeled data to achieve better performance, and is 
comparable to the-state-of-the-art semi-supervised SVM. 
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1 Introduction 

For many practical classification applications, labeled data can be difficult to obtain, 
but there may exist enormous amount of unlabeled data which is readily available. In 
recent years, semi-supervised learning has received considerable attention due to its 
potential for reducing the effort of labeling data. Existing semi-supervised learning 
can be categorized into several paradigms [1], including generative models (EM), 
Transductive SVMs, graph-based approaches and bootstrap learning. 

Bootstrap learning [2] is referred to as a learner bootstraps from unlabeled data in 
order to augment the training data set. Self-training [3] is probably the most simple 
semi-supervised learning algorithm, which is characterized by the fact that the 
learning process uses its own predictions to teach itself. The assumption of self-
training is that its own predictions, at least the high confidence ones, tend to be 
correct. This is likely to be the case when the classes form well-separated clusters. 
The major advantages of self-training are its simplicity and the fact that it is a 
wrapper method. Self-training improves the classification margin by selecting the 
unlabeled examples with the highest classification confidence, and assigns them the 
class labels that are predicted by simply the current classifier using its posteriori 
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probability outputs. The assigned labels are hereafter referred to as the pseudo-labels. 
The labeled data, along with the selected pseudo-labeled data are utilized in the next 
iteration for updating the classifiers parameters. This strategy is also well-applied in 
the famous co-training [4]. However, a problem with this strategy is that the 
introduction of examples with predicted class labels may only help to increase  
the classification margin, without actually providing any novel information to the 
classifier. Since the selected unlabeled examples are the ones that can be classified 
confidently, they often are far away from the decision boundary. As a consequence, 
adding these examples to the training set may not help improving the decision 
boundary; this is because by adjusting the decision boundary, the examples with high 
classification confidence will gain even higher confidence [5]. Besides, the pseudo-
labels with high classification confidence may not be the ground-truth, since  
the confidence is estimated based on the current classifier and training set [6]. The 
estimated information may therefore be biased or distorted, thus, it is necessary to 
provide some means to escape from the distortion or bias from the current classifier. 
This implies that we may need alternative strategy other than only using classifiers’ 
posteriori probability as the confidence measurement. 

TSVM, also called as S3VM, is a popular method for employing SVM in the semi-
supervised settings. This approach was introduced by Bennet&Demiriz [7]. S3VM 
reformulates the original definition by adding two constraints to the unlabeled 
examples. Considering a binary SVM, one constraint calculates the misclassification 
error as if the instance were in class 1 and the second constraint as if the instance were 
in class -1. S3VM tries to minimize these two possible misclassification errors [8]. 
The labeling with the smallest error is the final labeling. Moreover, TSVM is non-
convex and finding its exact solution is NP-hard, several approximation algorithms 
have been established. However, when the size of test data set is big (e.g. larger than 
1000), TSVM type algorithms are still time-consuming [3]. 

Besides TSVM, support vector machines are incorporated into semi-supervised 
settings in a different way. In several other studies, a multi-view co-training support 
vector machine and its variants were presented. For text classification, experiments 
have clearly shown that the co-training SVM outperforms the co-training Naive Bayes 
[9] Compared with TSVM algorithms, the computational burden of the co-training 
support vector machine is much lower. 

In this paper, a novel inductive support vector machine for semi-supervised 
learning, named IS3VM, is proposed, which exploits the unlabeled data by leveraging 
SVM and a modified self-training. IS3VM not only does not require redundant views 
like co-training SVM, but also is more computational convenient than TSVM, since it 
does not need solve the optimization problem. By pseudo-labeling the unlabeled 
example with high classification confidence, IS3VM can be improved through the 
augmentation of the training set. This setting tackles the problem of determining how 
to label the unlabeled examples, which contributes much to the efficiency of the 
algorithm. Moreover, high reliability of the pseudo-label of the unlabeled example 
can be achieved through combining self-training with the local cut edge weight 
statistic [10] from the constructed neighborhood graph. Experiments on UCI data sets 
show that, the improved self-training is beneficial and the proposed IS3VM algorithm 
can effectively exploit unlabeled data to achieve better generalization performance, 
and is comparable to the-state-of-the-art semi-supervised SVM methods. 
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The remainder of this paper is organized as follows: Section 2 presents the graph-
based self-training; Section 3 presents the proposed inductive S3VMs; Section 4 
reports on the experiments on UCI data sets; Finally, Section 5 concludes and raises 
several issues for future work. 

2 Graph-Based Self-training 

Let X be the input space and {0,1}Y ∈ be the output space. Suppose we have a small 

labeled training set {( , ) | 1,2,..., }i iL x y i l= = a large unlabeled set 

{ | 1,... , }jU x j l u u l= = + >> .  

First of all, a neighborhood graph is constructed from L U∪ ,U is pseudo-labeled 
by the current classifier. The neighborhood graph which conveys the local 
information from all the examples in the training set, is conducted by the k-nearest 
neighbor criterion. In the graph, every example represent a vertex, and there exists an 
edge between two vertices a and b if either a or b is among the k nearest neighbor of 
the other. In this way, one example is not only related to its own neighbors, but also 
related to those ones which regard it as their neighbors. Furthermore, a weight

[0,1]abω ∈ is associated with the edge connecting a and b, which is computed as
1(1 ( , ))dist a b −+ , where ( , )dist a b corresponds to the distance between a and b. In this 

paper distance is measured by the EUCLIDEAN distance. 
After the graph is constructed, we evaluate the confidence of each pseudo-label 

being correct by employing the cutting edge technique. An edge in the graph is called 
a cut edge if the two vertices connected by it have different associated labels[11]. 
Intuitively, this coincides with the manifold assumption that examples with high 
similarity in the input space would also have high similarity in the output space. The 
basic assumption is that a correctly labeled example should possess the same label to 
most of its neighboring examples. Thus, the pseudo-label confidence of every ix in 

U  can be measured based on the following cut edge weight statistic: 
           

i

i ij ij
xj Ne

J Iω
∈

=                   (1) 

where iNe is the neighborhood of ix , ijω is the weight on the edge between ix and jx ,

ijI are i.i.d random variables according to the Bernouilli law of parameter ˆ( )iP y y≠ , 

ˆiy is the pseudo-label of ix produced by the current classifier. Let H0 be the null 

hypothesis that vertices of the graph are labeled independently according to 
distribution ( ) {Pr( 1),Pr( 0)}D Y y y= = = . Here, Pr( 1)(P r( 0))y y= =  denotes the 

prior probability of an example being positive (negative), which is usually estimated 
as the fraction of positive (negative) examples. Hence, a good example will be 
incompatible with 0H . To test 0H with iJ the distribution of iJ under 0H is need. 

The distribution of iJ can be approximated by a normal distribution with mean and 

variance estimated by Eq.1 Recall the manifold assumption encoded in the 
neighborhood graph, correctly labeled examples tend to have few cut edges as its 
label should be consistent with most of its connected examples. Hence, the smaller the 
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value of iJ , the higher the confidence of the pseudo-label ˆiy being correct. Therefore, 

we can select the candidate examples from U  by the cut edge weight statistic iJ . 

The proposed method adds the examples whose neighbors have less cut edges to the 
training set. Instead of directing employing classifiers’ predictions to teach itself, we 
accomplish this goal with an explicitly way, using the cut edge strategy to acquire 
more reliable candidates with high labeling confidence. 

3 The Proposed Inductive IS3VM 

In this section, we first present the steps of the proposed algorithm and conceive a 
method for choosing the appropriate set for parameter C in the SVM formula. 

A standard SVM classifier for two-class problem can be defined as: 

     
2

1

1
min

2

N

i
i

w C ξ
=

+   (2) 

s.t. ( ) 1 , 0, 1,..., ,T
i i i iy w x b i Nξ ξ+ ≥ − ≥ =  where n

ix R∈ is a feature vector of a 

training sample, { 1,1}iy ∈ − is the label of ix , 0C > is a regularization constant. In 

the following paragraph, we will give the algorithm sketch of the proposed IS3VM. 

IS3VM algorithm: 

Initialize: binary classification problem: D L U= ∪  
{( , ) | 1,2,..., }i iL x y i l= = : Labeled training set,  

{ | 1,... , }jU x j l u u l= = + >> : Unlabeled set 

SVM model with parameters: w ,ξ , b  

L L′ ← ,U U′ ←  
k =0 

Step1   Train a SVM classifier f on L′ , perform classification onU ′ , adding pseudo-

labels to all the example in U ′ .The parameters of f are denoted as 
0 nw R∈ , 0 lRξ ∈ and 0b  

Loop until 1 1
0| ( , ) ( , ) |k k k kf w f wξ ξ δ− −− <  

Step2    Construct a neighbor graph based on L U′ ′∪ , for each ix U ′∈ ,compute its 

cut edge statistic iJ ,using Eq.0 

Step3     Select 10% candidate examples from U ′ with the smallest iJ , associated 

by the corresponding pseudo-label, form a subset L′′ , L L L′ ′ ′′← ∪  
Step4     Update f  using L′ , the SVM parameters are denoted as k nw R∈ ,

k l uRξ +∈ , kb  

Step5     Calculate the object function value in (1),
1

( , )
2 1

l uk k k kf w w C
i

i
ξ ξ

+
= + 

=
 

Go to Loop 
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In [12], a standard EM algorithm with a naive Bayesian classifier was analyzed, 
which is a special case of self-training. Furthermore, the EM algorithm is convergent 
since the objective function of this algorithm monotonically increases during its 
iterations. The proposed algorithm has a similar working mechanism to the EM 
algorithm although the objective functions and classifiers of these two algorithms are 
different. Generally, if the distribution of the data is Gaussian (or close to Gaussian) 
and the dimension of the data is not very high, the EM algorithm may be used for 
classification; otherwise, the proposed IS3VM might achieve better results. 

IS3VM can be regarded as a bridge between inductive models and transductive 
models. Our method takes advantage of both cluster assumption and manifold 
assumption, which can complement each other. We utilized a graph-based self-
training method to give more reliable pseudo-labels to the unlabeled examples instead 
of the standard self-training which selects candidates only by the current classifiers’ 
output posteriori probability. Especially, when the labeled examples are sparse, the 
current classifier is not strong enough to provide reliable predictions. In this case, the 
graph-based self-training method used in our algorithm can exhibit high advantage. 
Moreover, since IS3VM is more like a bootstrapping, the computational complexity is 
much lower than TSVM, which is a NP-hard problem, requiring a approximate 
optimization [14].  

4 Experiments 

In this section, we design experiments to verify the efficacy of the proposed IS3VM. 
15 UCI data sets are used in the experiments. The characteristics of each dataset are 
shown in Table 1. Our experiments are configured as follows. For each data set, about 
25% data are kept as test examples. 25% of the remaining data set is used as the 
labeled training set L ; and all the other examples are treated as the unlabeled setU . 

Table 1. The characteristics of 15 UCI datasets 

DataSet Size Attributes Class DataSet Size Attributes Class 
anneal 898 39 2 ionosphere 351 34 2 

australian 690 15 2 kr-vs-kp 3916 36 2 
breast-c 286 9 2 segement 2310 20 2 

bupa 345 6 2 sick 3772 29 2 
colic 368 22 2 vehicle 846 19 2 

diabetes 768 8 2 vote 435 17 2 
german 1000 20 2 wdbc 569 30 2 

hypothyroid 3163 25 2     

The performance of IS3VM is compared with three algorithms, i.e. supervised 
SVM, self-SVM, TSVM. Supervised SVM is referred to as training a SVM classifier 
barely on the initial labeled training set, which is equivalent to other algorithms’ 
initial. Self-SVM is based on the standard self-training algorithm, wherein SVM is 
used as the underlying classifier. TSVM is implemented as the SVMlight. LIBSVM[13] 
is used for all the other algorithms. Parameters are set as follows: The kernel trick is 
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RBF; for fair comparison, 50 examples are selected per round; maximal number of 
iterations is set to 50. The accuracy score is used to evaluate the performances of 
algorithms. In our experiments, the accuracy scores of each algorithm are obtained via 
10runs of ten-fold cross-validation and evaluated on the same test set. Finally, we 
conduct two-tailed t-test with a 95% confidence level to compare the proposed 
algorithm to the others. The results are shown in Table 2. 

Table 2. Average accuracy on 15 UCI data sets 

Dataset IS3VM SVM Self-SVM TSVM 
anneal 85.36 76.24 79.48 80.19  

australian 78.83 65.91 78.5  79.87  
breast-c 72.25 65.94 71.63 70.97  

bupa 82.55 76.33 79.45 85.87  
colic 68.42 70.58 66.23 64.38  

diabetes 71.66 71.9  69.37 70.75  
german 84.64 78.69 80.37 82.34  

hypothyroid 68.54 75.44 71.31 76.85  
ionosphere 84.64 80.34 80.6  82.73  

kr-vs-kp 76.56 68.44 72.43 81.35  
segement 87.99 85.77 85.43 78.44  

sick 81.67 85.65 84.45 86.23  
vehicle 81.45 77.4  83.47 85.4  

vote 68.19 65.37 66.82 69.38  
wdbc 84.36 79.43 81.65 80.12  
w/t/l  13/0/2 11/4/0 7/4/4  

The two-tailed t-test results are shown in the bottom row, where each entry has the 
format of w/t/l. This means that, comparing with IS3VM, the algorithm in the 
corresponding column wins w times, ties t times, and loses l times. Table 1 shows that 
IS3VM can effectively exploit unlabeled data to boost performance, and is superior to 
the other compared algorithms, where it wins 13 times and loses 2 times against 
SVM, wins 11 times and never loses against Self-SVM,  wins 7 times and loses 4 
times against TSVM. 

Note that, although IS3VM achieves lower accuracy on 3 data sets (colic, 
hypothyroid, sick) than SVM, but on average, IS3VM actually achieves higher 
classification accuracy. One possible explanation of the degradation is that IS3VM 
suffers imbalance of the data set. In hypothyroid and sick data set, positive examples 
are much less than negative examples. Since the data set is unbalanced, a correctly 
labeled positive example could be easily mis-identified as mislabeled examples and 
rejected to be added to the labeled set for further training, due to the lack of neighbors 
possessing the same label, hence less chance for a correctly labeled positive example 
available for further training. The more the distribution of the training set is distorted, 
the easier for the learner to be mislabeled. Consequently, the performance degrades. 

Furthermore, Table 2 also shows that IS3VM outperforms Self-SVM on 11 data 
sets, among which significance is evident in 8 data sets under a two-tailed pair-wise  
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t-test with the significance level of 95%. This evidence supports our claim that the 
improved graph-based self-training is beneficial, and IS3VM is robust to noise in the 
self-labeled examples hence achieves better performance than Self-SVM. 

Compared with TSVM, IS3VM achieve higher classification accuracy on 7 data 
sets under a two-tailed pair-wise t-test with the significance level of 95%. This 
suggests that our proposed method is comparable to the transductive SVM, sometimes 
even better than TSVM. While TSVM suffers from high computational complexity, 
our method is quiet computational convenient, especially when the data set has high 
dimensional attributes. 

In summary, the experiments show that IS3VM can benefit from the unlabeled 
examples. The graph-based self-training used in IS3VM is robust to the noise 
introduced in self-labeling process and its learned hypothesis outperforms that learned 
via standard self-training. Moreover, IS3VM is more efficient than the famous 
TSVM, since it does not need solve the optimization problem. 

5 Conclusions and Future Work 

In this paper, a novel inductive support vector machine for semi-supervised learning, 
named IS3VM, is proposed, which aims to improve SVM by bootstrapping unlabeled 
data with self-training. In detail, during every iteration of self-training, the SVM 
classifier is refined through the augmentation of the training set. An improved self-
training method is given by employing neighborhood graph for guarantying the 
reliability of newly added training examples. Specifically, the local cut edge weight 
statistic is used to help estimate whether a newly labeled example is reliable or not, 
and only the reliable self-labeled examples are used to enlarge the labeled training set. 
The experiment results on 15 UCI data sets show that IS3VM is able to benefit from 
the unlabeled examples, and the proposed graph-based self-training is able to provide 
more reliable pseudo-labels of the unlabeled examples. Since IS3VM is sensitive to 
imbalance data, exploring a way to solve this problem will be investigated in future. 

In the future, we will combine our method with active learning for the purpose of 
obtaining better performance of the learned hypothesis. Theoretical verification of this 
method will be done, which might help to understand the functionality of this method. 
Moreover, it will also be interesting to apply IS3VM algorithm to real world 
applications, especially for the applications suitable for semi-supervised learning, 
such as natural language processing (NLP) and bioinformatics. 
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