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Preface

The volume of Smart Innovations, Systems and Technologies book series contains the
proceedings of the Fourth International Conference on Sustainability in Energy and
Buildings, SEB12, held in Stockholm, Sweden, and is organised by KTH Royal Institute
of Technology, Stockholm, Sweden in partnership with KES International.

The International Conference on Sustainability in Energy and Buildings is a re-
spected conference focusing on a broad range of topics relating to sustainability in
buildings but also encompassing energy sustainability more widely. Following the suc-
cess of earlier events in the series, the 2012 conference includes the themes Sustainabil-
ity, Energy, and Buildings and Information and Communication Technology, ICT.

SEB’12 has invited participation and paper submissions across a broad range of re-
newable energy and sustainability-related topics relevant to the main theme of
Sustainability in Energy and Buildings. Applicable areas include technology for re-
newable energy and sustainability in the built environment, optimisation and modeling
techniques, information and communication technology usage, behaviour and practice,
including applications.

This, the fourth conference in the SEB series, attracted a large number of submis-
sions all around the world, which were subjected to a two-stage review process. With the
objective of producing a high quality conference, papers have been selected for presen-
tation at the conference and publication in the proceedings. The papers for presentation
are grouped into themes. The papers are included in this proceedings.

Four prominent research professors gave interesting and informative keynote talks.
Professor Göran Finnveden, Professor in Environmental Strategic Analysis and Vice-
President for sustainable development at KTH Royal Institute of Technology, Stock-
holm, Sweden gave a talk entitled “Sustainability Challenges for the Building Sector”.
Professor Per Heiselberg Professor at the Department of Civil Engineering at Aalborg
University, Denmark, gave a talk about “Buildings – both part of the problem and the
solution!”. Professor Guðni A. Jóhannesson, Professor in Building Technology, Direc-
tor General of the Icelandic National Energy Authority, Iceland, and chair of IPGT the
International Partnership for Geothermal Technologies spoke on the topic of “Meeting
the challenges of climatic change - the hard way or the clever way”. Professor Lynne
A. Slivovsky, Associate Professor of Electrical and Computer Engineering at California
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Polytechnic State University, San Luis Obispo, California, USA spoke on the topic of
“The Questions That Keep Me Up At Night”.

Thanks are due to the very many people who have given their time and goodwill
freely to make the SEB’12 a success. We would like to thank KTH Royal Institute of
Technology for their valued support for the conference. We would also like to thank
the members of the International Programme Committee who were essential in provid-
ing their reviews of the conference papers, ensuring appropriate quality. Moreover, we
would like to thank invited session chairs for their hard work and providing reviewers
of the conference papers and upholding appropriate quality. We thank the high profile
keynote speakers and panellists for agreeing to come and provide very interesting theme
and talks, as well as, inform delegates and provoke discussions. Important contributors
to SEB’12 are the authors, presenters and delegates without whom the conference could
not have taken place, so we offer them our thanks for choosing SEB’12 conference. We
also like to thank the panellists for coming and discussing “ Panel: Sustainability: Cur-
rent and Future with focus on Energy, Buildings and ICT“

The KES International, KES Secretariat staff and the local organising committee
worked very hard to bring the conference to a high level of organisation, and we ap-
preciate their tremendous help and we are thankful to them. Finally, we thank City
Hall, City of Stockholm Sweden for hosting the reception for the SEB’12 conference
and Quality Hotel Nacka for accommodating the conference 3 – 5 of September 2012
International Conference on Sustainability in Energy and Buildings.

We hope that readers will find SEB’12 proceedings interesting, informative and use-
ful rescource for your research.

Assoc Professor Anne Håkansson
SEB’12 General Chair

KTH Royal Institute of Technology,
Sweden

Professor Mattias Höjer
SEB’12 General Co-chair

KTH Royal Institute of Technology,
Sweden

Professor Robert J. Howlett
Executive chair

KES International & Bournemouth University,
United Kingdom
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and

Mark Smith Communication Systems
KTH Royal Institute of Technology, Stockholm,
Sweden
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Keynote Speakers

We are very pleased to have acquired the services of an excellent selection of keynote
speakers for SEB’12. These speakers gave a view about technological and scientific
activities, relating to sustainability in energy and buildings, taking place in various areas
of the world.

Professor Göran Finnveden

KTH Royal Institute of Technology, Sweden

Sustainability Challenges for the Building Sector

Abstract:

The building and real estate management sector is responsible for a significant part
of the environmental impacts of our society. The sector’s contribution to the threat of
climate change for production of heat and electricity for the buildings are of special
importance. It is important to consider the full life-cycle of buildings and also consider
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production and transportation of building materials, construction and waste manage-
ment. In Sweden, emissions of gases contributing to climate change from heating of
buildings have decreased during the last decades as results of strong policy instruments.
One the other hand emissions from other parts of the life-cycle of buildings have in-
creased, illustrating the need to have a wide systems perspective in order to avoid sub-
optimizations. It is also important to consider other environmental threats such as the
use of hazardous chemicals, air quality, generation of waste and impacts on ecosystems
from production of building materials as well as on building sites.
The building sector has a large potential to reduce its environmental footprint. Many of
the most cost-efficient possibilities for mitigation of climate change are related to the
building sector. Governmental policies are important for changes to be made. Voluntary
instruments such as building rating tools may have an additional role. The ICT-sector
may have one of its largest potentials in contributing to a more sustainable society in
the building sector. Because of the long life-time of buildings, we are now constructing
the future environmental impacts. When looking for cost-efficient solutions, we must
therefore also consider the future cost-efficiency. In the presentation also social aspects
of sustainability will be discussed including possibilities for the building sector to con-
tribute to a better health and reduced health inequalities.

Biography:

Göran Finnveden is Professor in Environmental Strategic Analysis and Vice-President
for sustainable development at KTH Royal Institute of Technology, Stockholm, Swe-
den. He is a M.Sc. in Chemical Engineering 1989, PhD in Natural Resources Man-
agement, Associate Professor in Industrial Ecology 2003 and full Professor 2007. His
research has focused on environmental systems analysis tools such as Life Cycle As-
sessment, Strategic Environmental Assessment and Input-Output Analysis. It has in-
cluded both methodological development and case studies. Application areas include
buildings, energy systems, information and communication technologies, infrastructure
and waste management. He has also worked with environmental policy in areas such
as environmental policy integration, integrated product policy and waste policy. He is a
currently a member of the Scientific Advisory Council to the Swedish Minister of the
Environment, an expert in the governmental commission on waste management and a
member of the board of directors of the Swedish Waste Nuclear Fund. According to
Scopus he has published more than 60 scientific papers and is cited nearly 2000 times.

Professor Per Heiselberg

Aalborg University, Denmark

Buildings – both part of the problem and the solution!
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Abstract:

Energy use for room heating, cooling and ventilation accounts for more than one-third
of the total, primary energy demand in the industrialized countries, and is in this way
a major polluter of the environment. At the same time the building sector is identified
as providing the largest potential for CO2 reduction in the future and many countries
across the world have set very ambitious targets for energy efficiency improvements
in new and existing buildings. For example at European level the short term goal has
recently been expressed in the recast of the EU Building Performance Directive as “near
zero energy buildings” by 2020.
To successfully achieve such a target it is necessary to identify and develop innova-
tive integrated building and energy technologies, which facilitates considerable energy
savings and the implementation and integration of renewable energy devices within the
built environment. The rapid development in materials science, information and sensor
technology offers at the same time considerable opportunities for development of new
intelligent building components and systems with multiple functions.
Such a development will impose major challenges on the building industry as building
design will completely change from design of individual components and systems to in-
tegrated design of systems and concepts involving design teams of both architects, engi-
neers and other experts. Future system and concepts solutions will require that building
components must be able fulfill multiple performance criteria and often contradictory
requirements from aesthetics, durability, energy use, health and comfort. A key example
of this is building facades that instead of the existing static performance characteristics
must develop into dynamic solutions with the ability to dynamically adjust physical
properties and energetic performance in response to fluctuations in the outdoor envi-
ronment and changing needs of the occupants in order to fulfill the future targets for
energy use and comfort. Buildings will also be both consumers and producers of en-
ergy, which creates a number of new challenges for building design like identification
of the optimum balance between energy savings and renewable energy production. The
interaction between the energy ”prosuming” building and the energy supply grid will
also be an important issue to solve.
The lecture will address and illustrate these future challenges for the building sector and
give directions for solutions.

Biography:

Per Heiselberg is Professor at the Department of Civil Engineering at Aalborg Univer-
sity, Denmark. He holds a M.Sc. and a Ph.D. in Indoor Environmental Engineering. His
research and teaching subjects are within architectural engineering and are focused on
the following topics:

• Energy-efficient building design (Net zero energy buildings, design of low energy
buildings - integration of architectural and technical issues, modelling of double skin
facades, night cooling of buildings and utilization of thermal mass, multifunctional
facades, daylight in buildings, passive energy technologies for buildings, modeling
of building energy use and indoor environment)
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• Ventilation and air flow in buildings (Modelling and measurements of air and con-
taminants flows (both gas- and particles) in buildings, ventilation effectiveness,
efficient ventilation of large enclosures, numerical simulation (computational fluid
dynamics) of air and contaminant flows as well as modeling of natural and hybrid
ventilation)

Per Heiselberg has published about 300 articles and papers on these subjects.
Currently, Per Heiselberg is leading the national strategic research centre on Net Zero
Energy Buildings in Denmark (www.zeb.aau.dk). The centre has a multidisciplinary re-
search approach and a close cooperation with leading Danish companies. He has been
involved in many EU and IEA research projects in the past 20 years. He was the oper-
ating agent of IEA-ECBCS Annex 35 (1997-2002) and IEA-ECBCS Annex 44 (2005-
2009), (www.ecbcs.org). Presently he is involved in ECBCS Annexes 52, 53 and 59.

Professor Guðni A. Jóhannesson

Icelandic National Energy Authority, Iceland

Meeting the challenges of climatic change - the hard way or the clever way

Abstract:

We may not agree on how the possible CO2 driven scenarios of climate change in the
future may look like but we all can agree that the anthropogenic increase in CO2 levels
in the world atmosphere exposes humanity to higher risks of changes in the environment
than we want to face in our, our children’s or their children’s lifetime.
It is evident that we are now facing a global challenge that we are more often dealing
with by local solutions. Our guiding rule is that by saving energy we are also mitigating
greenhouse gas emission. Also if we are using renewable energy and substituting fossil
fuels we are also moving in the right direction. There are however important system
aspects that we should be considering.
The first one if we are using the right quality of energy for the right purpose. A com-
mon example is when high quality energy such as electricity or gas is used directly to
provide domestic hot water or heat houses instead of using heat pumps or cogeneration
processes to get the highest possible ratio between the used energy and the primary
energy input.
The second one is if we are obstructing necessary structural changes that could lead to a
more effective energy system globally. We have big reserves of cost effective renewable
energy sources, hydropower and geothermal energy around the world that are far from
the markets and would therefore need relocation structural changes in our industrial
production system to be utilized.
The third aspect is if we are using our investments in energy conversion and energy
savings in the best way to meet our climatic goals or if we are directed by other hidden
agendas to such a degree that a large part of our economical input is wasted.
It is evident that the national and local strategies for energy savings are closely linked
to other strategic areas such as industrial development, household economy, mobility.
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Also a necessary precondition for investment is that the nations maintain their economic
strength and their ability to develop their renewable resources and to invest in new more
efficient processes.
The key to success in mitigating the climatic change is therefor to create a holistic
strategy that beside the development of technical solutions for energy efficiency and
utilization of renewable energy also considers the local and global system aspects. With
present technologies for energy efficient solutions, proper energy quality management r
and with utilization of cost effective renewable energy sources we have all possibilities
to reduce energy related the global CO2 emissions to acceptable levels.

Biography:

Professor Guðni A. Jóhannesson is born in Reykjavik 1951. He finished his MSc in En-
gineering physics in 1976, his PhD thesis on thermal models for buildings in 1981 and
was appointed as an associate professor at Lund University in 1982. He was awarded
the title of doctor honoris causae from the University of Debrecen in 2008 and the
Swedish Concrete Award in 2011. From 1975 he worked as a research assistant at Lund
University, from 1982 as a consultant in research and building physics in Reykjavik
and from 1990 as a professor in Building Technology at KTH in Stockholm and from
2008 an affiliated professor at KTH. His research has mainly concerned the thermody-
namical studies of buildings, innovative building systems and energy conservation in
the built environment. Since the beginning of 2008 he is the Director General of the
Icelandic National Energy Authority which is responsible for public administration of
energy research, energy utilization and regulation. He was a member of the The Hy-
dropower Sustainability Assessment Forum processing the Hydropower Sustainability
Assessment Protocol adopted by IHA in November 2010 and presently the chair of
IPGT the International Partnership for Geothermal Technologies.

Professor Lynne A. Slivovsky

California Polytechnic State University, USA

The Questions That Keep Me Up At Night

Abstract:

This keynote will provide an opportunity for reflection on the work we do. We’re here
talking about energy and sustainability but we’re also talking about a different way of
living. We, as a technical field, a society, a world, are on a path of profound technologi-
cal development. What does it mean to educate someone to contribute to this world? To
have a technical education? What does it mean to live in this world? And is it possible
that we as designers, innovators, engineers, and scientists can consider these questions
in our day-to-day work?
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Biography:

Lynne A. Slivovsky (Ph.D., Purdue University, 2001) is Associate Professor of Elec-
trical and Computer Engineering at California Polytechnic State University, San Luis
Obispo, California, USA. In 2003 she received the Frontiers In Education New Faculty
Fellow Award. Her work in service-learning led to her selection in 2007 as a California
Campus Compact-Carnegie Foundation for the Advancement of Teaching Faculty Fel-
low for Service-Learning for Political Engagement. In 2010 she received the Cal Poly
President’s Community Service Award for Significant Faculty Contribution. She cur-
rently oversees two multidisciplinary service-learning programs: the Access by Design
Project that has capstone students designing recreational devices for people with dis-
abilities and the Organic Twittering Project that merges social media with sustainability.
Her work examines design learning in the context of engagement and the interdepen-
dence between technology and society.
Panel: Sustainability: Current and Future with focus on Energy, Buildings and ICT

Panel:

Sofia Ahlroth, Working Party on Integrating Environmental and Economic Policies
(WPIEEP), Swedish EPA
Magnus Enell, Senior Advisor Sustainability at Vattenfall AB, Sweden
Göran Finnveden, Professor, KTH Royal Institute of Technology, Sweden
Danielle Freilich, Environmental expert at The Swedish Construction Federation (BI),
Sweden
Catherine.Karagianni, Manager for Environmental and Sustainable Development at
Teliasonera, Sweden
Örjan Lönngren, Climate and energy expert, Environment and Health Department, City
of Stockholm, Sweden
Per Sahlin, Simulation entrepreneur, Owner of EQUA Simulation AB, Sweden
Mark Smith, Professor, KTH Royal Institute of Technology, Sweden
Örjan Svane, Professor, KTH Royal Institute of Technology, Sweden
Olle Zetterberg, CEO, Stockholm Business Region, Stockholm, Sweden
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5 Two Case Studies in Energy Efficient Renovation of Multi-family
Housing; Explaining Robustness as a Characteristic to Assess
Long-Term Sustainability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Vahid Sabouri, Paula Femenı́as

6 Exploring the Courtyard Microclimate through an Example of
Anatolian Seljuk Architecture: The Thirteenth-Century Sahabiye
Madrassa in Kayseri . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Hakan Hisarligil



XVIII Contents

7 Analysis of Structural Changes of the Load Profiles of the German
Residential Sector due to Decentralized Electricity Generation and
e-mobility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Rainer Elsland, Tobias Boßmann, Rupert Hartel, Till Gnann,
Massimo Genoese, Martin Wietschel

8 The Impact of Hedonism on Domestic Hot Water Energy Demand
for Showering – The Case of the Schanzenfest, Hamburg . . . . . . . . . . . . 85
Stephen Lorimer, Marianne Jang, Korinna Thielen

9 The Process of Delivery – A Case Study Evaluation of Residential
Handover Procedures in Sustainable Housing . . . . . . . . . . . . . . . . . . . . . . 95
David Bailey, Mark Gillott, Robin Wilson

10 Sustainable Renovation and Operation of Family Houses for
Improved Climate Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Ricardo Ramı́rez Villegas, Björn Frostell

11 Solar Collector Based on Heat Pipes for Building Façades . . . . . . . . . . . 119
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Session: Improving Office Building Energy
Performance

62 A Sustainable Energy Saving Method for Hotels by Green Hotel
Deals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 669
Hamid Abdi, Doug Creighton, Saeid Nahavandi

63 The Role of Building Energy and Environmental Assessment in
Facilitating Office Building Energy-Efficiency . . . . . . . . . . . . . . . . . . . . . . 679
Emeka E. Osaji, Subashini Suresh, Ezekiel Chinyio

64 Improved Personalized Comfort: A Necessity for a Smart Building . . . . 705
Wim Zeiler, Gert Boxem, Derek Vissers

65 Reducing Ventilation Energy Demand by Using Air-to-Earth Heat
Exchangers: Part 1 - Parametric Study . . . . . . . . . . . . . . . . . . . . . . . . . . . 717
Hans Havtun, Caroline Törnqvist

66 Reducing Ventilation Energy Demand by Using Air-to-Earth Heat
Exchangers: Part 2 System Design Considerations . . . . . . . . . . . . . . . . . . 731
Hans Havtun, Caroline Törnqvist

67 The Green Room: A Giant Leap in Development of Energy-Efficient
Cooling Solutions for Datacenters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 743
Hans Havtun, Roozbeh Izadi, Charles El Azzi

68 The Impacts of Contributory Factors in the Gap between Predicted
and Actual Office Building Energy Use . . . . . . . . . . . . . . . . . . . . . . . . . . . 757
Emeka E. Osaji, Subashini Suresh, Ezekiel Chinyio

Session: Multi-Energy Sources

69 Improving Multiple Source Power Management Using State Flow
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 779
Aziz Naamane, Nacer Msirdi

70 Technical-Economic Analysis of Solar Water Heating Systems at
Batna in Algeria. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 787
Aksas Mounir, Zouagri Rima, Naamane Aziz



XXIV Contents

71 Design and Control of a Diode Clamped Multilevel Wind Energy
System Using a Stand-Alone AC-DC-AC Converter . . . . . . . . . . . . . . . . . 797
Mona F. Moussa, Yasser G. Dessouky

Session: Technologies and Applications of Solar Energy

72 Analyzing the Optical Performance of Intelligent Thin Films Applied
to Architectural Glazing and Solar Collectors . . . . . . . . . . . . . . . . . . . . . . 813
Masoud Kamalisarvestani, Saad Mekhilef, Rahman Saidur

73 A Sunspot Model for Energy Efficiency in Buildings . . . . . . . . . . . . . . . . 827
Yosr Boukhris, Leila Gharbi, Nadia Ghrab-Morcos

74 Towards 24/7 Solar Energy Utilization: The Masdar Institute
Campus as a Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 837
Mona Aal Ali, Mahieddine Emziane

75 Effect of Selective Emitter Temperature on the Performance of
Thermophotovoltaic Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 847
Mahieddine Emziane, Yao-Tsung Hsieh

76 New Tandem Device Designs for Various Photovoltaic Applications . . . . 859
Mahieddine Emziane

77 GIS-Based Decision Support for Solar Photovoltaic Planning in
Urban Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 865
Antonio Gagliano, Francesco Patania, Francesco Nocera,
Alfonso Capizzi, Aldo Galesi

78 Infrared Thermography Study of the Temperature Effect on the
Performance of Photovoltaic Cells and Panels . . . . . . . . . . . . . . . . . . . . . . 875
Zaoui Fares, Mohamed Becherif, Mahieddine Emziane,
Abdennacer Aboubou, Soufiane Mebarek Azzem

79 Integrating Solar Heating and PV Cooling into the Building
Envelope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 887
Sleiman Farah, Wasim Saman, Martin Belusko

Session: Energy Planning in Buildings and Policy
Implications

80 Risk and Uncertainty in Sustainable Building Performance . . . . . . . . . . 903
Seyed Masoud Sajjadian, John Lewis, Stephen Sharples

81 Potential Savings in Buildings Using Stand-Alone PV Systems . . . . . . . . 913
Eva Malevit, Christos Tsitsiriggos



Contents XXV

Session: Sustainable Energy Systems and Building Services

82 The Application of LCCA toward Industrialized Building
Retrofitting – Case Studies of Swedish Residential Building Stock . . . . . 931
Qian Wang, Ivo Martinac

83 A Proposal of Urban District Carbon Budgets for Sustainable Urban
Development Projects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 947
Aumnad Phdungsilp, Ivo Martinac

84 A Study of the Design Criteria Affecting Energy Demand in New
Building Clusters Using Fuzzy AHP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 955
Hai Lu, Aumnad Phdungsilp, Ivo Martinac

85 Cooling Coil Design Improvement for HVAC Energy Savings and
Comfort Enhancement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 965
Vahid Vakiloroaya, Jafar Madadnia

86 Sustainable Integration of Renewable Energy Systems in a
Mediterranean Island: A Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 975
Domenico Costantino, Mariano Giuseppe Ippolito,
Raffaella Riva Sanseverino, Eleonora Riva Sanseverino,
Valentina Vaccaro

Session: Sustainable and Healthy Buildings

87 Mobile Motion Sensor-Based Human Activity Recognition and
Energy Expenditure Estimation in Building Environments . . . . . . . . . . . 987
Tae-Seong Kim, Jin-Ho Cho, Jeong Tai Kim

88 Cost and CO2 Analysis of Composite Precast Concrete Columns . . . . . . 995
Keun Ho Kim, Chaeyeon Lim, Youngju Na, Jeong Tai Kim, Sunkuk Kim

89 A Field Survey of Thermal Comfort in Office Building with a
Unitary Heat-Pump and Energy Recovery Ventilator . . . . . . . . . . . . . . . 1003
Seon Ho Jo, Jeong Tai Kim, Geun Young Yun

90 An Analysis of Standby Power Consumption of Single-Member
Huseholds in Korea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1011
JiSun Lee, Hyunsoo Lee, JiYea Jung, SungHee Lee, SungJun Park,
YeunSook Lee, JeongTai Kim

91 A Classification of Real Sky Conditions for Yongin, Korea . . . . . . . . . . . 1025
Hyo Joo Kong, Jeong Tai Kim

92 Influence of Application of Sorptive Building Materials on Decrease
in Indoor Toluene Concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1033
Seonghyun Park, Jeong Tai Kim, Janghoo Seo



XXVI Contents

93 Perceived Experiences on Comfort and Health in Two Apartment
Complexes with Different Service Life . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1043
Mi Jeong Kim, Myung Eun Cho, Jeong Tai Kim

94 Impact of Different Placements of Shading Device on Building
Thermal Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1055
Hong Soo Lim, Jeong Tai Kim, Gon Kim

95 Daylighting and Thermal Performance of Venetian Blinds in an
Apartment Living Room . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1061
Ju Young Shin, Yoon Jeong Kim, Jeong Tai Kim

96 Environmentally-Friendly Apartment Buildings Using a Sustainable
Hybrid Precast Composite System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1071
Ji-Hun Kim, Won-Kee Hong, Seon-Chee Park, Hyo-Jin Ko,
Jeong Tai Kim

97 A System for Energy Saving in Commercial and Organizational
Buildings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1083
Hamid Abdi, Michael Fielding, James Mullins, Saeid Nahavandi

Session: Special Selection

98 A Comparative Analysis of Embodied and Operational CO2

Emissions from the External Wall of a Reconstructed Bosphorus
Mansion in Istanbul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1093
Fatih Yazicioglu, Hülya Kus
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Chapter 1 

Transformational Role of Lochiel Park Green Village 

Stephen Robert Berry 

Barbara Hardy Institute, University of South Australia  
Mawson Lakes, SA 5095, Australia 

Abstract. Energy use in housing has a significant negative impact on the 
environment. The South Australian Government responded to concern for 
anthropogenic greenhouse gas emissions by creating a model green village of 
near zero carbon homes in a near zero carbon impact estate. The creation of the 
Lochiel Park Green Village challenged actors from industry and government to 
set objectives, performance targets and regulatory guidelines outside existing 
institutional and professional norms. Evidence collected through a series of 
interviews has found that industry has responded to their involvement in the 
development by shifting away from some dominant technologies, practices and 
beliefs, and embracing new tools, construction practices and technologies, and 
policy makers have used the experience to consider new standards of building 
performance. Using a multi-level socio-technical framework this paper 
demonstrates how structural change at the regime level has come from the 
experience of actors at the niche level. The creation of the Lochiel Park Green 
Village has allowed many organisations to gain a more detailed and practical 
understanding of sustainable housing, and has given organisations the confidence 
to change industry practices, government policies, and regulatory standards. 

1 Introduction 

New homes, like all products, embody the complex interaction of economic, political, 
technical and professional influences (Bijker & Law 1992). Our buildings are the 
result of many social, economic and technical influences, such as the cultural 
institutions that shape communities, the technology norms applied by industry, the 
education and training of actors that meet market demand for new housing, and  
the experience of actors that demand and use new residential products (Guy 2006). 
The interaction of many actors, institutions, rules and technologies over many years 
has brought us to the point where developed nations create high energy use housing 
that has a significant negative impact on the local environment and the global climate 
(Organisation for Economic Co-operation and Development 2003). 

Housing in developed nations such as Australia has evolved to the extent that 
households expect high levels of thermal comfort control, expect electricity to be 
readily available at the flick of a switch, and expect hot water on demand, irrespective 
of the environmental impact of making that energy available. Housing expectations 
and cultural norms, embedded institutional construction practices, regulatory 
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standards and dominant technologies have evolved in parallel without due 
consideration of the resultant ecological footprint (Crabtree 2005). 

The Australian building sector constructs around 140,000 new dwellings per year 
according to the prevailing economic conditions (Australian Bureau of Statistics 
2010). Each new dwelling that uses more energy than it produces increases the need 
for additional electricity generation capacity and associated energy supply 
infrastructure, and adds to global greenhouse gas emissions. 

Since the 1980s consecutive Australian governments have recognised the need to 
address anthropogenic climate change. This policy evolution has been shaped by the 
dominant liberalism political economy theory advocating competitive and free 
markets, where the role of government is to steer the economy by the development of 
a legal and institutional framework within which the market operates and address 
market imperfections with market-based responses (Davidson 2011). As such, the 
Australian Government does not control national emissions directly, but instead sets 
targets, encourages action by other actors, supports the creation of institutions, enacts 
laws, and provides market-based incentives that facilitate change. 

Throughout the development of Australian Government climate change policy, the 
residential sector has been highlighted as an important and integral part of the strategy 
to reduce Australia’s greenhouse gas emissions (Australian Minerals and Energy 
Council 1990; Council of Australian Governments 1992; Australian Greenhouse 
Office 1998; Council of Australian Governments 2009). This policy imperative has 
manifested as minimum energy efficiency standards introduced into the Building 
Code of Australia approximating 4 NatHERS stars in 2003, 5 stars in 2006 and 6 stars 
in 2010, where 0 NatHERS Stars represents a home frequently thermally 
uncomfortable and 10 Stars represents a home that is thermally comfortable in that 
local climate without the need for additional heating or cooling. At 6 Stars, this level 
of thermal comfort related building energy performance remains far below the 
regulatory standards set for equivalent climates in the United Kingdom and the United 
States of America (Horne et al. 2005). 

Concern for anthropogenic greenhouse gas emissions has lead governments in 
Europe, North America, Australia and Asia to consider regulating building energy and 
carbon performance approximating net zero energy or carbon (Kapsalaki & Leal 
2011). In the United Kingdom, the national government has set the path to net zero 
carbon for new residential buildings by 2016 (Department of Communities and Local 
Government 2006). Similarly in Australia, policy makers have suggested developing 
a pathway to net zero carbon buildings by 2020 (Department of Climate Change and 
Energy Efficiency 2010). 

During this policy debate on the best approach to reduce the carbon impact of 
homes, the South Australian Government chose to showcase the cutting edge of 
sustainable urban development by creating a model green village of national and 
international significance (Bishop 2008). This case study of the Lochiel Park Green 
Village demonstrates the role niche applications can play in transforming the 
residential market. 
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2 Socio-Technical Transitions 

To move to a new housing paradigm of significantly lower environmental impact will 
require a substantial shift away from dominant technologies, practices and beliefs 
(Moloney, Horne & Fien 2010). Change will be necessary within existing institutions 
and professional norms, technologies that are currently considered innovative will 
need to become standard systems, and lifestyles are likely to be altered (Brown & 
Vergragt 2008). 

Any change towards sustainability, especially one as large as a move to net zero 
carbon homes, will face many barriers (Lowe & Oreszczyn 2008; Crabtree & Hes 
2009; Geels 2010; Moloney, Horne & Fien 2010). To understand the change process, 
the role of the various actors and institutions, and the barriers faced, it is valuable to 
apply a suitable analytical framework. In this paper a multi-level socio-technical 
framework is used to describe how structural change comes from the interplay 
between diversity creation at the niche level, the selection environment at the regime 
level, and changes on the landscape level (Smith 2003; Geels 2004, 2010). 

Any transition from the status-quo, represented by the interconnection between 
technologies, institutions and society which has reached a level of stability, will 
encounter resistance due to the dominant regime of existing technological production 
practices, organisational structures and cultural values, and the beliefs of various actors 
(Hoogma, Weber & Elzen 2005). Sunk investments, not just in built infrastructure but 
in behavioural patterns, regulatory structures, organisational systems, policy 
frameworks and the like, mean that transitions challenge technological, institutional 
and social vested interests (Unruh 2000). 

Studies covering various industries have found that niche situations, created by 
pioneering organisations, can lead to radical change (Kemp, Schot & Hoogma 1998; 
Unruh 2002; Smith 2007; Verbong & Geels 2007). Smith (2007) argues that the 
creation of niche situations provides the opportunity for new ideas, artefacts and 
practices to evolve without the pressure and overwhelming influence of the current 
regime. These case studies have illustrated that some changes proven at niche 
situations have been adopted by organisations, changed standard behaviour patterns, 
altered policy frameworks, infiltrated regulatory structures, and delivered transitions 
which have become the new status-quo. 

In this paper we will see that the Lochiel Park case study demonstrates how, as a 
response to the landscape level impact of climate change, the creation of a niche 
development, removed to a large extent from the constraints of the current norms, has 
started to transform the local building market towards higher levels of environmental 
sustainability. 

3 Creation of Lochiel Park Green Village 

Many processes, policies, and interactions between actors, have led to the concept of 
the Lochiel Park Green Village (Bishop 2008), and many other interactions, processes 
and tools have resulted in the design and construction of housing which is 
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significantly more environmentally sustainable than the typical product previously 
offered (Saman et al. 2011b). 

In 2001, the Land Management Corporation (LMC), an agency of the South 
Australian Government responsible for the creation and implementation of residential, 
commercial and industrial development projects, purchased 15 hectares of surplus 
government land at Lochiel Park (Land Management Corporation 2005), 
approximately eight kilometres North-East of the Adelaide central business district. 
Originally intended to be disposed to the commercial property market as a standard 
broad-acre land sale of 150 residential allotments, the change of state government in 
2002 introduced new policy objectives including an increased interest in delivering 
environmental outcomes (Donaldson, Bishop & Wilson 2008). 

By 2003, policy agreement had been reached within the South Australian 
Government to limit development to only 4.25 of 15 hectares, retaining the rest as 
open space by incorporating an urban forest and substantial wetlands (Donaldson, 
Bishop & Wilson 2008). 

In 2004, the Premier of South Australia, Mike Rann declared the project’s intent: 

“I want South Australia to become a world leader in a new green approach to the way we all 
live. The Lochiel Park Development will become the nation’s model ‘Green Village’ 
incorporating Ecologically Sustainable Development (ESD) technologies.” 

Given explicit direction from the State Premier to develop a niche urban development 
of world standing, an advisory panel of state and local government officials and 
community representatives was established to define the project objectives. 

The project’s objectives were established as (Land Management Corporation 
2005): 

Green Village 

Develop the land as a model ‘Green Village’ of national significance 
incorporating a range of best practice sustainable technologies, which will serve as 
a model for other urban developments 

• Create a ‘showcase’ for ESD 
• Raise environmental awareness 
• Foster a culture of sustainability 

Urban Consolidation 

To achieve Government urban consolidation objectives, develop a high quality, 
medium density, master planned residential project, incorporating a diversity of 
housing product 

• Capitalise on a surplus Government land asset 
• Develop innovative, acceptable and desirable design solutions for urban 

consolidation projects 

Expand Housing Choice 

Provide a mix of housing types and meet a range of housing opportunities with 
products that have broad market acceptance in regard to both design and cost 
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• Provide housing choice 
• Seek affordable housing solutions 

Excellence in Urban Design 

Achieve excellence in urban design and innovative built form outcomes through 
an integrated approach to development providing a high level of residential 
amenity 

• Create a model for future urban infill projects 
• Push the boundaries of urban design and built form 

Enhance Biodiversity 

Complement and enhance the biodiversity of the adjoining open space areas, 
through the minimisation of impacts from the residential development on the 
surrounding environment 

• Create a sustainable urban area that minimises environmental impacts though 
the management of water, energy and waste 

• Use appropriate landscaping to complement the adjoining natural open space 
areas 

Open Space Planning 

Facilitate the planning and development of the open space areas, incorporating an 
urban forest and other active and passive recreation 

• Provide a well-planned open space area that contributes to the increased 
biodiversity of the area 

• Consult with key stakeholders and the community regarding open space 
outcomes 

Integrate with Surroundings 

Ensure appropriate linkages and integration with surrounding land uses to promote 
community interaction and a sense of place and belonging 

• Complement and integrate with adjoining pedestrian/cycle trails 
• Use urban design techniques to reduce the potential for the creation of an 

insular development 

Financial Return 

• Achieve an acceptable return on investment for Government 
• Ensure the project is economically sustainable and provides an appropriate 

return on investment to Government 

These objectives demonstrated government policy interest across a relatively broad 
range of areas including environmental sustainability, social sustainability, urban 
form, transport, industry development and economics. The development of Lochiel 
Park was seen by the South Australian Government as more than the building of 
another standard housing estate, but rather, it was seen as an opportunity to foster a 
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culture of environmental sustainability within the house building industry and the 
wider community, establishing new standards in urban form and house design, while 
at the same time delivering an economic return for the government. 

Leadership from the highest level of State Government allowed many 
organisations, from government, academia and industry, the freedom to consider 
innovations outside of dominant technologies, practices and beliefs, and to establish a 
new set of rules, tools and practices that would shape the development. 

4 Setting New Standards 

The development of high level objectives provided guidance but little numerical detail 
of appropriate performance targets. To enable the development of specific numerical 
targets the government commissioned a benchmarking exercise which examined 
approaches taken in other major international and national niche green residential 
developments (Bishop 2008; Donaldson, Bishop & Wilson 2008). Areas of interest 
included water, energy, waste, biodiversity, transport, sustainable design and built 
form, landscaping, community and information technology. 

The initial detailed performance targets developed for the sustainability framework 
were set against a baseline developed from Australian Bureau of Statistics data for 
South Australian households in 2004, stating: 

LMC’s Green Village will connect environmental, social and economic principles 
and create a showcase sustainable development that: 

• Reduces potable water consumption by 50%; 
• Requires plumbed rainwater tanks for every home; 
• Reduces open space irrigation demand by 100%; 
• Cleans urban stormwater and treats for re-use; 
• Reduces energy consumption by 50% to 60%; 
• Requires solar water heaters and photovoltaic cells in every home; 
• Uses solar lighting for public open space; 
• Offsets community CO2 emissions via urban forest & wetland plantings; 
• Provides access to smart metering to monitor resource usage; 
• Applies sustainable building design for energy efficiency; 
• Requires every dwelling meets eight star energy ratings; 
• Recycles 100% of all building waste; 
• Encourages reduction of 30% in solid waste production;  
• Encourages composting of 100% of organic waste; 
• Investigates opportunities for community gardens; 
• Ensures all dwellings have optimal solar access; 
• Enables a 200 year building life span; 
• Establishes the priority of pedestrians in shared used zones; 
• Selects building materials based on whole of life cycle costs; 
• Investigates shared transport systems (eg community vehicles); 
• Provides extensive open space relative to residential footprint; 
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• Provide educational material on local heritage (including natural, European 
and Aboriginal) and sustainability principles; 

• Ensures all households are within 200 metres of public open space; 
• Uses endemic and native plants in reserves & open space; and 
• Enables a connected community through provision of broadband Internet 

facilities and community web portal. 

These detailed targets were refined in consultation with the various expert groups 
(Donaldson, Bishop & Wilson 2008), with final design overarching targets set at a 
reduction of: 

• 66% energy used 
• 74% greenhouse gas emissions 
• 78% potable water use 

The various elements of the detailed and overarching targets would be delivered 
through two main paths: (a) the creation of community level infrastructure; and (b) 
the creation of individual houses. This meant that meeting the targets would require 
the adoption of sustainability principles and practices by many different contractors 
and organisations, cooperating to deliver a single coherent sustainable development. 

Many of the community infrastructure related targets were translated by consultant 
experts into physical plans such as the Development Master Plan and a Community 
Development Plan. The Development Master Plan set out the physical layout of the 
development, establishing links to the river and walking/cycling paths, local transport 
connections, plus landscaping and stormwater harvesting opportunities. The 
Community Development Plan focused on creating a physical and social environment 
that should lead to environmentally beneficial behavioural change, reduced crime and 
an enhanced sense of community. Functional plans were also generated for the 
associated stormwater treatment wetlands. 

Expert consultative groups for energy and water were used to translate the original 
targets into rules and guidance materials that could communicate the desired 
sustainability principles and practices to be applied to each house. These were 
published in the Urban Design Guidelines (Land Management Corporation 2009), 
which spell out those actions that are mandatory and a further set of ‘advisory’ actions 
that are encouraged to facilitate improvements in lifestyle, amenity and sustainability. 
The engagement of consultative groups allowed a ‘reality check’ interaction between 
the target setters and the local industry and academic experts, whereby specific 
technical issues could be addressed through revision or re-interpretation of targets. 

The final Urban Design Guidelines established a set of performance requirements 
designed to create near zero carbon homes in a near zero carbon impact development, 
and were published in a form that communicated the intent equally to the building 
industry and prospective households. The minimum requirements included: 

• 7.5 NatHERS Stars thermal comfort 
• Solar water heating, gas boosted 
• 1.0kWp photovoltaic system for each 100m2 of habitable floor area 
• High star rated appliances 
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• Low energy lighting (CFLs & LEDs) 
• Ceiling fans in all bedrooms and living spaces 
• Rainwater harvesting feeding the hot water system 
• Greywater harvesting feeding toilet flushing 

The Guidelines established a new set of rules, calling for practices sometimes outside 
existing institutions and professional norms, requiring the application of technologies 
and systems uncommon to the mainstream building industry, and the consideration of 
new performance indicators bringing new concepts to building design and 
construction practices. 

Upon the release of the Urban Design Guidelines, housing product was offered to 
the open market in 2007 with construction of the first homes beginning in 2008. The 
majority of the 106 housing allotments were sold by late 2011, and around half of the 
homes had been completed and occupied by mid-2012. 

5 Major Barriers 

A number of industry experts, policy makers and members of the Lochiel Park 
community were interviewed to ascertain the types of impacts made from the creation 
of the green village and the barriers to its development. These semi-structured ‘face-to-
face’ interviews used a common set of open-ended questions to draw on the 
experiences and perceptions of those playing a key role in the Lochiel park 
development. 

Earlier it was discussed that any process of socio-technical transition will be 
subject to barriers associated with the lock-in of dominant technologies, practices and 
beliefs. The following paragraphs note some of the barriers found within policy 
organisations, regulatory systems, utilities, the building industry, the real estate 
industry, and the households as users of the end building product, that were identified 
from the interviews. 

The interpretation of development objectives into quantified performance targets 
has challenged the embedded policies and processes of policy organisations, 
particularly because agencies were relatively inexperienced at delivering sustainable 
housing. Policy makers interviewed noted that institutionalised conservatism and 
concern for delivering affordable housing, allowed industry to push back on specific 
desired environmental actions, albeit without a loss of overall environmental 
outcome. For example: the original 8 Star NatHERS target for thermal comfort was 
revised in the Urban Design Guidelines to a 7.5 Star target; and the photovoltaic 
requirement was re-interpreted from a mandatory 1.5 kWp requirement for each 
dwelling, to a minimum 1.0 kWp capacity for each 100m2 of habitable floor area. The 
reduction in the NatHERS requirement reflected the perceived limit of cost effective 
thermal comfort using standard construction techniques. The change in the 
photovoltaic requirement reflected a more economically equitable target which 
increased system costs in line with expected increased energy demand for larger 
homes. 
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Both building industry professionals and policy makers indicated there were 
perceived technical barriers associated with going beyond the minimum requirements 
of the Building Code of Australia, as the mainstream building industry was not 
experienced with designing and building sustainable homes with high levels of 
thermal comfort and the incorporation of solar thermal and solar photovoltaic 
technologies. The relatively high sustainability requirements are thought to have 
frightened some builder companies away from direct involvement, and in the end 
having only two volume builders providing housing product probably meant a loss in 
product diversity and consumer choice. 

The building industry was reluctant to change some construction practices, and 
raised issues of risk premiums impacting housing affordability and market 
acceptance. For example: reverse brick veneer construction was encouraged but 
resisted by the industry, which successfully negotiated performance standards 
sufficiently low to continue using standard construction techniques. 

Similarly, interviewees noted the real estate industry was reluctant to change their 
practices, and maintained a mindset that consumers were not interested in 
environmentally sustainable features. For example: the real estate industry was 
comfortable communicating properties using traditional house valuation metrics (no. 
of bedrooms, no. of bathrooms, floor area, car spaces, air-conditioning etc), rather 
than communicate unfamiliar features of sustainable homes (size of photovoltaic 
array, higher thermal comfort, lower energy costs, etc). 

The local electricity infrastructure provider demonstrated an institutional barrier to 
recognising the benefit of an expected lower average and peak load for the green 
village. The privately owned utility installed standard infrastructure, even though the 
lower load and self-sustaining nature of the homes should have required a less costly 
level of infrastructure. 

Some interviewees suggested that government policy organisations were slow to 
react and develop appropriate policy settings to support the development. For 
example: the delay in communicating the solar rebate policy caused some uncertainty 
in the economics of photovoltaic systems, and discouraged some households from 
increasing their systems above the minimum requirement. 

Institutional barriers were found across many government agencies because ‘nation 
leading’ often meant doing things differently. For example: the transport department 
allocated the standard 50km/h speed limit to the development when an active 
walking/cycling community would have been better supported with a much lower 
speed limit. 

An economic barrier to the delivery of the development was the process of 
allocating economic costs. There are many aspects of the Lochiel Park development 
that meet wider government policy objectives (water, waste, biodiversity, energy), yet 
the full costs of delivery was allocated to the project and not to the agencies 
responsible for determining the policy. For example: the district stormwater recycling 
scheme provides a wider community benefit to the City of Campbelltown and the 
users of the River Torrens, yet all costs are allocated to Lochiel Park and are passed to 
the home buyers. 



10 S. Robert Berry 

An interesting barrier to the consistent achievement of energy and water savings 
has been the interaction between households and technologies. Many of the 
households moving into the development were not highly technologically literate and 
have been unable to operate and maintain the solar technologies to their full potential 
(Saman et al. 2011a). And although an interactive energy and water use feedback 
monitor was installed in each house to allow households to track and modify their 
behaviour, the inability of households to operate the feedback and solar systems has 
limited the monitor’s effect. 

6 Lochiel Park’s Impacts 

The impact of niche events can be considerable and wide ranging. Earlier it was noted 
that new ideas, technologies, artefacts and practices that evolve at niche events may 
be adopted at regime level leading to a more environmentally sustainable outcome 
(Kemp, Schot & Hoogma 1998; Unruh 2002; Verbong & Geels 2007). The Lochiel 
Park case study points to a number of impacts perceived by policy makers and 
industry professions which have led to changes in processes, skill sets, practices, 
knowledge, and policies, suggesting some change in the incumbent socio-technical 
regime. 

The sustainability transitions literature describes how niche developments can 
provide vital education and training opportunities that facilitate changes to existing 
institutional and professional norms (Hoogma, Weber & Elzen 2005; Geels 2010; 
Moloney, Horne & Fien 2010). The evidence provided by interviewees attests to a 
similar experience for the Lochiel Park case study. 

Building industry professionals suggested that several large building companies 
and their associated tradespersons have gained substantial experience designing and 
building sustainable homes at Lochiel Park, and that the experience has led to the 
adoption of new practices and new understanding in the installation of technologies 
such as solar water heaters, photovoltaics and LED lighting. The result is a section of 
the local building industry now confident they can design and construct product 
attractive to the new home market at 7.5 Stars, with lighting densities less than 
3.5w/m2, and with local electricity generation. Involvement in Lochiel Park has also 
given building designers experience in using sustainability performance assessment 
tools. 

Some of these experiences have been shared with the broader building industry 
through education and training sessions held at Lochiel Park or presented by those 
involved with the development. Training sessions for the Housing Industry 
Association’s GreenSmart program have been held on site to allow participants to 
gain practical knowledge of sustainable housing. The Green Plumbers and Green 
Painters programs are amongst the many other groups that have held training courses 
at Lochiel Park. 

Policy makers such as planners and local government officials have participated in 
guided tours of Lochiel Park, and university training programs have incorporated site 
visits for architecture, renewable engineering and property courses. Students at 
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primary and high school have also been exposed to new concepts in urban 
sustainability during informative site visits. 

Lochiel Park has demonstrated to policy makers, the building industry and the real 
estate industry that narrow, small lot development, which increases urban density 
whilst lowering the development’s ecological footprint, is technically feasible and 
attractive to the local housing market. The development density of 25 dwellings per 
hectare is nearly double that traditionally applied locally to new estates (Bishop 
2008). 

Policy interviewees have suggested that the success of delivering Lochiel Park has 
given government the confidence to move policy goalposts, with some agencies 
establishing sustainability requirements above industry norms or regulatory standards. 
For example: all 60 display homes at the 2300 dwelling Light’s View development in 
Adelaide (Land Management Corporation 2010) have a minimum requirement of 7 
NatHERS Stars, well above the Building Code of Australia requirement of 6 Stars, 
and all dwellings on the estate are required to have either solar thermal water heating 
or solar photovoltaic electricity generation. 

The Lochiel Park Sustainability Centre, a public information centre, has allowed 
the government to communicate concepts of sustainability for estate design, house 
design and lifestyle to the broader community. Thousands of people have visited the 
Sustainability Centre and learnt about many different aspects of sustainable living. 

Lochiel Park, particularly through the development of the community garden and 
residents association, has demonstrated that community spirit can be achieved through 
empowering people to engage with their local community, even on new estates. 

Greater understanding by house purchasers of sustainability opportunities has been 
achieved through the practical demonstration of actions and by information 
dissemination. Policy makers have suggested that the creation of Lochiel Park has 
encouraged aspirational thinking by other policy makers and the greater community 
on the potential for environmentally sustainable communities. 

An unusual aspect of the development is a commitment to monitor and analyse the 
energy and water use of all Lochiel Park homes for at least five years. This means that 
the Lochiel Park Green Village has the potential to provide a legacy of data to inform 
future policy targets. 

The Zero Carbon Challenge (Land Management Corporation 2011), a house design 
competition for the final residential allotment released at Lochiel Park, has enabled 
further interaction between architects, builders, engineers and student researchers on 
creating a net zero carbon home. The competition winner is contractually obligated to 
build the house and make it available as a display home for a set period. 

A number of interviewees noted that by demonstrating industry can build high 
performing houses, the creation of the Lochiel Park Green Village has influenced 
policy makers to consider net zero carbon as a future regulatory standard. 

The practical experience of creating the niche sustainable housing development has 
allowed many organisations to interact with new performance standards, construction 
techniques, and technologies. These interactions have facilitated changes to industry 
practices, government policies, regulatory standards, and the way the community 
understands housing. 
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7 Conclusion 

Concern for anthropogenic greenhouse gas emissions has lead governments to 
consider regulating building energy and carbon performance. Responding to this 
exogenous environmental impact the South Australian Government chose to 
showcase the cutting edge of sustainable urban development by creating a model 
green village of near zero carbon homes in a near zero carbon impact estate. 

The creation of the Lochiel Park Green Village challenged many organisations to 
set objectives, performance targets and regulatory guidelines outside existing 
institutional and professional norms, thus requiring a shift away from dominant 
technologies, practices and beliefs. At this early stage in the Lochiel Park niche some 
evidence is emerging of impacts that if sustained and absorbed into the mainstream 
may lead to wider environmental outcomes. 

By applying a multi-level socio-technical framework we can see how structural 
change at the regime level has come from new tensions at the landscape level and the 
interplay of actors at the niche level. The creation of the Lochiel Park Green Village 
has allowed many organisations to gain a more detailed and practical understanding 
of sustainable housing. This experience has given organisations the confidence to 
change industry practices, government policies, and regulatory standards. 
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Chapter 2 

Evaluation and Validation of an Electrical Model of 
Photovoltaic Module Based on Manufacturer 

Measurement 

Giuseppe M. Tina and Cristina Ventura 

Abstract. The analysis of the performance of a photovoltaic (PV) array needs 
basically the reporting the real working conditions to a reference condition of 
irradiance and temperature. Normally it is used the Standard Test Conditions 
(STC). Then the corrected I-V curves can be compared and an analysis of the 
performances can be carried out. In this context this paper proposes an analyti-
cal model to evaluate the energy performance of a PV module. The proposed 
model is based on some data provided by the manufacturer of the module in 
STC conditions. The photovoltaic module used as test-bed in the experiments 
gives the possibility to have the six terminals of the three strings forming the 
module, that normally are connected in series. This is very useful in the case of 
shading or disuniform radiation. The model is validated with numerical exam-
ples, and tested using both measured and estimated data relative to each single 
string and their connection in series and parallel. Results show how the parame-
ters extraction depends on the measured value of the maximum power points,  
if measures are not accurate the analytic model here implemented can not  
converge to a feasible solution. 

1 Introduction 

Nowadays there are many efforts to increase the yearly energy production of a PV 
plant. Mainly it depends on design choices and construction solutions, but on the oth-
er hand the initial efficiency must be kept as high as the initial value of the PV plants 
in order to insure the goodness of the investment. In this context many efforts are 
focused on developing monitoring tools that, starting from a suitable model of the PV 
plant, can detect not only a specific difference between the expected efficiency and 
the measured one, but also a trend over the time that could indicate aging phenomena. 
These tools are mainly based on proper models of both PV module and PV strings. 
Actually in literature there are many models but very often they have been developed 
for PV cells mainly for testing aims. Then these models have been extended to PV 
modules and a few to PV arrays. The passage of the model from cell to module is 
critical as the presence of the layers of materials (e.g. Glass, EVA, Tedlar), that forms 
a PV module, causes some uncertainties, such as the real irradiance that strikes the 
cells inside a PV module and also the value and distribution of the temperature on the 
cells. The general approach to assess the electrical performance of a PV system is 
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based upon the capability of analytically describing the I–V characteristic of the pho-
tovoltaic component for each operative temperature and solar radiation. Traditionally, 
the analytical models used in the study of these phenomena evaluate the behaviour of 
the PV cell by assimilating it into an equivalent electrical circuit that includes some 
non-linear components [13]. These electrical equivalent circuits are based on some 
unknown parameters, from three to seven depending on the complexity of the model; 
the most common electric circuit is known in literature as RP-model, which consists 
of a current generator, a diode, a series resistant and a shunt resistant. The characteris-
tic equation of this equivalent circuit contains five independent parameters, for this 
reason it is also called “five parameters model”. This model offers a good compro-
mise between simplicity and accuracy and has been applied widely [3]. The five pa-
rameters can be evaluated by means of either numerical methods, that minimize the 
difference between a measured I-V curve and the one calculated by the model, or just 
using the technical data provided by that manufacturer of the PV module.  However, 
due to the transcendental nature of the current equation for PV module, significant 
computation effort is required to obtain all the five model parameters [10]. For exam-
ple, in [9] they have analyzed the development of a method for the mathematical 
modeling of PV arrays. In order to improve the accuracy of the method, analytic solu-
tions [2, 6, 7, 8] and intelligence algorithms [4, 11, 12] are applied to deduce the all 
parameters. Moreover, recently various high accuracy algorithms techniques have 
been reported, such as particle swarm optimization (PSO) [15], differential evolution 
(DE) [10], genetic algorithm (GA) [13] and pattern search (PS) [1]. 

The aim of this paper is to develop a five parameter model that allows to evaluate 
the I-V curve of a photovoltaic model starting from data provided by the manufacturer 
relative to STC conditions. This model has been used since it has been successfully 
applied and it seems to give good approximations of the I-V curve [5, 14]. In this 
case, a module that allows to have as output the six terminals of the three strings 
forming the module, that normally are connected in series, is used to test and verify 
the adopted solution. The manufacturer provides data relative to each single string and 
their connection in series and parallel. These data are compared with data evaluated 
using the model here proposed.  

2 Five Parameter Model 

The five parameter model is relative to the equivalent circuit representative either a 
PV cell or a PV module, shown in Fig. 1. It is a complete circuit where both the 
sources of power losses are used, RS and RSH. 

Application of Kirchoff’s Current Law on the equivalent circuit results in the cur-
rent flowing to the load: 

SHDPH IIII −−=                                              (1) 

If the diode current and the current through the shunt resistance (ID and ISH, respec-
tively) are expanded, Eq. 2 is obtained.  
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where Vt = m·k·T/q, m is the number of cells connected in series, k is the Boltzmann’s 
constant, T the absolute temperature and q the electronic charge. 
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Fig. 1. Equivalent circuit representing the five-parameter model 

The characteristic equation of the equivalent circuit contains five parameters: IPH 

that represents the light current (A), I0 that represents the diode reverse saturation 
current, η that represents the ideality factor, RS that represents the series resistance and 
finally RSH that represents the shunt resistance. In general, these five parameters are 
functions of the solar radiation incident on the cell and cell temperature. Reference 
values of these parameters are determined for a specified operating condition such as 
STC. Three current–voltage pairs are normally available from the manufacturer at 
STC: the short circuit current, the open circuit voltage and the current and voltage at 
the maximum power point. A fourth piece of information results from recognizing 
that the derivative of the power at the maximum power point is zero. Therefore, to 
calculate the five parameters, Eq. 1 has to be calculated in the following three points:  
open circuit “OC” (Eq. 3), short circuit “SC” (Eq. 4) and maximum power point 
“MP” (Eq. 5).  
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Differentiating Eq. 2 with respect to V gives: 
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Calculating  Eq. 2 at the maximum power point, we have: 
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Considering and manipulating Eq. (3), (4) and (5) it is possible to express the parame-
ters IPH, I0 and RSH in function of RS and η: 
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Substituting these equations in (8) we have an equation in two variables RS and η. 
Calculating the absolute minimum of the obtained function, it is possible to find the 
five parameters. The main point is that this approach has the advantage to use input 
data that are always provided by the manufacturers such as: VOC, ISC, VMP, IMP, irra-
diance and the PV cell temperature. In particular these data refer to STC conditions. 
In this case these parameters are specified with a lowercase “ref “, as follows: IPH_ref, 
I0_ref, η_ref, RS_ref and RSH_ref. 

3 Experimental Setup 

For the experiments, data relative to the basic PV module SG Mono GF245F, manu-
factured by SUNEL, has been used. This module is composed by 60 monocrystalline 
silicium cells. The advantage of using this module is that there is the possibility to 
have the six terminals of the three strings forming the module, that normally are con-
nected in series. This is very useful in the case of shading or disuniform radiation. 
Having the outputs of the three strings, in fact, it is possible to obtain three maximum 



 2   Evaluation and Validation of an Electrical Model of Photovoltaic Module 19 

 

power points, each one relative to each sub-string. Moreover, it is possible to have 
different configurations connecting the strings in series or in parallel. Moreover, two 
solutions have been considered: mono junction-box and multi junction-box, shown in 
Fig. 1 and Fig. 2, respectively. While  

 

                        
(a)                                           (b) 

Fig. 2. Connection of PV module “SG Mono GF245F” manufactured by SUNEL; (a) mono 
junction-box solution; (b) multi junction-box solution 

 
(a) 

 
(b) 

Fig. 3. Characteristics of the module SG Mono GF245F using a mono junction-box; (a) I-V 
curve of the string I and the difference between the current of string II and string III compared 
to the current of string I, on equal voltage; (b) Power curve considering series and parallel 
connections, in the x axis there is the percentage of the voltage relative to VOC 
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Fig. 3 shows the I-V curve calculated in STC of each of the three strings and their 
connection in series and in parallel considering the mono junction-box solution, while 
Fig. 4 shows results obtained using a multi j-box solution. The I-V curves of the three 
sub-strings are compared, in particular the current of the string II and string III are 
compared with the current of the string I considering on equal voltage. The power of 
the series and parallel connections are also compared considering the percentage of 
the voltage respect to VOC. 

 

 
(a) 

 
(b) 

Fig. 4. Characteristics of the module SG Mono GF245F using a multi junction-box; (a) I-V 
curve of the string I and the difference between the current of string II and string III compared 
to the current of string I, on equal voltage; (b) Power curve considering series and parallel 
connections, in the x axis there is the percentage of the voltage relative to VOC  

4 Experimental Results 

The five parameter model has been used starting from some data provided by the 
manufacturer of the module. In particular, the manufacturer provides the values of: 
VOC, ISC, VMP and IMP in STC relative to each string and the connection in series and 
parallel of the three strings, for both mono and multi junction-box solutions. These 
data have been obtained using a Solar Array Simulator PASAN class A. Data used in 
the model are reported in Table 1. 
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Using the five parameter model proposed in this paper, the  parameter RS_ref and 
η_ref can be calculated and then the values of IPH_ref, I0_ref and RSH_ref can calculated 
using Eq. 9, Eq. 10 and Eq. 11, starting from the values of VOC, ISC, VMP and IMP.  

The model has been validated using numerical example. Fixing the values of the 
five parameters and starting from Eq. 3, Eq. 4 and Eq. 5, the values of VOC, ISC, VMP 
and IMP  have been calculated and then the obtained values have been used to calculate 
IPH_ref, I0_ref, η_ref, RS_ref and RSH_ref using the method here implemented.. Table 2 shows 
the obtained results, that demonstrate that the method here implemented can calculate 
the five parameter with a good approximation. 

Applying the method here presented to the data obtained using the Solar Array Si-
mulator relative to the “SG Mono GF245F” manufactured by SUNEL, we have noted 
that calculating the five parameters, their values depends on Maximum Power Point, 
and therefore the algorithm cannot converge if the values of VMP and IMP are not accu-
rate. Therefore, an analysis of the I-V curves obtained starting from different values 
of VMP and IMP has been done. These values have been calculated varying the meas-
ured values of VMP and IMP (Table 3) of ±0.05 with a step of 0.0025, obtaining 1681 
combinations of VMP and IMP values. Using these values the five parameters have been 
evaluated and the I-V curve has been estimated. 

Table 1. Parameters of the PV module used in the numerical simulations, in STC (irradiation = 
1kW/m2, temperature = 25°C) 

  VOC,ref ISC,ref VMP,ref IMP,ref 
  (V) (A) (V) (A) 

Mono 
Junction-

box 

I String 12.3047 8.1934 9.6191 7.6953 
II String 12.3535 8.1494 9.6191 7.7246 
III String 12.3047 8.1152 9.6191 7.7637 

Series 37.2070 8.1445 29.1504 7.8857 
Paral. 12.4512 24.2725 9.6680 22.9980 

Multi 
Junction-

box 

I String 12.3535 8.1982 9.4238 7.9395 
II String 12.3535 8.2129 9.7656 7.6563 
III String 12.3535 8.1982 10.0586 7.4707 

Series 37.1582 8.1933 29.1015 7.9003 
Paral. 12.5098 24.3164 9.6826 23.0420 

Table 2. Numerical example of the implemented method: T = 48.3°C, VOC (V) = 18.7, ISC (A) 
= 3.22, VMP(V) = 14.6 and IMP(A) = 2.91 

 IPH_ref I0_ref m·η_ref RS_ref RSH_ref 
Starting value 3.2205 5.7782·10-7 46 0.3597 972.6 

Estimated value 3.2208 3.9426e-007 42.4677 0.4201 905.5186 

 
Then the error between the measured I-V curve and the estimated one has been 

evaluated using the normalized Root Mean Square Error (nRMSE) as main measure. 
The normalized Root Mean Square Error (nRMSE) is a non-dimensional form of the 
error: 



22 G.M. Tina and C. Ventura 

 

( )

( )



=

=

⋅

−⋅
=

N

i i

N

i ii

x
N

xy
NnRMSE

1

2

1

2

1

1
                                          (12) 

where N is the number of data, the variable yi represents the estimated value, while xi 
represents the measured one. 

 
(a) 

 
(b) 

Fig. 5. Error between the measured I-V curve and the estimated one considering different com-
binations of VMP and IMP values. Results are referred to (a) the series connection of the multi-
junction solution; (b) the string III of the multi-junction solution. 
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Fig. 5 shows two example of the error between the measured I-V curve and the es-
timated one, considering different combinations of VMP and IMP values. Results are 
referred to the series connection of the multi-junction solution (Fig. 5.a) and the string 
III of the multi-junction solution (Fig. 5.b). As it possible to note, the values of 
nRMSE obtained using the five parameters calculated for each combination of VMP 

and IMP decrease in some areas of the graphics. That means that the correct Maximum 
Power Point is situated in that area. 

Therefore, it is possible to assert that the measured I-V curve is coherent: if the 
values of voltage and current in the case of open circuit voltage, short circuit current 
and maximum power point satisfy the implemented model: if IPH_ref, I0_ref, and RSH_ref. 
satisfy the analytical equations; and if exists a numerical solution of η_ref and RS_ref 
that is coherent with the physic significance of these parameters. 

5 Conclusion and Future Works 

In this context, an analytical model to evaluate the energy performance of an I-V cha-
racteristic of a photovoltaic module is proposed. The model is based on some data 
provided by the manufacturer of the module. It has been validated using numerical 
examples, and results show how it is used to estimate the I-V curve of a photovoltaic 
module with a good precision. The photovoltaic module used during the experiments 
gives the possibility to have six output terminals, relative to each of the three sub-
strings forming the module. Therefore, the manufacturer provided us data relative to 
the three remarkable points of the I–V curve of the practical array: open circuit, max-
imum power, and short circuit in STC relative to each string and the connection in 
series and parallel of the three sub-strings, measured using a Solar Array Simulator. 
These data have been used to evaluate the I-V curves relative to each case and then 
these results have been compared with the measured ones and the errors have been 
calculated using the Root Mean Square Error (nRMSE) as main measure, and tested 
using both measured and estimated data relative to each single string and their con-
nection in series and parallel. Results show how the parameters extraction depends on 
the measured value of the maximum power points, if measures are not accurate the 
analytic model here implemented cannot converge to a feasible solution. Therefore, it 
is possible to assume that the values of voltage and current in the case of open circuit 
voltage, short circuit current and maximum power point satisfy the implemented 
model: if IPH_ref, I0_ref and RSH_ref. satisfy the analytical equations and if exists a numer-
ical solution of η_ref and RS_ref  that is coherent with the physic significance of these 
parameters. 

The I-V curve varies with irradiance and cell temperature so, as matter of fact, an 
analysis of dependence of the parameters on operating conditions is needed. 
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Abstract. The movement for sustainable development aims at the optimization 
of the whole of human activity in terms of environmental, economic and social 
impact. The aim of the present paper is the examination of the content and evo-
lution of environmental sustainability in order to identify the key implications 
and requirements regarding timber and steel structures, two fields with signifi-
cant potential in terms of sustainability. The conclusions drawn include the 
identification of issues such as raw materials, the construction stage of a project 
and waste management and their potential influence on the environmental  
sustainability of timber and steel construction. 

1 Introduction 

The term ‘sustainable development’ is nowadays used at various instances, sometimes 
with a varying capacity and context. There are cases in which it is used as means of 
attracting attention or promoting a proposal or agenda without actual reference to its 
principles or application. Construction is one of sectors where construction product 
manufacturers often present products that are ‘sustainable’ without always taking into 
account any specific measures or processes. Although these cases should be regarded 
as the exception to the rule, it is nevertheless necessary to examine the specific  
content of environmental sustainability and its requirements and implications for  
the construction sector. In such a way, the quality and sustainability of construction 
products and services will be higher, thus rendering construction a more efficient and 
sustainable sector. 
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1.1 Purpose of Sustainable Development 

In order to identify the requirements regarding sustainability that are related to timber 
and steel construction, it is necessary to examine the purpose for which the movement 
for sustainable development was created. One of the first documented descriptions of 
the conditions surrounding the origin and introduction of the concept of sustainable 
development can be found in the book ‘The Limits to Growth’ published in 1972 
(Meadows et al. 1972). In it, the issue of the consequences of human activity to the 
environment, in light of finite resources available on the planet, was approached. A 
number of international organizations such as the United Nations (1972) also high-
lighted the importance of environmental issues thus laying the groundwork upon 
which the concept of sustainable development was formed and a number of environ-
mental protection agencies were established. 

 

Fig. 1. Evolution of the concept of sustainable development 

However, the content of sustainable development today has come to include an 
even broader range of factors which are not all related to the environment (Figure1). 
The most quoted definition of sustainable development being about “meeting the 
needs of the present without compromising the ability of future generations to meet 
their own needs” (United Nations 1987) confirms that its purpose is a much more 
general one, to ensure the future of next generations. This general goal includes both 
environmental issues and also social and economic ones that together provide a more 
complete description of the aforementioned ‘needs’ of future generations. 

2 Environmental Sustainability 

The identification of the three dimensions of sustainability led to the observation that 
environmental issues should be considered as a part of sustainable development and 
not as its whole content. The term ‘environmental sustainability’ is therefore since 
used to refer to the issues regarding the environment within the broader movement for 
sustainable development. Several events have occurred and key documents have been 
published regarding its context and characteristics. In order to identify its implications 
and requirements regarding timber and steel structures, it is necessary to examine 
these events and document their meaning and influence on these construction sectors. 



 3   Evolution of Environmental Sustainability for Timber and Steel Construction 27 

2.1 Key Events and Documents 

The first time environmental issues were discussed on a global level was at the United 
Nations Conference on the Human Environment which was held in Stockholm in 1972. 
The outcome of this event included the adoption of a significant amount of documents, 
including the ‘Declaration on Human Environment’, an action plan consisting of 109 
recommendations and a resolution on institutional and financial arrangements (Mom-
taz 1996). The Declaration on the Human Environment is aimed at the preservation 
and enhancement of human environment and among the issues it refers to are the con-
sideration of environmental consequences, the earth’s capacity to produce renewable 
resources, pollution and the importance of research (Vasseur 1973).  

A document that recreates much of the momentum of the United Nations Stock-
holm conference was the report entitled ‘Our Common Future’ which was published 
in 1987 by the United Nations World Commission on Environment and Development. 
It highlighted environmental issues and dealt with environment and development not 
as two separate aspects but as a single issue. Instead on focusing on the continuous 
environmental decay and pollution, the report put forth the possibility of economic 
growth based on sustainable policies that ‘expand the environmental resource base’ 
(United Nations 1987). It also highlighted the urgent need for decisive political action 
and promoted cooperation between people to both sustainable human progress. 

The next significant event regarding the evolution of environmental sustainability 
is the United Nations Conference on Environment and Development which was held 
in Rio de Janeiro in 1992. The conference led to the formation of a number of influen-
tial documents and actions, among which were the Rio Declaration on Environment 
and Development and Agenda 21. The Rio Declaration consists of 27 principles in-
tended to guide future sustainable development around the world. The very first  
principle states that ‘human beings are at the centre of concerns for sustainable devel-
opment’ (United Nations 1992), while other principles refer to the need for the inte-
gration of environmental protection into development and the use of environmental 
impact assessment for decision-making. Agenda 21 is a specific action plan which  
refers to actions that have to be implemented to address current issues and future chal-
lenges. It includes the participation of a variety of organizations, from United Nations 
to national governments. 

Another relative document of importance is the Kyoto Protocol adopted on 11  
December 1997 and entered into force on 16 February 2005. It is an international 
agreement linked to the United Nations Framework Convention on Climate Change 
that set binding targets for 37 industrialized countries and the European community 
for reducing greenhouse gas (GHG) emissions.  

All these events and publications, and many others, had a very influential role in 
establishing environmental issues as top priorities among agendas referring to future 
policies and actions. Despite the fact that some of the goals set within the scope of 
these events -or of other similar ones of acknowledged importance- still require strong 
efforts, their effect on human activity cannot be questioned. It can therefore be con-
cluded that the current time period should be regarded as remarkably different from  
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previous ones, in that the requirements associated with sustainable development have 
become the focal point in all business sectors. For an organization to remain competi-
tive and secure a place in tomorrow’s market, it will have to incorporate sustainability 
into the supply chain. This is emphasized in sectors that have already been identified 
as in need of radical transformation, such as construction. 

2.2 Environmental Sustainability in Construction 

It has been documented a number of times that the construction sector is responsible 
for the consumption of vast amounts of raw materials and energy, while it also pro-
duces significant quantities of waste. In a report published by a European Commis-
sion research project (2003) it is stated that construction activities are responsible for 
the consumption of more raw materials by weight (about 50%) than any other sector, 
while the waste streams generated from construction were also found to be the largest. 
Another EU report states that more than 50% of all materials extracted from earth are 
transformed into construction materials and products (European Commission 2007). 

European statistics (Eurostat 2011) show that in 2008, construction was the eco-
nomic activity that was responsible for 32.9% of the total waste generation in the  
EU-27. Statistical data for waste in the EU also show that the construction activity 
associated with the largest production of non-recyclable waste is onsite construction. 
The materials documented were mainly concrete, bricks and other materials found in 
traditional building techniques (European Commission 2010). These materials are 
frequently used in construction projects and although characterized by a number of 
advantages regarding the traditional requirements –such as stability and mechanical 
resistance- they do not perform adequately in terms of environmental sustainability. 
Concrete is characterized by a very low capacity for recycling which leads to the vast 
amounts of construction waste documented after the decision for demolition of a con-
struction project has been made. 

The same applies to waste generated by the manufacturing of construction materi-
als. Again, the increased use of concrete has proportionally increased the quantities of 
the relevant construction materials which often cannot be recycled or reused at the 
end of the project’s life cycle. 
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Fig. 2. Total waste generation in the EU-27 by economic activity in 2008 (Eurostat 2011) 
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It is therefore observed that traditional construction materials and techniques such 
as concrete do not hold adequate potential in terms of minimization of environmental 
impact. On the contrary, steel and timber construction present increased opportunities 
in regard to environmental sustainability, mainly due to the properties of the materials 
and their potential for recycling and reuse. In regard to the waste generated within the 
EU-27 by the manufacturing of wood and wood products, an extremely low amount 
of non-recyclable waste was documented for year 2008 (European Commission 
2010), which clearly highlights the potential of the sector in terms of environmental 
sustainability. 

3 Timber and Steel Construction 

Timber and steel construction constitute two sectors of construction that are character-
ized by increased potential in terms of environmental sustainability. This potential can 
be attributed to the differences that separate the two techniques from traditional ones 
which are primarily based on concrete. Since concrete is a material that cannot be 
efficiently recycled or reused, its use leads to the generation of large amounts of 
waste. On the contrary, wood and steel can be retrieved and recycled or reused after 
the decision for demolition has been made. 

3.1 Raw Materials 

Having examined the content and evolution of environmental sustainability it is possi-
ble to identify the implications and requirements that are related to timber and steel 
construction. One of the major issues is raw materials. Although the protection of the 
environment was introduced on a very general level, it has nowadays become closely 
associated with the urgency to minimize the use of natural resources and thus decrease 
the amounts of extracted raw materials. Since both timber and steel construction pro-
jects utilise significant large amounts of materials, it is necessary to find ways to opti-
mize their use, along with the use of energy or other related environmental inputs. 

The capacity of both wood and steel for recycling and reuse enables the minimiza-
tion of newly extracted raw materials required for a construction project. To fully  
exploit the recycling and reuse options, establishing a well-organized and efficient 
network of collection and sorting points would prove most beneficial. Wood, steel 
and iron that can be used for the production of new construction materials is a key 
ingredient of the sustainable nature of the two sectors as it eventually leads to the 
minimization of newly extracted quantities of raw materials. 

The influence of the appropriate raw materials in terms of environmental impact 
was highlighted by Zygomalas and Baniotopoulos (2011) who calculated the air emis-
sions to the environment that are caused for the acquisition of 1 kg of hot-rolled struc-
tural steel members intended for use in steel construction projects in Greece (Table1). 
Three acquisition routes were examined which cover the local manufacturing or the 
steel members, their import as ready-to-use products from foreign suppliers and  
the inland processing of imported semi-finished steel products such as steel billets. 
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The results show that the imported products that also include the transport to Greece 
are responsible for significantly higher air emissions, while the steel members manu-
factured locally cause the lowest emissions across all three categories. 

Table 1. Air emissions caused by the acquisition of 1 kg of hot-rolled structural steel members 
for use in steel construction in Greece (Zygomalas and Baniotopoulos 2011) 

Substance outputs 

(Emission to air) 
Unit 

Locally manu-

factured 

Imported 

products 

Inland processing 

of imported semi-

finished products 

Carbon dioxide (CO2) kg 0,267208 0,419745 0,298384 

Carbon dioxide, fossil (CO2) kg 1,090667 1,307253 1,648536 

Carbon monoxide (CO) kg 0,003653 0,001258 0,000706 

Dinitrogen monoxide (N2O) kg 2,2E-05 2,13E-05 2,29E-05 

Hydrogen Chloride (HCl) kg 0,000224 8,25E-05 0,000121 

Hydrogen Sulphide (H2S) kg 5,56E-06 1,93E-05 2,49E-05 

Lead (Pb) kg 4,64E-07 3,86E-06 4,69E-06 

Mercury (Hg) kg 5,15E-08 1,69E-06 1,72E-06 

Methane (CH4, fossil) kg 0,001244 0,003783 0,004824 

Nitrogen oxides (NOx) kg 0,00172 0,005041 0,004763 

Non-methane volatile organic 

compounds (NMVOC) 
kg 

0,000618 0,0018 0,001374 

Particulates, < 2.5 um (PM2,5) kg 0,000544 0,000787 0,001032 

Particulates, < 10 um, mobile & 

stationery (PM10) 
kg 

4,17E-06 0,000237 0,000129 

Sulfur dioxide (SO2) kg 0,004007 0,003095 0,004032 

Sulfur oxides (SOx) kg 9,81E-05 0,000802 0,000476 

Zinc (Zn) kg 5,84E-07 1,88E-05 1,93E-05 

3.2 Construction Time 

Another basic requirement concerning environmental sustainability and timber and 
steel structures is the minimization of the use of resources during the construction 
stage. The more time and resources required for the completion of a project, the more 
increased the environmental impact of the whole project. It is therefore necessary to 
shorten project delivery times. This can be achieved and further improved for timber 
and steel construction, since both techniques allow for the formation of off-site  
elements that are only assembled onsite. This advantage has to be exploited to the 
highest degree since it directly decreases the total amount of time required for the 
completion of a timber or steel structure. 

3.3 Waste Management 

Environmental sustainability has shown that project designers should not concentrate 
only on the initial phases of a construction project but also the last. In the age of rapid 
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economic transformations it is very common for the service life of a construction 
project to be finished well before its scheduled ending. New owners, new functions 
and new uses are all reasons for interrupting the service life of a structure and pro-
ceeding with interventions or even reconstruction activities. In view of environmental 
sustainability such options increase the environment impact caused since large 
amounts of waste are generated and new materials are required. It is therefore crucial 
to be able to recycle or reuse the retrieved construction materials from the existing 
building during its demolition. Wood and steel are indeed characterized by this poten-
tial and can subsequently minimize the amount of waste which cannot be utilized and 
has to be sent to landfills. This can be observed in a study conducted by Zygomalas et 
al. (2009) in which the environmental impacts caused during the life cycle of a simple 
steel shed were calculated. According to their findings, one third of the environmental 
burden caused by the construction of the steel shed was deducted from the total  
life cycle impact due to the environmental benefit from the recycling of retrieved  
materials (Figure3). 

 

 

Fig. 3. Illustration of environmental impact caused during the life cycle of a simple steel shed 
construction (Zygomalas et al. 2009) 

3.4 Quantitative Evaluation of Sustainability 

Sustainability involves a lot of uncertain information and vague declarations. There-
fore suitable modeling tools must be used. Fuzzy inference seems a suitable environ-
ment for the evaluation and ranking of various alternatives and finally for the choice 
of the best ones. Fuzzy sets and their calculus, fuzzy logic and fuzzy inference have 
been based on the seminal works of L. Zadeh. These techniques allow for the usage of 
imprecise information and linguistic reasoning, both including vagueness and uncer-
tainty, in classification, optimization and control. Applications of fuzzy evaluation on 
the environmental sustainability assessment of various activities have been published 
recently (Phillis et al. 2001, Amindoust et al. 2007, Pislaru et al. 2011). The evalua-
tion of environmental sustainability of structures taking into account their life cycle 
has not been considered till now, to the best of our knowledge. Research work in this 
direction is planned for the near future from our group. 



32 D.N. Kaziolas et al. 

4 Conclusions 

The concept of environmental sustainability was first introduced as an urgent re-
quirement for the protection of the environment against the consequences of human 
activity in view of finite resources. In the coming years, environmental issues gained 
increasing attention and were being prioritized in international agendas for future 
policies. Ultimately, the overarching goal of sustainable development was set to en-
sure that the future of the next generations would not be compromised. Environmental 
sustainability was defined as one of the three dimensions of sustainable development, 
the remaining two being economic and social sustainability. A number of key events 
and publications contributed to the development of the concept and led to its current 
establishment. 

The construction sector can play a critical role in ensuring sustainable develop-
ment, since it is responsible for the consumption of about 50% of raw materials within 
the EU and generates the largest waste streams as well. It was found that most of the 
materials in these waste streams are coming from onsite construction based on tradi-
tional materials such as concrete. In this view, steel and timber construction were 
found to present increased environmental sustainability potential, due to the properties 
of the materials and their capacity for recycling and reuse. 

The main implications and requirements for timber and steel construction that were 
identified concern raw materials, the construction stage of a project and the end of its 
life cycle. The urgency to minimize the use of natural resources and thus decrease the 
amounts of extracted raw materials can be balanced with a well-organized and  
efficient network of collection and sorting points which ultimately enables the mini-
mization of newly extracted raw materials required for a construction project. Envi-
ronmental impact during the construction stage can also be minimized through the 
shortening of project delivery times, as timber and steel construction both allow for 
the formation of off-site elements that are only assembled onsite. At the end of a con-
struction project life cycle and after the decision for its demolition has been made, 
timber and steel also provide increased potential in terms of environmental sustain-
ability. The recycling and reuse of materials retrieved can minimize the amount of 
waste which cannot be utilized and has to be sent to landfills. 

In this respect, it can be argued that timber and steel construction do not actually 
produce ‘waste’ with the traditional meaning of the term but rather collected quanti-
ties of raw materials which can be used for the manufacturing of new wood and steel 
construction products. 
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Chapter 4 

Using the Energy Signature Method to Estimate  
the Effective U-Value of Buildings 

Gustav Nordström, Helena Johnsson, and Sofia Lidelöw 

Division of Structural and construction engineering, Luleå University of Technology,  
Sweden SE-971 87 LULEÅ Sweden 

Abstract. The oil crisis of the 1970s and the growing concern about global 
warming have created an urge to increase the energy efficiency of residential 
buildings. Space heating and domestic hot water production account for approx-
imately 20% of Sweden’s total energy use. This study examines the energy per-
formance of existing building stock by estimating effective U-values for six 
single-family houses built between 1962 and 2006. A static energy signature 
model for estimating effective U-values was tested, in which the energy signa-
ture was based on measurements of the total power used for heating and the in-
door and outdoor temperatures for each studied house during three winter 
months in northern Sweden. Theoretical U-values for hypothetical houses built 
to the specifications of the Swedish building codes in force between 1960 and 
2011 were calculated and compared to the U-values calculated for the studied 
real-world houses. The results show that the increasingly strict U-value re-
quirements of more recent building codes have resulted in lower U-values for 
newer buildings, and that static energy signature models can be used to estimate 
the effective U-value of buildings provided that the differences between the  
indoor and outdoor temperatures are sufficiently large. 

Keywords: Energy signature, building energy use, houses in cold climate,  
average U-values. 

1 Introduction 

Residential buildings account for about 40% of Sweden’s total energy use, with space 
heating and hot water alone being responsible for around 20% of the total (Energi-
myndigheten 2012). There is therefore great interest in improving building perfor-
mance. A building’s performance is dependent on its design and the way in which it 
was built, and so building codes can be seen as tools that can be used to increase sys-
tematic efficiency and to mandate improvements in the thermal properties of new 
buildings. Building performance is also sensitive to users’ behavior and consumption 
of building services (Guerra-Santin and Itard 2010; Lundstrom 1986). Since the estab-
lishment of the first Swedish national building code in the 1950s, factors such as the 
oil crisis of the 1970s and the growing awareness of the problems posed by global 
warming have increased the demand for buildings with high energy performance. 
This has, in turn, led to changes in the way we build our houses. Since 1920, the  
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dominant housebuilding technique used in Sweden has been to construct a light  
timber-framed structure with evenly spaced studs. In more recent years, it has become 
common to use thicker walls with one or two horizontal layers of studs (Nordling and 
Reppen 2009). Figure 1.1 shows the maximum average U-values [W/m²°C] permitted 
under Swedish building codes from the 1960s onwards. To facilitate comparisons 
between codes from different years, all U-values were calculated for a hypothetical 
house with a floor area of 16x10 m, an inside height of 2.5 m, a window area of 19.5 
m² (15%), and an envelope area of 450 m². The building codes of 1960 and 1980 
specified maximum U-values for each building part such as the walls, roof and floor, 
while the building code of 1988 imposed a cap on the average U-value of the building 
envelope. Conversely, both the current code and that issued in 2006 stipulate an upper 
limit on the energy usage per square meter of heated floor area [kWh/m2], with the 
limit values for houses with electrical heating (excluding household electricity) being 
different to those for houses with non-electrical heating. Thus the U-values for 2006 
and 2011 in Figure 1.1 also include ventilation losses in the house whereas the limits 
stipulated between 1960 and 1988 relate to transmission losses alone. 

 

 

Fig. 1. Caps on average U-values mandated by Swedish building codes between 1960 and the 
present day 

The case study discussed herein was conducted to develop a method based on a 
static energy signature model for estimating effective U-values for wooden single-
family homes in a cold climate. A number of houses constructed between 1962 and 
2006 were investigated; the nominal U-values that would be expected for such build-
ings are shown in Figure 1. The developed method was used to determine whether the 
changes in the national building code over the years have yielded practical increases 
in building performance. 

2 Theory 

2.1 Energy Signature 

Energy signature models estimate the overall power loss (KTOT) as a function of the 
difference between the indoor (Ti) and outdoor (Te) temperatures, as described by 
Sjögren (2007) and Hammarsten (1987): 
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                                       (1) 
 

Here, KTOT is the sum the of heat losses from the building due to transmission and 
ventilation, PH is the power supplied for heating, PG is power gained at no cost (“free 
power”), and PDYN is power that is dynamically stored and released. If heat is supplied 
via a district heating system, PH is given by the total amount of power drawn from the 
district heating system (PDH) minus that used for heating water (PDHW) and that lost 
from the system (PL): 

 
PH=PDH-PDHW-PL                                                     (2) 

 
The free power (PG) consists of power gained from insolation (PSUN), household elec-
tricity (PHE), household operating electricity (PBE) and heat generated by the actions of 
the building’s occupants (PP): 

 
PG=PSUN+PHE+PBE+PP                                             (3) 

 
KTOT can then be described as: 

 
KTOT(Ti-Te =PDH-PDHW-PL+PSUN+PHE+PBE+PP-PDYN                (4) 

 
Where KTOT equals PTOT: 

 
KTOT(Ti-Te)=PTOT                                                  (5) 

3 Method 

3.1 Monitored Buildings 

The case study was based on measurements conducted in six inhabited detached sin-
gle family houses in the city of Luleå, Sweden. The city has a subarctic climate with a 
yearly average temperature of 1°C (SMHI 2011). All of the houses have wooden 
structures, wooden or brick façades and are connected to the district heating system of 
the city. The houses were constructed in 1962, 1967, 1983, and 1987, with the  
last two having been built in 2006. As such, they were constructed under a range of 
different building codes, using various techniques. Some of the more important prop-
erties of the studied buildings are presented in Table 1. The study focused on mea-
surements acquired during the winter of 2011-2012 between November 2011 and 
February 2012. Large variations in outside temperature are common during this pe-
riod, which creates differences in temperature between indoor and outdoor air (ΔT) of 
15°C to 50°C; large ΔT values make it easier to accurately estimate KTOT. 
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Table 1. Key properties of the six single-family houses examined in this work 

House  1 2 3 4 5 6 

Stories* 1.5** 1 1.5 1 1 1.5 

Year of construction 1962 1967 1983 1987 2006 2006 

Insulation thickness 
[mm]       
   -Wall 70 130 180 245 215 215 

   -Roof 200 145 270 435/290 450 315 

   -Floor 0 50 200 240 190 200 

Envelope area [m²] 382 298 454 459 523 596 

Heated floor area [m²] 
house/garage 

210 100 168/29 174/32 142/38 197/45 

Inhabitants 
adults/children 

3  
(2/1) 

3  
(2/1) 

2  
(2/0) 

4  
(2/2) 

3  
(2/1) 

4  
(2/2) 

  *1.5 denotes one and half storey houses that have a finished attic. 

**This house also has a basement that extends beneath the entire building. 

3.2 Input Data 

A Saber measurement system (KYAB, Sweden) was installed in each monitored 
house. The system consists of a measurement unit connected to the Internet that col-
lects all data sampled by the sensors in each house. Sampling was conducted once per 
minute and the measurements were later converted to daily averages. 

3.2.1 Temperature 
Ti and Te were measured using temperature sensors (one indoors and one outdoors) 
that were connected to the Saber unit via a cable. The sensors were factory calibrated 
to read temperatures of -40ºC to +80ºC with an accuracy of ±0.1ºC. Indoor sensors 
were placed in a bedroom, hallway or living room away from heat sources and not in 
direct sunlight. Outside sensors were placed on the building façades in locations that 
would minimize the level of incident sunlight. 

3.2.2 Power Supplied for Heating 
PDH and PDHW were measured and separated by the Saber unit using a previously es-
tablished (Yliniemi 2007) and experimentally verified (Yliniemi, et al. 2009) method 
of estimation. The Saber unit was also used to collect data on the amount of power 
drawn from the district heating system, which was gathered via the infrared (IR) port 
on the existing meter in each house. The Saber unit recorded the total amount of ener-
gy drawn from the district heating system for space and water heating. Individual 
residential houses connected to district heating systems have no ability to store heat 
from the system, and so any power required for space heating or hot water is supplied 
on demand. Space heating generates a steady baseline use of power from the district 
heating system, with hot water usage generating additional spikes in usage on top of 
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this (Yliniemi et al. 2009). It was assumed that there were no losses from the system 
(i.e. the value of PL was zero) because all measurements of PDH and PDHW were con-
ducted indoors, and all losses that occur inside the building envelope are assumed to 
contribute to the heating of the house. This means that all production and transporta-
tion losses occur outside of the measurement zone.  

3.2.3 Gained Free Power 
PSUN was assumed to be zero because the measurements were conducted during the 
months of November-February, during which the level of insolation in northern Swe-
den is very low (Sjögren et al. 2007). Luleå has about 80 hours of sunshine in Octo-
ber, about 10 in December, and about 60 in February (SMHI 2012). PP was estimated 
to 71W at low activity and 119W at higher activity per person (Sauer et al. 2001). 
Each person was assumed to spend sixteen hours per day in their house, during which 
they would be highly active for 8 hours and less active for the remaining eight. Ac-
cording to Petersson (2010) 20% of the power used to produce hot water and 75% of 
the electrical power usage can be considered as heat gains. Because the Saber unit 
recorded PDH and PDHW separately, a new term (PHW) was introduced to denote the heat 
gains from water heating. Electricity use was measured using existing electricity me-
ters in each house, which were connected to the Saber unit via a pulse detector. Since 
PHE and PBE could not be separated, a single term denoting heat gains from electricity 
was introduced (PE) and calculated as 75% of the total electrical energy used.  

3.2.4 Dynamically Stored/Released Power 
PDYN was assumed to have negligible effect on the results. According to Hammarsten 
(1987), the dynamics of the building can be neglected if twenty-four hour averages 
are used as input data for the energy signature model as was the case in this work. The 
assumption that dynamics can be ignored is strengthened by the fact that the case 
study houses are made of wood, which is a light construction material that stores rela-
tively little energy. 

3.2.5 Determination of PTOT 

Using the above assumptions, PTOT was calculated for each house. 
 

PTOT=PH+PHW+PE+PP                                               (6) 

3.3 Data Management and Evaluation 

All collected data were downloaded from the Saber units’ web server and imported to 
Excel. The measured outdoor temperatures at the studied houses were compared to 
detect any sudden peaks or drops that might indicate malfunctions or the introduction 
of external heat sources. The indoor temperatures were also checked to ensure that 
they remained relatively steady and contained no peaks due to the introduction of new 
heat sources. PTOT was calculated using equation 6 and was plotted as a function of the 
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difference between the outdoor and indoor temperatures (ΔT) for each house. Linear 
regression was then used to calculate KTOT from the slopes of the plots. The KTOT 
values obtained in this way were divided by the area (A) of the envelope for the cor-
responding building from Table 1 to give a set of estimated average U-values. 

4 Results and Analysis 

Figure 4 shows a plot of PTOT against ΔT for houses 1-6 over the period between No-
vember and February. House 1 changed owners in the beginning of December, which 
meant that the measuring systems had to be removed. There is thus no data from 
house 1 for the period between December and February, which were the coldest 
months of the measurement period and thus had the highest ΔT values. Figure 2 
shows the calculated U-values for the period between November and February as a 
function of the year in which the houses were constructed. No usable temperature data 
was obtained for house 4 during January. To compensate for this, the indoor tempera-
ture for January was assumed to be equal to the average for the preceding months and 
the outdoor temperature was assumed to be equal to the outdoor temperature meas-
ured at a house located approximately 1km away from house 4 on the same river. The 
average difference between the measured temperatures for houses 3 and 4 was 
0.44°C, with a peak difference of 5.2°C during one day. There were some problems 
with the temperature measurements in house 5 that made some of the expected indoor 
and outdoor temperature measurements unavailable. The missing indoor values were 
replaced with the average measured indoor temperature over the entire experimental 
period. In addition, the Saber unit for this house suffered from a driver malfunction 
that caused it to stop recording the outdoor temperature below 0°C. The outdoor tem-
perature for house 5 was therefore assumed to be identical to that for house 6, which 
is located about 100m away from house 5. The average difference between the meas-
ured outdoor temperatures for houses 5 and 6 was 0.84°C, with a peak difference of 
2.83°C. Due to the missing data, house 1 was also investigated for the time  
period August to November and house 2 was used as reference house for this period 
(Figure 2). Based on this time period house 1 has a calculated U-value of 0.58 
W/m²°C and house 2 a calculated U-value of 0.50 W/m²°C. Due to a lack of data from 
December and January, the ΔT span for house 1 is rather narrow, which makes the 
accuracy of the regression and the derived U-value uncertain (R² = 0.55). The calcu-
lated U-value for house 1 differs from that for the other house constructed in the 
1960s by an unreasonable amount, Figure 3.  

Table 1 shows that house 1 is less well-insulated than house 2, suggesting that its 
U-value should be higher. A more realistic U-value (0.58 W/m²°C) for house 1 with a 
better model fit (R² = 0.83) was achieved when considering data from the period be-
tween August and November (Figure 2). It should however, be noted that the U-value 
for house 2 calculated based on data gathered between August and November was 
lower than that calculated for the period between November and February. This im-
plies that the U-value of house 1 for the August – November period would also be 
lower than that which would have been measured at higher ΔT values. The goodness 
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of fit of the regression for house 2 was high (R² = 0.97), which implies that the as-
sumption of a linear relationship between the power expended on heating and the 
temperature difference is valid. House 3 has the lowest measured U-value of all those 
measured in this work (0.26 W/m² °C) and a good model fit (R² = 0.96). 

 

 

Fig. 2. The total power (PTOT) plotted against the temperature difference (ΔT) for houses 1 and 
2 between August and November 

 

Fig. 3. U-values plotted against the year of construction of the studied houses superimposed on 
the maximum average U-values permitted by the corresponding building codes as shown in 
Figure 1 

The U-value calculated for house 4 is rather high and there is considerable uncer-
tainty in the corresponding dataset due to the problems encountered in recording its 
indoor and outdoor temperatures. Because of this the curve in Figure 4 has more vari-
ation than the others and the regression analysis yielded an R² value of only 0.86. The 
calculated U-value for house 5 (built in 2006) was 0.27 W/m²°C which is close to that 
required by the 2006 building code. The model fit for this house was also very good 
(R² = 0.95). The calculated U-value for house 6 was 0.34 W/m²°C, which is above the 
limit specified in the building code. The relatively poor model fit of the regression (R² 
= 0.91) for this house, together with the wide spread of measured temperatures is 
probably due to the residents’ use of a stove. 



42 G. Nordström, H. Johnsson, and S. Lidelöw 

 

Fig. 4. The total power usage (PTOT) as a function of the inside-outside temperature difference 
(ΔT) for houses 1-6 between November and February 

5 Discussion 

5.1 Effect of Building Regulations on Energy Performance 

The increasingly rigorous U-value requirements specified by the Swedish building 
codes over time are reflected in lower U-values for newer houses. However, the re-
sults presented in Figure 3 show that the U-values of all houses considered in this 
work were above those required by the building codes in force when they were con-
structed; in this context it should be noted that only transmission losses were consi-
dered in the requirements of building codes prior to 2006. The gap between the values 
specified in building codes and those achieved in practice is illustrated by house 2 
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(built in 1967), which has an effective U-value of 0.64 W/m²°C compared to the up-
per limit of 0.47 W/m²°C specified in the building code of the time for transition 
losses alone. Another example is House 4, which was advertised as a “low energy 
house” at the time of construction and was expected to meet or only modestly exceed 
the requirements set out in the building code in force when it was constructed. Table 
1.1 shows that it has a level of insulation comparable to or better than that found in 
newer houses. However, its effective U-value was actually higher than that for house 
3 (Figure 3), which implies that the measured PTOT was affected by some factor that 
the energy signature model did not account for. 

5.2 Applicability of Static Energy Signature Models in a Cold Climate 

The energy signature method provides a straightforward way of estimating a house’s 
effective U-value. Because the method is most reliable when the difference between 
indoor and outdoor temperatures is large, it is advantageous to estimate the U-value 
under cold conditions. The method is sensitive to interference from external heat 
sources such as fireplaces. In addition, the reliability of the energy signature method 
for houses with basements has yet to be explored. Both Hammarsten (1984) and Wes-
tergren et al. (1999) have compared the performance of static and dynamic models  
for the energy signature method and have discussed the problems associated with the 
dynamics of heat exchange in buildings. Hammarsten recommends using daily or 
weekly averages for static models, while Westergren et al. recommended only weekly 
averages. Daily averages were used in this work, which produced realistic estimated 
U-values. As such, our results support the recommendation of Hammarsten (1984). 
User behavior was not considered in this work, but its effects can be appreciated by 
comparing houses 3 and 4. House 3 is occupied by a childless middle aged couple 
whereas house 4 belongs to a middle aged couple with two sport-playing teenagers. 
This probably explains why the electricity and hot water use of house 4 were three 
and fifteen times greater, respectively, than those in house 3 between November and 
February. To complement this case study, a theoretical calculation of the average  
U-values for the studied properties is planned, together with a survey of the user be-
havior of the inhabitants of the case study houses. 
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Abstract. This study addresses two energy efficiency (EE) approaches to reno-
vation of multi-family housing in Sweden aiming at a better understanding of 
robustness as a building characteristic especially in terms of energy perfor-
mance of buildings and indoor air quality (IAQ). Gårdsten (Solar houses) and 
Brogården (passive houses) have been analyzed using an analytical framework. 
Adaptability, Redundancy, preference for passive techniques, users control over 
IAQ, transparency of systems to users and maintenance facility have been con-
sidered as the main criteria for robustness analysis and the performance of cases 
has been studied in relation to major factors likely to face uncertainties such as 
household appliances, occupant behavior, maintenance support, energy sources, 
technical systems, envelope quality and climatic conditions. 

Keywords: Robustness, Energy efficiency, Sustainable buildings, multi-family 
housing, Renovation. 

1 Introduction 

1.1 Sustainable Development and Sustainable Building 

According to the most often-quoted definition of sustainable development in The 
Brundtland Report, sustainable development is development that meets the needs of 
the present without compromising the ability of future generations to meet their own 
needs... The concept by its definition encompasses a wide range of domains and thus 
many various fields of science. As it has been stressed by Roggema (2009), global 
warming and change of climate is likely to be the most critical problem of the 21st 
century. Tin (2008) explains that changes in the climate are happening faster and 
stronger than expected. This means that it is not possible to predict the future and we 
might face significant uncertainties. Thus, adaptation to changes seems inevitable. 
According to Roggema (2009), the best strategy is to get ready for facing the worst 
case scenario to be able to deal with probable serious changes in close future. 

Sustainable building is a term which is usually used to stress the objectives of sus-
tainable development in relation to building activities and the built environment 
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(Femenías 2004). Since buildings are responsible for environmental issues such as 
CO2 emissions and consequently climate change, sustainable buildings are characte-
rized partly by having less impact on the environment. However, the other side could 
be how well these buildings withstand the environmental conditions and adapt to fu-
ture situations. Although there is no globally accepted definition for sustainable build-
ing as Femenías (2004) explains, for implementation of sustainable building it is sug-
gested to consider several factors including a life-cycle systemic approach for differ-
ent stages from planning to maintenance and even demolition of buildings in order to 
prolong the life span of the design and make it more flexible and adaptable. Thus, 
regarding sustainability in the field of architecture, buildings should be designed in a 
way that they are capable of dealing with unforeseen situations. 

1.2 Problem Statement 

Nowadays, there is a growing tendency towards strict energy consumption targets in 
building codes and energy efficiency standards (Simm et al. 2011). Thus, during the 
past recent years there have been efforts to design and build energy efficient buildings 
or renovate the existing housing stock into energy efficient housing in order to optim-
ize buildings' energy consumption. Though in some cases the results have been re-
ported to be satisfactory, in some other cases energy efficiency measures have been 
vulnerable to factors such as aging, maintenance requirements or user behavior etc. 

The performance of some systems in a real life situation is not the same as their 
expected performance on the drawing board or in the test chamber (Leyten et al. 
2005). This discrepancy between the predicted design performance and what will 
happen during the real life operation of a building can considerably influence the 
energy efficiency (EE) objectives of the building (Simm et al. 2011). Among other 
reasons, poor assumptions regarding the performance of the building and installations 
during modeling which can mislead the designers in their approach and occupant 
behavior could be mentioned as two commonly cited causes for such a performance 
gap (Simm et al. 2011 with refer to Raslan et al. 2009, Masoso 2009 and Torcellini et 
al. 2004). Gonzalez (2011) states that measures improving energy efficiency do not 
always result in the anticipated energy savings since part of the savings might be off-
set through other mechanisms. This phenomenon is referred to as the rebound effect in 
literature and energy efficiency debates and is partly caused by overestimating ener-
gy-saving potentials and underestimating saving costs. Such misestimation is mostly 
due to disregarding the impact of user behavior (Haas and Biermayr 2000). Especially 
if the use of any type of energy and natural resource or other inputs such as labor is 
considered, the system sometimes deviates from its efficient use of energy or econom-
ic objectives to a large extent. As for HVAC systems which are in a close relation to 
energy savings in a building, some factors including sensitivity to aberration from 
design assumptions, unfeasible maintenance requirements and lack of transparency to 
occupants and building management account for such vulnerability of measures and 
goals (Leyten and Kurvers 2005). Furthermore, technically sophisticated systems  
are more likely to be fragile due to their dependency on technology (Leyten and 
Kurvers 2005) and could easily affect energy efficiency of buildings. Consequently, 
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in achieving sustainable architecture, energy efficient buildings which are dependent 
on sensitive measures are not desirable results, especially in a long-term perspective, 
and designers should plan for buildings with reduced vulnerability. 

1.3 Methods 

The approach undertaken in this study is based on qualitative methods. According to 
the explanation of Femenías (Femenías 2004), the process can be seen as abduction 
which is a kind of approach in between deduction and induction. According to the 
classification of Groat and Wang (Groat and Wang 2002), the methods used for this 
research are mainly literature review and case studies. However, since to collect data 
for case studies, different articles and brochures have been studied and methods such 
as interviews and study visits have also been conducted, it could be considered as 
combined strategies. 

2 Robust Design 

2.1 Main Concept 

In a scientific approach, a correct understanding of a concept entails high perception 
of that concept which is not attained unless one is perfectly acquainted with its defini-
tion in that field of science, since considering just the lexical meaning, a word can be 
variously interpreted. Although there have been attempts to define concepts such as 
Robustness and Robust design in industrial science and the fields related to technical 
products or socio-technical systems, it seems there is still no comprehensive agreed 
definition for these terms in the scientific terminology. On the other hand, in some 
cases the term Robustness might be compared with conceptions such as reliability, 
Durability and Dependability on one side and Stability, Resilience and adaptability on 
the other side. Here the notion is investigated in two different but at the same time 
similar areas which would be related to the field of architectural design. 

Robustness in Technical Systems (Andersson 1997). Andersson (1997) tries to 
clarify the difference between reliability engineering and robust design by providing 
the definitions of reliability, availability, durability and dependability and how they 
are all associated with the larger image of Quality. Eventually, Andersson formulates 
his definition of robustness in technical systems based on the model of technical 
process already presented by Hubka and Eder. Since the technical system is consi-
dered as the main operator of the technical process, the aim of robust engineering is to 
design systems in which unexpected secondary inputs cannot excessively affect the 
performance of the system and the result of the process. According to Andersson If a 
technical system maintains a stated performance level of its properties in spite of 
fluctuations in primary and secondary inputs, the active environment, the operands 
and in human operation, then the system is robust (Andersson 1997, P 282). 
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Robustness Engineering vs. Reliability Engineering. Andersson believes that the main 
difference between reliability engineering and robust engineering lies in the assumed 
conditions for the performance of a system. As the definition of reliability implies, 
reliability engineering deals with some anticipated conditions in a known environment 
including a set of usual expected variations, while in robustness engineering the sys-
tem should be able to handle unusual unexpected situations and rare events. 
 
Robustness in Socio-technical Systems (Pavard et al. 2006). In the article by  
Pavard et al. robustness of socio-technical systems is mainly studied by means of 
comparing the differences between regulation, resilience and robustness within the 
theoretical framework of complex systems. From this point of view three types of 
engineering for complex systems has also been presented; Classical engineering, resi-
lience engineering and robustness engineering. Intuitively, a robust system is one 
which must be able to adapt its behavior to unforeseen situations, such as a perturba-
tion in the environment, or to internal dysfunctions in the organization of the system, 
etc (Pavard et al. 2006, P 2). In order to better clarify the differences between these 
notions, three types of regulations are presented:  

a) Classic regulations which aim to maintain a constant control over the  
behavioral variables of the system to guarantee the stability of the system's  
behavior. 

b) Structural regulations which are able to adjust the structure of the system to the 
new situation by self-adaptation in order to preserve the function of the system. 

c) Emergent and self-organized regulations that let the system to govern itself  
in an emergency situation by self-organization and in association with its  
environment. 

This point of view for managing complex socio-technical systems is followed by in-
troducing three required types of engineering: 

1) Classical engineering which is characterized by functional stability and antic-
ipating probable situations. This approach aims for stable organization. 

2) Resilience engineering which is characterized by uncertain situations and re-
duced anticipation of the system's behavior. This approach aims for dynamic 
reorganization.  

3) Robustness engineering which is characterized by emergent functionalities and 
no anticipation of further situations. This approach aims for self-organization. 

Robustness Engineering vs. Resilience Engineering. As implicitly explained, the ma-
jor difference between these two notions is that resilience engineering deals with un-
desired situations which are still possible to be anticipated and although changes 
might happen in the organization of the system, the aim is to preserve a certain result 
and keep the function of the system alive. This approach by its nature considers the 
system clearly separated from its environment. However, in robustness engineering, 
which deals with non-deterministic emergent situations in complex systems, firstly  
it is not possible to ensure that the function of the system or its subsets will be  
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maintained and secondly the system is not assumed as a distinct entity since there 
might be a close interaction between the system and its environment and they could 
be tightly associated. 

2.2 Robustness and Architectural Design 

A building is a complex system, comprising several technical and socio-technical sub-
systems each of which might be subjected to the concept of robustness and could 
effectively influence the robustness of the whole system. Nevertheless to study ro-
bustness of a building as a set of interconnected systems there are major factors which 
could be generally considered in the design approach. These factors could be catego-
rized as follows. However, since the focus of this study is on the energy efficiency 
measures, part 3 which is more relevant to this discussion will be further investigated. 

1. Robustness of building’s physical structure 
-Main structure         -Materials and installations 
2. Robustness of user’s comfort and satisfaction 
-Indoor environmental quality           -Functionality of spaces 
-Aesthetic features 
3. Robustness of feasible operation and maintenance 
-Maintenance facility         -Energy efficiency 
 
Robustness of Maintenance Facility. Ease of care and maintenance of buildings is 
practically and economically influenced by design of details and implementation of 
different methods (Bokalders and Block 2010). IEQ of a building encompasses IAQ 
as well as thermal comfort, health, safety, quality of potable water and other issues 
such as lighting, acoustics, ergonomics and electromagnetic frequency levels. It 
would not be an exaggeration if one says that the success or failure of a building lies 
on its IEQ. To quote Chris Alexander (Brand 1994) more money should be spent on 
the basic structure and ceaseless adjustment and maintenance than on finishing. In 
order for robustness of facile maintenance and care in ecologically constructed build-
ings, they should be considered in the early planning phase. An important issue re-
garding maintenance of building services is that they should be easily accessible and 
adjustable as well as adaptable to new technologies and energy suppliers. According 
to Brand (Brand 1994) if the systems are too deeply embedded in the construction 
they cannot be easily replaced and this has caused many buildings to be demolished 
earlier than their efficient lifetime. 
 
Robustness of Building’s Energy Efficiency. Although the cost of energy in the 
future is still questionable, buildings with high energy consumption are very likely to 
be unacceptable in a few decades at least due to their ecological issues. Thus, it is of 
utmost importance that buildings are constructed with robust EE measures, since this 
will not only make their maintenance economically affordable in the whole building's 
lifetime but also prevent extra costs in the future to improve their efficiency by apply-
ing alternative solutions. According to researches done in Delft University of Tech-
nology (Linden 2007), regarding IAQ and EE, robustness of buildings can generally 
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be improved through user-oriented and climate-oriented design approaches. Consi-
dering the definition of robustness, EE measures in a building should be insensitive to 
changes in the situation or the active environment. In their article, Leyten and Kurvers 
(2005) refer to the definition of robustness of a technique in statistics which is the 
ability of a certain technique to deliver accurate results, although its assumptions are 
violated and analogously formulate a definition for robustness of a building and an 
HVAC system as the measure by which the building or the system lives up to its de-
sign purpose in a real life situation. Furthermore, in a comparison between low-tech 
and high-tech solutions, less technically complicated buildings are often more robust 
(Leyten and Kurvers 2005). This means that the measures should not be dependent on 
sophisticated technical solutions. Juricic (2011) explains that complex building sys-
tems such as mechanical ventilation or active cooling systems are very likely to cause 
high energy consumption or lack of thermal comfort to users due to lack of transpa-
rency which leads to misuse. Moreover, experiences indicate that people would prefer 
buildings without cooling but with operable windows to those with fixed windows 
and cooling systems and they even accept temperatures higher than the comfort range 
in the former case (de Dear et al. 1997). Leyten et al. (2009) stress that user control 
over IEQ such as control over natural ventilation, temperature, sun shading and artifi-
cial lighting increases robustness of buildings. This is because users get the opportuni-
ty to adapt IEQ to their specific personal preferences and probable malfunctioning of 
the building will be compensated. Juricic (2011) points to redundancy of systems and 
multiplicity of functions as a building characteristic which helps its robustness. Suss-
man (2007) has developed a metaphor explaining such a concept in natural systems 
such as in human body where several functions are fulfilled by different organs or 
some other organs might be adapted to achieve the goal in case of failure in the main 
organs. According to Juricic (2011) one system, several functions would be the worst 
case while several systems, one function could be considered as the best case. 

3 Case Studies 

For this study two cases have been selected which are both well-known demonstration 
projects of multi-family housing renovation in Sweden. Gårdsten in Gothenburg and 
Brogården in Alingsås have been retrofitted both with the main focus on the energy 
performance of the building but with two different approaches to energy efficiency. 

3.1 Solar Houses, Gårdsten, Gothenburg 

Solar houses1 (Solhus1) is the renovation of 255 apartments comprising 10 buildings 
(3 high-rises and 7 low-rises) in West Gårdsten which was initiated at the time for the 
call for targeted projects for the THERMIE program in 1996 (Dalenbäck 2007). The 
renovation project started in early 1998 and was finalized in 2001. 
 
Energy Efficiency Measures. In the high-rises, the original flat roofs have been  
covered by extra insulation on top and a shed roof facing south with integrated solar 
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collectors for preheating domestic hot water was added on top of the building. In each 
block, storage tanks have been placed in the basement of 6-story building and pre-
heated water (heated almost 35% by solar energy) is stored there to be distributed to 
all the apartments and the common laundry in the block. The supplementary heat is 
provided through district heating system. Furthermore, the previous open balconies to 
the south have been repaired and enclosed with glazed panels. The apartments are 
supplied with fresh air preheated by sunlight through these glazed balconies. Fresh air 
enters the living rooms and bed rooms adjacent to these balconies through air inlets 
designed in the windows and balcony doors. The exhaust air is directed out from the 
existing exhaust system in kitchens and bathrooms on the northern part of the flats 
(Dalenbäck 2007). Despite of low investment incentives for insulation of all external 
walls due to low energy costs, the gables in the high-rise buildings were insulated. 
Existing laundry rooms, located in the basement of the high-rises were replaced with 
new laundry rooms, designed in the ground floor of these buildings. The new laun-
dries were equipped with energy efficient washing and drying machines, connected to 
the domestic hot water system in the basements to save electricity for water tempera-
tures below 50°C. Moreover, communal greenhouses have been built on the ground 
level of these buildings, adjacent to the new laundry rooms along more than half the 
length of the building to the south. In all buildings the inner window panes of the 
existing double glazed windows have been replaced with new low-emission panes 
(Dalenbäck 2007). All apartments have been equipped with energy efficient house-
hold appliances and all households have been provided with individual metering sys-
tems for water, electricity and space heating in their flats (Nordström 2005). 

However, in the low-rise buildings the existing ventilation systems were equipped 
with a heat recovery installation and the flat roofs were covered by external thermal 
insulation. One of the low-rises has a unique design in this project. The external walls 
to the east, north and west of this building have been covered with an extra layer of 
thermal insulation and a cavity has been created between the original walls and this 
new layer. These walls are not only protected from outdoor cold weather but also 
warmed up by circulation of heated air in this gap. The air is heated through solar 
collectors vertically installed and integrated to the southern façade of this building 
(Gårdstensbostäder 2010). 

3.2 Passive Houses, Brogården, Alingsås 

Brogården consisted of 299 apartments in sixteen 3-story buildings originally  
constructed in the early 1970s as part of the million homes program. As the first  
experience of retrofitting with passive house techniques in Sweden, the renovation 
process started in March 2008 and the whole project is to be completed in 2013 
(Morrin 2009). 
 
Energy Efficiency Measures. The main idea behind passive house concept is making 
heat losses as less as possible. This technology involves sufficient insulation for 
building envelope as well as making it as air tight as possible. In such a system not  
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much energy is needed for space heating and the air inside the building would be 
sufficiently warmed by the heat from occupants’ body, household appliances etc. In 
order to provide fresh air in such airtight spaces, the buildings are equipped with heat 
recovery ventilation systems of high efficiency. 

In Brogården the external shell of the buildings was highly insulated. The ground 
slab was insulated with a total thickness of 200 mm of EPS on both sides. The exterior 
long side walls which were in a poor condition were replaced with newly built walls 
with a steel structure and layers of mineral wool and EPS (app. 440 mm) and the insu-
lation layers on the attic floor were replaced with 400-550 mm of loose wool insulation 
(Morrin 2009). All windows and entrance doors were replaced with xenon gas-filled 
triple glazed thermo windows and highly insulated doors respectively. The existing 
recessed balconies which made substantial thermal bridges in the external walls were 
enclosed as part of the apartment interior space and new balconies were built, standing 
on a separate structure and mounted on the outside of the façade (Janson 2009). The 
previous ventilation system was replaced with air-to-air heat exchanger units with 85% 
efficiency (Janson 2008) installed in each apartment. In very cold days (estimated app. 
10 days a year) (Eek 2011), these units can also provide the incoming air with extra 
heat from the district heating system. The air inlets have been mounted on the living 
rooms and bedrooms walls and the out lets are in the kitchens and bathrooms. The 
apartments have been equipped with low-energy household appliances. Almost 60% of 
the apartments will be accessible by low-energy elevators which store energy from 
downward motions to be used in upward motions (Morrin 2009). 

4 Analysis 

In this part the cases are analysed based on the criteria of robust design with regard to 
changes in some major factors affecting building’s energy performance (Table 1). 
According to our studies robust design deals with reduced vulnerability to any unfore-
seen situation and thus a thorough robustness analysis entails a comprehensive study 
of future circumstances. However, among different factors influencing energy effi-
ciency, some of them seem to be more essential and more likely to face uncertainties 
during building’s lifetime including: 

• Household appliances (using new appliances due to different lifestyles etc.) 
• Occupant behavior (unexpected patterns of energy consumption) 
• Maintenance support (Changes in building management etc.) 
• Energy sources (Introducing different energy supplies due to cost etc.) 
• Technical measures (issues related to availability of sophisticated systems) 
• Envelope quality (physical changes due to issues such as aging) 
• Climatic conditions (issues such as global warming etc.) 

Furthermore, among other criteria, adaptability of systems, redundancy of meas-
ures, preference for passive techniques and user-oriented design criteria such  
as users control over IAQ, Transparency of systems to users and facility of  
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maintenance have been chosen as the main robustness criteria for the analytical 
framework. Since EE buildings are characterized by focusing on three major issues 
of user comfort, environmental impact and energy cost, the relation between these 
issues and the aforementioned factors and criteria has been presented in the follow-
ing diagram (Fig. 1). 

While regarding heat loss and energy saving, passive housing seems to be a safer 
solution due to highly insulated and well air tight envelopes, both cases could be at 
risk of energy performance reduction in case of unexpected situations in their life 
time. What seem to be common in both projects are issues related to availability of 
technical systems, redundancy of systems and feasibility of maintenance. In case of 
technical solutions such as solar panels, ease and cost of maintenance, as well as 
availability of the technique and its performance in relation with environmental fac-
tors can be questionable whereas energy efficiency in a long-term perspective 
through passive house method which is quite dependent on building fabric and de-
tails, could be vulnerable to issues such as performance loss of thermal insulation 
materials. 

Although the criteria for robust design have been presented with the same level of 
significance in this table, it is possible to determine more effective factors and criteria 
by applying methods such as system design to find the leverage points of applied 
systems according to the specific characteristics of each project. 

 

 

Fig. 1. Relation between main objectives of EE building, robustness criteria and HOMETEC 
factors 
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Table 1. Analysis of the cases based on the criteria of robust design and major factors of 
change1 

 Gårdsten Brogården 

 

R
ob

us
t 

de
si

gn
 c

ri
te

ri
a

 

Adaptability 
of systems 

+ Glazed balconies adaptable to 
different outdoor climates 
(C),(O) 
- Technical issues of adapting 
preheating/heating systems to 
alternative energy sources 
(ES),(M) 

+ Façade material can be easily 
replaced (C),(O) 
- Economic issues in case of 
performance loss in insulation 
material (EQ),(M) 

Redundancy 
of  
measures 

+ Possible use of electricity 
based systems for heat-
ing/cooling (C),(O) 
- Alternative heating/cooling 
devices not  provided in the 
apartments (O),(H) 

+ Possible use of simple 
sources of energy such as can-
dles for space heating due to 
highly insulated and air tight 
envelope (ES) 
- Lack of fresh air in case of 
failure in heat exchanger 
(T),(M) 

Preference 
for passive  
techniques 

+ Preheating of incoming air 
through glazed balconies in 
high-rises (C) 
+ Solar gain through larger 
windows in living rooms facing 
south (C) 
+ Sun shading provided both by 
balconies and operable blinds 
and curtains (C) 
- Considerable heat loss 
through building envelope 
(C),(T) 
- Apartments not very well air 
tight (C),(T) 
- Heat loss through entrances in 
the open balconies with no air 
lock (High-rises) (O),(C) 

+ Highly insulated building 
envelope (C),(T),(EQ) 
+ Xenon gas-filled triple 
glazed windows (C),(T) 
+ Well air tight apartments 
(C),(T),(EQ) 
+ Solar gain through larger 
windows in living rooms fac-
ing south, east or west (C) 
+ Sun shading provided both 
by balconies and operable cur-
tains (C) 

Users control 
over IAQ 

+ Operable windows (C) 
+ Operable glazing panels in 
balconies (C) 
+ Adaptable indoor temperature
(O) 
+ Blind curtains to control day-
light (C) 
 - Possible unnecessary use of 
glazed balconies with extra 
heating in cold days(O),(H) 

+ Operable windows (C) 
- Integration of heating and 
ventilation (T) 
 

 

                                                           
1 (H): Household appliances, (O): Occupant behavior, (M): Maintenance support, (ES): Energy 

Sources, (T): Technical systems, (EQ): Envelope Quality and (C): Climatic conditions. 
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Table 1. (continued)  

 Transparen-
cy of systems 
to users 

+ Radiating panels used for 
heating (T),(M) 
+ Glazed balconies to preheat 
incoming air (T),(M) 
- The system of solar panels to 
preheat hot water not easily 
understandable for layman 
(T),(M) 

+ Highly insulated building 
envelope 
+ Air tightness of the spaces 
(T) 
- Mechanical ventilation and 
integration with heating 
(T),(M) 

Facility of  
maintenance 

- Technically sophisticated 
parts such as solar panels pre-
heating water or heating air in 
the low-rise building facing 
south not very easy to maintain 
(T),(M) 

+ The buildings dependent 
only on one technical system 
(heat exchanger) which has 
only a filter to be changed per 
year (M),(T) 
- Constant need for technical 
maintenance (T),(M) 

5 Conclusion and Further Remarks 

This study aimed at a better understanding of robustness as a building characteristic, 
especially regarding energy efficiency measures, IEQ and users’ comfort. The study 
indicates that robustness is a qualitative characteristic of systems, specifically build-
ings in this research, which is generally defined as the characteristic of measures by 
which the building or the system lives up to its design purpose in a real life situation. 
Consequently, this characteristic is closely related to adaptability of a building and its 
subsystems. Particularly, for multi-family housing, design for robustness seems to be 
a characteristic which can enhance building sustainability from different points of 
view and support the functional purpose of buildings. Since both notions aim for more 
durable and reliable systems, design for robustness is quite in sync with sustainable 
architecture. Therefore, the concept could be applied to assess sustainability of design 
in a long-term perspective. According to this study robustness of a building and par-
ticularly multi-family housing, can be noticeably enhanced through user-centred and 
climate-oriented design approaches. These two approaches provide the designers with 
more comprehensive data to have more realistic predictions and prevent inaccurate 
assumptions and misestimation of design performance during modelling.  

According to the case analysis, there are major factors influencing building’s en-
ergy performance in a long-term perspective which should be analyzed in the design 
process in order to assess robustness of design and building’s sustainability. These 
factors which are likely to face unforeseen situations during building’s lifetime in-
clude: household appliances, occupants behaviour, maintenance support, energy 
sources, technical measures, envelope quality and climatic conditions. On the other 
hand, aiming for a building with robust energy efficiency measures entails a design 
process with accurate assumptions in which criteria such as adaptability, redundancy, 
preference for passive techniques, users control over IAQ, transparency of systems to 
users and facility of maintenance are taken into account. 
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An important point of the study to be stressed is that sometimes aiming for a robust 
design does not necessarily mean to achieve the most efficient performance of  
the building, especially in a short term perspective. For instance, regarding energy 
efficiency of a building, some measures seem to save more energy and thus more 
efficient, but concerning user comfort they are unsatisfactory, likely to cause unex-
pected behaviours and thus not necessarily robust. Therefore in evaluation of a design 
or deciding for design characteristics, robustness and efficiency should not be misin-
terpreted. 
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Abstract. The aim of the study was to investigate the microscale climatic 
conditions of courtyard buildings constructed by the Seljuk Turks throughout 
Anatolia in the thirteenth century. The particular focus was on how semi-open 
spaces, such as iwan and arcades surrounding the courtyard, are used to control 
daily and seasonal variation in the harsh semi-arid climate. Sahabiye Madrassa, 
in Kayseri, was used as a case study. Using ENVI-met 3.1, numerical 
simulations were run on a three-dimensional microclimate model to observe (a) 
the variations in microclimatic parameters, such as air temperature, incoming 
short-wave radiation, outgoing long-wave radiation, wind speed, and mean 
radiant temperature, and (b) how these variations affect comfort indices, such as 
the Predicted Mean Vote (PMV) and Predicted Percentage Dissatisfied (PPD). 
It was found that the madrassa responds dynamically to variation in external 
parameters and provides its users with increased levels of comfort, which belies 
its static and massive appearance.  

Keywords: Sahibiye Madrassa, Courtyard Microclimate, Thermal Comfort, 
Seljuk Architecture, Kayseri, ENVI-met.  

1 Introduction 

The courtyard building is a very old type of architectural construction and has been 
used by many urban civilisations over the centuries, starting with the Greeks, 
Romans, and Egyptians. Various examples of such buildings are still seen in many 
part of the world. Being virtually outdoor rooms, courtyards, whether enclosed or 
attached, are often referred to as microclimate modifiers in the scientific literature. 
They are believed to provide better climatic conditions than the surrounding open 
areas, and are supposed to have a positive effect on the heating and cooling loads of 
the enclosing building. Martin and March propose that the courtyard is the most 
effective type of construction for achieving desirable thermal environmental 
conditions, at both the architectural and urban scale [1]. According to Al-Azzawi, 
courtyards help to achieve such conditions, not by mechanical devices, but by 
architectural design in regard to concepts, plans, forms, sections, elevations, and 
details [2]. Knowles and Koenig present the solar envelope and intersititium as a 



60 H. Hisarligil 

revisiting of the spatial logic of courtyard, as a remedy for current problems, because 
they respond to the rhythms of nature by dynamic means that conserve energy and 
enhance outdoor life [3]. The thermal performance of courtyards has been 
investigated by such researchers Mohsen [4], Etzion [5], Cadima [6], Muhaisen and 
Gadi [7], and Muhaisen [8], who paid special attention to the effect of the geometrical 
and physical parameters of the courtyard. These authors conclude that for the proper 
protection of the courtyard's surfaces and its surroundings from intense solar radiation 
and the wind, proper configuration and proportioning of the geometry of courtyard is 
vital. Failure will result in poor thermal performance, in the form of either too much 
shadow when solar radiation is needed or too much radiation when it is not desired. It 
has also been found that the courtyard's orientation is generally secondary in 
importance to its proportion. Strategies to make courtyards more comfortable to spend 
time in have been studied experimentally in specific courtyards around the world [9-
13]. The results show that the orientation of semi-enclosed open spaces, irrespective 
of solar angles and wind direction, may create thermal discomfort. Proper orientation, 
along with dynamic shading (opening it at night and covering it during daytime), can 
improve their thermal behaviour. The addition of vegetation and the substitution of 
concrete pavement with soil and grass, and ponds, have similar but milder effects on 
their immediate surroundings. Further it has been found that sufficient and efficient 
openings can, if suitably incorporated, improve the thermal conditions of the 
courtyard’s surrounding spaces [14]. Other researchers also studied the effect of 
courtyard geometry on airflow and temperature stratification. One of these [15], found 
that some factors, such as the courtyard aspect ratio, the wind speed, and wind 
direction greatly influence the airflow inside the courtyard. Confined courtyard 
buildings can have their own thermal environment, due to the minimal mixing of air 
between the courtyard and the exterior. Almost all studies emphasise that courtyard 
buildings are the most preferable type, either for reducing the cooling load in hot 
periods or for heating load in cold period. 

This paper is a part of the initial phase of ongoing long-term research on the 
microscale climatic conditions of courtyard buildings, such as madrassas and car-
avanserais, the most significant building types of Anatolian Seljuk architectural 
heritage, appearing from the thirteenth century onwards throughout Anatolian lands. 
It explores the extent to which the design of courtyards of thirteenth-century buildings 
meets the criteria suggested for responding to daily and seasonal harsh climatic 
variations. The key contribution of the study is that it is, to the best of our knowledge, 
the first to investigate the microclimate and thermal comfort in a courtyard building of 
thirteenth-century Seljuk architecture using a numerical simulation model, such as 
ENVI-met in Turkey.   

2 A Case Study of a Madrassa Building of the Thirteenth 
Century  

The Seljuks, who established the first Turkish state in Anatolia, built numerous types 
of structure for various purposes: mosques (cami), schools (madrassa), hospitals 
(şifahane), tomb towers (kumbet) palaces and pavilions (kosk), roadside inns 
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(caravanserai), baths (hamam), and dervish lodges (tekke). Most of these structures 
date from the thirteenth century, with a few from the twelfth century. They are to be 
found throughout the Anatolian peninsula, also called Asia Minor. Among them, the 
madrassa (a school for higher education in the sciences and religion) is a major type 
of courtyard building. Constructed in 1267-1268 in Kayseri, Sahibiye Madrassa is a 
typical example of a Seljuk courtyard building. Its plan follows a traditional four-iwan 
courtyard madrassa. Typically with a square or rectangular walled exterior and a 
single portal, and a pond, the courtyard, which is surrounded by chambers, open 
chambers (iwan-vaulted halls closed on three sides and open at one end) and arcades 
(covered passageways on the two lateral sides, which can have cells along the sides; 
or a series of arches supported by columns) is fully open to the sky (Fig. 1).  

 

Fig. 1. The aerial, outer and inner views of Sahibiye Madrassa in Kayseri with its main portal 
facing the main iwan, and the percentage of area coverage of spatial components 

When the percentage of enclosed, semi-open and open space to total space (1240 
m2) is observed, it is found that the percentage of mass constructive walls (327 m2) is 
26.3%, the percentage of enclosed space (332 m2) is 26.7%, and the percentage of 
open and semi-open spaces (626 m2) is 46.8%. There is thus almost twice as much 
open and semi-open space as enclosed space, which gives the static massive-looking 
madrassa building the appearance of a dynamic open one. 

Sahibiye Madrassa is located in the large, industrialised city of Kayseri in Turkey, 
close to Cappadocia. Turkey is situated in the large Mediterranean basin, which has a 
fairly temperate climate in general. However, due to the diverse nature of the 
landscape and the existence in particular of the mountains that run parallel to the 
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coasts, there are significant differences in climatic conditions from one region to 
another. While the coastal areas enjoy milder climates, the inland Anatolian plateau 
experiences extremes of hot summers and cold winters with limited rainfall. Kayseri 
(38°43' North, 32°29' East) is located at the foot of the extinct volcano Erciyes (3916 
m) at an inland Anatolian plateau that has a continental climate (Köppen climate 
classification Dsa) featuring a semi-arid climate (Köppen climate classification BSk) 
[16]. Due to the city’s high elevation of 1068 metres, the mean temperature in Kayseri 
fluctuates between 3°C and 0°C in January (the coldest month) and between 20°C and 
22°C in August. The city has a Heating Degree Days (HDD) value of 3174 at a 22°C 
base temperature and Cooling Degree Days (CDD) value of 76 at a 15°C base 
temperature (from statistical data for 2011 provided by The Turkish State 
Meteorological Service). It is thus located in region IV according to the climate 
classification system of Turkish Standard-825, whereby the country is divided into 
four climatic regions for insulation purposes. Average annual rainfall varies between 
350 mm and 500 mm. Most of the precipitation occurs during the spring and autumn. 

3 Microclimate Simulation Model  

The simulations reported herein were run using the three-dimensional non-hydrostatic 
urban microclimate model ENVI-met 3.1 BETA V. This is one of the first models 
developed to determine the interaction between surface and air that affect the 
microclimate [17]. Its typical areas of application are Urban Climatology and 
Planning, Architecture, Building and Environmental Design. ENVI-met has been 
under constant development since its first appearance in 1998 [18] and was last 
updated in 2010, which makes it one of the best tools available. It is widely used in 
the literature and in recent years has been validated for assessing built environments. 
Providing both lumped and distributed parameter methods [19], the software uses 
both the characteristics of fluid dynamics, such as air flow and turbulence, and the 
thermodynamic processes taking place at the ground surface, at walls, at roofs, and at 
plants. Although it has certain limitations [20-21], this free and user-friendly model 
calculates the outdoor microclimate and thermal comfort in a systematic way, while 
consuming relatively few computer resources.  

A simulation that uses ENVI-met has three stages. The first stage consists of 
editing the area input files (.IN), to specify in detail the horizontal and vertical di-
mensions of the model environment to be analysed. The second stage consists of 
editing the configuration file (.CF), to define the basic settings, such as location, 
temperature, wind speed, humidity, PMV parameters, and databases for soil types and 
vegetation. Using the .IN and .CF files, the model analyses micro-scale thermal 
interactions within built environments with a typical horizontal resolution from 0.5 to 
10 m and a typical time frame of 24 to 48 h, with a maximum time step of 10 sec. To 
minimize boundary effects that might distort the output data, the model uses an area 
of nesting grids. In the final stage, the outputs of the first and second stages, which are 
in the form of binary files (.EDI/.EDT), are imported into a visualisation program 
LEONARDO 3.75 to map the results.  
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4 Results and Discussion     

4.1 Results for Generic Courtyard Forms  

The aim of running the simulations was to explore the microclimate of the enclosed 
courtyard and its effect on thermal comfort, so the relation between the geometry of 
an existing building and actual weather condition was observed. For this, we first 
examined how the proportions and orientation of the courtyard of Sahibiye Madrassa 
are well-calibrated to achieve thermal comfort during the cold period, because the 
HDD value of the location of Sahibiye Madrassa is significantly higher than the CDD 
value. For this, we constructed three generic courtyard forms. We took the height (8 
m) of the madrassa as a reference and varied the horizontal dimensions of the 
courtyard. We used 13 m x 20 m (proportion 1:5) as a base case (B). The other cases 
were (A) 6 m x 20 m (proportion 3:3), and (C) 20 m x 20 m (proportion 1:1). 
Simulations were run for 18 hours, from 4 am to 10 pm (Fig. 2). The base parameters 
in these simulations were set as follows: air temperature, 273 K; wind speed (at 10 m 
above ground), 2.5 m/sec; wind direction, west; Relative Humidity (RH), 50%; and 
roughness length in 10 m, 0.1. The results show that the change in ratios has no 
significant effect on wind speed, which was 0.1 m/sec by the roof level in the 
courtyard, but reaches 2.8 m/sec around the outer surfaces because of differences in 
atmospheric pressure around the building. As for the air temperature, the difference 
between courtyard and outside is around 2 K at 6 am and reaches up to 5 K at noon. 
Air temperature shows considerable differences among the three types of courtyard: 5 
K in type A, 3.8 K in type B and 2.6 K in type C 2.6 K at noon. Thus, the deeper the 
courtyard, the higher is the air temperature in cold periods. 

 

Fig. 2. Generic courtyard forms studied 

What is more interesting is that the temperature difference decreases at noon for all 
types. The highest air temperature measured is in the iwan facing due south, which 
receives direct solar radiation that is thought to function as thermal mass during the 
entire day. In all types, the wind speed is less than a light breeze. In sum, the effect of 
wind on comfort is secondary in comparison with solar radiation. It also relies 
strongly on the courtyard neighbourhood, so it should be optimized for the specific 
courtyard environment and cannot be evaluated in a study of a single courtyard.  
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4.2 Results for Sahibiye Madrassa   

After testing the generic courtyards, the madrassa building was analysed for both hot 
and cold periods. First, for the model simulations, the Sahibiye Madrassa, which is 30 
m wide by 42 m long and encloses a courtyard 13 m wide by 20 m long by 8 m high 
was transformed into a model grid at a spatial resolution of 2 m x 2 m x 2 m. The 
model area, which comprised a total area of 60 m x 84 m in the horizontal extension 
and 16 m in the vertical extension, was nested into another model that provided 
meteorological data at the model borders (Fig. 3). The material assigned to the 
building and environment was stone; the albedo assumed to be 0.4. 

 

Fig. 3. Plan and perspective view of the Sahibiye Madrassa (left) and section showing solar 
incident angles for both cold and hot periods (right) 

4.2.1 Results for Cold Periods  
The base parameters in these simulations were set as follows: air temperature, 273 K; 
wind speed (at 10 m above ground), 1.7 m/sec; wind direction is south to north, RH: 
60%; and roughness length in 10 m: 0.1. The simulation was run for 18 h in total. It 
was found that the main iwan facing to the south receives incoming solar radiation for 
almost 4 h between 10:00 and 14:00, with the representative day being 21 December, 
the shortest day in Kayseri. This finding indicates that the main iwan located at the 
north end of the courtyard in the courtyard (Fig. 3) is designed to receive as much 
shortwave radiation as it can during cold periods (Fig. 4).  

 

Fig. 4. The time span of exposure of the main iwan to incoming solar radiation 
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The ambient air temperature measured in the iwan, which is 2 K at noon and at 
night is 1.5 K higher than the ambient air temperature in other areas in the courtyard, 
verifies this finding (Fig. 5). It is considered that the iwan helps to improve the 
thermal environment in the courtyard, providing the dwellers with a pleasant outdoor 
environment while increasing indoor comfort in cold periods. 

 

Fig. 5. Air temperature distribution in the courtyard at noon 

A wind speed of below 0.1 m/sec in the courtyard, which is less than a light breeze, 
turns the area into virtually an enclosed space that has constant fresh air, thereby 
improving the level of comfort for outdoor activities in cold periods (Fig. 6).  

 

Fig. 6. Section showing the distribution of wind speed in the courtyard 

The Predicted Mean Vote (PMV) value, which is regarded as optimum between -
0.5 and 0.5, is –0.7 in the courtyard, which is shadowed during the day, and -0.5 
around arcades. These findings show clearly why in the past, iwan, where the PMV 
value is 0, were used as classrooms all day long, even in cold periods.  

4.2.2 Results for Hot Periods  
The settings for basic parameters that were used in these 16 h of simulations were as 
follows: initial air temperature, 285 K; wind speed (at 10 m above ground), 2 m/sec; 
wind direction, south to north; RH, 40%, and roughness length in 10 m, 0.1. Two 
scenarios in which the main portal door is closed (Scenario 1) or open (Scenario 2) 
are simulated for hot periods, to compare the effect of ventilation on modification of 
the courtyard microclimate. As it can be seen from Fig. 7, only the central part of the 
courtyard, where a pond is located, is exposed to direct shortwave radiation during  
the daytime. Shortwave radiation affects only in the central part of the courtyard and 
the Mean Radiant Temperature (MRT) is measured to be below 299.4 K during the 
daytime in hot periods.  
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Fig. 7. Exposure to shortwave radiation in the courtyard during the daytime 

Accordingly, the air temperature in the courtyard differs slightly in different parts, 
ranging from 294 K to 296 K. Fig. 8 illustrates the potential temperature patterns in 
the afternoon. The simulation also shows how the ambient temperature can vary 
within meters. The surface temperature is lower around the pond, in the main iwan, 
and around the arcades, which are in shadow throughout the day. In hot periods, the 
difference in temperature in different parts of the courtyard reaches up to 3 K, ranging 
between 294.5 K and 297.5 K for Scenario 1. The effect of the pond on air 
temperature is not known, because ENVI-met cannot simulate water turbulence. The 
only available strategy for modelling the effects of water is to treat all water as still 
and treat water bodies as a type of soil when inputting data, and the processes 
modelled are limited to the transmission and absorption of shortwave radiation [22]. 
Hence, air temperature fall by 1 K is thought to be an effect of wind reaching into the 
central part of the courtyard at a speed of 1 m/sec (Fig. 9). 

The PMV, which ranges from 0 to 0.6 at noon, reaches an ideal level in the 
surrounding semi-enclosed parts of the courtyard. According to the results, in the 
iwan and arcades the MRT is less than 299.4 K at noon, whereas in the central part of 
the courtyard, which is exposed to direct sunlight, it is around 339.5 K, a difference of 
almost 40 K (Fig. 10). However, the temperature falls to 314 K around the pond. 

 

Fig. 8. View from the main portal door and sections, showing the distribution of air 
temperature in the courtyard when the door is closed (upper) and open (lower) 
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Fig. 9. Distribution of wind speed distribution when the door is closed (upper) and open (lower) 

 

Fig. 10. Horizontal section showing the relation between MRT and PMV at noon 

5 Conclusion  

The data yielded by the model shows that the predominant factor that affects the 
thermal performance of the madrassa is the solar radiation that is received by the 
courtyard surfaces. In addition, the wind speed is much lower in the courtyard than 
outside; this also has a significant effect on thermal comfort, particularly in cold 
periods. Such an improvement in the level of comfort would seem to indicate less 
consumption of energy for heating, cooling and ventilating the madrassa. It is 
observed that the main iwan receives the most incoming shortwave radiation during 
daytime and releases it as outgoing longwave radiation at night in cold periods, while 
the case is the reverse for hot periods. Resembling a breathing open mouth that 
functions as a thermal regulator for both periods, the main iwan itself exemplifies the 
design that the builders of the courtyard used to control the microclimate. What is 
more, there being almost twice as much open and semi-open space as enclosed space 
has the effect of turning the madrassa building into a virtual open space. It is also 
worth noting how the enclosed, semi-open and open spaces are organized so as to 
respond to variations in daily and seasonal temperatures effectively in both cold and 
hot periods. The madrassa presents a dynamic character contrary to its closed and 
static appearance, by improving conditions for outdoor activities by offering its users 
a space that provides thermal comfort all day long. Thus, the design of the madrassa is 
evidence of a people who were adept at managing the complexity that lies behind 
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overt simplicity. It is likely that other examples of thirteenth-century Seljuk 
architecture illustrate similar skills. Hence, there is a compelling case for probing 
further into the physical content of the architectural heritage of the thirteenth century, 
rather than focusing solely on its historical and symbolic significance.  
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Abstract. In this paper, a bottom-up energy demand model is applied to a sce-
nario-based analysis of the load profiles of the German residential sector until 
the year 2040. This analysis takes into account the increasing diffusion of  
e-mobility and decentralized electricity generation and addresses questions such 
as: How much demand has to be met by the electricity supply system and what 
kind of structural changes in the load profile are to be expected. In order to as-
sess the maximum contribution of decentralized electricity generation, a week-
day in summer was chosen for the analysis. Assessing the future residential 
electricity demand on an hourly basis clearly depicts an increased volatility due 
to the shift in demand from night-time to daytime hours which is mainly caused 
by the greater number of ICT appliances. Furthermore, electric vehicles lead to 
a significant increase in the evening demand peaks. At the same time, electricity 
generation from photovoltaic sources can entirely compensate this additional 
demand by e-mobility, if decentralized electricity generation can be matched 
with the electricity demand via demand-side-management (DSM) or storage 
devices. 

1 Introduction 

Mitigation of climate change and the related necessity to transform the energy system 
are the key challenges for the European energy economy in the upcoming decades.  
In Germany, the framework for this transformation process is given by the Energy 
Concept which was published in September 2010 by the Federal Government. The 
Energy Concept defines goals to reduce greenhouse gas emissions (-80% compared to 
1990), to lower primary energy demand (-50% compared to 2008) and to decrease 
electricity demand (-25% compared to 2008) until 2050 (BMWi and BMU 2010). 

                                                           
* Corresponding author. 
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Thereby, the deployment of energy saving potentials is an inevitable means to cope 
with these targets. 

The residential sector makes a substantial contribution to achieve these goals 
(BMWi and BMU 2010). Concerning the technological development, the importance 
of electricity as an energy carrier is increasing. Besides the extensive introduction of 
heat pumps and electric vehicles, the diffusion of decentralized electricity generation 
such as photovoltaic systems leads to a structural change of electricity demand from a 
technological point of view. In this context the question may be raised in what way 
the patterns of residential electricity demand will change in the upcoming decades, 
which again has a direct effect on the electricity supply system. 

Within this paper a scenario based analysis of the load profiles of the German resi-
dential sector is executed until the year 2040 while considering of the future technology 
specific electricity consumption which includes the increasing diffusion of e-mobility 
and decentralized electricity generation. In this context, the questions to be answered are 
which net electricity demand has to be covered by the power plant mix and what kind of 
load profile changes are to be expected. By applying a technology based analysis of the 
residential load profiles, a conclusion shall be derived about how the hourly distribution 
of electricity demand throughout the day could change in the future. 

In a first step, the methodological approach to calculate the annually technology 
based electricity demand is described. Consequently, the annually electricity demand 
is used as a basis for the scaling up of hourly load profiles. Thereby the structural 
model framework and the central drivers are described in the first place and hereafter 
the calculation logic of the modules for residential electricity demand (i.e. electric 
appliances and heating technologies; RES-module) as well as for e-mobility (EMOB-
module) and decentralized electricity generation (DEC-module) are presented. In a 
second step, three explorative scenarios until 2040 will be developed and parameters 
will be defined, which are needed for the quantitative analysis. Finally, the results are 
discussed and conclusions are drawn. 

2 Methodological Approach 

2.1 Structural Model Framework and Drivers 

The energy model is based on a bottom-up approach, while the calculation method is 
designed as a simulation. The model is divided into three modules, which differ  
in terms of socio-economic and technological drivers: the RES-module, the EMOB-
module and the DEC-module (Fig. 1).1 Since the decision calculus of the decision-
makers for investing in electricity demanding technologies (e.g. refrigerator or  
electric car) is not essentially based on a homo oeconomicus consideration, but on a 
variety of non-monetary criteria, e.g. the purchase of a car is based on a lot of  
                                                           
1 The RES-module and the EMOB-module are combined in one energy demand model called 

FORECAST-Residential. FORECAST is a modeling platform that contains models for the 
residential, industrial and the tertiary sector to calculate the electricity demand of the EU27+2 
by country. 
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irrational preferences like the brand or the color of a car. Investments and energy 
carrier prices are not explicitly part of the calculation. Nevertheless, the development 
of oil prices as well as the battery prices is used as an indicator for the diffusion of 
electric vehicles. 

The diffusion of decentralized electricity production units is mainly driven by  
political aspects. The German law for the advancement of renewable energies (EEG 
2012) is the main driver for installing decentralized electricity production units. The 
law influences the economics of the units by tax reductions, bonus payments for  
the produced electricity and investment benefits. Considering the law incentives the 
DEC-module therefore analyzes the cost effectiveness of photovoltaic-battery systems 
and the economic potential of small CHP units based on investment costs of installa-
tions, electricity and fuel prices. Due to the individuality of electricity production 
profiles of CHP units, it is not possible to deflect one general, representative produc-
tion profile. Therefore, only the photovoltaic simulation and the derivation of the 
respective electricity generation load profiles are discussed in this article in detail. 

The model’s algorithm consists of a high amount of equations, which can not be 
listed in this paper in its entirety. Thus, the following description is confined to the 
most important algorithms of the respective modules. Besides the determination of the 
load profiles the calculation method of electricity demand and electricity supply, on 
which the load profiles are based, will be presented thereby. 

 

 

Fig. 1. Structural model framework and drivers 

2.2 RES-Module 

The electricity demand calculation within the RES-module is carried out separately 
for appliances and heating technologies. Due to high data availability the appliance 
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based electricity demand is calculated via a vintage stock model.2 In the projection of 
the appliance stock a Bass function is applied, which is fitted to the empirical stock 
development on the basis of the method of least squares. The Bass function has been 
taken because word-of-mouth is the key element of technology diffusion. The stock 
turnover is based on an appliance specific lifetime with normal distributed failure 
probability. The annual electricity demand of all appliances WAppl,s,t is calculated by 
the product of specific consumption3 st,G,T,E,s and average ownership rate Ot,G,s, multip-
lied by the number of households HHt. Besides white appliances, electric stoves and 
ICT-appliances, the RES-module also compromises lighting as well as air-
conditioning. Moreover, all appliances are differentiated by technologies and efficien-
cy classes.  

 

(1) 

Indices: 

G : Type of appliance, m = 12 E : Efficiency Class, k = 10 

T : Technology, l = 18 t : Time (year), t = 32 

s : Scenario  

The cumulative electricity demand related to heating technologies WHT,s,t consists of 
the electricity demand for providing space heating and hot water. The calculation of 
electricity demand through space heating (first term in formula (2)) is based on the 
useful heat demand, which is calculated by the product of the number of buildings in 
stock HHt,B,Y,s, the refurbishment rate of the building Rt,B,Y,s and the space per building 
size class St,B,Y,s (numerator of first term). The electricity based space heating calcula-
tion is executed by dividing the useful heat demand by the utilization ratio Ut,T,s  mul-
tiplied by the market share of electricity based heating technologies Mt,T,s. The driver of 
electricity demand for hot water supply (second term of formula (2)) is the daily hot 
water consumption per household. The electricity demand for hot water provision is 
calculated by the product of hot water demand in liters per household Vs and a constant 
specific energy consumption for water heating of 21.1 (kWh/l) divided by the utiliza-
tion ratio of the heating technologies Ut,T,s and multiplied by the share of electricity 
based technologies for hot water supply Mt,T,s and the amount of households HHt. 

 
 

(2)

Indices: 

B : Building age class, m = 3 T : Technology, l = 18 

Y : Type of building size, l = 2 t : Time (year), t = 32 

s : Scenario  

                                                           
2 For more detailed information about the calculation approach of the RES-module see (Elsland 

et al. 2012). 
3 The specific consumption is either based on the operation- and standby-power as well as the 

operation- and standby-hours (e.g. television) or on the specific consumption per cycle and 
the amount of cycles per year (e.g. washing machine). 
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The subsequent step load curves are derived from the electricity demand of ap-
pliances and heating technologies. The establishment of a 8760-hours load curve is 
carried out according to the grid operator’s methodology, e.g. (EON 2012), using 
technology specific 24-hour load profiles LPh,d,T, differentiated by typical days. The 
chronological layout of the year is considered via the number of typical days per year 
nd. In combination with the load profiles a synthetic demand structure is generated. Its 
integral is adjusted by scalar multipliers mt,T,s according to the calculated technology-
specific annual electricity demand. There are nine typical days, which differ depend-
ing on the day of the week (weekday, Saturday and Sunday) and the season of the 
year (summer, transition period and winter).4 The calculation of a load profile for a 
typical day is based on discrete measurements of household electricity demand (share 
of a technology of the total electricity demand per hour), which are transferred into 
hourly load profiles. 

 

(3)

Indices: 

d: Typical day, n=9 T : Technology 

h : Hour of a typical day, i=24 t: Time (year), t = 32 

s : Scenario  

2.3 EMOB-Module 

The electricity consumption of electric vehicles in households depends on a large 
variety of factors. Thus, the total annual electricity demand of households from e-
mobility WeMob,t,s derives from the number of battery electric vehicles (BEVs) nBEV,i,t,s 
and plug-in hybrid electric vehicles (PHEV) nPHEV,i,t,s, the electric driving share of 
PHEVs sE, the vehicle kilometers traveled per year VKTi,t, the energy consumption of 
the vehicles ci,t multiplied by the share of electricity charged domestically ISdom,t,s. 

(4)

Indices: 

t : Time (year), t= 32 i : Vehicle size 

s : Scenario I = {small, medium, large, transportation LDVs} 

  
The load profile of e-mobility derives from a simulation of driving patterns from 

the German Mobility Panel (MOP 2008) in which we determine the technical feasibil-
ity to replace the conventional vehicle by a BEV and electric driving share of PHEVs 
(Gnann et al. 2012), followed by an economic comparison which vehicles have the 
lowest total cost of ownership (Kley 2011). Using the driving profiles of the vehicles 

                                                           
4 The composition of entire annual load curves out of individual load profiles assumes that the 

middle of January and July represent a typical winter or summer day, respectively. 
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for which BEVs and PHEVs would be the best options, we simulate the load profiles 
resulting from the battery profile simulation and determine three typical days d: 
weekday, Saturday and Sunday. Hence, the daily fraction of e-mobility related elec-
tricity demand of all households can be written as the power to charge PeMob,t,s,j for all 
vehicles in time section t on the distinct day type d divided by the power to charge for 
the whole week PeMob,t,s,j (see formula (5)). 

 (5)

Indices: 

 t, t1 : Time = 15 min d : Typical day œ {weekday, Saturday, Sunday} 

j: Driving profile J: Total number of driving patterns = 6,629  

T= one week in time fractions of 15 mins = 672 

We can then calculate the load profile by multiplying the share of power at all 
households per week seMob,t,d with the total energy demand of all vehicles WeMob,t,s 
divided by 52 weeks. 

2.4 DEC-Module 

The electricity production profile of photovoltaic systems is determined by a weather 
dataset, called test reference year (TRY) (TRY 2004). The TRY dataset contains 
hourly measured data for wind speed and wind direction, air temperature and direct 
and diffuse solar radiation for Germany. The sum of direct rdir,h and diffuse rdif,h solar 
radiation, the installed capacity Capt and the average full load hours ft are used for the 
compilation of the hourly electricity production profile Ph,t for each considered year t 
according to formula (6).  

 
(6)

Indices: 

h: Hour t : Time (year) 

By dividing the hourly values by the sum of all values of one year the solar radia-
tion profile is normalized. The hourly values of the normalized profiles are then mul-
tiplied by the installed photovoltaic capacity and the average full load hours. Using 
this approach, it is possible to derive the profile of one photovoltaic system or for 
example of the whole installed capacity in Germany. Since measured values are the 
basis for the profile, every day has its own production characteristic. 

3 Case Study 

3.1 Socio-economic Parameters 

The calculation of the overall electricity demand and the respective load profiles is 
conducted with the help of three explorative scenarios: Reference Scenario (RS), 
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Ambitious Climate Policy Scenario (ACS) and Green Germany scenario (GGS). It is 
assumed, that in each scenario the yet to be taken energy policy regulations will be 
implemented. While the technological change in the RS is essentially based on auto-
nomous progress, it is assumed that there is a moderate progression in the ACS and an 
ambitious progression in the GGS regarding energy policy regulations respectively 
objectives, which pursuant affects the diffusion dynamics of energy efficient technol-
ogies. The base year for the calculation is 2008. In this context it has to be pointed 
out, that the GDP per capita increases in all scenarios, whereby the GDP of the RS 
increases more sharply than in the more ambitious scenarios. This development is 
based on the assumption that ambitious energy policy regulations lead to a modera-
tion of economic growth. A general overview of the socio-economic parameters is 
given in Table 1. 

Table 1. Socio-economic parameters by scenario (StBA 2009, StBA 2011, Prognos et al. 2010, 
IEA 2011, own assumptions) 

Scenario Parameters Unit 2008 2020 2030 2040 

Reference (RS) 

Population Million 82.0 80.4 79.0 76.8 

Households Million 39.6 40.7 41.0 41.1 

GDP real (2000) Bn. EUR 2.277 2.411 2.586 2.773 

Living area Million m² 3.452 3.723 3.980 3.884 

Oil price $/bl. 100 106,5 113 120 

Ambitious  
Climate Policy 
(CS) /  
Green Germany 
(GGS) 

Population Million 82.0 79.9 77.4 73.8 

Households Million 39.6 40.4 40.1 39.5 

GDP real (2000) Bn. EUR 2.277 2.341 2.436 2.535 

Living area Million m² 3.452 3.521 3.295 3.042 

Oil price $/bl. 100 120/130 140/165 160/200 

3.2 Technological Parameters 

3.2.1 RES-Module 
Apart from dish washers and dryers, the ownership rate for large devices is supposed 
to be close to its saturation level. The ownership rate of ICT-appliances, excluding 
TVs, will experience a further growth in the upcoming decades. Air-conditioning 
devices for indoor cooling will feature increasing market diffusion due to rising com-
fort demands. In terms of lighting technologies, energy saving bulbs and LED lamps 
will substitute the currently predominant incandescent bulb. The decreasing electricity 
demand for residential appliances and lighting devices is related to Ecodesign as well 
as to the Energy Labeling Directive (Hansen et al. 2010, ODYSSEE 2011). 

The database for calculating the useful heat demand consists of current studies  
including information on existing building stock distinguished by construction year, 
living space and level of refurbishment (Henning et al., 2011; IWU and BEI 2010, 
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Neuhoff et al. 2011). The specific useful heat demand of single and double family 
houses ranges from 198 to 7.5 kWh/m² and that of multi family houses from 123 to 
6.4 kWh/m². The annual demolition rate was fixed at a level of 0.5% (StBA 2006). 
The energetic refurbishment rate will increase for the RS equals 1%. In the ACS and 
GGS, the refurbishment rate will increase to 1.9% and 2.5% respectively, by the year 
2030, before dropping back to a level of roughly 1% by 2040. The diffusion of heat-
ing technologies is based on technological and regulatory trends such as the phase-out 
of electric night storage heating systems based on the German Energy Saving Regula-
tion, the declining number of direct electric heating systems, the increasing diffusion 
of heat pumps, the relatively constant share of district heating, the decreasing number 
of coal and oil fuelled heating systems and a further extension of solar thermal instal-
lations (ODYSSEE 2011).  

The database for the generation of aggregated household load profiles for specific 
typical days consists of data from the Intelliekon project (BMBF 2011). Within this 
project hourly load profiles were generated based on the electricity consumption  
monitoring approximately 1,000 German households, covering a representative socio-
economic panel of consumers, during the period from May 2009 until May 2010. The 
determination of technology specific load profiles was carried out by using internal 
and external studies dealing with the technology based monitoring of residential elec-
tricity consumption at a very high time resolution (Klobasa 2006, Seefeldt et al. 2010, 
SW Mainz 2011). 

3.2.2 EMOB-Module 
To calculate the annual electricity demand through e-Mobility, we use the same an-
nual driving distance for all light duty vehicles of 16,000 km in 2008 constantly de-
creasing to 14,300 km in 2040 (BMVBS 2011) and 22,500 km for transportations 
LDVs (Mock 2010). For vehicle-size-specific energy consumption we use data from  
 

Table 2. Amount of BEVs, PHEVs and share of domestic charging for base years by scenario 

Scenario Parameters Unit 2008 2020 2030 2040 

Reference 
(RS) 

Amount of BEVs Million 0.003 0.187 0.542 1.332 

Amount of PHEVs Million 0 0.313 1.459 2.668 

Share of domestic charging % 100 99% 86,6% 85% 

Ambitious 
Climate  
Policy (ACS) 

Amount of BEVs Million 0.003 0.381 2.493 7.956 

Amount of PHEVs Million 0 0.620 3.511 7.047 

Share of domestic charging % 100 98% 70,8% 65% 

Green  
Germany 
(GGS) 

Amount of BEVs Million 0.003 0.501 4.651 17.128 

Amount of PHEVs Million 0 0.799 4.047 7.570 

Share of domestic charging % 100 99,2% 70% 55% 
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(Helms et al. 2010). While we keep the annual VKT and the electricity consumption 
scenario-independent, the numbers of vehicles and their charging infrastructure usage 
are defined separately for every scenario and every year (Table 2). 

The car sizes develop from a ratio of 50% small, 45% medium, 0% large and 5% 
transportation light duty vehicles in 2008 to 25% small, 55% medium, 15% large and 
5% transportation light duty vehicles in 2040, which is the current vehicle size mix in 
Germany (KBA 2010). In the simulation of driving profiles to determine the load 
profile, we use battery capacities of 12.5 kWh for PHEVs and 25 kWh for BEVs. 

3.2.3 DEC-Module 
Since this article deals with the residential sector, it is important to identify the in-
stalled photovoltaic capacity belonging to the residential sector. Every renewable unit 
in Germany is detected by the four network operators and is available to the public via 
their internet presence. Assuming that photovoltaic applications in the residential 
sector are only installed on the roof and therefore units are accordingly small, only 
units smaller than 20 kWp are considered for the determination of the installed photo-
voltaic capacity in the residential sector. Summing up the units results in an installed 
capacity of 4.9 GWp. This capacity can be converted to an electricity production by 
multiplying the capacity with the full load hours. In Germany, an average of approx-
imately 950 full load hours can be estimated for a photovoltaic system.  

After estimating the installed capacity the development of the capacity has to be 
forecasted for the three defined scenarios until 2040. In (BDEW 2010) different ca-
pacity targets for photovoltaic systems are compared. Thus, the capacity bandwidth 
results in 20 GWp to 100 GWp in 2040. Considering that in 2010 already 17 GWp of 
photovoltaic capacity was installed, the capacity target of 20 GWp seems to be far too 
low. Based on the assumption that probably half of the maximum installed capacity 
belongs to the residential sector, we derive a capacity target of 50 GWp in the GGS 
which acts as an upper boundary. This reflects an increase by a tenth of the capacity 
installed in 2010. For the ACS, we assume a capacity of approximately 35 GWp in-
stalled in 2040, which is a seventh of the amount of 2010 and for the RS. It is  
assumed the installed capacity will quintuple to 25 GWp.  

3.3 Results 

The future electricity demand of the German residential sector is expected to continue 
to grow up to 146.6 TWh by the year 2040, if no political measures are undertaken 
(cf. RS). This increase of 6.5% compared to the electricity demand in the base year 
2008 of 137.7 TWh is mainly related to the diffusion of new ICT appliances. The 
intensification of energy efficiency, as assumed under the ACS and GGS, can over-
compensate the growing electricity demand despite an extensive commissioning of 
heat pumps leading to a short term increase. By 2040, overall electricity demand will 
drop to 121.6 TWh (ACS) and 97.9 TWh (GGS), respectively. An increasing number  
of plug-in electric vehicles, which mainly charge at home may compensate the  
savings through more energy efficient products in the long term. The electric car fleet 
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assumed in the ACS and GGS would add 18.8 TWh and 27.1 TWh on top of the elec-
tricity demand by the year 2040. However, this additional demand can be entirely 
covered by the intensified installation of photovoltaic cells on residential buildings. 
Their contribution to the electricity supply ranges from 25.3 TWh in the RS up to 44.6 
TWh in the GGS. Thus, by 2040 decentralized electricity generation leads to a net 
electricity demand reduction of 7.5% in the RS, 25.9% in the ACS and 41.6% in the 
GGS compared to today’s level despite the intensified use of electric vehicles.  

In order to assess the impact of the changes in electricity consumption and decen-
tralized electricity generation on the load profile, the technology specific load profiles 
of a summer weekday in 2008 and 2040 are compared. The summer season is chosen 
due to the maximum contribution from photovoltaic installations and hence from 
decentralized generation to cover electricity demand. Given the limited availability of 
technology specific load profiles, ICT appliances are displayed as an aggregate featur-
ing only one characteristic load profile. With regard to the structural change of the 
load profile, the share of electricity consumption during noon and midnight increases 
compared to the consumption in the morning and at night for all scenarios (Fig. 2). On 
the one hand, this effect can be explained by the phase-out of night storage heating 
systems and their substitution through heat pumps, which, however can only be ob-
served to a limited extent during the summer season. On the other hand, the growing 
electricity consumption of ICT appliances mainly takes place in the afternoon and 
evening hours, which implies a further increase of the existing consumption peak. 

Under the RS, the load profile in 2040 exceeds the one from the base year given 
the strong increase in electricity demand through ICT appliances, air-conditioning 
devices and the block of ‘new and other appliances that cannot be distinguished in a 
more detailed manner. The latter are supposed to experience a further growth in elec-
tricity demand due to the continuous diffusion of small devices, mainly ICT devices, 
that was observed in the past. The peak of the summer weekday load profile occurs at 
8pm (20th hour) at a level of 23 GW. The ACS features a load profile beneath the base 
year as a consequence of the increased energy efficiency of white appliances and 
lighting devices and despite the increased electricity demand that is triggered through 
ICT devices as well as ‘new and other’ appliances. The consumption peak of the 
summer weekday load profile in 2040 occurs also at 8pm but only at a level of 18.5 
GW. The GGS features the lowest load profile given the electricity demand reduction 
of all appliances apart from the ‘new and other’ appliances. The consumption peak 
arises at 8pm at a level of 15 GW. 

As previously shown, the summer weekday load profile in 2040 features a relative 
increase of the consumption peak during day hours. In the following step the con-
sumption load profile is completed by the load profile for e-mobility and decentra-
lized electricity generation in order to get a holistic picture of the electricity consump-
tion pattern that actually needs to be covered through the public grid. Fig. 3 depicts on 
the left hand side the load profile of the electric appliances and heating technologies 
en bloc in blue and of e-mobility in red, underlining that the electricity consumption 
through electric vehicles is comparably low in the base year. The right hand side of 
Fig. 3 displays the cumulative consumption load profile in total diminished by the 
load profile for decentralized electricity generation. The demand being covered by 
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photovoltaic systems is shown in green. Hence, the brown area depicts the residual 
load that needs to be covered through the public grid. It becomes obvious that the 
decentralized electricity generation mainly contributes to cover the electricity demand 
around midday. 

 

 

Fig. 2. Load profile on a summer-weekday in 2008 and by scenario in 2040 

 

Fig. 3. Load profile of household and e-mobility electricity demand (left) and of net electricity 
consumption (right) on a summer workday in 2008 

Base year (2008) 

Reference (RS) 

Ambitious Climate Policy (ACS) Green Germany (GGS) 

Base year (2008) 
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In Fig. 4 we observe that the consideration of e-mobility with ’uncontrolled charg-
ing after the last trip’ leads to a significant increase in the evening demand peaks. We 
find the highest increase in the evening peaks of 24.7 GW at 8pm (20th hour) in the 
RS-scenario. By comparing the PV electricity generation profile with the demand 
profile of the residential sector and the demand profile of the electric mobility one 
may observe that in 2040 during midday hours the full electric demand can be cov-
ered by the decentralized electricity production (cf. GGS). 

 

Fig. 4 Load profile of household and e-mobility electricity demand (left) and of net electricity con-
sumption (right) on a summer workday in 2040 

Reference (RS) 

Ambitious Climate Policy (ACS) 

Green Germany (GGS) 



7   Analysis of Structural Changes of the Load Profiles of the German Residential Sector 83 

 

4 Conclusion and Critical Appraisal 

The analysis of the future electricity demand of German households by the year 2040 
permits the conclusion that electricity demand will experience further growth up to a 
level of 146.6 TWh under ‘business-as-usual’ conditions. However, assuming that the 
implementation of additional efficiency measures can potentially reduce the demand 
to 97.9 TWh a broad market introduction of plug-in vehicles would trigger a further 
demand increase of up to 27.1 TWh. On the other hand this effect can largely be 
overcompensated by the installation of roughly 50 GWp of photovoltaic systems, 
generating up to 44.6 TWh per year. 

Assessing the future residential electricity demand on an hourly basis clearly de-
picts an increased volatility, given the demand shift from night to day hours due to 
new ICT appliances and the intensified use of heat pumps. Hence, the need for flexi-
ble electricity generation capacities, storage devices or demand-side-management 
strategies is becoming increasingly significant despite an overall reduction of the total 
demand under the Ambitious Climate Policy Scenario (ACS) and Green Germany 
Scenario (GGS). 

The strong advantage of the present work consists in the combination of a technol-
ogy based demand forecast approach for the residential electricity demand with a 
simulation of upcoming electricity demand triggered by electric vehicles as well as 
the potential supply through local photovoltaic installations. Among others, this ap-
proach permits a holistic assessment of the future need for electricity supply through 
the central power plant mix. 
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Abstract. The causes of variation in energy demand for hot water in showering 
or bathing within the same dwelling is often difficult to understand. This study 
followed the activities of a study group living as a large household and working 
on projects in architecture studios. Consumption diaries for lifestyle choices and 
showering times was triangulated with electric meter data to examine energy 
use behaviours and explore changes in hot water demand. This occurred over a 
two week period that included a street festival, the Schanzenfest, on the 
weekend. The study found that total energy demand amongst the same group 
could double depending on the amount of hedonism, or the seeking of fun and 
self-gratification, on display the previous evening. Therefore, this paper 
proposes that the increase of opportunities to have fun and the lack of structure 
on the weekend significantly increase domestic energy demand compared to a 
more structured weekday and should be the subject of further research. 

1 Introduction 

The aim of the research presented here is to assess the impact of lifestyle choice on 
hot water demand from a sociological perspective. This paper considers how 
household actions are patterned, shared amongst and between groups, and shaped by 
larger trends [1,2]. This view of energy is different from the prevailing physical-
technical-economic model or building science-economics model [2-4]. These models 
assumes that energy efficient choices emerge out of the improved awareness of 
technologically superior alternatives, and that the cost of these alternatives comes 
down to a level that enables people to make the ‘right’ and rational decision to pursue 
these alternatives.  

This kind of survey is noteworthy in the following respects: it measured actual 
energy consumption through electricity meters as well as self-reported environmentally-
significant behaviours [5] at the group level alongside extensive consumption diaries. 
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These diaries asked the participants to describe their socialising as well as quantifying 
both their total and “wasteful” showering time over an 11-day period instead of a single 
weekday and weekend day in standard surveys and allow analysis between and within 
individual participants.  

Hedonism is an abstract concept that cannot be directly measured. The concept is 
described by the European Social Survey as “pleasure and sensuous gratification for 
oneself” [6]. The particular prompts used in this large-scale survey were around 
“seeks every chance to have fun” and “likes to spoil him/herself” [7]. Alcohol use is 
often used as a predictor of hedonism [8,9], and mentions of alcohol use are surveyed 
as predictors of water demand in the participants. 

Although this study makes correlations between individuals’ self-reported 
behaviour, actual energy demand was also measured for the group. Behaviour that is 
observed is preferable to asking people to self-report their behaviour. The strength of 
associations between observed and self-reported behaviour can be unpredictable [10]. 
The reasons for this can include survey design [11], social desirability bias [12], and 
imperfect short-term memory. The lack of memory can often a problem in research 
into habitual environmentally-significant behaviours such as showering [5], leading to 
estimations of these activities instead of recollections. However, without 
individualised data, one cannot get to the bottom of which attitudinal factors are the 
most important in these behaviours as different people respond to different stimuli for 
behaviour change [13,14]. Therefore, because of understandable privacy concerns, 
self-reporting of water use was the primary way of assessing the effect of behaviour 
change of individual participants. 

As of 2007, the built environment currently contributes 17% of all carbon 
emissions in Germany [15], two-thirds of which are from the residential sector. In 
Germany, space heating and water heating still account for approximately 78% of all 
domestic energy demand.  

The European Union as constituted at the time of the Kyoto Protocol (EU-15) 
collectively committed to reduce 2012 greenhouse gas emissions to 12.5% below 
1990 levels [16]. Hot water heating makes up around 12% of electricity consumption 
in the EU-27 [17]. In this study, the heating of water was fuelled by electricity. 
Tonnes of carbon dioxide generated per kilowatt-hour of electricity use (0.655) 
calculated by the energy supplier for this building is more than three times the tonnes 
of CO2 generated per kilowatt-hour of natural gas use (0.191).  

1.1 Aims, Objectives and Research Questions 

The study’s focus was to explore the potential for reducing energy demand for hot 
water by raising awareness around the connection between displaying hedonism 
during the evening and then the human exception paradigm the following morning. 
To meet this aim, three research questions were developed: 

• How much energy do the participants use for hot water for showering? And how 
much time was spent in the shower?  

• Did hedonism use make an impact on hot water demand? 
• Did the level of hedonism have an impact on hot water demand?  
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In addition to answering these questions, the study sought to develop a methodology 
for connecting consumption diaries with qualitative data that would go some way to 
explain poor self-reporting of habitual behaviour versus one-off occurrences. 

2 Method 

A group of built environment, environmental policy, and environmental engineering 
students (N=16) attended the University of the Neighbourhoods (UdN) Summer 
School, organised by HafenCity University Hamburg, for two weeks in August 2011. 
The UdN was located in a disused health centre in the Wilhelmsburg district of 
Hamburg. During the International Summer School, the participants were housed in 
dormitory rooms in one wing of the building and worked in the opposite wing. The 
result is that the building was a hybrid of residential and office uses with a spatial 
division between the two uses in the wings of the building with the participants’ 
“commute” merely a walk across the kitchen to the workspaces of the building.  

The students (N=16) completed a consumption survey that asked them about their 
consumption of food and drink and their showering habits over ten days. The daily 
journals were designed to help participants take stock and become aware of the 
volume, rate and diversity of their consumption of materials - from food, to water to 
the disposal of cotton buds. This was complemented by a parallel survey of the use of 
electricity, water, food and production of waste from the Summer School entity itself.  

Alcohol consumption was analysed using the question “What did you eat and drink 
today outside of mealtimes?” in the consumption survey. The data was analysed for 
key words that described alcoholic drinks. The number of mentions of alcohol 
consumption by each person per day was summed up. 

The actual number of alcoholic drinks was not a question in the survey, but the 
number of mentions is still a valid assessment of use. A recent review of measuring 
alcohol consumption in epidemiological studies [18] questioned the use of surveys 
that tried to obtain exact amounts of alcohol by trying to obtain both drink volume 
and strength. In other cases that only asked for the total number of drinks, researchers 
have long noted that individuals have a downward bias in the total number of drinks 
reported [19].  

Both electricity use and temperature were measured over the course of these two 
days of detailed measurement. Overall electricity use was collected by a smart meter 
in increments of one hour (see http://www.vattenfall.de/de/smartmeter.htm). Plug 
monitors were then used to measure the energy use in the workspaces, the lecture 
room, and in the kitchen. Each plug monitor was checked every half-hour, and a 
description of the activities and the intensity of use of the building was included.  

In order to estimate the amount of electricity used by non-monitored end-uses such 
as hot water for showering, assumptions needed to be made about the amount of 
electricity used for lighting, major cooking appliances, boiler operation, and hot water 
heating. A separate day, evening, and night “baseline” and “peak” amount of energy 
was calculated from the data and different end-uses assigned to them. The baseline 
was the median value for total electricity for different times of day. The day was 
divided for operational purposes into three sections: 
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Table 1. Baseline and peak electricity use 

 Day (0800 – 1800) Evening (1800 – 2200) Night (2200 – 0800) 
Baseline 
End-uses 

Monitored plugs 
Boiler operation 
Lighting 

Monitored plugs 
Boiler operation 
Lighting 

Monitored plugs 
Boiler operation 

Peak 
end-uses 

Hot water 
Lecture (monitored 
plug)  

Cooking 
Lecture (monitored plug) 

Hot Water 

 
The activities for electricity monitoring from the plug meters were grouped into the 

categories. This enabled a breakdown of domestic (food and socialising) and non-
domestic (lectures and work) uses in the building. An example of this summing of 
plug monitors is found in Figure 1.  

Table 2. Peak electricity uses, 18-19 August 2011 

Time 0800 - 
0859 

0900 – 
0959 

1000 – 
1059 

0000 – 
0059 

0100 – 
0159 

Peak Activity Showering Showering Lecture Showering Showering 

Baseline Day Day Day Night Night 

Electricity Use 
(kWh) 

4.66 12.26 3.92 4.46 2.8 

 

Fig. 1. Monitored electricity use, 18-19 August 2011 
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For each day, hours of electricity use were selected that displayed “peaks” of 
electricity use and if these were associated with showering (hot water), lecture 
(projector), cooking (oven and hob). The activities were recorded by researchers 
living and working within the same accommodation as the participants. An example 
from 18-19 August is in Table 2. 

3 Results 

3.1 Amount of Time and Electricity Used for Hot Water 

Figure 2 summarises participants’ showering duration and electricity consumption for hot 
water along with the number of mentions of alcohol use in the group. At first glance, 
there appears to be a much stronger relationship between the total number of mentions 
and total energy consumption that between the total number of mentions and the average 
duration of showers by the participants. Mentions of alcohol use by the group ranged 
from 2 (Tuesday 16 August) to 19 (Saturday 20 August), with a maximum number of 3 
mentions by 3 different people in that evening. The average duration of showering 
ranged from 5.92 (Tuesday 23 August) to 9.7 (Sunday 21 August) minutes, and the total 
energy consumption from showering ranged from 10.56 (Wednesday 17 August) to 
25.68 (Sunday 21 August) kilowatt-hours. The mean number of mentions of alcohol use 
was 7.9, the mean number of self-reported minutes of showering was 7.10 minutes, and 
the mean energy consumption for showering was 16.34 kilowatt-hours. The percentage 
of electricity that was used for heating hot water for showering in the building ranged 
from 17% (Wednesday 17 August) to 42% (Saturday 20 August) with a mean of 29%. 

 
Fig. 2. Total measured electricity consumption and mean self-reported hot water demand 
compared to total mentions of alcohol use per day 
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The increase in alcohol use can be understood through setting and through changes 
in the price of alcohol during the week. A supplementary question in the consumption 
survey was “where did you get this food and drink?” On Wednesday 17 August, the 
participants left the premises to visit bars in central Hamburg. In the diaries, there are 
mentions of areas known for numerous drinking establishments, “St. Pauli”, 
“Schanze”, or simply “outside”. On days where there were low mentions of alcohol 
use, references were made to the residence of the participants or other domestic 
activities, such as “home”, “UdN” (Universität der Nachbarschaften), or 
“supermarket”. During the weekend, mentions of locations such as “Reeperbahn” 
reappeared, before the greatest change in the location of obtaining food and drink on 
Saturday 20 August. 

On 20 August, the locations of consumption centred on the Schanzenfest in the 
Schanze district of Hamburg. The Schanzenfest is a street festival held annually in the 
summer in the Sternschanze (Schanze) district. Schanze one of the "alternative" 
quarters of Hamburg and renowned for its riots: police clashes twice a year with 
locals: once on May 1st, and once at the Schanzenfest, an unannounced alternative 
street party. Starting peacefully in the afternoon, with music, flea markets, picnics, 
international food stalls, and lots of beer, it turns with predictable regularity into a 
street battle between left activists and the police at night. Around dusk fires are 
started, grafitti is sprayed, bottles are thrown and at some point in the early morning, 
the water cannons are called in and the area is cleared. 

Notably, alcohol is sold cheaply throughout the area in an informal fashion. The 
mode price for a standard 330ml bottle of beer was €1 in the market stalls; for a basic 
cocktail with 25ml of spirit the mode was €1.50. This was considerably cheaper than 
the mode for a similar beer and cocktail was €3 and €5 respectively. Recent work on 
the connections between a sudden drop in the price of alcohol [20,21] support a 
connection to be made between across-the-board discounting and increased drinking.  

3.2 Impact of Hedonism on Hot Water Demand 

The Krushal-Wallis distribution-free test was conducted on the reported mentions of 
alcohol use and self-reported minutes of hot water demand. There were eleven days of 
data collected for 16 individuals (N=133). Hot water demand was significantly 
affected by mentions of alcohol use H(4) = 9.89, p < .05.  

The Krushal-Wallis test cannot state what level of hedonism causes hot water 
demand to go up, and further post-hoc tests were necessary. Wilcoxon two-sample 
tests were used to follow up this finding by testing the effect of each number of 
mentions of alcohol use compared to no mentions at all. The participants mentioned 
alcohol use up to four times in one day. However, three (1) and four (2) were seldom 
the number of mentions and they were discarded from the analysis. A Bonferroni 
correction was applied so all effects are reported as a .025 level of significance. It 
emerged that self-reporting showering time was no different when one mention was 
made of alcohol use (Mean=61.0, U=2010, p=.922) compared to none (Mean=60.3). 
However, when two mentions of alcohol were made, the difference was significant 
(Mean=68.1, U=681, p=.0201) compared to no mentions (Mean=46.8). Thus, if the 
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participants drank to a level outside of mealtimes that they mentioned alcohol use 
only once, hot water demand is not expected to increase. However, if alcohol use is 
mentioned twice, hot water demand is expected to go up, and go up by a small to 
medium amount (r=.236). 

A further question in the survey asked if the participants could have used less water 
in their shower. Quantitatively, no conclusions could be reached, but two participants 
answered “too tired” in their survey on the morning of Sunday 21 August, the day 
with the highest reported water consumption. 

4 Discussion 

This study set out to answer three research questions concerning the increase for hot 
water demand amongst participants that displayed hedonism the previous evening and 
night. Although the sample size was small, intensive consumption surveys and 
monitoring of electricity use provided valuable insights which can be explored in 
further research, and could ultimately inform policies and interventions that could 
reduce future domestic electricity consumption. 

The mean electricity consumption for hot water for all of the participants during 
the week of monitoring was 16.34 kWh per day with a range of 10.56 to 25.68 kWh 
per day. This can be compared with typical hot water demand in residential buildings 
devised by the Association of German Engineers (VDI) in 1982 and cited  
in Quaschning [22] of an expected heat content of between 0.94 and 1.4 
kWh/person/day. Of the 8 days covered by the electricity monitoring survey, three of 
the days actually fell below this range, four days fell within it, and the day after the 
Schanzefest, Sunday 21 August, was higher (1.7 kWh/person/day).  

The design of the experiment, if there is additional research in this area of 
sociability, hedonism, and energy use, could be more focused in its recruitment of 
participants, observation of activities, measuring of hedonism by alcohol use, 
monitoring of water use, and monitoring of energy usage. There a range of options 
and opportunities that are outlined below. 

The recruitment of participants in a future study could either focus an age group 
where alcohol use and binge drinking are more likely (18-25 year olds, for instance) 
or form a more representative sample of the population. Any future study should 
cover people as they are living in a more typical residential setting.The measuring of 
hedonism in this study was effective and repeatable, but comparable studies in the 
field of epidemiology have had more sophisticated ways of measuring alcohol 
consumption in their survey designs [18]. Consumption surveys could encourage 
participants to tally the number of drinks or units of alcohol that they consumed 
during an evening. The study was also limited to a predictor variable that only had 
three categories: none, one, or two mentions of alcohol use. If the same study was 
repeated using the same consumption survey, it should take place over a longer time 
interval than a day – a full week or even a weekend may be more appropriate.  

There is a serious policy consequence to this study that reaches in to the policy 
realms of climate change, sustainable lifestyles, and sustainable events. There are 
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many who argue that “big” events that involve huge amounts of sociability and 
hedonism disproportionately inflict environmental damage [23]. Events are one-off 
occasions, breaking us out of our normal habits, including ones that are built up to 
limit the environmental consequences of our actions. 

The nighttime and event economy is, of course, not going to and will not be 
allowed to disappear in developed nations to satisfy environmental concerns. The 
Enterprise and Industry Directorate of the European Commission estimates that the 
EU tourism industry generates more than 5% of the EU GDP, with 1.8 million 
business employing 5.2% of the European labour force [24]. The environmental 
impact of having large scale events that attract visitors, whether they have emissions 
from international travel, is significant when they are there at the event, and remains 
significant when they arrive back at their own homes or hotel rooms that evening. 
This study can inform new policy directions and awareness campaigns around “letting 
your hair down, and letting your guard down” around environmental issues – and a 
temporary re-emergence of the human exception paradigm in highly sociable 
contexts. 

5 Conclusions 

Although the study was small, non-representative of the general population, and the 
participants were decidedly pro-environmental in their attitudes, a number of 
conclusions can be taken forward for further work. Firstly, while there was largely 
average hot water use during most of the week, an event that triggered hedonism also 
triggered higher than average hot water use in the participants. When surveyed about 
their water use, some even expressed that they could not limit their water 
consumption because of the impact of the previous night’s hedonism on their well-
being the next morning. If hedonism did not cause more use of hot water the next 
morning, these otherwise environmentally-aware and motivated participants would 
have been using significantly less than average energy consumption for hot water in a 
household. Instead, their average energy consumption rose to around average for a 
person in Germany. The finding does require testing with larger samples. If this result 
proves to generalise to the entire population, which would be expected, it indicates a 
greater need to educate and make aware to the public the consequences of hedonism 
in domestic energy and water use the following morning. Until near-zero carbon 
homes become standard, there may be no such thing as a sustainable event or night 
out because of significantly increased carbon emissions from hot water for showering 
(or bathing) created in the domestic sector the following day. 
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The Process of Delivery – A Case Study Evaluation of 
Residential Handover Procedures in Sustainable Housing 
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Abstract. At present research groups are developing a growing body of evi-
dence quantitatively demonstrating through post occupancy evaluation, a signif-
icant gap between the actual physical performance characteristics and the  
design predictions of sustainable dwellings. In examining this documented per-
formance variability this paper argues that a substantial proportion of this gap 
may be the result of mismanagement and misuse of sustainable systems by the 
occupants who have received little to no training in the specialised equipment 
and design techniques regularly employed in modern sustainable housing. Spe-
cifically this paper looks into the training and guidance given to new house 
owners during the critical handover phase. The research adopts a direct obser-
vational methodology in conjunction with a suitable housing case study and the 
associated handover process. By recording and analysing the handover proce-
dures of a representative housing developer the study hopes to gain valuable  
insight into the current technological training and guidance provided to new  
tenants of modern ecologically certified housing. The study finds occupants are 
not receiving adequate training and guidance with regard to the sustainable 
measures employed in their housing. In addition the survey suggests that  
residents struggle to absorb the information provided in the current format.  
Ultimately the study proposes a complete reform of the handover process, based 
on existing commercial precedence and focusing on both the accessibility and 
content of the handover procedure. 

1 Introduction  

This paper has been compiled as part of a larger body of work seeking to address the 
widely accepted, yet little documented phenomenon of performance variability in 
domestic applications. There is a growing body of evidence (Herring & Roy, 2007) 
(Johnston, 2010) (Taylor et al., 2010) (Wingfield, 2011) quantitatively showing a 
significant gap between actual physical performance characteristics and design  
predictions. As the housing industry comes under greater pressure to develop more 
ecological products, a technology oriented approach has dominated the search for 
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sustainability. However the following work examines the importance of the often 
marginalised variable of socio-technological interaction and occupant behaviour with-
in the role of housing performance. (Marsh, 2010) (Herring & Roy, 2007) 

Modern sustainable housing requires a significant amount of technology oriented 
solutions which in turn require some level of occupant interaction, ranging from 
changing a filter every 5 years to daily operational contact. This paper asks the ques-
tion: have handover and training procedures targeting new house owners evolved and 
become more formalised with the advent of more complex sustainable technologies 
and design concepts in the ecologically oriented housing sector?  

2 Background and Context 

2.1 Government Policy 

In 2007 the UK Government introduced a new housing policy objective aimed at 
reducing the residential sector’s estimated 26% share in green house gas emissions 
(DECC, 2011). This widely debated legislation charges the housing industry with the 
goal of producing fully zero carbon homes by the year 2016 (DCLG, 2007). While 
subject to much controversy the policy is supported by the overarching mandate of the 
Climate Change act that commits the UK to legally-binding targets for emissions 
reductions of 80% by 2050 and at least 34% by 2020, against a 1990 baseline (OPSI, 
2008). In response to the Government policies, research organisations and housing 
developers have focused on developing technologies that both reduce overall energy 
consumption and produce renewable energy to supplement and replace that drawn 
from the national grid (Marsh, 2010). This focus and emphasis on technology and 
good building practice is prevalent throughout the industry but often comes at the 
expense of social considerations. “There is growing recognition that building perfor-
mance studies should take more account of occupant behaviour and needs. In the past 
there has been over reliance on, for example, predictions from design models and 
estimations.” (HCA, 2010, p. 3) Understanding how occupants interact with a 
building and the subsequent variations that may cause in the building performance is 
vital as occupant behaviours vary widely and can impact energy consumption 
by as much as 100% for a given dwelling (Dutil et al. 2011) Note that here occu-
pant interaction and participation refers to activities that have a direct or indirect im-
pact upon building energy consumption. With the advent of sustainable construction 
and the associated user participation, it is important to understand the interaction be-
tween occupant and building (DEFRA, 2008). The findings of a report by the NHBC 
Foundation (2011, p. 6) indicate further research is required to examine both occupant 
behaviour and the “best ways to inform users how to make the most efficient use of 
their homes and the systems in them…Understanding what information should  
be provided in user guides and what level of detail and in what format should this 
information be provided.” 
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2.2 The Significance of Handover Procedures 

Given the importance and concurrent difficulties associated with Post Occupancy 
Evaluation (POE) as a relatively new practice in domestic applications (Stevenson, 
2009), it is important that this study targets the principal instance of occupant educa-
tion. The construction of a new housing project necessitates 5 key phases.  
 

1. Design 
2. Planning 
3. Specification 

(BSRIA, 2009) 

4. Construction 
5. Handover 
 

Within a mainstream sustainable housing development the purchaser of the house 
would only become part of the development process during the final stages of con-
struction or even post-construction. Thus the first contact that many people have with 
their houses is during that initial handover stage. Currently housing handovers are a 
non-regulated, informal procedure. The handover stage generally comprises of an 
instructional tour around the house and usually some form of literary backup such as 
instruction manuals for the more complicated equipment (DCLG, 2010). It is during 
this brief period of contact that the developer or relevant sales person, must convey 
the entirety of the design concepts and technological installations that make the house 
sustainable. Alternatively the homeowner is expected to absorb all the information 
given to them and then apply it throughout their ownership of the house. With the 
exception of the handover procedure there is little formal contact between occupant 
and developer, that allows for in-depth guidance and instruction on the systems and 
technologies employed in the property under current standard practice. 

3 Methodology 

3.1 Strategy 

The study adopts a direct observational protocol in combination with a specialised 
case study. The direct observational methodology is a branch of qualitative field re-
search that simply aims to gather data from specific sampled situations within the 
natural setting of a case study. In order to reinforce the data gathered through the 
direct observation techniques, a suitable case study with relevant parameters is used 
as the test bench. Relevant parameters in this context refer primarily to the ecological 
certification of the sample dwellings. The dwelling’s ecological rating needs to be 
such that it conforms to the environmental protocols required by the government and 
in conforming to these protocols, it utilizes representative sustainable technologies 
and energy saving techniques characteristic throughout industry. The handover of 
such a property should, in theory, reflect the level of training and guidance required to 
introduce a layperson to the subtleties and functionality of the sustainable technology 
that they will be required to use on a daily basis. A critical analysis of these sample 
handovers then gives an indication of how the industry is adapting to accommodate 
new technologies and ideas.  
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3.2 Case Study Outline 

The case study development is located in the Meadows, Nottingham. The Green 
Street development is a newly constructed housing scheme accredited at CSH Level 
4. The 6 houses under investigation incorporate numerous technologies and sustaina-
ble design techniques making them an ideal testing ground for the handover proce-
dure. The observed handover procedure in the 7 houses of phase 2 took place over a 
nine day period. Each handover took between 30-60min. During the handover, the 
homeowners were guided around the property by the a member of the development 
agency in charge of the Green Street Project, starting outside then moving upwards 
through the floors of the property. Each handover was recorded electronically with 
additional handwritten notes from two observers. It is important to note that the sam-
ple size of 6 houses means conclusions from this site are by no means definitive, ra-
ther they are seen as indicative of what may be widespread practice in the industry.  

3.3 Design of Data Analysis  

At present there is no formal protocol governing the handover of a building and its 
documentation (Graves et al., 2002) It is therefore necessary to establish a benchmark 
of expectations based on the handover’s position within the delivery process, intro-
duced in section 2, case study literature (DCLG, 2010) and best practice recommen-
dations from similar studies (Graves et al., 2002) (BSRIA, 2009) (Stevenson & 
Leaman, 2010). Based on these sources, a best practice handover should provide a 
thorough and accurate introduction to all occupant driven attributes of the dwelling 
such that the occupant is confident in their functionality and operation. With regard to 
sustainable properties, this introduction should include any and all sustainable 
attributes or systems that may be affected by occupant behaviour. The methodological 
protocol therefore dictates a critical analysis of the handover procedure that compares 
these best practice expectations with the case study evidence to determine the profi-
ciency of the procedure. The following pilot study is derived from the stipulations 
detailed in the previous section, the results being a compilation of the sustainable 
design concepts from the case study homes which should be covered in a best practice 
handover. The information is gathered from a variety of sources including marketing 
information, the architects specification, Standard Assessment Procedure (SAP) anal-
ysis and first hand observation. These concepts and technologies are then categorised 
with respect to the intentions of the study and the feasible scope of a typical handover 
procedure to produce a list of elements that should, in best practice, be introduced to 
the occupants. The intentions of the research dictate a focus on the behavioural 
determinants which can be defined as the energy saving characteristics which relate 
directly to occupant management of the building and occupant control of systems and 
components. (Yao & Steemers, 2005) The behavioural determinants are further 
subdivided into active and passive components (in table 1) where:  

• Active components – Occupants must be actively taught how to use the particular 
technology or design element. 
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• Passive components – Occupants intuitively know how to use these elements, but 
need to be encouraged and taught best practice so as to avoid problems such as 
the rebound effect (Nassen & Holmberg, 2009) (C. J. M. van den Bergh, 2011).  

Table 1. Breakdown of behavioural determinants into active and passive components 

Status Identifier* Behavioural Determinant 

Active 

A Photo‐voltaic panels 

B Mechanically ventilated heat recovery system 

C Stack Ventilation 

D Radiators with timed and temperature zone controls 

Passive 

E 90% Condensing Combination Gas Boiler 

F 100% Low Energy dedicated internal lighting 

G Washing Lines 

H Bike Sheds 

I Low flow toilets and taps and showers 

J ‘A’ rated Kitchen appliances 

K Recycling Bins 

* Throughout this paper, this unique identifier will be used to label quotations and excerpts 

drawn from the handover observations. 

Using this matrix the core content required of the handover, from a sustainable 
perspective, is narrowed to 4 vital elements, supported by 7 sub-factors. The training 
and support inherently involved with the introduction of these behavioural determi-
nants is seen as part of the fundamental requirements of a handover and deemed feas-
ible within the scope of the handover process. While these particular elements are 
case study specific, the pilot study protocol can be applied by any developer or rele-
vant handover personnel, to any new environmentally focused development. This 
facilitates the prioritisation of those technologies and design attributes that require a 
more in-depth and instructional introduction. 

4 Results 

This section into divided into 2 subsections focusing, respectively, on an analysis of 
the results as defined by the pilot study protocol and the substantiation of these results 
with extracts from the audio transcripts and handwritten notes. 

4.1 Analysis 

The grade based scale introduced in tables 2&3 is founded on extensive knowledge 
concerning each of the elements in table 1. An understanding of each of these ele-
ments allows the development of a hypothetical model of what constitutes a good 
explanation by the demonstrator. An ideal description represents a 3 on the scale, the 
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element is then downgraded if the demonstrator is seen to omit vital bits of informa-
tion or mislead the occupier. In table 2, functionality is defined as the demonstrator’s 
ability to practically explain how an element works. The bike shed or bin storage for 
example is fairly intuitive, requires little training and will generally score highly, thus 
indicating no need to change current methods of handover procedure. However me-
chanically ventilated heat recovery (MVHR) is far more complex and would therefore 
require much more explanation. 

Table 2. Functionality Scale Table 3. Sustainability Scale 

Functionality (F) 

Grade Definition 

0 No mention of item at all or mentioned, 

but explained falsely. 

1 Brief explanation of functionality 

2 Adequate explanation of functionality 

3 Thorough explanation of functionality 
 

Sustainability (S) 

Grade Definition 

0 No mention of item at all or mentioned, 

but explained falsely. 

1 Brief explanation of sustainability 

2 Adequate explanation of sustainability 

3 Thorough explanation of sustainability 

 
In table 3 “S” denotes Sustainability. This is the level to that the demonstrator has 

addressed the sustainable ethos of the element in question. Examples of this would be 
the inclusion of a map of cycle routes in the surrounding area when introducing the bike 
shed, or a breakdown of how much money and CO2 can be saved when using a washing 
line as compared to a conventional dryer thereby encouraging a occupant to actually use 
a component that they might otherwise ignore. The purpose of the dual rating system is 
to show, particularly in the case of the “passive” items that functionality or “how” can 
be covered without actually dealing with the sustainable ethos behind the item or the 
“why.” As industry looks into a more holistic solution to sustainability the why becomes  
 

Table 4. Analysis of individual handover processes 

Plot ID* 

Behavioural Determinant ID 

A B C D E F G H I J K L 

F S F S F S F S F S F F S S F S F S F S F S F S 

P1 1 1 1 1 0 0 3 2 2 0 0 0 0 0 3 0 2 0 2 0 2 0 2 0 

P2 2 0 0 0 0 0 3 1 2 0 0 0 3 0 3 0 2 1 2 1 2 0 2 0 

P3 1 0 1 0 0 0 3 3 2 0 0 0 0 0 3 0 2 0 2 0 2 0 2 0 

P4 1 0 1 0 0 0 0 0 2 0 0 0 0 0 3 0 1 1 2 0 2 0 2 0 

P5 N/A N/A 0 0 0 0 2 0 2 0 0 0 0 0 3 0 2 1 2 0 3 0 2 0 

P6 1 0 1 0 0 0 0 0 2 0 0 0 0 0 3 0 2 0 2 0 3 0 2 0 

* Throughout this paper, this unique identifier will be used to label quotations and excerpts 

drawn from the handover observations in combination with the statement’s position on the audio 

recording eg. (P1, 12:45). Plot handovers are listed in chronological order. 
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just as important as the how. Addressing the motivations behind using a particular tech-
nology can encourage an individual to use an element that they would otherwise remain 
reluctant to interact with (Hargreaves et al., 2010). In best practice the handover should 
adequately explain both the functionality of an element and the sustainable ethos behind 
it or else risk the inevitable performance gap between design and reality when occupants 
fail to use their homes as they were intended to be used. 

Table 4, Analysis of individual handover processes, clearly shows that sustainabili-
ty is a marginalised variable within the handover process, across both active and pas-
sive determinants. This is due to 3 key reasons: 

1. Regarding the active behavioural determinants such as MVHR, and PV the  
failure is primarily the result of inadequate knowledge on the part of the demon-
strator supported by statements by the demonstrator revealing that they were un-
familiar with the equipment, particularly the MVHR, during the initial handovers. 
(P1, 10:30) 

2. Passive determinants are affected by the endemic problem of insufficient pre-
vious experience with sustainable housing. There is no knowledge infrastructure 
or even aspiration to support the handover of sustainable housing, due paradoxi-
cally to the fact that housing has never before included this level of sustainable 
design and technology. The ever growing field of sustainable construction how-
ever provokes an integral shift in the responsibilities of the modern handover 
with a far greater emphasis on a holistic process (BSRIA, 2009).  

3. Finally there was the assumption by the demonstrator that it (the handover) isn’t 
much different from a normal house. (D1) Changing this attitude requires colla-
boration from the designers and architects who initially conceive the various sus-
tainable elements and the developer who is contractually obligated to perform the 
handover.  

The figures also support the notion that practical explanation is not necessarily indica-
tive of sustainable instruction. Behavioural determinants H,I,J,K,L are all addressed 
adequately in terms of functionality but the demonstrator pays little attention to the 
sustainability as evidenced by only 4 points across all 4 determinants.  

4.2 Result Validation and Basic Interpretation  

This section goes through the thought process used to downgrade the determinant 
values (see tables 3&4) in table 5, and substantiates these values using direct quotes 
and excerpts from the observational stage of the study in line with observational data 
analysis protocol. The following is a typical example of the level of emphasis placed 
on the bike sheds and recycling facilities provided: 

These are your bike sheds and these are your bins. (P3, 2:20) 

The bike sheds are a vital element in achieving Code for Sustainable Homes (CSH) 
Level 4 accreditation (BRE, 2010). It would seem prudent therefore to expand on 
their utility beyond simply one sentence and perhaps include a map of local bike paths 
in the handover pack and discuss the protection and security offered by the shed. 
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Simple, additions that cost little to nothing to the developer, but may encourage an 
occupant to use the house as it was intended. Kitchen appliances have all been spe-
cially selected to conform to CSH standards and yet throughout the study there is only 
1 mention (P2: 12:30) of an “A rated” appliance in the form of the dishwasher: 

Bog standard microwave, bog standard oven, and bog standard fridge. (P4, 6:55) 
"Again, this dishwasher, no different from any other dishwasher…" (P6, 12:20) 

The study records no mention of the low power lighting installed throughout the hous-
ing and the integral stack ventilation provided by the stairwell and window design. 
The washing line, a simple but significant energy saving device during the summer 
time is only functionally introduced once, with no mention of energy savings. In these 
instances there may be a reluctance to state the obvious in regards to functionality, 
however the integral sustainability and motivations behind the inclusion of these ele-
ments becomes important when they are viewed as a holistic package which reduces 
the ecological footprint of a property. The photovoltaic (PV) array on the roof is func-
tionally considered in all handovers, with emphasis on the isolation switches for safe-
ty purposes and the meter box. However, basic knowledge such as the number of 
panels on the roof and the purpose of one of the primary components (the inverter) is 
significantly lacking:      

Confusing and uninformed explanation of PV panels (P1, 11:10-13:00) 
"I don't actually know how many PV panels are on the roof." (P3, 3:40) 

This confusion is coupled with a lack of sustainable emphasis (see section 4.1). The 
MVHR unit, is probably the most technically challenging piece of equipment in the 
house, but is realistically an indicative example of the technology employed in mod-
ern sustainable housing. This case study exhibits a worrying lack of knowledge when 
faced with one of the key sustainable features of the house:  

"It is really just to remove odours, smells and condensation…" (P3, 19:00) 
On opening a window the occupant asks "Will this affect the MVHR?" Reply from 

demonstrator "It doesn't, it doesn't, no." (P2, 7:00) 
"To be completely honest with you I would be lying if I said I knew how it (MVHR) 

worked because I don't." (P6, 43:10) 

It should be noted that the case study evidence on that this report is based is not in-
tended to reflect on the proficiency or professional bearing of the individual or com-
pany that was examined. Its purpose it to provide an evidence founded platform on 
that to address the growing issue of handover procedures in sustainable housing. 

5 Discussion 

The most striking issue raised by this study is the lack of emphasis and time dedicated 
to the actual handover of a sustainable property. These dwellings are laboriously de-
signed and constructed with often complex and occupant driven characteristics and 
yet standard handover practice (as derived from the case study) is roughly an hour 
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long tour supported by a collection of technical manuals referring to individual pieces 
of equipment. In addition there is no specialised technical training for the demonstra-
tor, as evidenced by quotes in section 4.2. These findings are supported by research 
that suggests that the physical implementation of sustainable technologies in homes 
often fails to incorporate social considerations (Herring & Roy, 2007). A literature 
review by Marsh (2010, p. 5) examines this “techno-rational construct” concluding 
that: “Whilst many housing developments look to achieve sustainability by incorpo-
rating technological indicators, the result has been shown to be inefficient if they lack 
social awareness or understanding of the potential occupants.” What the data and 
literature analysis from this study suggests, is that by not considering the socio-
technical interaction of the occupiers, particularly during the handover stages, there 
will invariably be shortcomings in the specified efficiency (HCA, 2010) (Dutil et al., 
2011). The case study results clearly show the representative handovers lack suffi-
cient technical and sustainable content. Subsequently it is reasonable to assume that 
numerous other sustainable housing handovers are similarly deficient. The analysis 
goes on to show not simply a need for greater technical detail, but a far more funda-
mental obligation to include comprehensive social considerations throughout the han-
dover process, thus breaking with the traditional techno-centric mindset. Throughout 
the results analysis and review of the audio transcripts a key theme has emerged that 
does not fall within the remit of the functional/sustainable methodology. However it is 
seen to significantly impact the fundamental research objective. As the handovers 
progress it soon becomes evident through both the tone and language of the occupiers, 
that they are having a hard time absorbing all the information. Input from the second 
handover observer (D1) talks of the systems in the house being explained extremely 
briefly and at a rapid pace. This is supported by comments from the homeowners: 

Tenant post boiler explanation – "Ohhh I'm lost now, start again!" P1 (8:50) 
Overwhelmed occupiers – "No no no too much information!" P1 (15:45) (17:50)      
After seeing the confused look on the occupiers face: Demo – "Is everything ok?" 

Tenant – "Yes, we are just trying to take it all in." P5 (16:30) 

This inability to absorb complex information quickly and efficiently is by no means 
an isolated or unusual occurrence (DCLG, 2010), and may become especially acute 
when dealing with the elderly or individuals for whom English is a second language. 
This key observation calls into question the format and protocol currently used to 
deliver the information within the domestic handover process. It implies the answer 
goes far beyond simply adding more information to the handover itself, suggesting an 
examination of both the content and propriety of the process as a whole (Stevenson & 
Leaman, 2010) (DCLG, 2007). The denotive results and key themes raised in sections 
5.1 & 5.2 of the study show: 

1. Demonstrators are not aware of the significance of sustainability and the impact 
that occupant behaviour has on the performance of a house.  

2. Demonstrators struggle to understand many sustainable technologies and con-
cepts which are taken for granted within the modern sustainable housing industry.  

3. Demonstrators struggle to appropriately communicate worthwhile information in 
the standard 1 hour tour and handover manual format.  
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Given these challenges, how can the industry impart sufficient knowledge required 
for the correct and efficient use of the dwelling, while ensuring that this knowledge is 
passed on in an appropriate manner? Throughout this study a process known as the 
Soft Landings Framework (BSRIA, 2009), has been instrumental in providing prece-
dence for a solution. While based on the construction and commissioning of non-
domestic property, the framework and ideology mirrors the problems facing the  
domestic building sector. Originally conceived by Mark Way in 2004 and formalised 
by BSRIA in 2009 the Soft Landings Framework has become the de-facto approach in 
ensuring non-domestic buildings achieve specified performance values. The process 
is based on 5 steps and involves a graduated handover period, that is predicated by 
consultation with the design and construction team to ensure that all performance 
related elements are first understood and then explain and implemented properly to a 
buildings new occupants. The adaptation and analysis of this existing framework can 
serve as a foundation as the industry looks to enact the fundamental changes required 
in domestic handovers for sustainable construction.    

6 Conclusions 

The direct observational methodology gives an unambiguous picture of representative 
handover procedures performed in the modern UK housing market. It is clear from 
the results of the study that these occupants are not receiving appropriate guidance 
and encouragement with respect to the sustainable measures employed in the housing 
and therefore it is reasonable to assume that much of industry faces similar chal-
lenges. A review of both the content and delivery methods employed suggests that   
struggle, even under current handover procedures, to absorb the information provided. 

Thus a tenable solution must focus initially on the accessibility of the information 
during the handover procedure itself, presenting the information in an appropriate 
manner. (DCLG 2010) This appropriate manner is a subject for further investigation 
and involves understanding how people efficiently assimilate information and the 
most effective methods to get occupiers engaging with the sustainable design of their 
houses. Ultimately the inherent level of technology and environmental design con-
cepts required to reach Government backed ecological standards necessitates a com-
plete reform of the handover process. The precedence exists in the form of the Soft 
Landings Framework (BSRIA, 2009). Further study is required in order to understand 
how to adapt the concepts and practices from this predominantly commercial proce-
dure, to a domestic perspective, particularly when looking at aftercare and the respon-
sibilities of individual project stakeholders.   

Subject to this review the developer in question has already set in place measures 
to modify and improve their practice for phase 3 of the housing project, placing them 
at the forefront of a new and growing evolutionary process in handover procedure.  
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Chapter 10 

Sustainable Renovation and Operation of Family Houses 
for Improved Climate Efficiency 
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Abstract. In the developed world the existing stock of houses will provide shel-
ter to the majority of population in the upcoming years. Houses are physical ob-
jects that consume material and energy and need to be maintained, repaired and 
restructured from time to time. In order to fulfill the requirements of the Kyoto 
Protocol and be comfortable for their inhabitants, the existing stock needs to  
be renovated. Strong disagreements between different parts of the scientific 
community and overlapping and contradictory concepts make the definition of  
sustainable renovation confusing. In this study, therefore, an approach of reno-
vation and operation for higher energy efficiency and lower climate impact has 
been the main focus. Based on a systems analysis approach, the aim of this 
work is to evaluate cost and benefits of possible actions and choosing the most 
energy and cost effective approach of a series of alternatives. With the result of 
this analysis, a sustainable renovation and operation staircase is proposed. The 
work found that it is possible to develop a staircase manual for sustainable re-
novation and operation of family houses that follows a logical step-by-step ap-
proach and could result in considerable life cycle reductions in both costs and 
climate impact. The work also suggests that it is possible for academic experts 
to develop material in a simpler form and language to reach the public in a more 
understandable form. 

Keywords: sustainable renovation, energy savings, CBA, LCCA, sustainable 
staircase. 

1 Introduction 

Since the 1990’s there is a tendency in North America and Western Europe where the 
number of buildings to renovates is higher than the number of buildings to be built 
(Botta 2005). According to the European Union (EU) the existing stock will provide 
shelter for the majority of population of Europe, with no more than a 15% of new 
buildings until the year 2020. This existing stock needs to be renovated in order to 
fulfill the requirements established in the Kyoto Protocol.  

Renovation can be defined as the “improvements in the quality of the built  
environment, which are closely linked with needs expressed by the actors concerned 
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(users), especially improvements in comfort and reductions in the cost-in-use and 
maintenance of residential and non-residential buildings” (Mørck et al. 2003). 

The scope of sustainable renovation is to make a house healthier and energy and 
resources efficient, but sustainable renovation is understood and implemented diffe-
rently in each country (Kaklausas et al. 2008). 

Strong disagreements among the scientific community and conflictive information 
make the concept of sustainable renovation confusing. The debate is developed in 
academic environments while in the field there is a lack of practical knowledge (Botta 
2005). 

Organizations around the world provide guidelines and support to house owners 
and general public, like the “Energy Star upgrade manual”; an initiative of the U.S. 
Department of Energy (DOE). Guidelines are also available on the web, helping 
house owners to implement sustainable measures. Renowned universities publish 
their own sustainability guidelines on the internet, and organizations around the globe 
developed Carbon Footprint Calculators.  

2 Methodology 

Environmental, economic and social impacts need to be considered when discussing 
sustainable renovation. In this study, the analysis was limited to economic and  
environmental aspects, covered by Life Cycle Costing (LCC), energy use and Cost 
Benefit Analysis (CBA).  

2.1 Life Cycle Costs (LCC) 

LCC is an economical approach that sums all the costs of a product process (Ness et 
al. 2007) helping to choose the most cost effective approach from a series of alterna-
tives (Barringer 2003). Operational costs are usually higher than purchasing costs; 
LCC shows if an investment is justifiable for a long term decision (Barringer 2003). 
According to Ellis (2007), LCC is a technique for evaluating total costs of mutually 
excluding alternatives. LCC helps to calculate long term costs (State of Alaska – De-
partment of Education and Early Development 1999). Ellis (2007) states that realistic 
assumptions can be made evaluating the performance over time of different options 
whit a well-established time period. Then, LCC results must be presented as Net 
Present Value (NPV) using carefully a discount rate driving to a cradle to grave NPV 
analysis (Barringer 2003). 

2.2 Energy Use 

Energy use may be regarded as an important indicator of climate impact since approx-
imately 80% of the average global energy use is related to energy use. Energy savings 
therefore are related to environmental performance improvements. The difference is 
great between different countries, however, and e.g. Sweden has a comparatively low 
climate impact from energy use thanks to a high proportion of electricity supply is 
based on nuclear power and hydropower.  
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2.3 Cost-Benefit Analysis (CBA) 

CBA is used to evaluate public and private investments by weighting costs and ex-
pected benefits, selecting a Policy, Program or Project (PPP) which is efficient in their 
use or resources.  

CBA is performed by compiling costs and benefits of a PPP and translating them 
into monetary values (Wierenga 2003). In connection with sustainability, CBA is an 
effective tool to measure social and economic costs and benefits in connection with 
accountable impacts e.g. energy and transportation (Ness et al. 2007). To analyze a 
PPP all the aspects must be expressed in a common unit, money being the most fa-
vored (Watkins 2004). CBA can account impacts in a time scale, a clear advantage 
over other Systems Analysis Tools (Wrisberg et al. 1999). 

2.4 Description of the Selected Tool 

The Energy Star program of the U.S. Environmental Protection Agency (EPA) and 
DOE, (2009), developed tools for “Purchasing and procurement” available for free 
use on the program website. Based on the tools developed by EPA and DOE, it is 
possible to create a modified version. To perform the analysis in the Swedish market, 
some changes are proposed: 

• Compare between multiple options instead of two 
• Check for the Swedish labor costs and discount rate 
 

The analysis starts with a calculation of the annual energy consumption of the product 

($/kWh) RateEnergy 

(kWh) year per ConsuptionEnergy ($) year per CostsEnergy ∗=
 (1) 

Then the maintenance costs are calculated by: 
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The LCC for this purpose are the energy, purchasing and maintenance costs for the 
lifetime which are calculated by: 
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Where: 
PV: Present Value of Money ($) 
PMT: Payment (Energy cost and maintenance respectively) ($) 
r: Central Bank discount rate 

Finally, indicators are developed to compare the costs and benefits of the different 
measures. 
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Where 1 denotes a traditional product and 2 an alternative solution. 
In some steps of the sustainable renovation, a simple LCC-CBA analysis cannot be 

performed due to the complexity of the decision. When the proposed methodology 
cannot be applied, the information will be taken from reliable sources available in the 
literature.  

3 Results 

It is difficult to find an established Sustainable Renovation Staircase. EPA and DOE 
(2004) through the Energy Star program states that it is necessary to consider all the 
aspects of heat flow in buildings as a system to upgrade it maximizing the energy and 
cost reductions. In this study various measures are considered to improve the climate 
indoor efficiency.  

3.1 Lighting 

Lighting devices producers have a wide range of products available. This analysis is 
made for Philips products available in the Swedish market for the year 2009. For the 
LCC analysis a discount rate of 2% was assumed according with the Central Bank of 
Sweden (Riksbank). The price of electricity used for this analysis is 1.11 Swedish 
Krona (SEK)/kWh (Eurostat 2007). 

Table 1. CBA-LCC and energy results for lighting 

- Type of lamp 

CBA indicators (compared with the 
highest LCC) 

Incandescent Compact 
Fluorescent 
(CFL) 

Halogen Light Emitting Diode 
(LED) 

Initial Cost Difference (SEK 0,00 124,00 26,00 377,00 

Net Life Cycle Savings (SEK) 0,00 3.909,00 1.476,00 5.089,00 

Life Cycle Energy saved (kWh) 0,00 2.160,00 810,00 2.385,00 
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The result showed that the prices of the devices increase with the lifetime and the 
energy consumption decreases. In a lifetime the energy saving devices can save up to 
2000 kWh. 

3.2 Electric Equipment 

Cooking Devices. For stoves an analysis was made for Electrolux products available 
in the Swedish market. The energy prices and the discount rate are the same as used 
for lighting and will be the same through the whole study. An assumption of four 
hours per day of use for a resistance range and two hours per use for induction range 
was taken.  

The energy consumption calculations assumed that induction devices need half of 
the time used by resistance appliances to transfer heat to the food cooked and the heat 
transfer efficiency is 65% for resistance ranges and 86% for the induction ones, This 
shows that despite the higher power needed to run induction devices the high efficien-
cy make them cook food faster due that they do not radiate heat but induce an elec-
tromagnetic field.  

Table 2. CBA-LCC and energy results for stoves 

- Type of range - 

CBA indicators (compared with the highest LCC) Resistance Induction 

Initial Cost Difference (SEK 0,00 3.090,00 

Net Life Cycle Savings (SEK) 0,00 43.151,00 

Life Cycle Energy saved (kWh) 0,00 33.327,00 

 
The technology used in heating reduces time and energy consumption, despite of 

the power. Induction ranges have similar efficiency as gas ranges transferring heat. 
Analysis for ovens is developed for Electrolux products available in the Swedish 

market. All the options have similar dimensions. A daily use was assumed to calculate 
the energy consumption per year.  

Table 3. CBA-LCC and energy results for ovens 

- Type of oven - - 

CBA indicators (compared with the highest LCC) Vapor Pyrolitic Warm air 

Initial Cost Difference (SEK 0,00 -2,125,00 -9.525,00 

Net Life Cycle Savings (SEK) 0,00 4.961,00 13.577,00 

Life Cycle Energy saved (kWh) 0,00 2.044,00 2.920,00 

 
In this particular case, a radiative oven which heats the air is the most energy effi-

cient. The thermodynamics involved in the different processes can change the way the 
ovens cooks and operates. 
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Refrigerators. Three options were analyzed, side-to-side, combi and 2 doors. All 
devices are from Electrolux and are available at the Swedish market.  

The results of the analysis are: 

Table 4. CBA-LCC and energy results for refrigerators 

- Type of refrigerator - - 

CBA indicators (compared with the highest LCC) Side-by-side Combi 2 door 

Initial Cost Difference (SEK 0,00 -5.860,00 -9.460,00 

Net Life Cycle Savings (SEK) 0,00 9.258,00 14.079,00 

Life Cycle Energy saved (kWh) 0,00 1.225,00 1.664,00 

 
The thermodynamics involved in a side-by-side refrigerator increase the losses 

leading to more operations of the compressor to take the heat out of the refrigerator. 
Two door refrigerators have a configuration that minimizes the energy consumption. 

Washing Machines. Assumptions of 6 uses per week at full load were taken for the 
energy consumption. 

Table 5. CBA-LCC and energy results for washing machines 

- Type of washing machine - 

CBA indicators (compared with the highest LCC) Top loaded Front loaded 

Initial Cost Difference (SEK 0,00 -1.047,00 

Net Life Cycle Savings (SEK) 0,00 2.093,00 

Life Cycle Energy saved (kWh) 0,00 754,00 

 
Front loaded machines spend less energy than their top loaded counterparts and are 

cheaper in the market. 

Dryers and Dishwashers. It is not possible to perform an analysis for dryers and 
dishwashers because most models use the same technology and energy consumptions 
rates. Some operational options can be performed to save energy.  

3.3 House Division 

For this measure it was not possible to provide an analysis due the complexity of the 
system. However, some recommendations can be made. Dividing the different spaces 
and isolate them with doors and walls is a common practice in modern architecture. 
Keeping doors closed and separate thermal zones can be energy efficient and save 
large amounts of money per year.  
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3.4 The Building Envelope 

Insulation. The K value assumed is 350 kJ*mm/h*m2*ºC, an energy consumption of 
2,7x10-4 kWh/kJ (Çengel 2003) and a lifetime of 15 years. 

Notice that the analysis were performed just to give a picture of the performance of 
one square meter and does not consider the wall as a system, also the maintenance 
costs assumed the price of the insulation.  

Table 6. CBA LCC and energy results for insulation 

- Thickness 
of insula-
tion (mm) 

- - - - - - 

CBA indicators (com-
pared with the highest 
LCC) 

45 70 95 120 145 170 195 

Initial Cost Difference 
(SEK 

0,00 9,00 19,00 29,00 41,00 51,00 60,00 

Net Life Cycle Sav-
ings (SEK) 

0,00 1.818,00 2.679,00 3.182,00 3.511,00 3.743,00 3.916,00 

Life Cycle Energy 
saved (kWh) 

0,00 1.966,00 2.897,00 3.440,00 3.796,00 4.047,00 4.234,00 

 
The economic thickness can be noticed in this analysis, as the life cycle savings in-

creases with the thickness the price also increases. The indicators show that high sav-
ings can achieve by increasing the thickness of insulation, but relative savings de-
crease as the insulation gets thicker. 

Windows. Two types of windows were analyzed; 2 glass panes and 3 glass panes. 
The U factors for these windows were taken from DOE (1997) and the windows are 
available in the Swedish market. The space between the panes is filled with air. 

Energy losses were calculated for a temperature difference of 20ºC between the 
sides of the window. The analysis results are: 

Table 7. CBA LCC and energy result for windows  

- Glazing type - 

CBA indicators (compared with the highest LCC) 2 glass 3 glass 

Initial Cost Difference (SEK 0,00 1,097,00 

Net Life Cycle Savings (SEK) 0,00 2,248,00 

Life Cycle Energy saved (kWh) 0,00 6,027,00 

 
The results show that adding a single glass pane can decrease the energy losses in 

more than 6000 kWh in a lifetime.  
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3.5 Ventilation 

Two ventilation options are considered: forced ventilation and Heat Recovery Venti-
lation (HRV). Analysis was made for devices and not for the whole system; besides, 
as input energy needed to run the systems is the same; the analysis was performed 
considering heat wasted. The calculations refer to devices manufactured by Fläkt 
Woods available at the Swedish market. A lifetime of 30 years was considered and 
the costs of installation were added to the maintenance costs.  

Assumptions of energy of 24,22 kJ/m2, a flow of 100 l/s and a 60% rate of heat re-
covered were made.  

The analysis results are presented in Table 8. 

Table 8. CBA-LCC and energy results for ventilation 

- Ventilation system - 

CBA indicators (compared with the highest LCC) Forced Ventilation Heat-Recovery Ventila-
tion 

Initial Cost Difference (SEK 0,00 16.220,00 

Net Life Cycle Savings (SEK) 0,00 327.139,00 

Life Cycle Energy saved (kWh) 0,00 123.733,00 

 
The introduction of Heat Recovery Ventilation to a system can lead to high energy 

reductions in the lifetime. Heat Recovery Ventilation saves up to 66% on heat losses.  

3.6 Heating System 

Heating is a complex system of a house. It is closely linked to the building envelope 
performance, the ventilation system, the household equipment loads, the size of  
the living space, the occupation and other loads. The amount of data needed for the 
measure to be analyzed leaves this chapter of the work out of the boundaries of the 
model used. However, recommendations based on available literature can be made. 
Also, the complexity of the analysis of this measurement helps to position it in the 
sustainable staircase.  

3.7 The Sustainable Behavior 

All the measures described were analyzed based on the assumption of good household 
management. There are non-cost measures to save energy but they depend on individ-
ual behavior. The sustainable behavior is the way that each individual uses their re-
sources with responsibility saving energy and carbon emissions. 

3.8 Defining the Sustainable Staircase 

As stated before, it is important to renew and operate a house to improve energy effi-
ciency sequentially. The analysis of the proposed different part of a staircase was 
made, and the impact of different measures in energy and money savings was deter-
mined. This work is based on the concept that reducing energy consumption reduces 
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also resources consumption to produce energy, cutting greenhouse gases emissions 
(DOE 2008) aiming to three main components of sustainability, economic, social and 
environmental improvement. In  the following analysis for the sustainable staircase, a 
qualitative analysis is made based on the results of the LCC-CBA analysis performed.  

Based on a qualitative analysis, a staircase is proposed: 

Table 9. Suggested Sustainable Renovation Staircase 

Measure Result 

Lighting Low cost and high energy savings 

- Easy installation 

- Not dependent of other measures 

Electric Equip-
ment 

Low to medium costs 

- Medium to high energy savings 

- Easy installation 

House division Is the base to plan how the building envelope, ventilation and heating system will 
be develop 

- High complexity of implementation. Professional work will be needed 

Building 
envelope 

High energy savings 

- Have to be planned after the house division 

- Complexity of installation 

Ventilation High energy savings 

- Interdependent with Heating system 

- Dependent of the building envelope 

Heating system Can lead to high energy savings 

- High complexity of implementation 

- High dependability of other measures 

 
For better results, this sustainable renovation staircase must be accompanied by a 

sustainable behavior. A good household management can lead to high energy savings 
without spending capital.  

4 Discussion 

In elaborating a sustainable renovation staircase, important considerations influenced 
on the priorities of the different measures. They will shortly be discussed here.  

For lighting, it is a common behavior among users to leave lights on when leaving 
a room rather than turning on and off several times. It is true that a small peak of cur-
rent is used in the starting event, but this is negligible compared with the energy con-
sumption of a light turned on. In the analysis it was shown that CFLs and LEDs can 
save up to 2300 kWh of energy in a lifetime. These savings are for one lamp, multiple 
devices at home can lead to higher energy reductions and money savings. Light bulbs 
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can be changed without other investments than lamp purchase and thus were set as the 
first option for energy and climate improvement in renovation and operation. 

Electrical appliances are present in almost every home in developed countries; 
washing machines, cooking devices, refrigerators and other devices are used every 
day. At the end of the lifetime, they do not fail to work, but efficiency decreases, the 
results therefore give a picture of how to renew when needed. For example, a refrige-
rator must be replaced every 15 to 20 years and probably most of the people have one 
at work. To chance it for a more energy efficient one before time will not lead to 
energy savings, but having different options when buying a new one can be really 
valuable. These considerations apply to heat, ventilation and air conditioning systems 
also. It is therefore important for the house owner to perform an analysis of every 
system change to choose which is the most beneficial for the budget and expectations.  

Dividing a house is a hard job, but most people already use spaces differently dur-
ing seasons. Dividing a house considering the use of the spaces can lead to savings in 
energy and money, because the occupation defines the amount of heat and insulation 
needed for one space.  

The building envelope is an important component of a shelter system. Windows 
and insulation play a major role in how and when spaces need to be heated. The ap-
pearance of new technologies for windows and the good use of old ones reduce the 
needs of heating. Windows are important to take advantage of radiative heating. As 
insulation becomes thicker, energy savings increase, but not at a constant rate; insula-
tion has an optimal point and it is necessary for each house owner to determine it. 
When money is not a constraint, super-insulation can be considered. There are exam-
ples in the literature of houses that can have a human thermal comfort without heat-
ing. Low energy houses that use less than 50kWh/m2 of heating can be found in 
Northern Germany and Southern Sweden, Like the Lindås project and Värnamo. 

Ventilation can vary from an open window to a complex system. In the analysis it 
was shown that, despite the high prices, HRV leads to substantial savings. The system 
recycles close to 66% of the wasted heat and uses it to heat the income air saving 
money and energy.  

The heating system must be designed according to the needs of the building, the 
materials and orientation, the building envelope and the heat flux. Passive houses 
were built in cold climates, leaving mechanical heating out of the equation. However, 
it was possible to notice differences between systems when heating is needed, but, the 
size and components must be defined by the building characteristics. 

Behavioral tips can be given by thousands, however, the aware user takes time  
to read the manufacturer considerations and understand that common sense can be 
applied to household management.  

5 Conclusion 

There are many guidelines to sustainable renovation. Most of them, however, deal with 
specific and often debated parts of sustainable renovation. The analysis made here, 
showed that a staircase guideline was possible to established, where measures are pro-
posed from the cheapest and easier to implement to the most expensive and complex. 
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Other perspectives could be considered for the establishment of similar staircases 
using other tools, or addressing other objectives like improving social communication 
or integrating neighborhoods. The achievements of this study were to provide a guide-
line to a sustainable renovation based on energy and monetary savings. A simple 
communication is an important primary aim of the study, the deepness can be dis-
cussed, but a need of a simple language in the academy to reach the stakeholders is 
needed. By providing simple recommendations of renovation, retrofitting and operat-
ing can induce an interest in the reader, leading to a deeper investigation of literature 
and search for an own, tailored analysis system. 
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Chapter 11 

Solar Collector Based on Heat Pipes for Building Façades 
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Abstract. A variety of liquid thermal solar collectors designs used for water 
heating have been developed by the previous researchers. But the majority of 
them do not meet the requirements on small weight, easy assembling and instal-
ling, versatility, scalability, and adaptability of the design, which are particular-
ly important when they are façade integrated. In order to avoid the above  
mentioned drawbacks of the liquid thermal collectors the article authors pro-
pose to apply to them extruded aluminum alloy made heat pipes of originally 
designed cross-sectional profile with wide fins and longitudinal grooves. Such 
solar collectors could be a good solution for building façade and roof integra-
tion, because they are assembled of several standard and independent, hermeti-
cally sealed and light-weight modules, easy mounted and “dry” connected to 
the main pipeline. At that, their thermal per-formances are not worse than of the 
other known ones made of heavier and more expensive copper with higher 
thermal conductance, or having entire rigid designs.  Some variants of the de-
veloped solar collectors shaping of the assembled modules for building façade 
or roof integration are proposed.  Variously coloured coatings to the absorbers 
are developed and made of carbon–siliceous nano-composites by means of sol-
gel method. Their optical performances were compared with “anodized black”. 
It is stated that coloured coatings have a good prospects in thermal SC adapta-
tion to building facades decoration, but the works on study and upgrade of their 
performances should be continued. 

Keywords: solar collector, heat pipe, colored coating, façade integration. 

1 Introduction 

Solar thermal collectors are more and more used as sustainable energy devices, but 
their design constructions are far from being perfect. Therefore, a lot of attention is 
dedicated to developments of solar collectors (SC) with Heat Pipes (HPs) as their 
main parts.  HPs application to solar collectors’ designs as highly efficient heat ab-
sorbing and transferring components makes possible to avoid several disadvantages of 



120 R. Boris et al. 

 

conventionally used ones. Thus, solar collectors with HPs as a core [1, 2] ensure very 
low hydraulic resistance, constant liquid flow, isothermal heat absorbing surface.  
Nevertheless, ensuring of high quality contact of HP's external surface with heat ab-
sorbing surface is one of the main problems for copper made heat pipes applications 
to solar thermal collectors. For example, in the known evacuated tube solar collectors 
copper HPs are soldered, welded or pressed to the heat absorbing surface. The most 
important task is effective heat transfer from the HPs to the working liquid of the 
solar system loop at minimal hydraulic resistance. Besides that, the majority of  tradi-
tionally designed SC doesn’t meet the requirements on small weight, easy assembling 
and installing, versatility, scalability, and adaptability of the design.  The latter fea-
tures are particularly important when SCs are façade integrated.   

In order to solve the above mentioned problems, the authors propose to apply ex-
truded aluminum HPs to the constructions of solar thermal collectors [3, 4]. The other 
reasons for using aluminum alloy made HPs in SCs are the following: they are cheap-
er, lighter, and stronger than copper ones. This kind HPs technology is successfully 
applied to space engineering and satellites, and, moreover, it is perfectly worked out. 
Due to the proposed production method cylindrical heat pipe and flat heat absorbing 
surface are obtained as a single unit. So, it's not necessary to think about the HP's 
contact with heat absorbing surface that means the design of heat exchanger could be 
improved fundamentally. To the authors' opinion, such solution can reduce the cost of 
solar collectors and improve their hydraulic and thermal performance. Beside that, 
SCs based on aluminum HPs could be a good solution for building façade and roof  
integration. 

2 Solar Collectors Based on Aluminum Heat Pipes 

It was proved by the study, that the most optimal design of aluminum HP applied to 
solar collectors is, so-called, finned HP, where HP’s container is made as a single unit 
with its heat absorbing - releasing surface. There is no thermal contact resistance be-
tween them. Such HPs can function within  the span of tilt angle values from 0 C deg 
(horizontal collector attitude) up to 90 C deg (vertical collector attitude). 

Special flat heat exchanger is used for heat removal from the HP. Heat is trans-
ferred from the condensation zones of the HPs to the circulating coolant by means of 
contact method.  

Experimental flat solar collector prototype  (fig. 1) with the following dimensions: 
2.13 m - length, 1.0 m - width, 0.085m - height,  1.98 m2 – area of anodized (black) 
aperture heat absorbing surface has been manufactured in order to prove the expe-
diency of the HPs application to solar collectors. 

Prototype of SC’s panel for absorbing heat from solar irradiation consists of eight 
finned aluminum heat pipes, made of aluminum alloy by means of extrusion. Solar 
heat is collected by flat longitudinal fins of the HPs and then immediately transferred 
to the condensation zones of HPs, which contact with small flat heat exchanger.  
Such effective heat transfer line ensures very low hydraulic resistance of solar collec-
tor. Thus highly effective operation of solar heating plants, where many SCs are  
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connected in serious, is possible, as well as electric power consumption of circulation 
pumps could be lessened.  

 

 
(a) 

 
(b) 

Fig. 1. A flat plate collector based on the aluminum HPs: a -  SC structrure, b - general view; 1 
– heat absorber made of HPs’ fins, 2 – HP container, 3 - heat exchanger, 4 – inlet of coolant,5 – 
outlet of  coolant heated 

The merits of this kind SCs are of great importance for photovoltaic powered auto-
nomous solar systems, where low power consumption circulation pumps are used. 
The result of such technical solution is shorter payback period of solar heating plants.  

Besides that, modular solar systems of various shapes and appearance could be 
created by means of  aluminum HPs. Varying  numbers and sizes of the HPs like a  
building kit one can create various kinds of modular systems. These make easy not 
only façade layout of solar heating systems, but also using them as building construc-
tion elements (fig. 2). Solar heating systems with HPs could be upgraded easily by 
removing or adding HPs, and there is no need to discharge the working fluid from the 
loop, to stop it, and to recharge. 

 

Fig. 2. Variants of flat SCs made of aluminum profiled HPs as an element of building façade 
shell: 1 – glazing; 2 – absorber, made of HPs ; 3 – insulation; 4 – finned HPs; 5- main pipeline; 
a - structure; b – full size SC; c – SC of trapezoidal shape; d – SC with HPs of  different length; 
e – several SC modules  
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In the authors’ opinion the cost of 1 m2 of the developed flat SC can be 1.2...1.4 
times less than the cost of the other known flat SC, considering their use as a part of 
the facade of the building. 

Moreover this kind of thermal SCs could be easily installed to the building façade 
or roof. They might be adapted to the façade outer view and construction by means of 
their various shaping and assembling of the similar light weight modules (Fig.2). 
Each aluminum alloy made HP is autonomous hermetically sealed device which 
might be connected “in dry” to the main pipeline. They need no service and, if it be-
comes necessary can be simply dismounted without recharging of cooling agent. 

3 Efficiency Study of Solar Thermal Collectors 

Efficiency study of solar collectors, having aluminum heat pipes as a core, was car-
ried out at two independently functioning full-scale solar heating plants in Ukraine. 

The calculated hydraulic resistance of SCs with aluminum HPs is not higher than 
70 Pa at coolant flow rate of about 130 liters per hour. 

Solar thermal efficiency is defined as a ratio of useful solar heat 

Q use =  G в   С р ( t out  –  t in) (1)

to total solar heat, which falls to the collector  

Q total  =  E irr.  F h.a.,  (2)

where, С р, G в  - heat capacity and flow rate of a coolant in the circulation loop; t in, t 
out  – temperature values of the coolant at the inlet and outlet of the collector manifold; 
Fh.a. –  heat absorbing area. 

Thermal efficiency of various solar collectors designs versus x = Δt / E irr are given 
in Figure 3, where Δt - is temperature difference between heat absorbing surface and 
ambient air, Eirr - irradiative solar flux value: 

1. Calculated values for E=800 W/m2 for flat SC with non-selective coating. Data 
were provided by SolarTek. 

2. Calculated values for E = 800 W/m2 were obtained using data from  German certi-
fication center «DIN CERTCO» (Solar KEYMARK certification, reg. No 011-
7S329-F) for flat SC Vitosol 100-F prototype (Co = 0.776, C1 = 4.14, C2 = 
0.0145). The prototype has an absorber, covered with selective coating layer.  

3. The calculated values were obtained from the empirical formula given in reference 
[5] for flat SCs with non-selective coating. 

4.  Experimental data SC based on the aluminum HPs were obtained in the range of 
total solar irradiation values of 750 W/m2 to 950 W/m2. 

Analyzing the experimental data, we could say that efficiency of flat solar collector 
with aluminum HPs is not worse than of well known evacuated tube solar collector, 
and for small x values (for low temperature values of heat absorbing surface and wa-
ter in the storage tank) are even better. But that is true only for the summer period of 
the year. 
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Fig. 3. The efficiency of flat SCs: 1 - calculated values for the SC with heat-absorber  covered 
with non-selective coating, 2 - calculated values for the Vitosol 100-F; 3 - calculated values 
obtained according to the formula given in reference [5] for flat SC with non-selective coating, 
4 - experimental values for the SC based on aluminum HPs 

Efficiency of the presented SC model is not worse than of well-known flat SCs  
designs with non-selective coating as it’s evident from the test results, depicted in 
Figure 3. 

Although, the use of selective coating on the heat absorber surface of the SC is im-
portant for the temperature level higher than 55 ... 60 0C and low values of  solar ir-
radiation. So, as a rule, seasonal solar plants operate when X values are less than 0.05. 
In this case, the designed SC based on  HPs (see Fig. 3) is not  much inferior to the 
collectors with selective coating, and the difference in efficiency is below 10% within  
the range of X = 0… 0.05. 

Anyway, heat absorbing surface is one of the main constructional element, which 
can influence greatly on the optical efficiency of  SC. Better performance of the ab-
sorber means the increased share of absorbed thermal energy. In order to improve the 
absorber performance, the authors are creating a new kind of selective coating to the 
absorber. Such coatings consists of the carbon–siliceous nano-composite, which are 
obtained by means of  sol–gel technology [6]. We are developing spectral–selective 
composite coatings made of   carbon nanoparticles dispersed in a dielectric matrix of 
SiO2 and NiO. 

The main feature of such coating is, the possibility of variously   colored selective 
layers (Fig. 4), and due to that, the use of SCs in building constructions might be ex-
panded. One have a choice in color of the flat SC with higher performance in order to 
match or decorate the building façade.  
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Fig. 4. Coatings of various colors 

Preliminary results on the optical performances of the developed coatings with the 
following colors (Fig. 4): black (sample number 1), brown (sample number 2), purple 
(sample number 3) were obtained. The results (Table 1) are given in comparison with 
coated "anodized (black)" (number 4 in the Table 1). The samples were made of 
aluminum alloy 6060 plates sized as 50x50x3 mm and then covered with variously 
colored experimental selective coatings. 

The absorption factor As was determined with the help of FM-59 photometer 
(Russia) in accordance with GOST 92-0909-69 within the wavelength band of 0.3 ÷ 
2.4 µm. The emissivity ε was determined by means of special device - "AE1" 
emissometer (USA) within the wavelength band of (3 ÷ 30 µm). 

Table 1. Measurement results on the optical performances of the experimental selective 
coatings 

No Absorption factor As Emissivity ε 

1 0.89 0.52 
2 0.86 0.58 
3 0.76 0.72 
4 0.94 0.95 

 
It was revealed by the test results, that the coatings have a relatively high 

absorption factor As. But the emissivity ε for colored coatings ## 1-3 is also very 
high, which does not meet the requirement to the high selectivity. For the selective 
coating emissivity should be minimal. 

On the other hand, if we compare the optical coefficients of the colored coating 
with "anodized (black)" coating, which is used on the experimental sample of the SC 
(Fig. 1), their values do not differ significantly. Therefore, it can be stated, that 
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efficiency value of SC with applied colored coating would be near to the one of the 
developed specimen (Fig. 3). 

4 Conclusions 

In the research the successful application of aluminum HPs to various kinds of solar 
collectors was proved. Aluminum HPs could be used as elements of solar collectors 
and serve for efficient heat absorption and transfer to the coolant, which circulates in 
the solar heating system. 

Expediency of aluminum alloy HPs usage in SC’s design was verified by operation 
and tests on the produced prototype of flat SC and full-scale solar heating plant.  

Low hydraulic resistance of solar heat collectors with aluminum HPs allows to use 
successfully many solar collectors in one system or PV controlled circulation pumps. 
Also, high modularity of SCs is obtained due to using of separate HPs sections. De-
signs of various shape and size could be assembled from the finned aluminum alloy 
made HPs. The described solar heating plants could be integrated into building con-
structions. Moreover, repairing or upgrading of the whole system, doesn’t require 
draining the coolant out of the solar system loop, stopping it or refilling. 

Works on the efficiency increase of colored coatings for solar SCs’ absorbers are 
being continued. 

Abbreviations: 
SC –solar collector  
HP - heat pipe 

Nomenclature: 
t – temperature, Celsius degrees 
Q use - useful solar heat, W 
Q total  - total solar heat , W 
Е irr.  – irradiative solar flux, W/m2 

Fh.a. –  heat absorbing area, m2 
η - efficiency factor of solar collector 
As - absorption factor; 
ε - emissivity 

Subscripts: 
out – outlet 
in – inlet 
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Abstract. ICT could play a role as a key enabler for decreasing energy usage in 
buildings. This study identifies, list and describe ICT applications that can re-
duce energy use in buildings without the need for refurbishment or extensive 
change. For each area of application, there is a study from the actor perspective 
to understand who can make use of the different ICT applications to influence 
energy usage. 

Keywords: ICT, buildings, energy efficiency. 

1 Introduction 

There is a great inertia against change in dense urban structures that are established 
where the built environment has cultural values and provides historical continuity. 
Conservation of the already built environment is a potential conflict with measures to 
drastically reduce energy use and reducing climate impacts. Energy is a limited re-
source that we need to use more conservatively than we do today. The residential and 
service sector used 40 per cent of total energy production in Sweden 2010 (Swedish 
Energy Agency 2011). Residential houses, holiday homes and commercial premises 
apart from industrial facilities accounted for almost 90 per cent of the sector’s energy 
use. Throughout the life cycle of a building, most energy (approximately 80 per cent) 
is used during the operational stage (REEB 2009a). Almost 60 per cent of the sector’s 
energy use consists of heating and hot water, the rest is electricity use divided be-
tween operating electricity, household electricity and electricity for heating (Swedish 
Energy Agency 2011).  

Information and Communication Technologies (ICT) could play a role as a key enab-
ler for decreasing energy usage in existing buildings. Aside from greenhouse gas (GHG) 
emissions associated with deforestation, the largest contribution to man-made GHG 
emissions comes from power generation and fuel used for transportation (GeSI 2008). 
According to the Smart 2020 report (GeSI 2008) ICT can lead to reductions on a global 
basis five times the size of the ICT sector’s own greenhouse gas emissions, which is 15 
per cent of total global emissions in a ‘business as usual’ scenario for 2020. The greatest 
role that ICT could play according to the Smart 2020 report is to support improved 
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energy efficiency in buildings and factories that demand power, in power transmission 
and distribution and in the use of transportation to deliver goods. Global emissions from 
buildings, including the energy used to run buildings, are in a ‘business as usual’ scena-
rio estimated to be 11.7 GtCO2e by 2020. It has been estimated that ICT has the poten-
tial to reduce these emissions by 15 per cent in 2020 (GeSI 2008).  

2 Aim, Objectives and Research Question 

The aim of this paper was to explore how Information and Communication Technolo-
gies (ICT) solutions can contribute to lower energy usage and green house gas emis-
sions in buildings without the need for refurbishment or extensive change. The first 
objective was to identify, list and describe ICT applications that can reduce energy 
use in existing buildings. The second objective was to analyse which actors can make 
use of the different ICT applications to influence energy usage. The specific research 
question was “Which ICT applications can reduce energy use in buildings without the 
need of refurbishment and by whom?” 

The focus of this article has been on ICT software, services and hardware that al-
ready exist, are pilot products or future visions. It is the usage, management and oper-
ation of buildings that were in focus, thus, production technology was not included. 
The stakeholders that were selected and analysed in this study were the resident, the 
building owner and the energy provider. A stakeholder in this area that was omitted 
for practical reasons were district-heating provider, as we only considered electricity 
providers in this study. However, the ICT solutions presented can be used both to 
reduce the usage of electricity as well as district-heating and district-cooling. The 
results refer in the first instance to dense parts of Swedish cities with multi-family 
houses, but in the second instance to all of Sweden. Much of the analysis is also  
applicable to other high-income countries, especially in Europe. 

3 Methods 

A literature review of current ICT solutions, visions and ideas that can reduce energy 
use in buildings was made. The Web of Science (ISI) and Google Scholar were used 
to find relevant articles. The following search words were combined: Buildings, Facil-
ity, House*, Apartment or Flat; Manag*, Control, Use; ICT, Information Technology, 
Telecommunication, Application, System, Program, Software; Energy efficiency, 
Intelligent, Smart; Sustainable, Environmental, Low Carbon, Green. After thorough 
analysis and comparison of approximately 70 abstracts, some 20 articles were se-
lected for further study. Early in the literature search The European Strategic Re-
search Roadmap to ICT enabled Energy Efficiency in Buildings and Construction 
(REEB) project result was found and identified as interesting and relevant (REEB 
2010b). The REEB project developed a vision for energy efficiency in construction 
(REEB 2009a), a best practice guide to existing projects  (REEB 2010a) and an over-
view of ongoing research projects (REEB 2009b). The project resulted in a strategic 
research roadmap for ICT supported energy efficiency in constructions (REEB 
2009c).  
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In their study, the REEB project clustered ICT applications into five areas. These 
five areas were used as a basis to category ICT applications in this article. The differ-
ent application areas were ‘tools for energy-efficient design and production manage-
ment’, ’intelligent and integrated control’, ’user awareness and decision support’, 
‘energy management and trading’ and ’integration technologies’. The first area was 
left out of this study since it was concerned with the design and productions of build-
ings. Five additional application areas and/or concepts with potential to reduce energy 
were found in the literature review. The additional application areas/concepts are 
‘participatory sensing’, ‘social media technologies’, ‘persuasive technologies’, ‘cloud 
computing’ and ‘energy management without smart meters’. These areas were inte-
grated into the REEB application areas and shaped five new areas and developed to 
be: ‘Monitor and manage energy use of a building’, ‘User awareness and influence of 
behavioural change’, ‘Energy management and trading on the energy market’, ‘Colla-
boration, social media and knowledge sharing’ and ‘Interoperability, Standards and 
Cloud computing’. 

For each area of application in this study the question of energy decrease by whom 
is further elaborated. Which of the different actors, the resident, the building owner 
and energy provider can influence energy use by the different ICT applications due to 
their sphere of influence? 

4 Findings 

The main findings of this study is a compilation and identification of five clusters of 
ICT application that can reduce energy use in buildings and a study of the actors  
perspective on who can influence energy usage by using the different ICT solutions 
during the building's usage phase. 

4.1 Monitor and Manage Energy Use of a Building  

ICT will be able to monitor and manage energy use of a whole building and provide 
better quality of service for all energy usage devices. Information about energy use 
can be gathered from all energy-using applications such as heating, ventilation and 
air-conditioning (HVAC), air-cooling, lighting, hot water, laundry, dishwashing, 
cooking and consumer electronics. 

Smart meters can record and report energy use information automatically. The in-
formation can then be sent on a daily, hourly or real-time basis to all actors involved, 
so that they can analyse it and take appropriate measures (REEB 2009a). It is also 
possible to monitor and control residential energy use without the use of smart meters. 
A network architecture using existing nodes in the home such as internet modem or 
home gateway is an alternative and cost-effective solution that can be used for the 
same purpose as a smart meter network architecture. The energy monitoring and con-
trol functions are realised over the Internet Protocol (IP) and can therefore be ex-
ploited in user applications running on any sort of device (mobile phone, PC, PDA, 
etc.). Through this technique it is possible to switch on or off the actual residential 
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appliance such as TV, dishwasher, etc. and also get alerts about abnormal energy 
usage. The benefits from this would be a cheaper and more flexible system, since the 
smart metering devices are expensive and are proprietary in two ways: The energy 
provider owns them and they are not built on open standard platforms (Tompros et al. 
2009). 

Another way of collecting data is through the use of mobile phones. Since mobile 
phones are capable of sending data (such as images, sounds, location and other infor-
mation) interactively or autonomously, they could be used as a wireless sensor net-
work if the right architecture is provided (Burke et al. 2006). A participatory network 
can enable public and professional users to gather, analyse and share local knowledge 
of the performance of a building. The technologies in the mobile phone platform that 
can be used are microphones and imagers that can record environmental data, get 
location and time synchronisation of data and also interact with data from local or 
remote servers or processors (Burke et al., 2006). 

ICT systems are also able to manage local energy production and usage in build-
ings based on information inside and outside the house. Wireless sensors can measure 
or detect light, temperature, pressure, noise, humidity, air quality, presence, activity, 
etc. and communicate information via a wireless network. Intelligent HVAC systems 
can for example use data from sensors (temperature, occupancy, light, etc.), weather 
forecast and user behaviour information to optimise processes. Smart lighting gets 
information from occupancy sensors, daylight and ambient light sensors to turn on 
lighting in rooms when people are present. Ideally, sensors will need no external 
energy supply, instead relying on energy harvesting technologies from vibrations, 
temperature gradients, electromagnetic waves or light via photovoltaic cells.  

Through ICT it will be possible to ensure better quality of service, predictive con-
trol and maintenance will be possible. Diagnostics will be improved since systems 
will be able to detect malfunctions in all connected devices. One example is a system 
that receives information when a light bulb has to be replaced. 

4.2 User Awareness and Influence on Behavioural Change 

ICT systems can play an important role in making users aware of how much energy 
they are using and as decision support tools. Visualisation of energy use by interactive 
interfaces means that energy use can be analysed in real-time. Future display technol-
ogies can move away from display screens such as LCD to very thin, flexible, paper-
like display materials that can be added for example to walls or furniture’s (REEB 
2009a). A real-world object could incorporate the interactive interface. An example of 
a real world object is a flower lamp that changes shape according to the level of ener-
gy use (Interactive Institute, 2012). In order to make the lamp more beautiful, the 
energy use must go down. Real-time pricing systems can be tailored to stimulate be-
havioural change. By using smart meters it will be possible to send price signals by 
communicating instantaneous kWh pricing and voluntary load reduction programmes 
to residents or building owners who can decide how much money they want to spend 
on energy (REEB 2009a).  
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Computers As Persuasive Technologies (Captology) is the exploration of compu-
ting technology as persuasive, its theory and design intended to influence and change 
people’s attitudes and behaviour through persuasion or social influence, but without 
coercion (Stanford 2010). Fogg (1999) distinguishes three levels of interaction be-
tween computer and user, seeing the computer as tool, medium and social actor, 
which show how computers can be used in different ways to influence people’s atti-
tudes and behaviours. As a tool, the computer can provide humans with new abilities, 
for example allow them to do things more easily. As a medium, the computer can 
convey symbolic content such as text and icons. As a social actor, the computer can 
invoke social responses from users. Mass interpersonal persuasion is a new phenome-
non that brings together the power of interpersonal persuasion, where the persuasive 
experience is distributed from one friend to another with the reach of mass media, 
where millions of connected people are reached very quickly (Fogg, 2008).  
Using persuasive ICT services could be a way to achieve step-wise change in energy 
usage behaviour. The user follows the argumentation and can agree or not agree to the 
proposals. 

4.3 Energy Management and Trading on the Energy Market 

A ‘smart grid’ is a solution with both software and hardware tools that can route  
electricity more efficiently. The smart grid allows the electricity to go in a two-way 
direction, which allows real-time two-way information exchange with customers for 
real-time demand side management (GeSI 2008). The building will be able to act as a 
key node in the electric grid and its owner/manager will become a participant on the 
energy market, becoming a ‘prosumer’ that both produces energy and uses energy 
(REEB, 2009a). In order to achieve this vision, the four ICT systems described below 
are needed according to REEB 2009a. 

An Energy Management System (EMS) handles information about the usage of 
energy and stores information of production of energy from a certain building. The 
EMS communicates with all devices and equipment installed within the building that 
can be remotely monitored by the energy provider. The information generated about 
the usage and production of energy can be used for district energy management and 
optimisation and/or trading between buildings.  

An Advanced Meter Infrastructure (AMI) system is needed that provides two-way 
communication between the measuring devices in the building and the systems used 
by the energy suppliers, building owner and residents. The energy provider will send 
price and reliability signals to the buildings that it serves via the AMI system. The 
building owner’s Building Automation System (BAS) will then optimise its loads and 
energy resources generation based on the pricing and reliability signals it receives. 
Real time pricing and dynamic energy prices makes it possible for the energy provider 
to steer energy usage to times when the load is lower or to be able to decrease energy 
usage from buildings at certain times when the demand for energy is higher from 
critical facilities in society.  
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A Building Information Model (BIM) will play a major role in storing information 
about the building in shareable data repositories such as building usage, component 
installation, assembly and operating rules, maintenance activities and history during 
the buildings whole life cycle. 

4.4 Collaboration, Social Media and Knowledge Sharing 

ICT can be used to enable different actors to collaborate and share knowledge, Meet-
ings between different actors can be made more effective using virtual meeting tech-
niques such as multiple collaboration tools, audio, chat screen, whiteboards, etc., with 
less resource and energy usage as a result. Social media technology is a new pheno-
menon that has emerged during the last years where the main function is to find and 
manage contacts with which an individual wants to communicate. Once the connec-
tion is established, there are further opportunities to build groups or communities for 
special interest areas. Groups can be formed around different topics for knowledge 
sharing and learning. Social media focusing on energy efficiency could be used both 
for professionals and residents. One example is the service Personal Energy Efficien-
cy Rewards (Efficiency 2.0 2011). It provides a service for energy providers, which 
are used for the sharing of knowledge and encouragement of energy efficiency. Func-
tions available are such as personalised recommendations and insights, display of the 
customer’s energy savings and comparison of neighbours, goal setting and persona-
lised e-mail tracking customers’ progress in lowering their energy bills and where 
they are using the most energy, issue reward points to customers based on how much 
energy they save etc.  

4.5 Interoperability, Standards and Cloud Computing 

In the building and construction sector there are many actors involved, each with 
different ICT tools and systems for a variety of applications that need to share infor-
mation. The vision is that different actors will be able to collaborate across ubiquitous 
and multi-platform ICT tools as if there were no geographical or organisational boun-
daries (REEB 2009a). Another vision is that each new ICT component in a building 
should be recognised automatically, which means that each new component can be 
easily connected and unnecessary components removed from the network (plug-and-
play). A similar concept for easy system integration is Service Orientated Architec-
ture (SOA), which makes it easier to integrate or remove different services from time 
to time (REEB 2009a). A common platform for the ‘building operation system’ rather 
than separate hardware as a host for the different software systems is preferable 
(REEB 2009a). Setting up energy-efficient ICT applications such as smart grids and 
building management systems for the purpose of lowering energy usage will require 
servers, computing resources and software applications, all using energy to function. 
Cloud computing could reduce energy use through more efficient use of hardware and 
storage of data. Cloud computing is an emerging model for enabling on-demand net-
work access to a shared pool of configurable computing resources. (e.g. networks, 
servers, storage, applications, and services) that can be rapidly provisioned. This 
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cloud model promotes availability and is composed of resource pooling where the 
providers computing resources are dynamically assigned according to consumer de-
mand and also by rapid elasticity to quickly scale out and scale in (Mell and Grance 
2009).  

4.6 Actors Who Can Influence Energy Usage by ICT Applications  

There are three main actors involved that can influence energy usage and are able to 
introduce ICT solutions for energy efficiency during the buildings usage phase. It is 
the resident, the building owner and the energy supply company. In the following 
there is an elaboration of what ICT technology, software and services that can be 
introduced by the three actors due to their sphere of influence.  

There are wireless sensor systems that can be installed by residents themselves to 
get informed about the energy usage of different appliances. By using the internet 
modem or home gateway the information can be sent to an energy usage display in a 
central place in the apartment or via the telecom network to any device anywhere. 
Residents can choose displaying device after their taste and needs. There are different 
devices ranging from real world objects as the flower lamp (Interactive Institute, 
2012) to mobile phone applications. 

Social media technologies can be used by residents to create groups of people with 
interest in energy reduction among friends and neighbours. A group of residents in a 
building can build their own groups to encourage each other to find new ways of re-
ducing energy usage via knowledge sharing, games or competitions. 

The building owner could install and operate a Building Information Model (BIM) 
system that will be a good support to keep track of all information about the building. 
Performance management tools could be installed to measure physical parameters 
such as temperature, light level, air quality etc. or social parameters such as desirable 
temperature, light level etc. Combining the performance management with a partici-
patory sensing system where residents are able to send data (images, sounds, location 
etc.) from their mobile phones could lead to enhanced knowledge of the buildings 
performance. 

Wireless sensor systems could be installed by the building owner for all electric 
appliances both within each apartment as well as for the common of the building, 
such as lighting, washing machines and HVAC (heating, ventilation, air-conditioning 
and cooling). To encourage the residents to save more energy the building owner can 
install displays that show the whole energy usage for the building with statistics on if 
the usage is higher or lower than another day or period. It would also be possible to 
show the usage of each apartment in the entrance to make it possible for residents to 
compare.  

By subscribing to most of the ICT applications and to store the data centrally using 
cloud technique the building owner can save energy by sharing resources with others 
and the systems can be optimized more easily.   

Energy providers are responsible by law to install smart meters in Sweden to 
measure energy usage each month since 2009. The smart meters that are installed 
today are mainly used for the billing system and use one-way communication. To 
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enable the smart grid to work the next generation smart meters systems AMI that 
provides two-way communication needs to be installed by the electricity providers. 
AMI makes it possible to connect the energy-measuring device in the building with 
the energy providers different ICT systems and make them communicate with each 
other. AMI is a requirement to get demand management to work and to make micro 
generation (production of energy) from the building possible.  

Energy providers could also be the driver of employing different collaboration 
platform for making collaboration between different actors more efficient. The energy 
provider could offer knowledge sharing systems for the building owner and for the 
residents to present solutions to decrease energy usage. There are different social 
media platforms and Internet knowledge platforms that can be used.  

5 Concluding Discussion 

There are a number of technical barriers, economic challenges and policy and regula-
tory restrictions that need to be overcome before many of the ICT applications dis-
cussed in this study are common in anyone’s home or building. Better knowledge 
needs to be developed to understand which ICT solutions for energy efficiency in 
buildings really can make a change in energy use. On the other hand, increasing ener-
gy costs and shortage of energy will make the users of energy aware of the need for 
more efficient solutions. 

The lack of standards and insufficient inter-operability is another barrier. If the 
smart grid is to include real-time electricity pricing, infrastructure needs to be put in 
place. Development of standards and policies is needed and should be driven by firms 
that develop the technology and solutions. To justify the usage and investment of 
different energy saving technologies ‘easy to use’ and ‘plug-and-play’ are concepts 
that must be developed.  

New business models need to be developed, as do financial mechanisms to support 
investment in energy efficiency. Policies needs to be developed and local and national 
authorities need to be in place in order to understand who could benefit and make a 
business out of this new and emerging area.  

Systems for collecting data on users’ energy performance in a way interfere with 
privacy. In many countries the laws are not keeping pace with technology develop-
ment, which leaves the user of the new technology without protection. Therefore, the 
actor that collects the data about energy usage needs to be a trustworthy company that 
follows rules and regulations and makes agreements with the user of the system who 
provides personal data. 

One of the main sources used to understand ICT’s potential to reduce energy usage 
in buildings is the Smart 2020 report that was commissioned by the Global eSustaina-
bility Initiative (GeSI), which represents the IT and Telecom industry. If ICT solu-
tions contribute to a decrease in GHG emissions, this will lead to more demand for 
these types of solutions and hopefully profitable business for the firms within this 
sector. Therefore, we can assume that it lies within the ICT sector’s interest for the 
report to present positive figures about the decrease in GHG emissions. 
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ICT for energy efficiency in buildings is currently mainly focusing on the electrici-
ty grid. However, since Sweden has a large district-heating grid, it would also be 
possible to make energy savings in that system. There is thus huge untapped potential 
for ICT to support these systems in the best possible way.  
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Abstract. Being increasingly insulated, new buildings are more and more sensi-
tive to variations of solar and internal gains. Controlling solar protections and 
ventilation is therefore becoming essential. In this publication, we study the 
possibility to maintain comfort in the building by controlling either mechanical 
ventilation for night cooling or solar protections or both of them during hot pe-
riods. The proposed energy management is a predictive set of optimal com-
mands issued from a dynamic programming optimization knowing in advance 
the weather, occupation and internal gains for the next 24 hours. This method  
is tested on a bioclimatic house situated in Chambery, France with an annual 
heating demand of 26 kWh/m². 

Keywords: Dynamic programming, comfort, mechanical ventilation, shutters, 
building. 

1 Introduction 

The main objective for control systems in buildings during summer is to reduce the 
energy consumption of air conditioning or to maintain comfort using passive cooling. 
Previous studies concerned the control of solar protections, e.g. [1], [2], ventilation 
[3], and active cooling [4], [5]. Night ventilation can be used to cool the building 
structure and a high thermal mass reduces the temperature elevation during the day 
corresponding to a passive storage [6].The stocking and destocking of heat at the right 
time requires a predictive controller able to anticipate the variation of ambient tem-
perature, solar irradiance and internal loads. Many advanced control systems are re-
viewed in [7]. For predictive controllers, a thermal model of the building is required 
[8], [9], [10]. Due to the time step of this model, a combinatorial optimization is re-
quired. Among these methods, the A* [11] and the Branch and Bound algorithms [12] 
need an assumption of the lower or upper bound not available here. Dynamic pro-
gramming is then chosen because of its exact optimization character. It has served in a 
building context mainly for winter operation of the heating system [9],[13]. In this 
publication, a dynamic programming optimization is used to set up a predictive con-
troller knowing in advance ambient temperature, solar gains and internal loads. This 
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controller serves to maintain comfort in the building by controlling mechanical venti-
lation during nighttime and solar protection during daytime. 

2 Methodology 

The main objective of this study is to maintain comfort in the building even in a worst 
case scenario with an important heat wave. We have first to define what kind of  
comfort is considered and then to present the thermal model of the building and the 
optimization method. 

2.1 Adaptive Comfort 

Comfort is difficult to define. It depends on the direct thermal environment of the 
inhabitants but also on their bodies’ metabolism. It is usually defined as the state of 
mind which expresses satisfaction with a given thermal environment. Among the 
many parameters influencing thermal comfort, the adaptive approach states that the 
indoor comfort temperature depends on the ambient temperature TC (°C) [14] or its 
variation over a week [15]:  

 TC = a TRM +b  (1) 

with TRM the running mean temperature over a week (°C) and a, b are constants de-
termined experimentally in the Smart Controls and Thermal Comfort project [15]. For 
France, the relation becomes: 

 TC = 0,049 TRM + 22, 58          if TRM ≤ 10°C 

 TC = 0,206 TRM + 21, 42         if TRM > 10°C (2) 

with TRMn = 0,8 TRMn-1 + 0,2 TMOYn-1, TMOYn-1 being the daily mean temperature of day 
n-1 (°C). This is only a thermal comfort without any consideration for air velocity or 
humidity level. This indoor temperature cannot be maintained at this exact value at all 
time. The Predicted Mean Vote (PMV) [16] approach is partially used, and we con-
sider that the comfort is maintained if: 

 TC-2°C< TC< TC+2°C (3) 

TC corresponds to an operative temperature, accounting for air but also wall surfaces 
because comfort is influenced by convective and radiative transfer. 

2.2 Thermal Model of the Building 

The building is modeled as zones of homogenous temperature. For each zone, each 
wall is divided in meshes small enough to also have a homogeneous temperature.  
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There is one more mesh for the air and furniture of the zone. Eventually, a thermal 
balance is done on each mesh within the building: 

 
.

meshmeshC T Gains Losses= −  (4) 

Cmesh being the thermal capacity of the mesh, Tmesh its temperature, Gains and Losses 
including heat transfer by conduction, radiation and convection but also possible in-
ternal heating and cooling from equipment and/or appliances. 
For each zone, repeating equation (4) for each mesh and adding an output equation 
leads to the following continuous linear time-invariant system [17]: 

 

.

( ) ( ) ( )

( ) ( ) ( )

C T t AT t EU t

Y t JT t GU t

  = +
 

= +  
 (5) 

with  
 T mesh temperature vector 
 U driving forces vector (climate parameters, heating, etc) 
 Y outputs vector (indoor temperatures accounting for air and wall surfac-

es) 
 C thermal capacity diagonal matrix 
 A, E, J, G matrices relating the temperature and driving forces vectors 

In order to simulate such a model, it is important to know the occupancy of the build-
ing, which defines the emission of heat by inhabitants and appliances, the thermostat 
set point influencing the heating/cooling equipment, and possible actions regarding 
ventilation and solar protections. Another important aspect is the weather model, in-
fluencing the loss due to heat transfer with the ambient temperature and the gain with 
solar irradiance. All the data of the occupancy and weather models are contained in 
the driving forces vector U. 

A high order linear model is now available. Its state dimension is too large to allow 
a fast convergence of an optimization algorithm. A reduction method is applied to 
lower the state dimension and thus to make the algorithm faster 

2.3 Optimization Algorithm 

The dynamic programming algorithm is a sequential optimization method which 
gives the optimal set of commands over a period. A state variable describing as well 
as possible the system is discretised temporally: 

 ( ) , Ne
t t tx t x X X R= ∈ ⊂  (6) 

with Xt the set of possible states, Ne the dimension of Xt. There is also a control vector 
with Nc dimension: 

 ( ) , Nc
t t tu t u U U R= ∈ ⊂  (7) 
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with Ut the set of possible control. The state equation at each time step t is then: 

 ( ) , ( 1) ( ( ), ( ), )tx t x x t f x t u t t= + =  (8) 

We now define a value function vt which is the cost to go from x(t) to x(t+1) : 

 1 1( , ), ( )t t t t t tv x x x x+ + ∈Γ  (9) 

Γt being the set of possible state variable at time t. The cost function is then the sum 
of all the value functions at each time step: 

 

1

0 1
0

( , )
t

t
j j j

j

V v x x
−

+
=

=  (10) 

This equation gives us a set of control to go from x0 to xt. The optimization seeks to 
maximize or minimize the following objective function over N time steps: 

 
1

0[ ]NJ Max V −=  (11) 

Bellman’s principle of optimality is applied to accelerate this optimization by break-
ing this decision problem into smaller sub-problems:  

An optimal policy has the property that whatever the initial state and initial decision are, the 
remaining decisions must constitute an optimal policy with regard to the state resulting from 
the first decision [18] 

Then (11) becomes: 

 
1 1

0 0 0 1 1[ ] ( ( , )) ( )N NJ Max V Max v x x Max V− −= = +  (12) 

To resume, we have to find a set of command UN = (u0, u1, … , uN) maximizing (12) 
from a system described in (8) with constraints on the state variable (6) and on the 
controls (7). 

3 Application on a Case Study 

3.1 Building Description 

The building under study is a French single-family house. The actual building is an 
experimental passive house part of INCAS platform built in Bourget du Lac, France. 
The house has two floors for a total living floor area of 89 m². 34% of its south facade 
surface is glazed while the north facade has only two small windows. All the windows 
are double glazed except for the north façade with triple glazed windows. The south 
facade is also equipped with solar protections for the summer period. The external 
walls are made with a 30 cm-thick layer of concrete blocks and the floor is composed 
of 20 cm reinforced concrete. The insulation is composed of 30 cm of glass-wool in 



 13  Using Dynamic Programming Optimization to Maintain Comfort in Building 141 

 

the attic, 15 cm in external walls and 20 cm of polystyrene in the floor. According to 
thermal simulation results using Pléiades+COMFIE [17], the heating load is 
26 kWh/(m².year) which is typical for such type of house.  

3.2 Optimization Parameters 

The chosen state variable is the total energy of the building. This energy is calculated 
as follows: 

 

_ _

1 1

nbr meshes nbr meshes

i i i
i i

E E C T
= =

= =   (13) 

with E the total energy of the building, Ci the thermal capacity of the mesh i, and Ti 
the temperature of the mesh i. The model of the building is mono-zonal, there is only 
one control for the whole building.   
The optimization is done over 14 days, a very hot week for a worst case scenario and 
a normal summer week after (Fig.1), the simulation includes also a week initialization 
period. The occupancy of the building is a typical four people family. The building is 
non-occupied only during the working days from 8.00 a.m. to 17.00 p.m.. Each occu-
pant emits 80 W due to his metabolism, there are also small internal loads from  
appliances during occupied hours. 

 

Fig. 1. Two weeks weather data used for optimization 

4 Results 

4.1 Mechanical Ventilation Controller 

The mechanical ventilation controller is first optimized, the roller blinds being open at 
all time during the two weeks. The air flow rate can vary between 0.6 and 6 ach (air 
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change per hour) with no heat recovery in summer. The mechanical ventilation con-
suming electricity, the objective is to maintain comfort while minimizing its use, the 
value function is then: 

 1 in( , ) ( ) cos * 100t t t c
ventv E E abs T T t+ = − +  (14) 

with vent the control in percentage of the maximum ventilation, Tc the comfort tem-
perature and Tin the indoor temperature. The results for cost = 1 are presented in 
Fig.2. 

At the beginning of the very warm week, the indoor temperature is under the value 
of the comfort temperature, then the mechanical ventilation is operating during the 
night. The comfort condition (3) is always maintained during this very warm week. 
During the second week, the mechanical ventilation is more often used but at lower 
value. During the two first days normal ventilation is sufficient to follow the decrease 
of the comfort temperature. Then night ventilation allows cooling the thermal mass of 
the building in order to maintain comfort during daytime. Without a regulation, the 
night cooling is very limited because of the constant air flow rate value (0.6 ach), and 
the comfort condition (3) is maintained but with a high temperature. 

 

Fig. 2. Variation of indoor temperature and of the mechanical ventilation controller over the 
two considered weeks  

The electricity consumption is reasonable because the average flow rate over the 
period is 1.2 ach. If the objective function isn’t minimizing the utilization of mechani-
cal ventilation (cost = 0), the air flow rate over the period is 1.9 ach (Fig. 3.).  
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Fig. 3. Variation of indoor temperature and of the mechanical ventilation controller with no 
cost of use of ventilation 

Figure 4 presents the results relating comfort and ventilation depending on the cost 
of use of ventilation. The more the weight is put on minimizing the use of ventilation, 
the bigger is the thermal discomfort. Further studies will concern Pareto frontiers and 
natural ventilation. 

 

 

Fig. 4. Balance between ventilation use and thermal comfort depending on the cost of use of 
ventilation 

4.2 Solar Protection Controller 

The roller blind control is now studied, considering a constant 0.6 ach mechanical 
ventilation. The opening interval is from 0% to 100%. In the value function the elec-
tricity consumed for opening or closing the roller blades is supposed negligible. 
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 1 in( , ) ( )t t t cv E E abs T T+ = −  (15) 

The results of this optimization are presented in Fig. 5. : 

 

Fig. 5. Variation of indoor temperature and of the shutters controller over the two considered 
weeks 

The roller blinds reduce efficiently the solar gains; therefore the temperature varia-
tion is reduced during the day compared to the ventilation control. But during the 
second week, even if the roller blinds are always closed, the indoor temperature is 
always higher than the comfort temperature because no important night cooling is 
possible. This controller allows reducing the amount of gains but can’t clear it off 
once in the building. Still, the comfort condition (3) is always maintained. 

4.3 Controlling Solar Protection during the Day and Mechanical Ventilation 
during the Night 

The mechanical ventilation is 0.6 ach during the day and it is controlled as soon as the 
global solar irradiance is under 200 W/m², globally at night. Solar protection is con-
trolled during the day and closed at night. The optimization is done using the value 
function described in (14). The main goal is to increase the comfort condition even 
further while decreasing the use of mechanical ventilation (Fig.6). 

Combining of the two controllers is very effective. Except for the first day the dif-
ference between the indoor temperature and the target comfort temperature is under 
1°C. During the second week this difference is even under 0.5°C. Solar protection 
control is the most used because there is no cost for operating it. The operating of 
mechanical ventilation is minimized, with a mean value of 0.72 ach. 
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Fig. 6. Variation of indoor temperature and of the two controllers over the two considered weeks 

5 Conclusion 

Dynamic programming optimization has been used to study the control of ventilation 
and solar protections in a low energy building. A control strategy can be identified to 
optimize comfort and minimizing energy consummation. Further studies will address 
natural ventilation. 
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Abstract. Although there are already a range of energy monitoring and
automation systems available in the market that target residential homes,
mostly with the aim of reducing their total energy consumption, very few
of these systems are directly concerned with how those energy savings
are actually made. As such, these systems do not provide tools that
would allow users to make intelligent decisions about their energy usage
strategies, and encourage them to change their energy use behaviour.
In this paper we describe a system designed to facilitate planning and
control of energy usage activities in residential homes. We also report on
a user study of this system which demonstrates its potential for making
energy savings possible.

Keywords: Residential energy consumption, efficient energy usage,
energy usage management, smart homes.

1 Introduction

Energy consumed in private homes, particularly in developed countries, can con-
stitute a large percentage of total energy consumption (e.g. 29% in Europe [6]).
This, combined with the fact that the worldwide energy consumption is increas-
ing, has led to development of a range of technologies in recent years directed
at reducing energy use in private households. These technologies aim to assist
people by providing them with information about their energy usage, with the
hope that this information will lead to them reducing the amount of energy
they consume. However, the problem of saving energy use in residential homes
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is not just about reducing the total amount of energy consumed, but it is also
about the better management of energy usage particularly at peak times (see
[3]), which require a short-term energy production much higher than the daily
average, as well as providing larger grid capacity by energy suppliers .

Furthermore, in an attempt to reduce reliance on fossil-fuel, more emphasis
is currently being put on generation of electricity through renewable resources
such as hydro, wind, and solar energy. Unlike traditional fossil-fuel or nuclear
power plants, most renewable energy generation options are less predictable, and
require more careful management.

Fortunately, although there are many tasks in a typical household which re-
quire use of energy, not all these tasks need to be carried out at specific times,
but rather during certain time frames. For example, an electric car can generally
be charged any time between the afternoon when the user arrives home and the
next morning when the user leaves for work. Better management of these types
of tasks could lead to use of energy when it is more readily available (e.g. off
peek or when renewable energy is available).

To support the process of improving the management of energy use in private
homes, it is important to identify where and how energy is being used by different
devices in a household, and then provide tools which assist individual residents
with changing their energy use behaviour.

Although there are now some home automation and energy monitoring devices
in the market, most of these technologies only aim to allow users to reduce their
total (e.g. daily, weekly, or monthly) energy use. Using these systems it is often
very difficult to find out when and how much energy each device in a household
is using, or if there are more than one person living in a house, how much energy
each person consumes.

In this paper we briefly introduce a system we have developed, called USEM
(Ubiquitous Smart Energy Management), which allows monitoring energy con-
sumption by individual devices and inhabitants of private homes [8]. Here we
focus more specifically on those mechanisms provided by USEM for controlling
devices and scheduling tasks that consume energy, which would allow making
energy savings in residential homes in an intelligent manner. We also briefly
discuss a user study of USEM along with its related findings.

2 Energy Monitoring and Home Automation Systems

Existing technologies designed to assist users with saving energy in residential
homes can be divided into two categories, those for monitoring energy consump-
tion, and those for providing home automation capabilities.

Energy monitoring systems such as Current Cost1, the Energy Detective2 and
Wattson3 generate energy consumption statistics, which users can then analyse
to see where and how energy could be saved in the future. Although these systems

1 http://www.currentcost.com
2 http://www.theenergydetective.com
3 http://www.diykyoto.com

http://www.currentcost.com
http://www.theenergydetective.com
http://www.diykyoto.com
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are helpful to some extent, they often only give total energy use measurements
for the entire household, rather than providing details at the individual appliance
level. Furthermore, these systems do not actively control appliances to save en-
ergy, neither do they make any suggestions to the user as to how energy savings
could be made.

Home automation systems, on the other hand, are designed to actively con-
trol household appliances, as well as any other possible sources of energy use.
Examples of such systems are HomeMatic4, Gira5 and Intellihome6. Home au-
tomation systems are usually equipped with sensors (e.g. for temperature, mo-
tion detection, etc.), which are monitored by the system to allow it to react to
environmental changes (e.g. someone enters a room, a window is left open, etc.)
by controlling various actuators (e.g. for opening and closing doors and windows,
turning lights on and off, etc.).

Unfortunately, despite their potential benefits for saving energy, home au-
tomation systems are not widely used in private homes. One of the main reasons
for this is because home automation systems need to be able to control off-the-
shelf devices. However, at present there are no widely adopted home automation
communication standards (e.g. KNX7). Due to this lack of communication stan-
dards most appliances cannot be effectively controlled by home automations
systems, other than perhaps just turning them on or off. Although this level
of control is sufficient for simple devices (e.g. lights), it is less than ideal for
most devices which have programmable functionality (e.g. washing machines,
dishwashers, ovens, etc.).

The other reason why home automation systems are not widely used is prob-
ably due to the complex configuration of such systems. Most people do not want
to, or simply cannot deal with complex system set-up and operation required by
home automation technology.

Several recent attempts have been made to overcome the shortcomings of en-
ergy monitoring and home automation systems by combining these two types of
technologies to allow more intelligent monitoring and management of energy use
in residential homes. These types of combined systems are viewed as being par-
ticularly useful for off-the-grid households where better management of energy
use is much needed [2].

One such system is AIM [4] which combines measurement and automation
approaches to reduce energy consumption. However, AIM requires the users
to install specific hardware which can only control specific types of supported
devices, and therefore, cannot be used to control existing off-the-shelf appliances.

A system that aims to support off-the-shelf devices is the Energy Aware Smart
Home [7], designed to make energy usage more transparent by providing real-
time energy consumption information at the device level. To measure energy
consumption for each device, “Ploggs” socket adapters are used to transmit

4 http://www.homematic.com
5 http://www.gira.de
6 http://www.intellihome.com
7 http://www.knx.org

http://www.homematic.com
http://www.gira.de
http://www.intellihome.com
http://www.knx.org
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energy consumption data wirelessly via Bluetooth or ZigBee8 to a server. The
consumption data is displayed to the user through a stationary interface, as
well as a “UbiLense” augmented reality technology. The system focuses more
on providing energy consumption data rather than allowing interaction with
devices.

A similar system has been developed by Intel R© as part of their Intelligent
Home Energy9 management platform. This proof-of-concept system uses the Zig-
Bee technology to communicate wirelessly with home appliances that are plugged
into remote controllable power sockets. Although the system allows monitoring
energy consumption, and some device control, it does not provide scheduling
functionality to automatically manage execution of energy consuming household
tasks.

Yet another example of a system that combines energy measurement and
control hardware is the Home Energy Saving System (HESS) [5]. However, HESS
only aims to reduce standby power consumption by switching off devices when
they are not in use.

In summary, most of the above mentioned approaches either require the in-
stallation of special hardware, or provide very little control over energy using
devices, other than perhaps turning them on and off, with no task scheduling
functionality to allow automatic management of their use in an energy efficient
manner.

3 Requirements of an Automatic Control and Scheduling
System

As mentioned earlier, most existing residential home technology for energy usage
monitoring and automation aim to assist users with reducing their total energy
consumption, without caring too much about how those savings are made at
the individual appliances level. This is because in most countries electricity is
supplied to domestic users at a single rate, independent of when the electricity
is used, or how it is generated. Although some differential rates (e.g. day and
night time rates) may exist, these apply to only a certain range of energy using
tasks (e.g. heating, hot water). This is however changing, as electricity suppliers
aim to reduce peak time usage which is costly in terms of generation and the
grid capacity they have to support. With the introduction of “smart metering”
in an increasing number of residential homes in developed countries, users are
given the option of changing their usage patterns to consume electricity when it
is cheaper to supply.

Furthermore, as our reliance on renewable sources of energy, with their inher-
ent variability, increases it becomes crucial to manage the use of energy intelli-
gently so that energy is used when it is more readily available, and savings are
made when it is not. This is particularly important for houses that are off-grid

8 http://www.zigbee.org
9 http://www.intel.com/p/en US/embedded/applications/

energy/energy-management

http://www.zigbee.org
http://www.intel.com/p/en_US/embedded/applications/energy/energy-management
http://www.intel.com/p/en_US/embedded/applications/energy/energy-management
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and/or are reliant on their own renewable small-scale electricity generation (e.g.
wind turbine, solar panel, etc.).

In this paper we propose an intelligent system that allows users to specify
their preferences, in the form of rules, tasks and levels, which can then be used
to automatically control how and when home appliances are used by scheduling
household energy usage activities. To do this, we identify two categorises of
appliances:

– Regular devices are used to perform specific individual tasks that have a
set duration. Most home appliances (e.g. dish washer, TV, oven, etc.) fall
into this category, and can have two or more modes of operation. Simple
devices are either on or off (e.g. lights), while more advanced devices have
many different modes of operation (e.g. a washing machine can be on, off,
on standby, in colour wash or warm wash mode, etc.).

– Continuous devices operate more automatically without much manual
control by the user. Devices such as a hot water heater, air conditioner,
refrigerator, etc. fall into this category. These devices do not generally have
an operating mode like regular devices do, but rather try to automatically
maintain a value (e.g. water or air temperature) within a user specified range.

For regular devices we define rules and tasks as:

– A rule has a set of conditions, that once met, allow the rule to be executed
to cause some effect. There are a range of conditions that the system can
check (e.g. weather conditions, presence of people, energy prices, etc.). The
effect of a rule being executed is usually to switch one or more regular devices
to a specified operating mode. Rules allow users to configure the system to
automatically perform reoccurring tasks (e.g. turn the lights off if nobody is
at home).

– A task is a one off activity that the user gets the system to schedule and
perform. Tasks have a number of variables which the user can specify. For ex-
ample, the operating mode in which the device should run, for how long, etc.
As with rules, execution of tasks can also be dependant on certain conditions
being met (e.g. the washing is done only if there is someone at home).

For continuous devices, which automatically maintain a value within a user spec-
ified range, rather than defining rules and tasks we define levels.

– A level is similar to a rule, in that it allows setting conditions for continuous
devices. In addition to all the conditions available for rules, a time condition
can also be set for a level. This makes it possible, for instance, to set a level
which tells the system to reduce heating to a lower temperature to if nobody
is at home on weekdays between 8a.m and 4p.m.

4 Controlling Appliances and Scheduling Tasks in USEM

We have developed a prototype system called USEM [8] to allow monitoring
and control of energy usage in residential homes. The system provides interfaces
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for smart phones and tablets which can be used to control and monitor energy
use while mobile. The system also provides a web interface for setting rules,
tasks, and levels for controlling regular and continuous devices. In this section
we describe the web interface of USEM.

Fig. 1. The Rule Editor of the web interface component of USEM

Figure 1 shows the Rule Editor component of USEM which can be used to
create new rules, or edit the existing ones. The interface allows the user to choose
conditions and effects from a set of templates (shown on the right), for devices
that are connected to the system. After adding conditions and effects the user can
then set further parameters (e.g. a temperature range for the weather condition).
The interface displays a summary of the rule which will be created at the bottom.
Users can also view all the rules they have created. To make finding existing rules
easier, the rules are grouped by their conditions (e.g. Weather, Someone@Home,
etc.), and the parameters for these conditions (e.g. rainy, cloudy, etc. for the
Weather condition).

The Task Editor component of USEM, shown in Figure 2, enables users to
create new tasks, or edit the existing ones. Users can choose a device, and an
affiliated operating mode, for which they want to create a task. They can then
specify the time boundaries for the task (e.g. when the tasks should be finished
by, a time before which the task should not start, or a timespan in which the
task should be executed). Users can also add conditions to the task in a manner
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Fig. 2. The Task Editor of the web interface component of USEM

similar to that of the Rule Editor. The web interface provides a summary of the
task which is going to be created at the bottom.

Once a task has been created, USEM attempts to schedule the task, based
on the conditions set by the user, including the time boundaries, etc. The user
can view all the scheduled tasks (see Figure 3) using a visualization based on
glyphs [1]. The user defined time boundaries of a task are shown in a gray box in
the background, and the actual planned execution time by the system is shown
as a colored box in the foreground. A color range of green to red is used to
represent the amount of renewable energy which is likely to be available when
the task starts, based on the estimation provided by USEM. The amount of
energy required for the task is shown by a speedometer icons (e.g. less than
0.5kWh). These are obtained from a device profile database maintained by the
system.

USEM uses the JBoss Drools Expert10 framework to manage the execution
of all its rules. The task scheduling and optimization is done by using the JBoss
Drools Planner11 component. Rules and tasks are directly converted into the
Drools Rule Language (DRL) format, readable by these components.

10 http://www.jboss.org/drools/drools-expert
11 http://www.jboss.org/drools/drools-planner

http://www.jboss.org/drools/drools-expert
http://www.jboss.org/drools/drools-planner
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Fig. 3. An example schedule with detailed information shown for a selected task

5 User Evaluation

We conducted a user study to evaluate the effectiveness of the various interfaces
provided by USEM. In particular we aimed to see how easy the users would
find the concepts of rules and tasks, and the process of setting up rules and
scheduling tasks in USEM.

Twenty people participated in this study. They were 15 males, 5 females; 11
were students, 2 academics, 1 teacher and 6 others; aged 20 to 62 years old with
an average age of 35. All of the participants used computers on a daily basis.

5.1 Methodology

Each study session started with a short tutorial describing the functionality
of the interface to be used. The participants were then given sufficient time to
familiarise themselves with the system, before performing the actual study tasks.
Each task was described in a couple of sentences, followed by several steps which
the participants had to perform using the system.

The participants carried out four tasks using the web interface. Task 1 was
to create a new rule; Task 2 was to set up a level for a continuous device; Task
3 was to create a new task for a regular device; and Task 4 was to interpret a
schedule with several upcoming tasks.

After performing each task, the participants were required to answer two
questions:

1. How easy was it to perform this task?
2. How useful do you find the functionality?

At the end of the session the participants were asked to complete a final ques-
tionnaire, with the following questions:

1. How easy would it be for you to adapt to using USEM for tasks, where you do
not have to change your daily routine very much? (e.g. create tasks for doing
the laundry, instead of just switching the washing machine on manually?)

2. Would you adapt your daily routine in order to use more renewable energy?
(e.g. start cooking dinner an hour later?)

3. How useful do you find the overall system with regard to efficient energy
usage?

A Likert scale of 1 (not easy/not useful) to 7 (very easy/very useful) was used
for each of the questions used after the tasks and in the final questionnaires.
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Fig. 4. A summary of the results of the questionnaires used in the study

5.2 Results and Discussion

A summary of the results of the questionnaires used in the study is shown in
Figure 4. Generally the participants rated all the four tasks as being easy to
perform, with an average rating between 5.7 (for Task 3) and 6.1 (for Task 4).
In terms of the usefulness of the functionality provided by USEM, the ratings
were once again very positive, ranging on average between 5.7 (for Task 4) and
6.7 (for Task 3).

In response to the first question of the final questionnaire the participants
gave an average rating of 5.7. This means that they believe it would be easy to
adapt to using USEM for scheduling their tasks, rather than just doing them
when they want a task to be done (e.g. asking USEM to schedule and do the
laundry when it is cheaper rather than doing it right now). Of course unless a
long-term evaluation of USEM is carried out, one cannot be sure that this is
indeed what users will adapt to do.

Even in response to the question of whether the participants would adapt their
daily routine in order to use more renewable energy, they gave an average rating
of 5.2. This means that our participants were in favour of consuming renewable
energy, and would schedule their tasks to be done when there is more renewable
energy available. However, once again this is only their opinion, and may or may
not lead to actual change of behaviour.

Overall, the usefulness of USEM with regard to efficient energy usage was
rated 6.4. This indicates that our participants believe USEM could assists them
in using energy more efficiently.
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6 Conclusions

This paper has described some of the components of USEM, which have been
designed to facilitate scheduling and control of energy consuming tasks in resi-
dential homes. The results of a user study conducted to evaluate USEM demon-
strate its potential benefits for assisting users in making energy saving tasks easy
and useful. However, as we have pointed out, this study has only obtained users’
opinions on the perceived usefulness of USEM. Therefore, a long-term study of
USEM in real-life is still needed to confirm whether these results translate into
actual practice, and if USEM would help users change their behaviour to save
energy more intelligently.

Acknowledgements. We would like to thank the participants of our user study.
This research is related to the IT4SE project, funded by BMBF. For more in-
formation visit http://www.it4se.net.
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Abstract. The main glazing energy performance measure in warm humid cli-
mates is light-to-solar-gain ratio (LSG), which denotes the ratio of the visible 
light transmittance (VT) and its solar heat gain coefficient (SHGC). In lami-
nated glazing the LSG depends on the design of the cavity and (inter)layers. 
This study explored the contribution of cavity and interlayer in raising high 
energy performance glass block from laminated waste glasses. Analytical me-
thod and computational simulations using comparative method and heat balance 
model were employed to obtain glass block model with the most optimum 
combination of the VT, the SHGC and its thermal transmittance (U). The effect 
of cavity on increasing the VT was showed by simulation and laboratory test re-
sults. Based on SHGC laboratory tests, the presence of interlayer declined 69-
89% of the simulated SHGC. Laminated glass block with certain number of 
closed cavity and interlayer can raise 4.35 of the LSG.  

Keywords: cavity, glass block, interlayer, light-to-solar-gain ratio, solar heat 
gain coefficient, visible light transmittance. 

1 Introduction 

Building energy consumption can be reduced by adopting high energy performance 
glazing. In warm humid climates high energy performance glazing should have high 
ratio of the visible light transmittance (VT) and its solar heat gain coefficient 
(SHGC), which is called as Light-to-Solar-Gain Ratio (LSG). Thermal transmittance 
(U) is important for air conditioned buildings. Low-U building envelope can reduce 
the conductive heat transfer rate, which further cuts down the building cooling load. 
According to Energy Conservation Code 2006 vertical fenestration in warm humid 
climates is recommended to have 0.25 for the maximum SHGC and 3.177 W/m2.K 
for the maximum U with 0.27 of the minimum VT for small fenestration area [1].  

Lamination is the selected method to produce new glass block from waste glasses. 
This low-technology method potentially creates low U and low SHGC material. The 
SHGC, the VT, the U and the mechanical strength of the layers bonding depend on 
the layer number, the interlayer and lamination technique. Chen and Meng [2] studied 
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the contribution of interlayer by examining the effect of polyvinyl butyral (PVB) 
laminated glass application on the building cooling load. The simulation results 
showed that application of 7 mm PVB laminated glass created lowest cooling load 
compared to the application 12 mm clear glass and 6 mm low-e coated glass.  

Cavity was introduced in glass block as thermal resistance. Heat transfer across the 
cavity depends on the cavity number, dimension, the optical and the thermal proper-
ties of the material [3-6]. Cavity avoids significant reduction of the VT due to the 
transparency for visible light. Material with higher refractive index (RI) is less trans-
parent. Air has 1 for the RI, whereas ordinary clear glass has 1.52.  

This study explored the contribution of cavity and interlayer in raising high energy 
performance by obtaining and testing optimum combination of the layer number, the 
cavity type, number, width and position. Analytical and computational simulation 
approaches were used to design glass blocks with proper cavities. Contribution of the 
interlayer would be examined in laboratory tests. 

2 Methods 

This study employed several methods that will be explained chronologically. The first 
step is interlayer selection. Some criteria in selecting interlayer are transparency, 
emissivity, thermal conductivity, compressive and tensile strength, durability, curing 
time and price. Clear epoxy resin was selected as the interlayer material. Epoxy resin 
can form extremely strong durable bonds with glass (50 MPa). Generally epoxy resin 
has 0.02–0.1 W/m.K for the thermal conductivity and 0.8 for the emissivity. The max-
imum RI is 1.57.  

Cavity inside glass block can be designed as open cavity and closed cavity. In this 
study cavity type was examined as 1 m2 vertical fenestration in a 3 m x 3 m x 3 m 
adiabatic building system using a Computational Fluid Dynamic (CFD) – ACE soft-
ware package. The accuracy of simulation results of CFD - ACE has been remarkable. 
Validation conducted by Satwiko et al. [7] described that the air flow analysis are 
close to the field measurements with deviation from 0.003 until 0.027 for three di-
mensions with standard k-ε turbulent model. In CFD - ACE geometry and mesh were 
created in CFD-GEOM. Models were constructed from 285,345 unstructured cell 
number. Simulations were conducted with steady state laminar model with low air 
velocity (0.2 m/s). This condition was reached after 200 iterations and 0.0001 for the 
convergence. Heat flux was set to 540 W/m2 (at the peak local condition).  The exte-
rior surface temperature was set to 50 0C, whereas the interior surface temperature 
was set to 26.85 0C, which represents the lowest average temperature to describe sig-
nificant effect of the convective heat transfer across each model.  

The next step is development of glass block models with selected cavity type. 
Formula (1) was employed to estimate the U of each model.  

)]/1()/()/()/()/()/()/()/1/[(1 1122111122110 ifkbkbkbRkbkbkbfU ++++++++=           (1) 

The accuracy of the formula depends on the determination of the external surface 
conductance in W/m2.K (f0), the internal surface conductance in W/m2.K (fi), the 
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thermal resistance of cavity in m2.K/W (R), the glass conductivity in W/m.K (k1)  
and the interlayer conductivity in W/m.K (k2). b denotes the layer thickness in m’. 
Variation in R depends on the cavity width. Only interlayers among the layers were 
calculated. 

The effects of heat transfer through each model on the airflow rate inside the cavi-
ty, the external and the internal surface temperature were simulated by CFD indivi-
dually. To lighten the central processing unit (CPU) burden, interlayer in each model 
was neglected. This is also valid for other simulations. 

The VT of glass block models was estimated using comparative method of illumi-
nation levels simulated by Radiance (plug in Ecotect). Accuracy of the simulation 
results rely on the models, ray tracing method [8, 9], and simulation setting. Models 
were constructed to simulate field measurement of the VT with reference to the simu-
lation procedures developed by Laouadi and Arsenault [10]. Each glass block in the 
VT simulation was installed as a top lighting of a black box with zero reflectance 
(Fig. 1). 

 

Fig. 1. Simulation model in a black box [11] 

The VT of a glass block was obtained from the ratio of the illumination  
levels transmitted through each glass block to the illumination level captured by a 
light sensor in the center of black box without glass block. Sky illuminance set up for 
all simulations is 9897 lux. In this condition (normal incidence angle) the VT is max-
imum. Validation was conducted using VT field measurement results of single and 
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multiple-glasses with and without cavities. The correction factor is 12% higher than 
simulation results, which is obtained from the deviation value between the simulation 
results and the field measurement results. 

The SHGC values were obtained by comparing the simulated direct solar gains (in 
W) of each glass block model (Qg-glassblock) to the one of 3 mm standard glass (Qg-3mm), 
which were calculated by Ecotect (2).  

87.0*)/( 3mmgglassblockgglassblock QQSHGC −−=                            (2) 

In Ecotect solar heat gain is calculated by Losses and Gains. This facility can analyze 
heat transfer with admittance method, which works based on cyclic variation concept 
and is valid under steady state condition. The simulation models were constructed as 
horizontal fenestration on a roof plane of a zero U and painted black zone. Since the 
simulation date was set on the hottest day, the results describe the maximum SHGC.  

Simulation of heat balance analyzes the quantity of the conductive heat gain (Qc) 
and Qg transferred through each glass block model and the internal heat gain produced 
by lamp to subtitute the lack of daylighting levels (Qlamp). Models were built as 1 m2 
fenestration on 3 m x 3 m x 3m adiabatic room. The  internal heat gain was the heat 
released by a lamp (Qlamp), which was supplemented to reach the same illuminance 
level as the illuminance level created by 3 mm standard glass application. One 
wattage fluorescent lamp power was assummed to produce 11 lux of illumination 
level and the 20% of the energy was released as heat. The total heat gain was 
compared to that of the 3 mm glass. In an adiabatic and air-tight room the indirect 
solar gains, the inter-zonal gains, and the ventilation and infiltration gains are zero. 

Qc refers to conductive heat gains (in W) through a surface area in m2 (A) due to 
the air temperature differential (in K) between inside (Ti in 0C) and outside (T0 in 0C) 
the space and the thermal transmittance (U) of the surface (3). 

( ) ATTUQ ic ** 0 −=                                            (3) 

Whereas, Qg is the solar radiation (in W) transmitted through a transparent/translucent 
surface. It depends on the SHGC of the transparent/translucent surface, the total inci-
dent solar radiation on the transparent/translucent surface (E in W/m2) and the glazing 
area in m2 (4). 

AESHGCQg **=                                             (4) 

The last step is VT and SHGC laboratory tests to obtain the real LSG. Measurements 
of the VT referred to the experimental method developed by Wasley and Utzinger 
[12] with average relative error less than 5% compared to the manufacturer’s data. 
Artificial lighting (Spotone PAR 80 W) replaced the sun to provide weather-
independent measurement with less shading and reflection effects from the surround-
ing environment. Luxmeter Lutron LX-101 with 5% of accuracy deviation was used 
to measure the illuminance level (Fig. 2). The laboratory VT was obtained from  
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Fig. 2. Schematic apparatus of VT laboratory test 

        

Fig. 3. SHGC measurement using Power meter SP2065: defining the apparatus position (left) 
and measurement of model l18_l3x2_r2_30 (right) 
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the ratio of the glass block illuminance level to the illuminance level when no glass 
was installed. Validation was conducted by comparing the VT measurement of 5 mm 
clear glass to the standard VT of 5 mm clear glass.  

SHGC measurements used digital Solar Transmission and Power Meter model 
SP2065, which has been factory calibrated to a National Institute of Standards and 
Technology (NIST) traceable thermopile and requires no field adjustment. An infra 
red heat lamp (PAR38 150 W) was used as heat radiation source. Self-calibration was 
done by pressing the power mode. When the display was read P100, the power meter 
is ready to measure the SHGC of the specimen (Fig. 3). The accuracy of self calibra-
tion, therefore, depends on the performance of control microprocessor and the appara-
tus position consistency. Comparative result of the laboratory SHGC of 5 mm clear 
glass to the standard value was used to validate the results.  

3 Results and Discussions 

When glass block models installed as vertical fenestration of 9 m3 building, lowest 
indoor temperature was achieved by model with closed cavity (Fig. 4). Closed cavity 
inside glass block truly functions as thermal insulator. Twelve models with closed 
cavity, then, were developed with various thickness, cavity width, cavity number, 
which were selected based on the mechanical strength, the effectiveness of the cavity 
width and production cost. Table 1 shows that all models have lower U compared to 
the standard U established by the Conservation Energy Code 2006. Models with more 
than 30 mm in width cavity have relative high SHGC. None raised 1 for the LSG. Only 
4 models with ≥ 10 cm thickness reached low indoor surface temperature (27 0C). 

 

    
 

    

Fig. 4. Temperature profile of application of glass block without cavity (top-left), with open 
cavity (top-right), with closed cavity (bottom-left), and with open cavity in cooler environment 
(bottom-right) [11] 
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Table 1. Energy Performance of Glass Block Models Based on Analytical and Simulation 
Approach 

Model codesa U (W/m2K) Ts0
b (0C) Tsi

c (0C) VT SHGC LSG 

l10_l2x2_r1_30 2.60 77.5 31.5 0.52 0.65 0.80 
l11_l2x3_r1_25 2.54 65.5 30 0.41 0.65 0.63 
l12_l2x2_r1_40 3.24 78 30 0.52 0.74 0.70 
l13_l2x3_r1_35 3.17 67 29 0.40 0.73 0.55 
l14_l4x2_r3_10 2.55 75 28 0.40 0.71 0.56 
l14_l3x2_r2_20 2.56 77.5 28 0.40 0.72 0.56 
l15_l3x3_r2_15 2.50 67 28 0.28 0.70 0.40 
l15_l2x3_r1_45 3.06 67 28 0.40 0.71 0.56 
l18_l3x2_r2_30 2.60 77 27 0.31 0.57 0.54 
l19_l3x3_r2_25 2.54 67 27 0.27 0.59 0.54 
l20_l4x2_r3_20 2.30 78 27 0.31 0.67 0.46 
l21_l4x3_r3_15 2.28 65 27 0.19 0.66 0.29 

a Models are coded using lA_lBxC_rD_E formula, which means that A is the total layer number, B is the 
glass layer number per group, C is the group number, D is the cavity number, and E is the thickness of each 
cavity in mm. 
bTs0 = outdoor surface temperature    
cTsi = indoor surface temperature 

 
Model l10_l2x2_r1_30 was selected to develop, since it has highest LSG, whereas 

model l18_l3x2_r2_30 was selected due to its combination of the lowest SHGC and 
the medium VT (Fig. 5).  

 

        
 

Fig. 5. Prototype of model l10_l2x2_r1_30 (left) and model l18_l3x2_r2_30 (right) 

Application of best models, i.e. l10_l2x2_r1_30 and l18_l3x2_r2_30 with closed 
cavity, in 9 m3 building model produced 60% to 80% lower heat gain compared to the 
application of 3 mm clear glass. Table 2 presents the simulation results of the maxi-
mum and the minimum heat gains of the best models compared to 3 mm clear glass. 
Glass block with lower SHGC is more efficient than the one with higher VT.  

The SHGC and the VT of each prototype were measured 3-5 times. Table 3 shows 
that laboratory tests of two prototypes resulted in much lower SHGC compared to the 
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Table 2. Heat Balance of Best Models 

Models 
Qc 

(W) 
Qg 

(W) 
Qc+ Qg  

(W) 
Qlamp 
(W) 

Qtotal 
(W) 

Efficiency 
(%) 

Oriented to East 
l10_l2x2_r1_30 142 328 470 5.8 476 60% 
l18_l3x2_r2_30 142 151 293 6.2 299 80% 
3 mm clear glass 322 1007 1329 0.0 1329 0% 

Oriented to South 
l10_l2x2_r1_30 142 106 248 5.8 254 60% 
l18_l3x2_r2_30 142 49 191 6.2 197 70% 
3 mm clear glass 322 327 649 0.0 649 0% 

 
simulation results. Low standard deviation in laboratory SHGC, i.e. 1.2%, proved that 
the results are valid and reliable. Small reductions occurred in the VT with acceptable 
standard deviation (3.3-4.3%). The LSG of real glass blocks increases due to the  
lower laboratory SHGC than the simulated SHGC. The real glass blocks consist  
of interlayer, which contributes more significant in decreasing the SHGC than in  
decreasing the VT. 

A big difference between the percentage difference of simulated SHGC and labora-
tory SHGC shows that adding glazing interlayer reduced the SHGC more than adding 
glazing layer. The lower emissivity of the interlayer (0.8) compared to the clear glass 
emissivity (0.9-0.95) made the glass block emit less heat to the interior. The less 
transparent (slight higher RI) interlayer compared to the clear glass might create small 
(percentage) difference of simulated VT and laboratory VT. 

Table 3. Laboratory Test Results of the VT and the SHGC  

Properties l10_l2x2_r1_30 l18_l3x2_r2_30 Percentage Difference 
Laboratory VT 0.47 0.30 36% 
Simulated VT 0.52 0.31 40% 
Laboratory SHGC 0.18 0.06 67% 
Simulated SHGC 0.65 0.57 12% 
Laboratory LSG 2.50 4.35 (-) 74% 
Simulated LSG 0.80 0.54 32% 

 
The wide discrepancy values of the SHGC were probably caused by the accuracy 

of the simulation program. In simulated SHGC Ecotect did not calculate the absorp-
tion and the back transmission of solar radiation occurring among the glazing layers. 
Whereas, Radiance proved its accuracy in calculating inter-reflections among glass 
layers described in the simulated VT.  

4 Conclusions 

Closed cavity with medium width admits optimum visible light and low solar radia-
tion transmitted across the glass block. Cavity width should be no more than 30 mm 
to avoid high SHGC. Glass block’s thickness is another factor determining the SHGC 
and the indoor surface temperature. The presence of interlayer (epoxy resin) in  
laminated glass block reduces the SHGC significantly with small reduction in the VT. 
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Contribution of interlayer in reduction of the SHGC depends on the emissivity. Cer-
tain combination of closed cavity and interlayer number can help the glass block to 
raise high energy performance, i.e. LSG. New interlayer with lower emissivity and 
lower refractive index can effectively create a higher energy performance laminated 
glass block.  
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Chapter 16 

A New Model for Appropriate Selection of Window 
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Abstract. Appropriate selection of window is important task to reduce the 
building energy consumption. Calculating of window energy transfer is difficult 
and must be calculate with the computer simulation softwares. Therefore, sim-
ple software is necessary to estimate the window energy transfer and to com-
pare the different window types without complex computer simulation. In this 
study, a new software (named as Panjare) has been prepared to calculate hourly 
window energy transfer and to select appropriate window in the building. Using 
this software, the window can be designed based on the minimum building 
energy consumption. 

Keywords: building, window, Simulation, Energy Transfer, Overhang. 

1 Introduction 

The window is an external envelope of the building that has more effect on the build-
ing energy consumption. The rate of the energy transfer from the window is depends 
on several parameters such as window type, overhang, etc [1]. Heat transfer in the 
windows includes conduction, convection and radiation, simultaneously. So, calculat-
ing window energy transfer is difficult. Also, testing and measuring of the window 
heat transfer is very complicated, in the last 20 years computer building simulation 
have been used to evaluate and to compare the building systems [2]. 

Many investigations presented dealing with the performance of the window sys-
tems (with or without overhangs). Some research works can be found about derived 
equation or method to calculate and to evaluate the window heat transfer. Karlsson [3] 
in a research paper evaluated and compared different window. The comparisons were 
made for different European climates, types of buildings and orientations. Fang [4] in 
an    experimental research with a HotBox, calculated the window heat transfer coef-
ficient with or without inside cloth curtain in china. He did some experimental tests 
about the two types of the window systems; the double-glazing with or without a 
cloth curtain, respectively.  

In this study, new software has been prepared to calculate hourly window energy 
transfer and to appropriate selecting of window. Using this software, the window can 
be designed based on the minimum window energy transfer.  
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2 Simulation Arrangement 

Panjare software has been prepared based on building energy simulation result of 
Energyplus™ software. First Energyplus™ software used to calculate the window 
energy transfer in the buildings and then the Panjare software has been prepared of 
the Energyplus results. Energyplus is made available by the Lawrence Berkley Labor-
atory in USA. Energyplus calculates thermal loads of the buildings by the heat bal-
ance method [5, 6]. 

In Energyplus, the heat transfer by radiation, convection and conduction is calcu-
lated at each time step. The U-values are not constant through the simulation because 
the irradiative and convective heat transfer is calculated by algorithms that take into 
account parameters such as temperature difference between the surface and the air [7]. 

3 The Procedure 

First, a single and a double pane-glazing window have been selected separately as 
reference model. Then with changing each parameter of the reference window (effec-
tual on the window heat transfer), the relationship between the variations of these 
parameters and the window heat transfer has been derived using simulation in the 
Energyplus software. The derived equations are as follow: 

-  The variation formula of the thickness of the glass (outside or inside layer) 
-  The variation formula of the heat conduction coefficient of the glass (outside or 
inside layer) 
-  The variation formula of the area of the window 
-  The variation formula of the depth of the horizontal overhang 
-  The variation formula of the width of the horizontal overhang 
-  The variation formula of the depth of the vertical overhangs (side fins) 
-  The variation formula of the width of the vertical overhangs (side fins) 
-  The variation formula of the orientation of the vertical overhang (eastern, western) 
-  The variation formula of the height of the earth's surface 
-  The variation formula of the optical property of the glass 
-  The variation formula of the gap thickness between window layers  
-  The variation formula of the type of gas in the gap space  

After deriving the formulas that show separately the effects of changing in each pa-
rameter of the window in comparison with the reference model, the general equation 
has been derived to calculate the window heat transfer. General equation has been 
derived with the combination of all mentioned formulas and then the Panjare software 
have been prepared based on the achieved general equation. The algorithm has fol-
lowing procedure: 

a) Selecting the reference model (for double and single pane glazing window  
separately)  

Changing each parameter of the reference window at the state that other parame-
ters are constant 
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b) Deriving the relationship between the variations of these parameters and the 
window heat transfer using simulation in the Energyplus software 

c) Deriving general equation by combination of the all mentioned formulas and by    
fitting the Energyplus results 

d) Evaluating the accuracy of general equation and Energyplus results (with select-
ing randomly window with different optical and physical properties, with vary-
ing the height of the earth's surface, with varying the inside temperature and 
with varying the horizontal and vertical overhangs) 

e) Preparing the Panjare software based on the achieved general equation 

4 The Formulas of the Single Pane-Glazing Window 

A single clear pane glazing, without overhang, southern orientation, without frame, 
minimum height of the earth's surface (floor 1, 1.5 m distance center of glass from the 
earth's surface), 3mm thickness of glass layer, 1m2 area of the window, 23 oC inside 
temperature, 10 oC outside temperature and without solar radiation has been selected 
as the reference model that it’s characteristics has been displayed in Table 1. The 
reference model is simplest window that has the maximum heat exchange. The  
outside and inside conditions and characteristics of the reference model for single  
and double pane have been selected based on the default model in the Window  
software. [8] 

After selecting the characteristics of the reference model, with changing each pa-
rameter of the reference window (at the state that other parameters are constant) the 
relationship between variations of these parameters and the window heat transfer 
coefficient (um) has been derived using simulation in Energyplus software as follow: 
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variation in the area of 
the vertical over-
hang(The left side of 
the window) 
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Where, x1 is the thickness of glass layer vs. m. x2 is the glass layer heat conduction 

coefficient vs. W/m.k. x3a is the length of the window and x3b is the width of the 

window vs. m. x4 is the depth of the horizontal overhang and x5 is the width of the 

horizontal overhang vs. m. x6 is the depth of the vertical overhang(right side) and x7 

is the width of the vertical overhang(right side) vs. m. x8 is the depth of the vertical 

overhang(left side) and x9 is the width of the vertical overhang(left side) vs. m. x10 is 
the height center of the window from the earth's surface vs. m. τ : solar transmittance 
at normal incidence, ρ2 : solar reflectance at normal incidence: back side, ε1 : IR 
hemispherical emissivity: front side , ε2 : IR hemispherical emissivity: back side. 

Table 1. Characteristics of the reference window 

Name Solar  Solar  Solar  Visible Visible

of transmittance reflectance reflectance Transmittance reflectance

Glass at Normal at Normal at Normal at Normal at Normal 

Incidence Incidence(Front) Incidence(Back) Incidence Incidence(Front)

Ref 0.834 0.075 0.075 0.899 0.083
Visible IR IR IR 

reflectance Transmittance Hemispherical Hemispherical Conductivity

at Normal at Normal Emissivity Emissivity W/mK

Incidence(Back) Incidence Front Side Back Side

0.083 0 0.840 0.840 1  

5 The Formulas of the Double Pane-Glazing Window 

For the double pane glazing window like single pane, a double clear pane glazing 
without overhang, southern orientation, without frame, minimum height of the earth's 
surface (floor 1, 1.5 m distance center of glass from the earth's surface), 4mm thick-
ness of glass (outside or inside layer), 1m2 area of the window, 12mm thickness of 
gap between glass layers that has been filled by air, 23 oC inside temperature, 10 oC 
outside temperature and without solar radiation has been selected as the reference 
model that it’s characteristics has been displayed in Table 1.  



 16  A New Model for Appropriate Selection of Window 171 

After selecting the characteristics of the reference model, with changing each pa-
rameter of the reference window (at the state that other parameters are constant) the 
relationship between variations of these parameters and the window heat transfer 
coefficient (um) has been derived using simulation in Energyplus software as follow: 
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9) variation the 
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Where, x1a is the thickness of outside glass layer and x1b is the thickness of inside 

glass layer vs. m. x2a is the outside glass layer heat conduction coefficient and x2b is 

the inside glass layer heat. x3a is the length of the window and x3b is the width of the 

window vs. m. x4 is the depth of the horizontal overhang and x5 is the width of the 

horizontal overhang vs. m. x6 is the depth of the vertical overhang and x7 is the 

width of the vertical overhang vs. m. x8 is the depth of the vertical overhang and x9 

is the width of the vertical overhang vs. m. x10 is the height center of the window 
from the earth's surface vs. m. τ : solar transmittance at normal incidence, ρ2 : solar 
reflectance at normal incidence: back side, ε1 : IR hemispherical emissivity: front 
side, ε2 : IR hemispherical emissivity: back side And a index indicate the outside 

glass layer and b index indicate the inside glass layer. x11 is the thickness of the gap 
space vs. m. α : thermal expansions of the gas, μ : viscosity coefficient of the gas, 
%gas: the ratio of the gas in the gap space vs. % And the index 1 to 3 indicate the gas 
type in the gap space. 

6 Combination the Formulas 

General equation has been derived with the combination of the all mentioned formu-
las and by fitting of Energyplus results. The general equation must estimate the win-
dow heat transfer with varying value of each parameter of window or with the simul-
taneous varying of several parameters of window in different climates and orienta-
tions and with or without overhangs at the total hours of the year. Before presenting 
the general equation, a coefficient as efficiency coefficient (Ec) has been defined that 
it equals to the heat transfer coefficient with variation in the value of one parameter 
divided by the reference window heat transfer coefficient: 

ref

m

u

u
Ec =

                                                    (19) 

um is heat transfer coefficient with variation in the value of one parameter of the 
reference model and uref is the reference window heat transfer coefficient and equals 
to 4.5419 W/m2.K for double pane glazing reference window and equals to 6.8358 
W/m2.K for single pane glazing reference window that they are constant value. Also, 
the generic efficiency coefficient has been calculated as the follow: 

a) For double pane glazing window 

987654321 EcEcEcEcEcEcEcEcEcEcT ××××××××=              (20) 
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b) For single pane glazing window 

7654321 EcEcEcEcEcEcEcEcT ××××××=                      (20) 

EcT is generic efficiency coefficient and also, Ec1: is Ec of variation in the value of the 
optical property of the window , Ec 2: is Ec of variation in the value of the thickness of 
the glass, Ec 3: is Ec of variation in the value of the heat conduction coefficient of the 
glass, Ec 4: is Ec of variation in the value of the area of the window, Ec 5: is Ec of 
variation in the value of the area of horizontal overhang, Ec 6: is Ec of variation in the 
value of the area of vertical overhang, Ec 7: is Ec of variation in the value of the height 
of the earth's surface , Ec 8: is Ec of variation in the value of gap thickness between 
window layers, Ec 9: is Ec of variation in the value of the gas property in the gap 
space. Also, overhang efficiency coefficient (Ecs) has been defined as follow: 

65 EcEcEcs ×=                                                  (21) 

From Eq.20, it can be concluded that the amount of the Ect equals to 1 while the all 
parameters of the window set to be the same with the reference model values.  The 
value of Ect varies for the different windows and it's value changes from 0.1 to 1.5. 
Also it can be seen that the different combinations of the parameters of the window 
may have the similar values of Ect. In the other words, by separately varying of the 
two parameters of the reference window, the amount of Ect may be acquired equality.  

6.1 The Sol-Air Temperature on External Surface TSol-Air  

The sol–air temperature, TSol-Air , includes the effects of the solar radiation and 
convection heat transfer. To calculate TSol-Air, the heat convection transfer coefficient 
on external surface (h) must be calculated. The heat convection transfer coefficient on 
external surface can be calculated using wind velocity on external surface. The 
velocity variation can be calculated using Eq.(22) which has been presented by 
reference [7, 9] in different height of the earth's surface.  

αα

δ
δ
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z = altitude, height above ground, Vz = wind speed at altitude z, α = wind speed  
profile exponent at the site, δ = wind speed profile boundary layer thickness at the 
site, zmet = height above ground of the wind speed sensor at the meteorological station, 
Vmet = wind speed measured at the meteorological station (from weather data file), αmet 
= wind speed profile exponent at the meteorological station, δmet = wind speed profile 
boundary layer thickness at the meteorological station. 

The wind speed profile coefficients α, δ, αmet, and δmet are variables that depend on 
the roughness characteristics of the surrounding terrain. In this study, α and δ values 
assumed α=0.33 and δ=460 m to be according to reference [7]. So, the default value 
for zmet wind speed measurement is 10 m above the ground and the default values for 
αmet and δmet are 0.14 and 270 m, respectively. Also, these values have been assumed 
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from reference [7]. So, the following simple algorithm has been used to calculate the 
exterior convection heat transfer coefficient: 

2
zz FVEVDh ++=                                             (23) 

h = convection heat transfer coefficient, Vz = local wind speed calculated at the height 
above ground of the surface, D, E, F = material roughness coefficients. This 
coefficients for a glass are D=8.23, E=3.33, F=-0.036 that have been used from 
reference [7]. In this study, after calculating convection heat transfer coefficient on 
the external surface and using of dry bulb temperature To (from weather data file), 

solar radiation on the window surface ''
solarq and inside temperature Tin, the sol–air 

temperature, TSol-Air , has been defined as the follow: 

Trefi
io

iniSolaroo
AirSol Ecuuand

uh

TuqTh
T ×=

+
++=−

''

                 (24) 

uref is the reference window heat transfer coefficient and equals to 4.5419 W/m2.K for 
double pane glazing reference window and equals to 6.8358 W/m2.K for single pane 
glazing reference window. 

6.2 The General Equation 

The hourly window heat transfer, Q [W/m2] can be calculated from the following 
equations during the year. But the calculated window heat transfer from these 
equations is just for the center of the glass and the heat transfer from the frame must 
be calculated separately.  

a) For double pane glazing window            

( ) ( ) mEc
Ec

f
EcTTQ T

s
aveTinAirSol 








+×+×−= − τ15.015419.4

          
(25)

 

32 2.06-3.989+c0.61-0.27 TTT EcEcEf =                                   (26) 

And aveτ  is the mean solar transmittance at normal incidence of inside and outside 

glass layers (Eq. (20)) and the value of coefficient m can be selected from Table 2. 

2
ba

ave

τττ +
=

                                                    
(27) 

τ is the solar transmittance at normal incidence and a index indicate the outside glass 
layer and b index indicate the inside glass layer. 

Table 2. m values for equation 25 

North West East  South m values 

2.555 2.087 1.988 2.043  With overhang 

2.705 2.528 2.386 2.653 Without overhang 



 16  A New Model for Appropriate Selection of Window 175 

b) For single pane glazing window(south window) 

            ( ) fTTQ inAirSol ×−= −8358.6                       (28) 

21.190.326 TEcf +=                                                  (29) 

c) For single pane glazing window(other side window) 

( ) mEc
Ec

f
TTQ T

s
inAirSol 








+×−=

−
8358.6                            (30) 

21.190.326 TEcf +=                                                    (31) 

The value of coefficient m is 1.9 for north, 1.8 for west and 1.7 for east window. 

7 The Results 

In this study, using the computer simulation with Energyplus software, a new method 
has been presented to calculate window energy transfer. In this part, the accuracy of 
this method has been evaluated. For that, several windows with different optical prop-
erties, different area and direction and in different floors of the building have been 
selected randomly and their window heat transfer has been calculated using simula-
tion in Energyplus software. Then, the window heat transfer has been calculated using 
the presented equation (Equation 25 for double pane glazing and Equations 28 & 30 
for single pane glazing) for these mentioned windows. The results of the Energyplus  
software and the presented equation has been compared based on yearly average and 
yearly sum of the window heat transfer in Tehran, Tabriz, Ahwaz, Yazd, Rasht and 
Bandarabass. These cities have been selected based on yearly cooling and heating 
energy demand and type of the metrological weather [10]. 

The results have been presented based on the average of errors of all windows for 
predicting yearly average window energy transfer and average of errors of all win-
dows for predicting yearly sum window energy transfer in Tables 3 and 4 for different 
cities and in cases with or without overhangs. It can be seen that the error of presented 
equation is 10-15% against the result of Energyplus software. The error in different 
metrological weathers varies but it is about 10-15%. The main results have been 
summarized as follows: 

The results of the presented equation have about 10-15% error against the results 
of the Energyplus software for different windows types (single pane or double pane, 
with or without overhang). This error is negligible because the energy simulation 
programs (Energyplus, Doe, Blast, …) have different result and K.J.Lomas [11] 
showed that the energy simulation programs have error against the empirical results. 
So, the results of the presented equation have good agreements with the Energyplus 
software results. Also, the results shows that the window heat transfer increases with 
the increasing of Ect but this point is not correct for close values of Ect, In the case, 
with the close values of Ect, the windows heat transfer do not has significantly 
change. 
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After selecting the characteristic of the window, the Ect number can be calculated. 
Using it, the optimum window can be selected. Therefore, the Ect number can be 
found equally with different combination of the window parameters, so the different 
window designing can be selected in a building. 

Table 3. Average errors of all windows for predicting yearly sum and yearly average window 
energy transfer (double pane glazing with and without overhang) 

City Ahwaz Bandar Abass Rasht Tabriz Tehran Yazd

Without Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly

Overhang Average Sum Average Sum Average Sum Average Sum Average Sum Average Sum

Direction Error% Error% Error% Error% Error% Error% Error% Error% Error% Error% Error% Error%

East 13.3 13.3 14.7 14.6 14.5 14.5 13.6 13.7 14.8 14.8 15.0 15.0
North 12.4 12.4 17.6 17.6 12.6 12.5 14.7 14.6 11.4 11.4 11.4 11.4

South 13.5 13.4 13.8 13.8 14.3 14.3 14.6 14.6 16.0 15.9 15.0 15.0

West 13.0 13.0 14.0 14.0 14.2 14.2 12.3 12.3 12.9 13.0 12.9 12.9  
City Ahwaz Bandar Abass Rasht Tabriz Tehran Yazd
With Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly

Overhang Average Sum Average Sum Average Sum Average Sum Average Sum Average Sum

Direction Error% Error% Error% Error% Error% Error% Error% Error% Error% Error% Error% Error%

East 15.2 15.2 15.7 15.7 16.3 16.3 14.7 14.8 16.3 16.3 16.4 16.4

North 12.7 12.7 14.7 14.6 14.0 14.0 14.6 14.5 12.4 12.4 12.2 12.2

South 16.4 16.4 15.6 15.5 16.5 16.6 16.5 16.5 18.2 18.2 17.5 17.5

West 14.6 14.6 15.3 15.3 15.3 15.3 13.8 13.8 14.7 14.7 14.6 14.6  

Table 4. Average errors of all windows for predicting yearly sum and yearly average window 
energy transfer (single pane glazing with and without overhang) 

City Ahwaz Bandar Abass Rasht Tabriz Tehran Yazd

Without Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly

Overhang Average Sum Average Sum Average Sum Average Sum Average Sum Average Sum

Direction Error% Error% Error% Error% Error% Error% Error% Error% Error% Error% Error% Error%

East 9.4 9.4 10.9 10.9 12.6 12.5 9.1 9.2 10.9 10.9 11.0 11.0

North 8.9 8.8 14.1 14.1 7.7 7.6 8.7 8.7 6.7 6.7 6.6 6.6

South 9.0 9.0 9.2 9.2 9.8 9.8 9.3 9.3 11.1 11.1 10.2 10.2

West 9.3 9.3 10.5 10.5 11.2 11.2 7.0 7.1 8.9 9.0 8.9 8.9  
City Ahwaz Bandar Abass Rasht Tabriz Tehran Yazd

With Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly Yearly

Overhang Average Sum Average Sum Average Sum Average Sum Average Sum Average Sum

Direction Error% Error% Error% Error% Error% Error% Error% Error% Error% Error% Error% Error%

East 13.0 13.0 13.5 13.4 12.9 12.9 10.8 10.8 12.4 12.5 12.4 12.5

North 8.7 8.7 11.1 11.1 8.9 8.9 7.7 7.7 6.8 6.8 7.0 7.0

South 12.3 12.2 11.5 11.5 10.1 10.2 9.9 9.9 11.6 11.6 11.5 11.5

West 12.0 11.9 12.6 12.5 11.5 11.5 9.6 9.6 10.9 10.9 11.0 11.0  

8 The Panjare Software 

The panjare software has been prepared based on the achieved general equation. The 
Fig 1. shows main interface of the panjare software. This software has been created 
using Visual C++ programming language. The following hints show some capabilities 
of this software. 

1- It has a database for selecting windows 
2- It can be use in different climates 
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3- It can be compare the several different windows in one time run and compare 
up to 10000 type of windows in 1 minutes(with different type, different over-
hang and side fin and different parameters)  

4- It can be compare a reference window with changing the different parameters 
5- It calculates the hourly windows heat transfer and Ect parameter 

Using this software is very simple. The user only has to input some simple data and 
the software automatically will create the different available type of the windows. 

 

  
Fig. 1. The main interface of Panjare software 

9 Conclusion 

In this paper, the Panjare software has been prepared based on a mathematical me-
thod. The result shows that this software has good agreement with the Energyplus 
software results. A building engineer must simulates the different windows types 
(with or without overhangs) to select the optimum window using computer simulation 
software. It takes a long time and needs advanced knowledge about the building simu-
lation software. The main application of the result of this paper is that building engi-
neer can uses of the presented software to predict the window heat transfer and to 
select the optimum window without using of the simulation software. Using the Pan-
jare software is simple and a building engineer can be comparing the several window 
types in fewer minutes. 
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Abstract. Amorphous PV panel is modeled in this paper to improve electrical 
characteristic and curve fitting in real time data processing such as fault 
diagnostic and Maximum Power Point Tracking (MPPT). The proposed model 
uses the basic circuit model of PV solar cell by manipulating component 
parameters, and also changing online shunt resistance by considering solar 
irradiation and temperature variation effects. Irradiation and temperature data of 
the PV panel are captured by National Instrument data acquisition system (NI 
DAQ USB-6212) and applied to the simulation in Matlab software to calculate 
the I-V curve of PV panel in real time. Then simulation outputs are compared 
with measured voltage and current for fault diagnostic deliberation. This model 
is done for triple layers Amorphous PV panel (Unit-solar ES-62T), which is 
installed in MIS laboratory energy renewable platform.  

Keywords: Amorphous model, shunt resistance, real time, Matlab Simulink, 
fault diagnostic. 

1 Introduction 

Now a days photovoltaic (PV) panels are used in several sector of industry. They 
could be found not only on the main power production plants but also on the hand-
held calculator, on top of illuminated highway signs, on building roofs and much 
more markets. Photovoltaic markets are growing fast because of their advantages such 
as: pollution free, safety, noiseless, easy installation, and short construction period.[1] 

Amorphous thin-film photovoltaic cells are encapsulated in UV-stabilized polymer 
and so they are light in weight. Because of their flexibility and weight amorphous 
thin-film PV cells do not require mounting racks for fixing on to building structure. 
Thus, the overall installation cost of the amorphous thin-film PV cells is usually much 
less than the crystalline silicon modules, which are embedded in glass layers. Another 
advantage of amorphous thin-film PV laminates is that they can be installed on the 
roof structure easily by "peel-and-stick" process, by using a series of "clamping batten 
system"[2].  
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For building-integrated applications the material can be deposited on glass or 
flexible substrates, which allows for products like roofing shingles and integrated 
PV/building glass. The material also has a uniform surface, which is ideal for many 
architectural applications. Amorphous silicon modules perform well in warm weather 
and have a small temperature coefficient for power. Depending on the building load, 
this may be beneficial when compared to crystalline systems [3]. For mentioned 
reasons, the amorphous silicon technology is deliberated. 

Fault detection and monitoring in solar photovoltaic (PV) arrays is a fundamental 
task to increase reliability, efficiency and safety in PV systems. Without proper fault 
detection, unclear  faults in PV arrays not only causes power losses, but also might 
lead to safety issues and fire hazards in new building [3], as PV panel are normally 
installed in invisible aria in the building. 

Numerous fault diagnostic methods for PV modules/arrays have been proposed in 
literatures. PV fault detection models based on long-term energy yield and power 
losses have been proposed in [4]. An extension fault detection method based on the 
extended correlation function and the matter-element model is proposed to identify 
specific fault types of a PV system [5]. The study in [6] uses the discrepancy between 
simulated and real I-V curve of PV systems to detect and identify the faults. To 
prevent PV components from fire hazards, DC arc detection and protection methods 
for PV arrays have been studied in [7]. At PV-string level, PV string monitoring has 
been proposed for real-time fault detection in [8] and decision tree-based fault 
detection and classification method [4].  

However, all this methods need very particular real time model with good 
performance in variable condition characteristic. In this work a triple layers 
Amorphous cells/module model is proposed based on a combination of mathematical 
and electronic components-based modeling [9]. The hybrid proposed model is 
implemented in Matlab Simulink/Simscape library. The five-parameter model of 
fundamental photovoltaic solar cells, which is an equivalent electrical circuit, consist 
of: diode, resistance and dependent current supply with solar irradiance and 
temperature dependent component, is considered [10]. For accurate modeling of 
amorphous, the Rsh should be corrected according to the irradiance. Also Amorphous 
junctions differ from other junctions by the presence of an "intrinsic" layer (p-i-n 
junction). In [11] it is proposed to take the recombination losses in this  ith layer into 
account, by adding a term in the general I/V equation. This term is equivalent  
 

 

Fig. 1. Improved PV standard five-parameters model for real time amorphous modeling 
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to adding an element to the equivalent circuit, representing a current leak depending 
on the photo-current and the voltage, Fig. 1. The model clearly separates effects 
related to the technology of the device (series and parallel resistance) and effects 
related to the physics of the pin-junction (recombination losses). It should be noted 
that the recombination loss in the i-layer IA is negligible, because IA is function of V 
and needs some iterative solution, however this new term doesn't modify significantly 
the procedure used for getting the model and so it is neglected in this work. 

2 Determination of PV Solar Model Parameters 

Manufacturers of photovoltaic panels normally provide simply a few experimental 
data about electrical and thermal characteristics [14].Typically, flowing information 
could be finding in PV panel datasheets: 

 
Vocn        Nominal open-circuit voltage;  
Iscn        Nominal short-circuits current; 
Vmp        Voltage at the maximum power point;  
Imp        Current at the maximum power point;  
Kv         Open-circuit voltage/temperature coefficient; 
Ki         Short-circuit current/temperature coefficient; 
Pmax,e    Maximum experimental peak output power; 
 

This information is always provided with reference to the nominal or Standard Test 
Conditions (STC) of temperature and solar irradiation according to IEC 61646 
standards. Though, some manufacturers provide I-V curves for several irradiation and 
temperature conditions, which make the adjustment and the validation of the desired 
mathematical I-V equation easier. Basically, this is all the information one can get 
from datasheets of photovoltaic panel. However, some of essential parameters for 
adjusting hybrid photovoltaic panels models cannot be found in the manufacturer’s 
data sheets, such as the light generated current, IL, the diode reverse saturation 
current, Isat, the diode ideality constant, a, the band-gap energy of the semiconductor, 
Eg, the series and shunt resistances, Rs and Rsh respectively [12]. Great numbers of 
publication tried to find parameters of the five-parameters model. Most of these 
methods are evaluated in standard test conditions and even large numbers of them  
are done only for crystalline solar cells. Among these methods, empirical or 
mathematical, one could be chosen and developed for the real time Amorphus PV 
panel modeling.  

A new current loss term IA , which explicitly takes into account the recombination 
losses in the i-layer of the device could be added into the equivalent circuit 
(represented by the dashed section in Fig. 1). This current IA is a function of V and 
IL,which could be calculated as [11]:  

[ ]( )2 / .( ( . )A L t bi sI  = I . di V V I R    μ − +
                                  (1) 

( )2.eff n p n p   . /  +   τμ = μ μ μ μ
                                                 (2)
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where di is the thickness of the intrinsic i-layer (of the order of 0.3 m), µt is the total 
diffusion length of the charge carriers of p and n layers. Vbi is the intrinsic voltage 
(built-in voltage) of the junction.  

Regarding equation (1) to calculate IA, some extra information from datasheet and 
manufacturer are needed, which are not normally available in commercial PV panel 
catalogs. For instance, empirical researches consider the di²/µt quantity as one only 
parameter, that optimized the Vco response of the model [13]. As results, initiation of 
di²/µt around 1.4 V gives excellent results and corrects quite well the Vco distribution. 
Besides, the value of the intrinsic voltage of the junction, Vbi, could be considered 
constant, and is about 0.9V for an Amorphous junction.  

Considering this new term, the general one-diode model I-V expression could be 
written as: 

[ ]( )2 / .( ( . )L L t bi s

V + R I V + R Is sI = I - I  -  I exp - 1 -sat
a.V Rtn sh

. di V V I Rμ
  

− +   
               (3)

 

 

3 Real Time Simulation of Multi-layer Amorphous PV Panels 

Photovoltaic cells are connected in series and parallel to form a PV module. For triple 
layer Amorphous panel, based on single cell circuit module, three sub cells without 
bypass diode in series combine together to make each triple layer cell, the cells are 
assembled in the form of series-parallel configuration in PV panel, Fig.2.  

In this work the PV model is simulated in real time without solving equations (1) 
and (3). Solving these equations needs some iterative methods, while real-time 
simulation does not support models containing algebraic loops. However, the result  
 

 

Fig. 2. Triple Amorphous PV panel model circuit with a controlled current source and adapted 
diode 
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has good accuracy because temperature effect on diode exponential equation for 
Amorphous triple layer diode could be passed up [10]. Also simplified proposed 
model for amorphous PV panel is adapted for any environment conditions (PV panel 
temperature and solar irradiation) in this paper. By this improvement simulated 
current and voltage curve is beter fitted to real measured value. 

3.1 Degree of Ideality of the Diode 

The light generated current of the photovoltaic cell depends linearly on the solar 
irradiation and is also influenced by the temperature according to the following 
equation [7]:  

             ( ) nL LN i
.I  = I  + K .ΔT G / G                                          (4) 

where ILn is the light-generated current at the nominal condition (usually 25◦C and 
1000-W/m2) and ∆T is the difference of nominal temperature and actual temperature, 
Iln  could be find from equation (3) 

( ).LN scn sn shn shnI  = I   [ R + R / R ]                                       (5)
 

3.2 Parallel Exponential Resistance Correction versus Variable Irradiance  

The shunt resistance Rsh corresponding to the inverse of the slope of the I-V curve 
around short circuit area is considered as a constant parameter in the standard one-
diode model and in many previous work considered fixed value in STC. Nevertheless, 
in [15] and [14] is demonstrated that on amorphous I-V curve families this slope 
decreases with the irradiance. 

This distribution is approximated by the following exponential expression [13]:
      

sh shn
n

-5.5.G
R  = R [1 + 10  exp(   )]

G                                    (6) 

It has been noted that this empirical equation is validated for several amorphous PV 
family by [13]. 

3.3 Manipulating Band-Gap Energy in Matlab Diode Block 

It is possible to obtain the value of band-gap energy for a PV panel regarding the 
information of its datasheet and substitute in the required diode parameter in the 
simulation [12]. For that, open-circuit voltage of the model is matched with the open-
circuit voltage of the real panel regarding its temperature Tn < T < Tmax as well as 
short-circuit current (Noted that all PV product is tested according IEC 61646 
standard). Considering T = Tmax= 85ºC for number of large data manufacture, diode 
ideality factor could be estimated according equation (8) where: 
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TI = I + K .   scn iscTmax Δ
                                         (7) 

V = V + K .oc,Tmax oc,n v
TΔ

                                                   (8) 

Tn .slV = n  k.T / qn                                                   (9) 

Tm .slV = n  k.T / qmax                                         (10) 

( )
n

Tm

3
aI TscTmax n

a .k.T .TI T n maxmaxsatnE = -Ln .g
q. T - TV n maxocTmaxexp - 1

a.V

 
   
      

  
   
   

                           (11) 

3.4 Adopted Diode Saturation Current under Standard Test Condition 

The diode saturation current Isat is depends on the temperature which could be 
expressed for a PV panel with ns cells by [12]:  

I + K . Tscn iI =satn
V + K . Tocn vexp - 1

a.VTn

Δ

Δ 
  
 

                                             (12) 

We can manipulate this parameter in Matlab environment diode block to specify 
according manufacture datasheet information such as Ki, Kv, Voc, … . 

4 Simulation and Monitoring of Simplified Real Time Model 
for Multi-layer Amorphous PV Panel 

Triple layer simplified real time model consist of three sub cells which are  connected 
without bypass diode together to form one triple cell and each triple layer cell 
combine together in series or parallel in the panel Fig. 2. For each cell model,  the 
value of resistance inherit from on diode standard model, noted that this value is 
calculated in standard test condition, parallel exponential resistance is corrected in 
variable irradiance (section 3. 1) and band-gap energy is manipulated in Matlab diode 
block (section 3. 2). Diode saturation current is adapted according to average 
temperature which is mentioned in section 3.3. It is important to consider the 
improved average value of the diode parameters such as: saturation current Isat , band 
gap Eg and diode ideality factor an, because it is not possible to change diode block 
parameter in real time. 
 



 17  Improved Real Time Amorphous PV Model for Fault Diagnostic Usage 185 

In PV panel each cell voltage would be equal to the diode voltage, Voc/nsl≈Vd for 
the open circuit condition. Besides the portion of each cell, for series Rscell and shunt 
loss resistances Rshcell, would be as:  

. /R R n nsn pscell sl=
                                           (13)

 

. /R R n npshcell shn sl=
                                         (14)

 

with 

nsl = ns.nL 

where nL, ns, np are the number of layers, series and parallel cells respectively. 

 

 
Fig. 3. Triple Amorphous PV panel model circuit with a controlled current source, adapted 
diode parameters and corrected shunt resistance 

It should be noted that in simplified model, recombination loss in the i-layer IA is 
negligible, because IA is a function of V which needs iterative solution, however this 
new term doesn't modify significantly the procedure used for getting the model. For 
instance, for UNI-SOLAR Solar Shingles SHR-17 tripple-junction, the Voc drops only 
about 3.3% to 0.7%. 

4.1 Simulink under Uniform Shading Conditions (USC) to Find 

Fig. 4. is illustrated I-V curve of proposed simplified model for triple layers 
Amorphous PV panel, [Uni-solar Es-62] solar panel that is installed in MIS laboratory 
energy renewable platform (from table 1, Amorphuse model’s parameter could be 
extracted [13]). The correction applied in the proposed method results in better fitting 
characteristic. Another advantage of using this model appears when partial shading  
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condition simulation for the PV panel is required. For instance, if a hot spot or unclear 
cell fault appear in the panel, I-V curve of the panel would change. The I-V curve a for 
sample Amorphous Panel is obtained from proposed model’s Simulink under partial 
shading conditions (PSC) in Fig. 4. 

Table 1. Characteristics of Uni-solar ES-62T Amorphous Panel 

 

 

Fig. 4. I-V curves for PV panel combined in one string in series form, under PSC condition 

4.2 Real Time Monitoring and Fault Diagnostic Application 

Real time modeling is necessary for fault diagnostic application. Using proposed 
simulation model, current and voltage could be calculated in real time by computer 
which is so closed to the measured data. In this system, solar irradiation data is 
captured by pyrometer CS300 and PV temperature is sensed with a thermocouple of 
type K, also RMS voltage and current value are captured by national instrument data 
acquisition system (NI DAQ 6212 USB), Fig 5. 

In Fig. 6. and Fig. 7. voltage and current of the simulation are compared  
with measured voltage and current for two series UNI-SOLAR ES-62T Amorphous 
panels. 
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Fig. 5. Evaluated simulink model in MIS laboratory energy renewable platform 

 
Fig. 6. Data capture and simulation results  of the UNI-SOLAR ES-62T PV panel in 60seconds, 
(a) Temperature, (b) Irradiation, (c) Voltage, (d) Current 

5 Conclusions 

Real time PV model, particularly Amorphous family model is needed for online 
monitoring and fault diagnostic application. In this work, a real time triple layers 
amorphous photovoltaic solar cells/module model is proposed. The hybrid model is 
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implemented in MatlabSimulink/ Simscape/ SimElectronics / Pspice library. In 
proposed model, algebraic loop for finding I-V curve is not needed. Thereby the code 
could be generated to use this simulation in real time, also partial shading and normal 
conditions are simulated. This model could be easily interfaced to the electronic 
devices and power converters for maximum power point tracking studies. 
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Chapter 18 

An Investigation of Energy Efficient and Sustainable 
Heating Systems for Buildings: Combining Photovoltaics 

with Heat Pump 
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Abstract. Renewable energy sources contribute considerable amounts of ener-
gy when natural phenomena are converted into useful forms of energy. Solar 
energy, i.e. renewable energy, is converted to electricity by photovoltaic sys-
tems (PV). This study was aimed at investigating the possibility of combining 
PV with Heat Pump (HP) (PV-HP system). HP uses direct electricity to produce 
heat. In order to increase the sustainability and efficiency of the system, the re-
quired electricity for the HP was supposed to be produced by solar energy via 
PV. For this purpose a newly-built semi-detached building equipped with ex-
haust air heat pump and low temperature-heating system was chosen in Stock-
holm, Sweden. The heat pump provides heat for Domestic Hot Water (DHW) 
consumption and space heating. Since selling the overproduction of PV to the 
grid is not yet an option in Sweden, the PV should be designed to avoid over-
production. During the summer, the HP uses electricity only to supply DHW. 
Hence, the PV should be designed to balance the production and consumption 
during the summer months. In this study two simulation programs were used: 
IDA Indoor Climate and Energy (ICE) as a building energy simulation tool to 
calculate the energy consumption of the building, and the simulation program 
WINSUN to estimate the output of the PV. Simulation showed that a 7.3 m2 PV 
area with 15 % efficiency produces nearly the whole electricity demand of the 
HP for DHW during summer time. As a result, the contribution of free solar 
energy in producing heat through 7.3 m2 fixed PV with 23º tilt is 17 % of the 
annual heat pump consumption. This energy supports 51 % of the total DHW 
demand. 

Keywords: Sustainable development, Solar power, PV-HP system,Domestic 
hot water. 

1 Introduction 

Due to the scarcity of fossil fuel sources and their environmental impact, renewable 
energy has become an increasingly important topic over the past decades. On a global 
scale renewable energy sources only contribute less than 15 % (Lund 2007) to the 
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primary energy supply; however, during the last few decades this percentage has in-
creased considerably in some countries.  

Energy from solar radiation can be obtained in two ways, passively and actively. 
Passive solar design is based on the optimal design of a building’s shape leading to 
the capture of as much solar radiation as possible for space heating. Active solar de-
sign is based on converting solar radiation into energy by using solar thermal collec-
tors or photovoltaics. Photovoltaics (PV) convert sunlight into electric power by a 
solid-state device called solar cells. The common PV module converts 15-20 % (Tya-
gia et al. 2012) of the incoming solar radiation into electric energy, depending on the 
type of solar cells. Our total present energy demand can be supplied if 0.1 % of the 
earth’s surface were covered with solar cells with 10 % efficiency (Tyagia et al. 
2012). Solar thermal collectors convert solar radiation into thermal energy through a 
transport medium, liquid or gaseous. Solar cells are more efficient than solar thermal 
collectors, since they are performing during the winter months at low irradiation with 
constant efficiency while the solar collector has very low efficiency during hours of 
low intensity due to a high heat loss (Gajbert 2008). 

The electricity generated by PV could be utilised by a heat pump to produce heat. 
Depending on the Coefficient of Performance (COP) of the heat pump, the energy 
required for space heating and Domestic Hot Water (DHW) may be decreased by a 
factor of the COP. The outputs of 1 m2 of plane solar collector delivering hot water at 
50 °C and 1 m² of PV modules of 15 % efficiency in combination with a heat pump 
with COP 3.2 in Stockholm were compared using the WINSUN program, see  
Figure 1. It can be seen that the combination of the PV module and the heat-pump 
(PV-HP system) has a higher annual output than the solar thermal collector. During 
winter time (low temperature and low irradiance) the solar collector has zero efficien-
cy due to high heat loss. The heat loss of the solar collector is dependent on the  
collector efficiency factor (F´), heat loss coefficient from absorber to ambient (UL 
,W/m2K) and temperature difference between ambient temperature (Ta) and collector 
temperature (Tc), Equation 1 (Duffie and Beckman 1991). PV is usable year round 
performing even at low intensity since it works on light not heat. In the summer time 
both the solar collector and PV have good characteristics. As a result, a PV-HP sys-
tem is more efficient since it provides a higher annual solar fraction in comparison 
with a solar thermal collector system. Solar fraction (SF) gives the fraction of energy 
provided by solar energy to an annual heating demand. SF varies between 0 when no 
energy is supplied by solar energy to 1 when all required energy is supplied by solar 
technology.  

)(**'
_ aclcollectorloss TTUFP −=                                        (1) 

The present paper points to the possibility of combining PV with heat pump in an 
actual building equipped with an exhaust air heat pump in Stockholm. For this pur-
pose a Building Energy Simulation (BES) program, IDA Indoor Climate and Energy 
(ICE) was used to calculate the energy demand in the building. Then, using the Sys-
tem Simulation Program (SSP) WINSUN the output of PV with 15 % efficiency was 
calculated to produce the electricity for the HP. Since there is yet no regulation in 
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Sweden concerning selling excess solar power to the grid, overproduction of electrici-
ty was avoided. Hence, the area of the PV modules required should be calculated to 
balance energy consumption and production when the production is at the highest 
point and the consumption is at the lowest value (during the summer season). Howev-
er; in the future there might be a policy for selling extra electricity to the grid. It might 
then be profitable to produce more electricity than needed and export it to the grid. 

 

 

Fig. 1. Output comparison between photovoltaic + heat pump and solar thermal collector  

2 Method 

In this study two simulation programs were used, one for finding the energy require-
ment of the building and the other one for calculating the output of appropriate PV to 
partly meet this demand.  

2.1 Building Energy Simulation (IDA ICE) 

IDA Indoor Climate and Energy (ICE) is a Building Energy Simulation (BES) tool to 
calculate thermal comfort, indoor air quality and energy consumption in buildings. 
This program was partly developed at KTH (Jokisalo et al. 2008). An early validation 
of the IDA ICE program was conducted by comparing the results predicted by simula-
tion with measurements; they showed good agreement (Travesi et al. 2001). 

The purpose of using the IDA ICE program in this study was to calculate the 
monthly energy consumption for a whole year in order to find the electricity con-
sumption of the heat pump. The electricity consumption for providing domestic hot 
water and space heating by the heat pump was calculated by dividing energy con-
sumption by the Coefficient of Performance (COP) of the heat pump.  

When performing IDA ICE analyses the input data include building location, geo-
metry, construction type, HVAC system, internal heat gain (number of people, light 
and equipment) and DHW consumption. Referring to the Swedish building regula-
tions (Boverkets byggregler, BBR), the average value for DHW usage is 30 kWh/m2 
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of floor area. The area of the studied building is 160 m2 leading to 4800 kWh/year of 
DHW. Through creating a mathematical model and solving heat balance equations, 
the energy consumption in the building was estimated by IDA ICE. Details of the 
simulation and validation of results for the studied building may be found in a pre-
vious study (Hesaraki and Holmberg 2012). 

2.2 System Simulation Program (WINSUN) 

Simulation tools are preferred for analysing a system rather than implementing an 
actual device on site, since studying a model is essentially easy and inexpensive. 
WINSUN is a system simulation program developed at Lund University for designing 
solar collectors and PV (Hatwaambo et al. 2008). WINSUN is an abbreviation of 
Windows version of MINSUN usable in DOS (Boström et al. 2003). WINSUN is 
based and developed completely on PRESIM, TRNSYS and TRNSED version 14.2 
(Boström et al. 2003). PRESIM is a graphical modelling program used for producing 
input data for TRNSYS, developed by the Solar Energy Research Center in Sweden 
(Beckman et al. 1994). In TRNSYS (TRaNsient Systems Simulation) thermal energy 
equations are solved based on a modular approach depending on the input data 
(Beckman et al. 1994). TRNSED is text editor program to create a user-friendly 
TRNSYS interface of a solar energy system, and convert the input file to a TRNSED-
formatted document to be usable for other users, developed at the University of Wis-
consin, Madison (Beckman et al. 1994, Hatwaambo et al. 2008). WINSUN aims to 
provide an output of a solar thermal collector and PV in kWh/m2 depending on the 
location of system, azimuth, tilt, tracking mode and efficiency of PV. The program 
uses the weather data during 1983-1992 including diffuse and beam radiation col-
lected by the Swedish Meteorological and Hydrological Institute (SMHI) (Boström et 
al. 2003). Comparing the solar radiation intensity during the long term at all weather 
stations, the divergence between measured solar radiations is less than 2 % (Hat-
waambo et al. 2008). Hence, the results of the program though using old weather data 
appear reliable. The validation of the WINSUN program was conducted by compar-
ing the simulation results with site measurements, which showed good agreement 
(Gajbert 2008). The results of WINSUN may be found in two ways: one as a table 
and plot file, and the other as an online plot where several variable changes may be 
watched and analysed at the same time as TRYNSY calculations are running to solve 
thermal energy equations. In this study, WINSUN simulation was conducted to eva-
luate the performance and output of fixed PV with 15 % efficiency at 23º tilt towards 
the south (according to the plan of the chosen building). Simulation was based on 
monthly net metering. Export of overproduction to the grid was avoided. Input data to 
the simulation include starting day of simulation, month and length of simulation, site 
of place, climate, tracking mode (1 for fixed, 2 for turning around vertical axes, 3 for 
turning around an axis in the plane of the glass, 4 for 2 axes tracking), ground reflec-
tance (typical value 0.2-0.3), slope of surface from horizontal plane and azimuth of 
surface (azimuth angle from the south i.e. -90 for east, 0 for south and 90 for west). 
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3 Results and Discussion  

3.1 IDA ICE Simulation Results 

Using the IDA ICE program, the results for electricity usage in the heat pump to pro-
vide heat for space heating and DHW are shown in Figure 2. The DHW consumption 
was assumed to be equal for all months (Gajbert 2008) since it may not be dependent 
of weather condition. Considering the COP of the heat pump, which is 3.2 according 
to production data from the manufacturer, heating demand was decreased by a factor 
of 3.2. The electricity consumption by the HP for space heating depends on the 
weather conditions, heat losses i.e. ventilation loss, transmission loss and leakage 
loss, and passive heating (contribution of free heating source such as people, equip-
ment, solar energy and lights in heating the house).HP consumption for space heating 
varies for different months, it is at its highest level in winter and zero in summer; 
however, the electricity consumption by the HP for DHW was assumed to be constant 
over the year (1500 kWh/year or 125 kWh/month). 

The efficiency of an electrical pump in converting input energy into useful energy 
is usually 80 % (Bhargava et al. 1991) due to losses in the compressor. Thus, for run-
ning the pump, the solar cells must generate electricity equal to P/0.8 = 1.25 P, where 
P is the heat pump consumption. So, the required electricity for the heat pump in-
creases by a factor of 1.25, i.e. for DHW consumption the required electricity to be 
generated by PV is 125*1.25 = 156.25 kWh/month  

 

Fig. 2. Monthly electricity consumption of a heat pump with COP 3.2  

3.2 WINSUN Results 

Using the WINSUN program, the output for a fixed photovoltaic system is given in 
Figure 3. This is for one year with 15 % efficiency and southward orientation with a 
roof slope of 23º in Stockholm. As shown, the electricity produced by PV varies dur-
ing the year depending on the solar irradiation. PV can work with acceptable output 
even during the cold and mostly dark winter time since they can work even on slight 
light. The output of the PV drops considerably during the winter months due to the 
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low solar intensity in comparison with the summer months when the output has its 
maximum value. The annual output for the chosen PV is 156 kWh/m2 year indepen-
dently of the cell temperature. 

 

Fig. 3. Photovoltaic output at 15 % efficiency in Stockholm  

The efficiency of the PV decreases by increasing the cell temperature, there are 
many factors that determine the operating temperature of PV such as ambient air tem-
perature, type of module, intensity of sunlight and wind velocity. 

The efficiency of a solar cell is usually determined under standard test conditions, 
i.e. cell temperature is 25 ºC and normal incidence is 1000 W/m2. Solar cells are gener-
ally exposed to temperatures ranging from 15 ºC to 50 ºC (Singh and Ravindra 2012). 
Mainly, the operating temperature of the module is higher than 25 ºC and the angle of 
incidence is larger than 0° which is not considered in the WINSUN program. So, the 
output of PV should be multiplied by a correction factor ϕ. The correction factor varies 
for different months depending on the cell temperature, solar intensity and solar angle. 
Measurements conducted in Switzerland from 1992 to 1996 monitored the monthly 
correction factor for a PV with 45 º tilt, see Figure 4 (Häberlin 2012). 

 

Fig. 4. Correction factor of PV output for different months (Häberlin 2012) 



18  An Investigation of Energy Efficient and Sustainable Heating Systems for Buildings 195 

As mentioned before, to avoid overloading in the summer the PV should be de-
signed to supply the electricity for DHW production. By monthly net metering of the 
simulation, to determine the module area (Equation 2), the month which gave the 
maximum output of PV was June. Thus, the production and load are in balance in 
June. Hence, to find the required area for the PV the energy demand (kWh) for this 
month was divided by the PV output (kWh/m2) for the same month. So, by dividing 
156.2 kWh by 21.3 kWh/m2 the area demand of the PV was found to be 7.3 m2.  

)Jun(kWh/m2in  PVby  producedenergy 
Jun(kWh)in  demandenergy 

)( 2 =mArea                   (2) 

To find the annual solar fraction (SF, Equation 3) the electricity generated by 7.3 m2 

PV was divided by the electricity consumption by the HP during the whole year. Fig-
ure 5 gives the comparison between production and consumption of electricity for 
each month. Simulation results showed that the solar fraction is 17 %. However, if 
export to the grid were allowed the solar fraction might be improved by increasing the 
area of the PV and then ignoring the overloading problem. 

100*
(kWh/year) HPby  consumedy Electricit

(kWh/year) PVby  generatedy Electricit=SF                             (3) 

 

Fig. 5. Annual solar fraction calculation for total heating demand (space heating + domestic hot 
water) 

4 Conclusion 

The objective of this study was to investigate and evaluate the performance of the PV-
HP system for the building in Stockholm. In addition, the solar fraction was calcu-
lated. The method included two simulation programs, one for calculating the energy 
demand of the building and the other for designing a PV system. Investigation of 
energy performance was conducted using the IDA ICE program. Simulation showed  
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that the total energy consumption in the building is 14876 kWh/year including 
10076 kWh for space heating and 4800 kWh for DHW. To avoid overproduction with 
monthly net metering, the PV-HP system should be designed to create a balance be-
tween production and demand during summer. WINSUN, a system simulation pro-
gram, was used to design appropriate PV. Simulation showed that using 7.3 m2 PV 
with 15 % efficiency would create a good balance during the summer season in gene-
rating and consuming electricity by PV and HP, respectively. In other words, the elec-
tricity consumed by HP is more or less totally supplied by PV during summer. The 
annual solar fraction (SF) in a designed HP-PV system was 17 %. If electricity gener-
ated by PV is used only for DHW the SF value is 51 % (Equation 4), i.e. more than 
half of the DHW need would be covered by implementing only 7.3 m2 PV, Figure 6.  

 

100*
(kWh/year)DHW by  consumedy Electricit

(kWh/year) PVby  generatedy Electricit=DHWSF                            (4) 

 

Fig. 6. Annual solar fraction calculation for domestic hot water consumption 

It can be concluded that by implementing the HP-PV system with monthly net  
metering a relatively high solar fraction is achieved by the small PV area. The solar 
fraction may be increased when the heat loss is decreased which can be reached by 
minimising transmission, ventilation and leakage losses, i.e. using low U-value mate-
rials with high air tightness in the building envelope or using energy-saving equip-
ment such as a heat pump or heat exchanger ventilation. Also, the solar fraction may 
be increased by increasing the PV area if the monthly net metering is disregarded. 

In this project, combining the heat pump with PV system (PV-HP) was introduced 
as an energy-efficient and sustainable solution. The need to supply 20 % of energy 
demand by renewable energy by 2020, as a European Union target (European Envi-
ronment Agency Report 2006), will lead to the design of more sustainable and ener-
gy-efficient systems. Using renewable and sustainable systems particularly in the 
building sector will reduce environmental problems such as carbon dioxide concentra-
tion and the global warming effect. 
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Chapter 19 

Assessment of Solar Radiation Potential for Different 
Cities in Iran Using a Temperature-Based Method 
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Abstract. The amount of solar irradiation in any region, is the most important 
required parameter for sizing and installing solar systems. Unavailability of this 
data has led to presenting different models for estimating its value. Using tem-
perature based models is one of the most considered methods due to its simplic-
ity and validity. Introducing various temperature based methods, Hargreaves 
and Samani’s model has picked out to evaluate solar radiation potential in 4  
different cities with various climate conditions and latitudes in Iran. Solar Radi-
ation has been estimated in each city and the results are discussed. This investi-
gation shows high solar radiation potential of Iran specially in Shiraz city.  

Keywords: Energy Resources, Solar Energy, Solar Radiation Potential, Tem-
perature Based Method. 

1 Introduction 

Due to environmental awareness, limitation of fossil resources, global warming and 
increasing energy demands, the importance of renewable energies is obvious to eve-
ryone. Implementing of renewable energy systems is considerably expensive. Accord-
ing to load profile, size determination is necessary for such systems which is called 
sizing. Cost effectiveness and economic issues plays an important role in sizing and 
planning for renewable energies. Detection of high potential regions is a significant 
preliminary step to have a Low-priced, optimized utilization and development in these 
systems which requires a vast study.  For this, the hourly and annually collected long-
term data must be analyzed in detail. Solar energy is one of the most considered re-
newable energies nowadays. Observing data to reach the accessibility and variability 
of solar radiation needs meteorological stations and devices (Pyranometers or Acti-
nometers), but unavailability of these equipment for many regions is a problem of 
measuring Global Solar Radiation (GSR) and its density. In USA and Britain less than 
1% of stations are capable of measuring solar radiation, so it can be guessed less than 
                                                           
* Corresponding author. 
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that globally [1]. Therefore developing various empirical, multi parameter, tempera-
ture-based, neural networks, sunshine-based, physical and etc. techniques to estimate 
global solar radiation [2] has been the interested field of many researchers. The distri-
bution of global solar radiation on horizontal surface depends on factors such as extra-
terrestrial radiation, atmospheric transmittance, latitude, sunset hour angle, duration of 
sunshine and cloudiness of the location [3]. The amount of global solar radiation on 
earth surface changes site to site due to these reasons. Many studies have been done 
on Angstrom empirical method to calculate GSR on horizontal surface using meas-
ured sunshine duration [4-7]. The original Angstrom-type equation related monthly 
average daily radiation to clear day radiation at the considered location and average 
fraction of possible sunshine hours. Later on, J.K Page represented the equation based 

on extraterrestrial radiation on horizontal surface ( 0H ), instead of clear day radiation, 

to estimate monthly average daily global solar radiation on horizontal surface (H). 

The modified form of Angstrom equation is (
0 0

H S
a b

H S
= + ), where S and 0S  are 

the monthly average daily hours of bright sunshine and monthly average day length in 
hours respectively where a and b are empirical coefficients [8]. 

Researchers have developed the modified type of Angstrom’s empirical relation 
based on sunshine duration for specified locations in Turkey, Greece, Spain and Chi-
na [9-12]. The others have made efforts to use multi parameter models to estimate the 
GSR based on longitude, latitude, altitude and available meteorological parameters 
data for considered locations in Turkey, Egypt, Nigeria [13-15]. In Iran, a comparison 

between calculated amount and measured data using 2R , RMSE and MBE for 7 
models has been done to recommend the most appropriate  model in a semi-arid cli-
mate [16]. From the literature, it can be concluded that for different locations, the 
most fitted model to real amount of GSR is not always similar and using some models 
need various meteorological measured data which their absence leads to inefficiency 
of the method. For this, employing models which use the most available data and 
minimum parameters are of the considerable methods, such as sunshine-based models 
and temperature-based models. Temperature is one of the most hand in hand parame-
ters with GSR. In addition, the average, maximum, and minimum temperature are the 
most readily and measurable data which can be employed to estimate GSR. Using 
different temperature-based models, researchers have estimated GSR for different 
locations [17-21].  

Table 1 focuses on some presented models that utilize temperature data, their de-
veloped date and their required parameters for predicting GSR. The difference  
between the models with the same required parameters is driven from number of  
empirical coefficients used in models, the calculation method of parameters and the 
fundamentals of developing each one. 

The mentioned models have been developed by modifying their coefficients. The 
base for most of the modified methods is Hargreaves and Samani’s model [22]. At the 
current study, Hargreaves and Samani’s model is employed to estimate GSR in differ-
ent climates with various latitudes in Iran to get a step closer to evaluate the potential 
of solar energy for the selected city. 
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Table 1. Temperature-Based Models for estimation of Solar Radiation 

Model 
(Authors et al.) 

Year Model 
Requirements 

Almorox 2011 
0H , maxT , minT  

Duat 2011 
             0H , maxT , minT  

Mahmood 2002 
0H , maxT , minT ,φ ,DOY,LDY 

Annandale 2002 
0H , maxT , minT , Z  

Winslow 2001 
0H , maxT , minT , meanT ,Hday,φ  

Goodin 1999 
0H , maxT , minT  

Donatelli 1998 
0H , maxT , minT  

Allen 1997 
0H , maxT , minT  

Bristow 1984 
0H , maxT , minT  

Hargreaves 1982 
0H , maxT , minT  

0
H  extraterrestrial solar radiation, 

max
T daily maximum air temperature, 

min
T  daily minimum 

air temperature, 
mean

T mean annual temperature, φ latitude, DOY day of year, LDY longest 

DOY, Hday half-day length. 

2 Model and Methodology 

Hargreaves and Samani, presented Eq 1. To estimate sR (Solar Radiation), employing 

the difference between maximum and minimum temperatures. 

0.5
max min( )s r aR K T T R= −                                       (1) 

Where rK is an empirical coefficient, sR is solar radiation and aR is extraterrestrial 

radiation. The unitless coefficient rK which varies for different atmospheric condi-

tions can be taken equal to 0.17 for arid and semi- arid climates. It also presented by 
Hargreaves equal to 0.16 and 0.19 for interior and coastal regions respectively [23]. 
Later on, Allen [24] and Annandale et al. [25] introduced correction factors for 

rK which can be seen on equations (2) and (3). 

0.5

0

( )r ra

p
K K

p
=                                                                (2) 

5(1 2.7 10 )r rK Z K−′ = + ×                                          (3) 

Where p (kPa), 0p (kPa) and Z are the mean atmospheric pressure of the site,  

the mean atmospheric pressure at sea level (101.3 kPa) and elevation in meters  
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respectively. Mean pressure of the site ( p ), can be calculated using measured data on 

the site or can be estimated using the elevation of the site according to Burman equa-
tion as it follows [26]. Measured mean pressure data has employed at the current 
study for each location. 

5.26293 0.0065
( )

293
o

Z
P P

−
=                                           (4) 

At the Eq 2., the value of empirical coefficient raK  which should be calculated first 

to be applied in Eq 1. is equal to 0.17 and 0.2  and has been suggested by Allen for 
interior and coastal regions respectively [24].  At the present study Bushehr where is 
located beside Persian Gulf is a coastal region and the other cities are interior regions. 
It can be noted that the represented correction coefficient in Eq 2. is on the basis of 
the relativity of elevation and volumetric heat capacity of the atmosphere and Eq 3. 

takes the effects of reduced atmospheric thickness on sR into account, also it is 

showed that Eq. 2 performs inefficient for elevations more than 1500 meters [17] 
which is not in contrast with the elevation of chosen sites of this study. 

Mentioned in the literature review, Samani suggested the modified form of the em-

pirical coefficient rK . Using maximum and minimum temperature difference, Eq 5 

is applicable for latitudes 7 N to 55 N .  
2

max min max min0.00185( ) 0.0433( ) 0.4023rK T T T T= − − − +                     (5) 

To calculate the extraterrestrial radiation (
aR ), for a given latitude equations 6 to 10 

are conducted. Declination angle (δ ), is the angle between the joining line of the 
centers of the sun and the earth and its projection on the equatorial plane , depends on 
the nth day of the year and can be obtained using Eq. 6. 

23.45 [
360

(284 )]
365

Sin nδ = +                                            (6) 

Introducing the hour angle ( ω ) which the earth must rotate to take meridian plane 

under the sun, the sunset hour angle ( sω ) will be as follows in Eq. 7. 

1
( )s Cos tan antω φ δ− −=                                                 (7) 

Where φ  is the latitude angle of the location. The Eq 8 defines the angle between the 

sun’s ray and perpendicular line to the horizontal plane which is called Zenith (Polar) 
angle. 

( ) ( ) ( ( ) ( ))z s sCos Cos Cos Sin Sin Sinθ φ δ ω ω φ δ= +
                 

          (8) 

The solar radiation outside the atmosphere on a horizontal plane ( oI ) for nth day of 

the year, considering 
SCI (solar constant) which is defined equal to 1367 

2

w

m
 by 

World Meteorological Organization (WMO) standard, is given in Eq 9. 
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0

360
[1 0.033 ( )]

365SC z

n
I I Cos Cosθ= +                                (9) 

To calculate the integrated daily extraterrestrial radiation on a horizontal surface 

( aR ), Eq 10 can be employed. 

0

24 3600
aR I

π
×=                                            (10) 

3 Area and Data 

For, Iran is a vast country with a large climate variety, 4 cities with different latitudes 
and different meteorological conditions is chosen to investigate the solar radiation 
using the introduced temperature-based model. The properties of the selected cities to 
study (Tehran, Shiraz, Yazd as interior regions and Bushehr as coastal region) are 
presented in Table 2. 

Long-term measured maximum, minimum and average data of the temperature 
(˚C) and pressure (kPa) for 2011 have obtained from the daily recorded meteorologi-
cal data of Wunderground for each city [28]. For the year 2011, monthly maximum 
and minimum temperature as well as average atmospheric pressure data is given in 
Table 3 from measured data. Observing the data for the last 6 years, it concluded that 
the variety of temperature in each selected city was not too large, so the most updated 
data (2011) is used for this study. Using data, Figures 1 to 4 illustrate the monthly 
temperature changes for each selected city in 2011. 

Table 2. Considered cities and their properties 

Site Elevation(m) Latitude(˚N) Longitude(˚E) 
Tehran 1190.8 35.41 51.19 
Yazd 1230.2 31.54 54.24 
Shiraz 1488.0 29.36 59.32 

Bushehr 19.6 28.59 50.50 

 

 

Fig. 1. Temperature, Tehran, 2011 

 

Fig. 2. Temperature, Yazd, 2011 
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Table 3. Maximum, minimum temperature and average atmospheric pressure of selected cities 

 Tehran       Yazd           Shiraz      Bushehr 

 
Max 

Temp 
Min 
Temp

AVG 
P(kPa) 

Max 
Temp 

Min 
Temp

AVG 
P(kPa) 

Max 
Temp 

Min 
Temp

AVG 
P(kPa) 

Max 
Temp 

  Min 
Temp 

AVG 
P(kPa) 

Jan 13 -4 101.85 19 -4 101.97 26 -6 102 24 8 101.67 

Feb 14 -4 101.25 24 -2 101.45 21 -3 102 25 8 101.37 

Mar 23 -2 101.73 29 -1 101.83 26 -2 102 32 12 101.41 

Apr 23 7 101.43 34 10 101.58 30 4 102 37 14 100.91 

May 36 14 101.45 38 16 101.51 37 7 102 43 22 100.53 

Jun 39 19 100.94 43 23 100.94 40 11 101 39 25 99.81 

Jul 42 24 101.06 43 22 101.04 40 17 101 45 26 99.66 

Aug 40 15 101.1 42 16 101.03 40 5 101 40 25 99.7 

Sep 34 17 101.43 37 17 101.46 36 12 102 39 23 100.27 

Oct 31 6 101.81 33 6 101.91 32 3 102 36 16 101.07 

Nov 18 -1 101.9 25 -1 102 25 -2 102 32 11 101.51 

Dec 13 -1 102.28 22 -2 102.41 18 -5 102 24 7 101.92 

 
 

 

Fig. 3. Temperature, Shiraz, 2011 

 

Fig. 4. Temperature, Bushehr, 2011 
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4 Discussion and Results 

Employing the mentioned equations of previous section, Fig 9. And figures 5 to 8 
illustrate the received monthly and daily 

sR  in 2011 for the studied cities respectively. 

It can be seen in figures 1 to 4, Shiraz and Yazd due to their desert characteristic have 
more temperature differences ( TΔ ), in comparison to Tehran and Bushehr. Consider-
ing the effect of climatal parameters as well as the locations, the illustrated graphs of 

sR  are logical in comparison (Fig 9.). Shiraz and Yazd which are located in arid cli-

mate have higher solar radiation potential than Tehran and Bushehr in all seasons of 
the year. The received solar radiation graph for Bushehr which is a southern humid 
coastal city and the nearest city to the equator, locates above Tehran’s graph in cold 
seasons (Bushehr experiences more hot days than Tehran in a whole year). Althogh 
Bushehr is located at a lowest latitude and is nearer to the equator, its lower total 

sR in 

comparison to other cities can be explained by its climate and coastal location (higher 
humidity). 
 

 

 

Fig. 5. Daily solar radiation (Tehran-2011) 

 

 

Fig. 6. Daily solar radiation (Shiraz-2011) 

 

Fig. 7. Daily solar radiation (Yazd-2011) 

 

Fig. 8. Daily solar radiation (Bushehr-2011) 
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Table 4. Daily average of rK for each city 

Tehran Yazd Shiraz Bushehr 

Jan 0.2005 0.2007 0.2006 0.2004 

Feb 0.2 0.2001 0.2002 0.2001 

Mar 0.2004 0.2005 0.2005 0.2001 

Apr 0.2001 0.2003 0.2005 0.1996 

May 0.2001 0.2002 0.2003 0.1992 

Jun 0.1996 0.1996 0.1998 0.1985 

Jul 0.1997 0.1997 0.1998 0.1984 

Aug 0.1998 0.1997 0.1998 0.1984 

Sep 0.2001 0.2002 0.2002 0.199 

Oct 0.2004 0.2006 0.2006 0.1998 

Nov 0.2006 0.2007 0.2006 0.2002 

Dec 0.201 0.2011 0.2009 0.2006 

 

 

Fig. 9. Daily average solar radiation (2011) 

 

Fig. 10. Total annual solar radiation 

5 Summary and Conclusion 

To harness the energy of the sun and installing solar power plants, stand alone solar 
thermal systems and solar collectors, sizing and economic evaluation should be 
performed for location where the system works at. Therefore, calculating solar 

radiation ( sR ) must be considered as the preliminary step of employing solar energy 

to provide the essential information of system sizing. Recording sR data needs me-

teorological devices. Purchasing, installing and maintenance of such instruments is 

costly. In the other hand, sR data is not accessible in many locations due to meteoro-

logical station limitations in terms of quantity and equipment. Temperature is the 
most readily available data in every location. Different suggested models of 
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estimating sR  discussed in the literature with a focus on temperature based models 

and their parameters. Using the famous temperature based method of Hargreaves and 

Samani,  different amount of sR  discussed and estimated for 4 cities in Iran. The 

variety of climatal conditions, latitudes and numbers of cold and warm seasons tho-
rough the year discussed as influencing parameters of the results. 

The estimated sR  for these different cities shows the high potential of solar 

energy as a power generating source in Iran. The net consumption and total energy 
primary consumption in 2008 for Iran reported 166.24 billion kWh and 8.099  
quadrillion Btu respectively by U.S energy information administration [29]. With 179 
TWh predicted consumption for 2015 Just 4% of the generated energy is generating 
by solar energy now with 2600 shining hours per year [30]. Fig 10. illustrates total 

annual estimated sR  in this study for each city. The sum of estimated solar energy 

potential for the 4 investigated cities ends up to 8.43 MWh per year which is a high 
solar energy potential to employ in Iran. Due to high energy demands, population 
growth and very high fossil resources consumption (considering the exportings) of the 
country, this intensive solar energy should be considered as an important source of 
power generating. 
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Abstract. Currently, the building sector has an oversized carbon footprint as it 
represent the single largest contributor to global greenhouse gas emissions 
(GHG), with approximately one third of global energy end use taking place 
within buildings. The challenge to successfully reduce the energy consumption 
in the building sector is to find effective strategies for retrofitting existing 
buildings. Significant emissions reductions are possible from applying low 
carbon retrofit intervention options to existing buildings. The choice of low 
carbon retrofit intervention options involves evaluation of applicability, energy 
end uses, environmental impact and cost of application versus energy savings. 
To develop energy efficiency strategies for building stock, there is the need for 
optimised methodologies and decision aid tools to evaluate whole-life economic 
and net environmental gain of the options. This paper describes the 
development of an integrated framework for a Decision Support System (DSS) 
based on the optimal ranking and sequencing of retrofit options for emissions 
reduction in non-domestic buildings. The DSS framework integrates economic 
(cost) and net environmental (embodied and operational emissions) cost or 
benefit parameters and an optimization scheme to produce an output based on 
ranking principles such as marginal abatement cost curve (MACC). 
The methodology developed can be used to identify and communicate trade-
offs between various refurbishment options to aid decisions that are informed 
both by environmental and financial considerations.  

Keywords: Decision Support Systems Economics, Emissions, Non-domestic 
building, Retrofit. 

1 Introduction 

Empirical evidence in different parts of the world regarding the depletion of world‘s 
oil reserves due to increased energy consumption and the resultant increase in 
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greenhouse gas (GHG) emissions have motivated the promulgation of a number of 
international treaties including the Kyoto Protocol. Increase in anthropogenic GHG 
has caused a rise in global average temperatures and triggered other climate changes 
such as rise in sea levels, coastal line erosion, and desertification (IPCC, 2007). As 
such, these treaties have been passed to help protect the global environment and 
promote environmental sustainability and it requires both industrialised and 
developing countries with market economies to reduce GHG emission on a global 
scale. In the UK, the Government has accepted relatively high burden-sharing 
commitments within the EU under the Kyoto Protocol and has been at the forefront of 
diplomatic solutions and policy development (DECC, 2009). Following The Royal 
Commission on Environmental Pollution (RCEP) report in 2000, the Government 
recommended that UK CO2 emissions be reduced by 60%, of the then current level, 
by 2050, and has since increased the target figure to 80%. The transition of the UK to 
a low carbon economy as outlined in the White Paper: UK Low Carbon Transition 
Plan and underpinned by the 2008 Climate Change Act is expected to be driven by 
maintaining secure energy supplies, maximising economic opportunities and more 
importantly cutting emissions from every sector including the decarbonisation of 
energy intensive sectors of the economy. 

The building sector is one of the key sectors targeted for energy efficiency 
improvement and emissions reduction in the UK. This sector contributes nearly 47% 
of the UK’s total emissions (Carbon Trust, 2008). In 2006, emissions in buildings and 
industry were reported to be 400 MtCO2, accounting for 70% of total UK CO2 
emissions (CCC, 2008). Within this, emissions from non-domestic buildings (public 
sector and commercial buildings) were around 78 MtCO2, with emissions from 
residential buildings accounting for 149 MtCO2, and the rest of the industry 
accounting for the remaining 155 MtCO2 (CCC, 2008). The UK’s stock of 1.8 million 
non-domestic buildings is highly varied in size, form and function, and proposing 
carbon-saving solutions to such a diverse group of buildings is non-trivial (Jenkins et 
al., 2009). These buildings use around 300TWh of energy a year, (equivalent to the 
entire primary energy supply of Switzerland (IEA, 2006)); predominantly for heating, 
ventilation and lighting. Currently, annual emissions from existing non-domestic 
buildings in the UK are estimated to be over 100 MtCO2 (Caleb, 2008). Despite these 
levels of emissions, multiple studies such as Taylor et al. (2010), McKinsey, (2008), 
CCC (2008) and IPCC (2007) have all shown that there is a large potential for carbon 
emissions reduction from non-domestic buildings, much of which is cost-effective 
using low-cost technologies and solutions which exist today.  

As a result, a great deal of attention has been focused on buildings, and the UK 
government has signalled its intention to make all newly built non-domestic buildings 
carbon-neutral by 2019 (Energy Saving Trust, 2009). However, Hinnells et al., (2008) 
reports that over 90% of the UK’s building stock beyond 2030 will consist of 
buildings already existing today. It is therefore clear that the largest potential for 
improving energy performance of the building stock lies in the existing buildings. It is 
estimated that retrofitting existing buildings could save 15 times more CO2 by 2050 
than their demolition and replacement (Jowsey and Grant, 2009). Refurbishment 
minimises the time and cost involved in improving the energy efficiency of a building 
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(Carbon Trust, 2009; Energy Saving Trust, 2009). In addition, it can reduce energy 
use in buildings in both short- and long-term (Corus, 2010). To this end, in the past 
decades, there have been significant efforts towards designing, operating, refurbishing 
and maintaining energy efficient buildings with low environmental impact. It is 
therefore essential to adopt low carbon intervention measures in the most effective 
and optimal manner towards the minimisation of energy consumption and 
environmental impact of buildings. 

Fortunately, recent technological advances offer promising retrofit solutions 
including renewable energy technologies, energy efficiency measures and inducements 
to change behaviour, to improve energy efficiency of buildings. Improving energy 
efficiency, through, for example, the implementation of voltage optimisation is one 
option that can reduce energy consumption in buildings. However, there are numerous 
technically feasible options with varying costs and different energy-saving potentials 
available for energy retrofit of buildings. Measures adopted to improve the energy 
performance of buildings using technically feasible technologies are therefore often the 
result of an optimization process measured across mainly two key performance 
indicators (KPIs) namely: environmental (energy efficiency improvement and 
emissions reduction potential) and economic (cost-effective measures) (De Benedetto 
and Klemeš, 2009). In fact, the selection of an environmentally and economically 
optimal set of retrofit options requires a robust decision-making methodology which 
will allow these options to be compared in a consistent manner by evaluating both their 
economic cost and their environmental benefits. This paper therefore presents the 
principles and foundation for the development of an integrated framework for a 
Decision Support System (DSS) based on a techno-economic evaluation methodology 
for energy retrofit of buildings with the view to obtaining the environmentally and 
economically optimal set of retrofit options for emissions reduction in non-domestic 
buildings. The DSS framework integrates economic (cost) and net environmental 
(embodied and operational emissions) cost or benefit parameters and an optimization 
scheme to produce an output based on ranking principles derived from a marginal 
abatement cost curve (MACC). 

2 Decision Support Systems 

The term Decision Support Systems (DSS) is a context-free expression (De Kock, 
2003) which may mean different thing to different people. Turban (1993) as cited by 
De Kock (2003) asserts that there is no universally accepted model or definition of 
DSS, because many different theories and approaches have been proposed in this broad 
field. Because there are numerous working DSS theories, DSS can be defined and 
classified in many ways. Gorry and Scott-Morton were the first to coin the phrase 
'DSS' in 1971 and they define a DSS as an interactive computer based system that 
helps decision makers utilize data and models to solve unstructured problems. Another 
definition put forward by Keen and Scott-Morton (1978) is “A DSS couples the 
intellectual resources of individuals with the capabilities of the computer to improve 
the quality of decisions. It is a computer-based support system for management 
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decision makers who deal with semi-structured problems." Essentially, a DSS is used 
to collect, process and analyse data in order to make sound decisions or construct 
strategies from the analysis. Decision Support Systems exist to help people make 
decisions. DSS do not make decisions by themselves (Mallach, 1994) but attempt to 
automate several tasks of the decision-making process, the core of which is modelling 
(Turban et al., 2001). DSS therefore provides the framework that allows decision-
makers to view alternatives and make informed decisions (De Kock, 2003). DSS 
differs in their scope, the decisions they support and their targeted users (Mallach, 
1994). DSS for instance have been developed for agricultural production (Jones et 
al,1998), medical diagnosis (Fitzgerald et al.,2008), forest management (Kangas et 
al.,2008), product supply chain (CCaLC, 2010; SCEnAT, 2011) and many other 
sectors. 

Within the building sector, various decision aid tools have also been developed to 
support and advice building stock owners with respect to retrofitting decisions for 
energy conservation (Kumbaroglu and Maslener, 2011). Recent research includes  
studies by Costa et al. (2012), Chidiac et al., (2011), Yin and Menzel (2011), Diakaki 
et al. (2010), Loh et al. (2010), Doukas et al. (2009) etc, which focus on development 
of DSS based on a number of variables and techniques for energy consumption and 
energy efficiency improvements in buildings. Diakaki et al., (2010) for instance, 
developed a multi-objective decision model for the improvement of energy efficiency 
in buildings. The model was constructed to allow for the consideration of a potentially 
infinite number of alternative options according to a set of criteria. However, the 
model yielded no optimal solution due to the competition between the 
disproportionate decision criteria involved. Chidiac et al., (2011) also developed a 
decision-making tool in the form of a screening methodology for cost-effective 
energy retrofit measures in Canadian office buildings. The methodology contained 
there-in assesses the profitability of an energy efficiency measure using discounted 
payback period rule. Although, the investment appraisal technique employed is 
appropriate since it accounts for the time value of money, it remains inaccurate due to 
fixed assumptions for interest rates, energy price scenarios, inflation and the rate of 
changes of these variables, thus indicating the need for a more robust approach.  

Similarly, Doukas et al., (2009) identified the need for intervention and further 
evaluation of energy-saving measures in an existing building using innovative 
intelligent decision support model, based on the systematic incorporation of building 
energy management system data. Consequently, the building’s energy efficiency 
status is identified and energy-saving measures are proposed, including various 
retrofit options. The proposed solutions are then evaluated using appropriate 
investment appraisal techniques but economic parameters, such as interest rates, 
energy prices etc., are fed into the model using fixed assumption, thereby ignoring the 
uncertainty associated with high fluctuations in historical data of energy prices. The 
foregoing analysis therefore shows the need for a comprehensive techno-economic 
evaluation methodology that will take into account the aforementioned crucial factors 
and uncertainty in the environmental and economic analysis of retrofit options for 
buildings. 
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Furthermore, decision making of building stakeholders when facing the 
specification and uptake of alternative building refurbishment options is typically 
economically driven. However, recent trends towards environmentally conscious 
design and refurbishment have resulted in a focus on the environmental merit of these 
options, with emphasis on a life cycle approach. Also, the most significant carbon 
impact of buildings has historically been attributed to operational energy consumption. 
But due to the advent of energy efficient equipment and appliances along with more 
advanced and effective insulation materials; improvements in building fabric design; 
reduced air permeability; benign sources of renewable energy; etc, the potential for 
curbing operating energy has improved. Consequently, the relative proportion of 
carbon emissions embodied within the building increases and its contribution to total 
life cycle emissions becomes more significant (Thormark, 2006).  

Currently, there is an increasing focus on the reduction of embodied emissions 
either through optimisation of building fabric to reduce material use or through the 
specification of materials with a lower embodied carbon. However, methodologies 
employed to reduce embodied and operational emissions are considered in isolation 
when making decisions about energy conservation in buildings. This paper therefore 
presents the foundation and principles for the development of an integrated 
framework for a Decision Support System (DSS) based on the optimal ranking and 
sequencing of retrofit options for emissions reduction in buildings. The novelty of this 
DSS framework presented in the paper lies in the whole-life environmental and 
economic assessment approach taken to the integration of financial cost, embodied 
and operational emissions within an optimisation scheme that consist of an integrated 
data input, optimisation, sensitivity analysis and MACC modules. The DSS therefore 
allow trade-offs between various refurbishment options to be identified and 
communicated and ensure decisions that are informed both by environmental and 
financial considerations. 

3 Consideration of Embodied Energy in Decision Making  

Analysis of the source of emissions shows that, across the EU, at least 40% are from 
buildings (UNEP, 2007) with a corresponding figure of 44% (17% from non-domestic 
buildings and 27% from domestic buildings) in the UK (Carbon Trust, 2008). 
However, these data measure operational emissions only- that is emissions related to 
the maintenance of comfort conditions and day-to-day running of the buildings by 
operating processes such as heating and cooling, lighting and appliances, ventilation 
and air conditioning- and ignore other important life-cycle components such as 
maintenance, demolition and, possibly most significantly, building-related embodied 
energy and emissions (Acquaye, 2010; Healey, 2009). Embodied energy of a product 
such as a building is the total energy consumed by all the processes associated with 
the construction of the building. Embodied CO2 of the building however, is the CO2 

that is emitted as a result of all the energy that is consumed during the construction of 
the building and it can represent a significant proportion of the building's total  
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lifecycle energy requirements (Crawford, 2005). The Climate Change Committee 
(2008),  also reports that a typical new 2 bed home built with traditional materials 
(brick, concrete foundations etc.) embodies around 80 tCO2 with a carbon payback 
time (through lower operational CO2 emissions) of several decades.  

The energy used and consequent CO2 emissions associated with building 
construction materials and processes are usually calculated using the concept of 
embodied energy and CO2 analysis, albeit with significant variations in methodology 
(Acquaye,2010). Traditionally, embodied CO2 has been deemed optional in lifecycle 
emissions assessment of buildings because it was estimated to be of small magnitude 
compared with operational CO2, however contemporary research have changed this 
view. Many studies have estimated varying proportions of embodied energy to total 
lifecycle energy. The differences is mainly due to the type of building been assessed, 
the use of building, construction methods employed and buildings materials used, 
geographic differences, etc. Hamilton-MacLaren et al., (2009) for instance estimated 
that less than one-fifth of the whole-life energy usage in buildings can be attributed to 
embodied energy. He further stated that, as energy efficiency for new-build improves 
towards the zero carbon targets in 2016, with a corresponding increase in building 
refurbishment rates, the embodied energy will assume an increasingly greater 
proportion, approaching 100% of the lifetime energy use and emissions. 

Sartori et al. (2006) also reported that for conventional buildings the ratio of 
embodied energy to total lifecycle energy can be as high as 38%  and for buildings 
matching the definition of low carbon buildings, this ratio can increase to 46% 
(Thormark,2006). A comprehensive assessment of building related emissions which 
highlights the increasing importance of embodied emissions in building energy 
consumption through the review of the specific relationship between embodied 
emissions and operational emissions over the life cycle of buildings is detailed in Ibn-
Mohammed et al.,(2012). A brief summary, which quantitatively illustrates the 
overall importance of embodied energy in the total life cycle for different buildings 
and infrastructure, as measured by the ratio of embodied energy to lifecycle energy is 
shown in Figure 1.  

Embodied energy analysis has been identified to be an important part of life cycle 
energy assessment (Crawford, 2005) and is used to determine the energy-related 
environmental impacts such as CO2 emissions of a product such as a building. Despite 
the importance of embodied energy emissions, policies targeted at the building sector 
have focused historically on promoting operational energy efficiency, the deployment 
of renewable energy supply (RES) technologies and have failed to directly target 
embodied CO2 equivalent (ECO2e). For instance, the 2007 Energy White Paper for 
UK (DTI, 2007) which sets out the energy policy framework from 2007 to 2020 
reported the need to reduce total energy consumption by optimising energy efficiency, 
reducing operational energy use but overlooked the significant energy reductions that 
can be achieved through considerations to embodied energy in the UK. Given the 
recognised importance of lifecycle assessment in evidence-based decision making 
(Kenny et al., 2010), this is a significant omission.  

 



 20  A Decision Support Framework 215 

 

Fig. 1. Percentage ratio of embodied to life cycle energy in different infrastructure projects. 
See: Ibn-Mohammed et al (2012) for details. [Concept adapted from Acquaye,2010] 

For many years, embodied energy has been part of the sustainability debate, but 
there is currently a lack of incentive integrating the calculation of embodied energy in 
construction decision making (Hamilton-MacLaren et al., 2009). The primary reasons 
are partly due to methodological challenges, the focus of regulations on in-use energy 
and carbon, the lack of appropriate legislation and a lack of interest in the impacts of 
embodied energy by the public and industry stakeholders (Hamilton-MacLaren et al., 
2009; Rawlinson and Weight, 2007). In addition, the lengthy and demanding data 
collection process needed for quantification makes accounting for embodied CO2 
difficult, since tracking material sources from all their origins requires reliable data on 
established manufacturing processes and supply chains (Engin and Frances, 2010). 
The time-consuming nature of embodied energy calculation and the varying accuracy 
of the obtained results has to a very large extent restricted its use in the decision 
making process in building energy assessment and performance analysis. 
Furthermore, the complexity and uncertainty in embodied energy and CO2e analysis 
is made worse by problems with data collection, variations in technologies and the 
number, diversity and interactions of processing steps (Acquaye, 2010). Pacca and 
Horvath (2002) also noted that uncertainties in embodied energy analysis can also 
arise from economic boundary and methodological constraints. Such uncertainties and 
variability affects decision making.  

As such, there is currently no generally accepted method available to compute 
embodied energy accurately and consistently (Acquaye, 2010), although a general 
framework exist in the ISO 14000 series standards, and as a result, wide variations in 
measurement figures are inevitable, owing to various other factors responsible for 
variation and inconsistency in embodied energy results as detailed in Dixit et al., 
(2010) and Hamilton-MacLaren et al. (2009). However, in the pursuit of zero-carbon 
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buildings, embodied emissions are becoming more significant, as operational 
emissions of buildings fall in response to regulations. Also, with the new Government's 
definition of useful benchmarks in the traded/non-traded price of carbon1, which 
reflects the global cost of the damage a tonne of carbon causes over its lifetime, and 
which have been used to appraise policies and proposals set out in the UK Low Carbon 
Transition Plan (DECC, 2009), embodied CO2 is likely to become one of the key 
metrics to address in whole-life building sustainability (Engin and Frances, 2010). Its 
inclusion in the decision-making process is therefore of utmost importance. 

If, as forecasted, embodied energy becomes a target for emissions reduction, it will 
become necessary for traditional construction companies to quantify the emissions 
associated with their projects. This will potentially allow the emissions of the sector 
as a whole to be evaluated and allow a more accurate proportioning of responsibilities 
for the overall emissions of the country (Hamilton-MacLaren et al., 2009). It will also 
encourage construction companies to reuse and repurpose their technology to develop 
renewable energy, re-use construction materials and improve social services. 
Consideration of embodied energy will assist in putting operational emissions savings 
in context and can trigger well considered improvement initiatives with a positive 
carbon reduction profile (Rawlinson and Weight, 2007).  

At a macro-level, taking embodied and operating emissions into account will 
contribute to data and information required to create an energy economy that accounts 
for indirect and direct contributions (Dixit et al., 2010). Better awareness of the 
embodied energy content of building materials will encourage not only the production 
and development of low embodied energy materials, but also their preference among 
building designers to curb energy use and carbon dioxide discharge (Ding, 2004). In 
addition to the benefit to the environment, consideration of embodied energy at the 
design stage of construction or refurbishment projects will enable significant 
contributions to sustainable development of the nation’s building stock. It is therefore 
pertinent to acknowledge the importance of embodied emissions when making 
decisions regarding carbon reduction strategies, and to calibrate the performance of 
buildings in terms of both embodied and operating energy in order to reduce lifecycle 
energy consumption. In the wake of increase global awareness on sustainable design 
and the strong link between global warming and CO2 emissions, the role of new and 
improved DSS models to evaluate whole-life economic and net environmental gain is 
crucial as it can play an important role, especially in the early stage of future design 
processes in refurbishment projects to ensure best practise and sustainable designs. 

4 Methodological Framework of the DSS 

4.1 System Definition and Structure  

For every refurbishment project relating to non-domestic buildings, questions such as: 
“What options are applicable to reduce building emissions now and in the future? 

                                                           
1 A short term traded price of carbon of £25 in 2020, with a range of £14 - £31.  A short term 

non-traded price of carbon of £60 per tonne CO2e in 2020, with a range of +/- 50% (i.e. 
central value of £60, with a range of £30 - £90).  
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How cost effective are these measures? What will be the return on investment? What 
is cheapest option now and in the long-term? What is the best combination of options 
and what strategy should be adopted?” will be considered in a different way by an 
investor and an environmentalist. The sole desire of the investor is a high financial 
return, whereas the environmentalist will prioritise GHG emission reduction. These 
are questions that require an engineering solution as much as an economic one. 
Answering the questions effectively depends not only on the level of expertise 
available but also on the capability of decision aid tools available to the analyst. The 
aim of the DSS presented in this paper is therefore to determine the optimal order in 
which a range of retrofit intervention options should be implemented to reduce 
greenhouse gas emissions in non-domestic buildings, taking into account both 
operational and embodied emissions and the cost of each option. Choosing the right 
options can be achieved by following the basic steps illustrated in Figure 2. 

 

 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Steps to choosing right options in building performance analysis 

The methodological framework for the DSS is based on 5 modules which include: 
 a module for the computation of the baseline energy consumption of the building. 

This involves measuring energy use and energy intensity of the building at a 
determined level of detail for the purpose of establishing a benchmark for future 
comparison to itself;  a module that include technically feasible low carbon 
intervention measures, their potential energy and CO2 savings, investment and 
operating cost estimates;  a module for the computation of the embodied 
emissions related to each low carbon intervention measure;  an economic 
evaluation module which is based on an appropriate investment appraisal technique 
which incorporates sensitivity analysis under different energy price scenarios, interest 
rates and changes in policies;  an optimisation module which will integrate the 
measures of financial cost, operational and embodied emissions into a robust method 
of ranking and sequencing building energy retrofit options taking into account the 
interdependency of measures. The overall structure of the DSS is depicted in Figure 3. 

Measure 
performance

Identify 
opportunities

PrioritiseImplement 
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Validate 
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Fig. 3. Decision Support System Architecture 

4.2 System Requirements 

As shown in the preceding section of this paper, the information requirements for the 
DSS are cost, operational emissions (OE) and embodied emissions (EE). For each of 
the identified low carbon intervention options, including energy efficiency measures, 
renewable energy generation technologies and inducements to change behaviour; 
analysis of their potential operational emissions savings will be undertaken. This will 
be based on performance calculation methods using standard algorithms for low 
carbon energy sources, post implementation analysis and evaluations from an existing 
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computer thermal model of the target building. Furthermore, the embodied emissions 
related to each low carbon intervention measure will also be evaluated. This will 
allow for the evaluation of the net environmental gain in terms of the embodied 
emissions of a low carbon intervention measure and the corresponding operational 
emissions savings after its implementation. This is illustrated in the data flow diagram 
shown in Figure 4. 

 

 

Fig. 4. Data flow diagram: systems requirement 

The output will consist of a detailed set of results incorporating the expected CO2 
savings from each low carbon intervention options. A lifecycle costing method that 
incorporates the use of appropriate investment appraisal techniques will also be 
employed to assess and compare the performances of building retrofit options against 
the defined criteria. This will give an indication of financial benefits and carbon 
payback periods over the life span of the measures. The planned output will indicate 
the scenarios where measures that lead to net carbon reduction and also save money, 
and will put into perspective measures where the investment cost cannot be recovered. 
This will be in the form of a marginal abatement cost curve (MACC) as discussed in 
section 4.3. 
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4.3 System Output: MACC  

The DSS is intended to identify the optimal order in which a range of retrofit 
intervention options should be implemented to reduce greenhouse gas emissions in 
non-domestic buildings, taking into account operational and embodied emissions as 
well as cost. Prioritising is important in practice because due to financial costs, project 
timelines and other constraints, the implementation of the building energy retrofit 
options is unlikely to be achieved in a single operation. One of the ranking methods 
employed to prioritise CO2 emissions reductions options of an abatement project (i.e. 
a project to reduce net GHG emissions) based on a set criteria is the use of Marginal 
Abatement Cost Curves (MACC). 

Marginal Abatement Cost (MAC) is the cost per tonne of GHG emissions of the 
abatement project while a MACC is a graphical device that combines the MACs of 
available abatement projects to facilitate decision making. A MACC shows the 
relationship between the marginal quantity of CO2 reduced and the associated 
marginal costs per unit of CO2 by introducing given energy technologies into the 
energy system, substituting parts of the baseline development (Morthorst, 1993). The 
cost curve illustrates the technological options for CO2 emissions reduction by 
considering different technologies and the associated costs. The associated costs are 
computed using conventional investment appraisal techniques such as payback, net 
present value (NPV) or internal rate of return (IRR). Given a specific target for CO2 
emissions reduction, it is possible from the MACC to prioritise the economically most 
attractive CO2 emissions reduction options.  

A MACC normally ranks emissions reduction options according to their cost 
effectiveness or cost of CO2 abatement (cost per unit of CO2), starting by the one with 
the lowest reduction cost per unit of CO2. The cost per unit of CO2 is computed for 
each emissions reduction options as follows: 

             … … 1  

Equation (1) can be re-written as 

    ∆ , … … … … … . . 2  

Where: 
∆Ci = Cost of the emissions reduction option  
Ca,j(i) =  Total cost of the emission reduction option during year  for  

  energy related  component I (costs include initial investment cost 
  plus energy costs, operational costs, periodic or replacement costs, 
  maintenance costs and added costs) 

Rd(i) = Discount rate for year  

Fi  =  Financial savings in energy cost (£) that occur from the  
  implementation of the emissions reduction options. It takes into 
  account fuel savings and any other changes in operation cost. It is 
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  given by the product of the price of energy (P in £/kWh) and the 
  energy saved ( E in kWh) 

δi    = The emission reduction rate of abatement option , i.e. % reduction 
 in CO2  baseline or base case  

CO2 = Base case CO2 of the building  δ CO  =  Effective emissions savings from an intervention option 
 

To apply equation 2, all key parameters need to be determined beforehand. 
As an example, assuming that the capital cost of implementing voltage 

optimisation is £20,000 and the NPV of the annual energy savings is £35,000. If the 
total CO2 abatement resulting from voltage optimisation is 1,200t CO2, by applying 
equation 2, we have: 

 Cost of CO   abatement £20,000 £35,0001,200tCO 150001,200 £12.5/tCO  

 
The calculation is repeated for all options being considered.  Some measures have 
negative costs (i.e. the NPV of the financial savings in energy cost exceeds the capital 
cost), so that that their implementation results in a net profit/savings over the period 
of interest as shown in the above example.  Some other measures will also show 
positive costs; which means that they do not pay back their investment even if they do 
save CO2. 

Given a basket of intervention options, the marginal changes in CO2 emissions (i.e. 
the total emissions reduction (tCO2) achievable from an option over the period of 
interest) and cost-effectiveness in £/tCO2 or equivalent are calculated. A rectangular 
block is then plotted for each option. The width and height of the block respectively 
corresponds to these values. To generate a true marginal cost curve for the 
investment, the blocks are lined up from the one with the lowest marginal abatement 
cost on the left to the largest on the right and the optimum outcome is obtained by 
implementing the measures in order from left to right with reference to a base case. 
The total width of the blocks represents the total emissions reductions achievable.  As 
illustrated in Figure 5, option 1 is chosen as the most economically attractive, 
implying lower costs and a substantial CO2 reduction compared to the baseline. 

MACCs such as the one illustrated in Figure 5 are used in many carbon policy 
briefs. For example, they have been applied to several sectors such as waste (Hogg et 
al 2008), transport (Spencer and Pittini 2008), higher education (SQW Energy 2009) 
and many more areas. With respect to buildings, the UK and the US are two particular 
countries which have adopted MACCs for macro-analysis of their respective building 
stocks. However, it should be clear that the cost and CO2 savings depicted by these 
macro curves are primarily the product of broad statistical-based approximations and 
not on rigorous engineering analysis (Rysanek, 2010). Also, the curve can be 
interpreted in a meaningful manner only if the given macroeconomic assumption such 
as interest rates, energy prices and policies are unchanged (Morthorst, 1993). More 
importantly, the costs depicted are technically not ‘marginal’. The marginal cost of 
option 7, for instance, is not based on the implementation of just the preceding options 
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of the curve, but is based on the implementation of all measures of the curve at once. 
Furthermore, a major weakness of the MACC method is that interdependencies 
between options are not shown. All options are considered independently concerning 
their costs as well as CO2 reduction, an assumption which of course does not apply to 
the real world. For example, savings from more efficient boilers might be lower if the 
building insulation is improved first as the benefit of the former depends on sequence 
of application.  

 

 

Fig. 5. MACC for ranking carbon abatement options 

Other than the issues affecting MACCs enumerated above, another serious 
problem associated with them is the mathematical problem of considering options 
with negative CO2 abatement costs (i.e. cost-effective options). The mathematical 
flaw can be illustrated using an example with data shown in Table 1. 

Table 1. Comparison of two abatement options illustrating a flaw in mathematical formula 

Abatement options Option 1 Option 2 

Net cost of CO2 emissions saved (£) -200 -100 

CO2 reduction (tCO2) 20 4 

Cost of abatement (£/tCO2) -10 -25 

 
By physical inspection of Table 1, Option 1 should ordinarily be the preferred 

Option in that the economic net benefit and the CO2 emissions savings are higher 
compared to Option 2. However, the CO2 reduction criterion as stated in equation 2 
leads to incorrect ranking and consequently a faulty decision, namely to the selection 
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of Option 2. This is a serious issue because incorrect ranking implies a potential 
failure to achieve the optimum outcome in terms of emissions savings. The 
mathematical flaw shows that the standard cost-effectiveness calculation is inadequate 
for ranking negative-cost measures and therefore restricts the CO2 reduction cost 
concept to the economically unattractive options, i.e. those that have positive net 
costs. For energy efficiency options with economic net benefits, the concept leads to 
wrong priorities. In particular, a meaningful comparison between heat-based and 
electricity-based options is not possible, as Taylor (2012) shows. A comprehensive 
analysis, including a detailed explanation and mathematical proofs showing that no 
figure of merit is possible for negative-cost measures is provided by Taylor (2012). 
There is therefore the need for an alternative approach for ranking negative cost 
measures. An alternative ranking method based on Pareto principles within a multi-
objective optimisation framework was adopted by Taylor (2012) to rank negative-cost 
measures. The approach leads to a fairly clear ranking and identifies incorrectly 
ranked measures. 

Against this backdrop, a proposed optimisation scheme which will incorporate 
sensitivity analysis under different price scenarios, interest rates and changes in 
policies is shown in Figure 6. The optimisation-assisted framework which will 
integrate the measures of financial cost, operational and embodied emissions into a 
robust method of ranking and sequencing building retrofit options taking into 
cognisance the issues with negative-cost measures and interdependency of measures. 

 

 

Fig. 6. Proposed optimisation scheme 

5 Conclusion and Future Work 

This paper describes the framework for the development of an integrated Decision 
Support System (DSS) based on the optimal ranking and sequencing of retrofit 
options for emissions reduction in non-domestic buildings. A review of existing DSS 



224 T. Ibn-Mohammed et al. 

which have been developed to support and advice building stock owners with respect 
to retrofitting decisions for energy conservation was carried out. It was observed that 
most DSS have mainly focused on economics and operational emissions savings, and 
have neglected embodied emissions. The difficulties associated with the inclusion of 
embodied energy in decision making within the building sector were highlighted. 
Some of the reasons for this were identified as methodological challenges, the focus 
of regulations on in-use energy and carbon, a lack of appropriate legislation and a lack 
of interest in the impacts of embodied energy by the public and industry stakeholders. 
Despite these setbacks, it was shown that it is valuable to include embodied emissions 
when making decisions regarding carbon reduction strategies for buildings. The use 
of MACC as a useful tool to identify options which deliver the most economically 
efficient reductions in GHG and prioritize mitigation options within the building 
sector is also presented. Underlying limitations of the MACC approach and the points 
to be aware of, such as, the recognition of interactions between mitigation options, 
effects of macroeconomic assumptions and the mathematical flaw associated with the 
ranking of cost-effective options, before applying the results of MACC for decision 
making is also highlighted. This suggests that the MACC approach requires further 
development which the present DSS seeks to address. A robust methodological 
framework was presented that integrates the three variables of financial cost, 
embodied emissions and operational emissions. The methodology developed can be 
used to identify and communicate trade-offs between various refurbishment options to 
aid decisions that are informed both by environmental and financial considerations. 
The next steps include model implementation and validation. 
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Abstract. This article examines a new lightweight, slim, high energy efficient, 
light-transmitting, self-supporting envelope system, providing for seamless, 
free-form designs for use in architectural projects. The system exploits vacuum 
insulation panel technology. The research was based on envelope components 
already existing on the market and patents and prototypes built by independent 
laboratories, especially components implemented with silica gel insulation, as 
this is the most effective transparent thermal insulation there is today. The tests 
run on these materials revealed that there is not one that has all the features re-
quired of the new envelope model, although some do have properties that could 
be exploited to generate this envelope, namely, the vacuum chamber of vacuum 
insulation panels, the use of monolithic aerogel as insulation in some proto-
types, and reinforced polyester barriers. These three design components have 
been combined and tested to design a new, variable geometry, energy-saving 
envelope system that also solves many of the problems that other studies  
ascribe to the use of vacuum insulation panels. 

1 Introduction 

Energy efficiency is coming to the forefront in the architecture, as, apart from the  
significance of a reduced environmental impact and increased comfort for users,  
the current energy crisis and economic recession has bumped up the importance of the 
financial cost of energy. 

Since the Kyoto Protocol was signed in 1997, governments all over the world have 
been trying to reduce part of the CO2 emissions by tackling building “energy ineffi-
ciency”. In Europe today, the tertiary and housing sectors account for 40.7% of the 
energy demand, and from 52 to 57% of this energy is spent on interior heating. The 
new world energy regulations, set out at the European level by the Commission of the 
European Communities in the First Assessment of National Energy Efficiency Action 
Plans as required by Directive 2006/32/EC on Energy End-Use Efficiency and Energy 
Services, indirectly promote an increase in the thickness of outer walls, which, for 
centuries, have been the only way of properly insulating a building. 
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The use of vacuum insulation panel (VIP) systems in building aims to minimize 
the thickness of the building’s outer skin while optimizing energy performance. The 
three types of vacuum chamber insulation systems (VIS) most commonly used in the 
construction industry today –metallized polymer multilayer film (MLF) or aluminium 
laminated film, double glazing and stainless steel sheet or plate –, have weaknesses, 
such as the fragility of the outside protective skin, condensation inside the chamber, 
thermal bridges at the panel joints, and high cost, all of which have a bearing on on-
site construction. 

Apart from overcoming these weaknesses and being a transparent system, the new 
F²TE³ (free-form, transparent, energy efficient envelope) system that we propose has 
two added values. The first is the possibility of generating a structural skin or self-
supporting façade. The second is the possibility of designing free-form architectural 
skins. These are research lines that the Pritzker Architecture Prize winners Zaha Ha-
did, Frank Gehry, Rem Koolhaas, Herzog & de Meuron, among many other renowned 
architects, are now exploring and implementing. 

To determine the feasibility of the new envelope system that we propose, we com-
piled, studied and ran laboratory tests on the materials and information provided by 
commercial brands. We compared this information to other independent research and 
scientific trials on VIPs, such as Annex39, and on improved core materials, such as 
hybrid aerogels and organically modified silica aerogels, conducted by independent 
laboratories like Zae Bayern in Germany, the Lawrence Berkley Laboratory at the 
University of California or the Technical University of Denmark.  

After studying the results, we discovered valuable innovative ideas that we ex-
ploited to design the new high energy efficient envelope that should outperform the 
elements now on the market. 

2 Theoretical Study of the System 

From the viewpoint of energy performance, of the three types of translucent insula-
tions that there are on the market (plastic fibers, gas and aerogel), we found that the 
insulation that more effectively meets the needs of the new system that we propose is 
aerogel. 

Aerogel and nanogel (granular silica gel) have four advantages for use as thermal 
insulation in translucent panels: 

a) Transparency: Monolithic aerogel light transparency can be as high as 87.6%. 
b) Insulation: on top of transparency, it is an excellent insulator, the thermal per-

formance of a 70 mm nanogel-filled vacuum insulated panel (VIP) is better 
than a 270 mm-thick hollow wall.  

c) Lightness: aerogel is three times as heavy as air. 
d) Versatility: monolithic aerogel can be shaped as required. 

Let us note that although there are many prototypes and patents for the transparent 
and translucent high energy efficient aerogel-implemented façade panels under  
study, they are extremely difficult to analyze because there is not a lot of information 
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available and it is not easy to get physical samples of these panels. For this reason, 
this research has focused on commercial products that are on the market. Most of 
these products use granular silica aerogel (nanogel). 

In the following, we analyze these translucent and transparent panels, setting out 
their strengths and weaknesses and our findings as a result of this study. 

2.1 Translucent Systems 

In this type of systems we have analyzed systems composed of granular silica gel-
filled polycarbonate, reinforced polyester and double glazed vacuum insulated panels. 

1. Nanogel-filled cellular polycarbonate panels are the most widespread system on 
the market. They have the following strengths and weaknesses: 

Strengths: Thanks to its low density 1.2g/m³, this is a very lightweight material. It 
has a high light transmission index ±90% (almost the transparency of methacry-
late). It is a low-cost material for immediate use. And, at the competitiveness lev-
el, it is the least expensive envelope assembly. 

Weaknesses: Durability is low. Most commercial brands guarantee their polycarbo-
nate panels for only 10 years (as of when they start to deteriorate), whereas nanogel 
has a very high durability. These panels are very lightweight but very fragile to im-
pact. Even though nanogel is an excellent acoustical insulator, the slimness of these 
panels means that they have acoustic shortcomings. 

2. No more than two types of reinforced polyester panels are commercialized despite the 
potential of this material. They have the following strengths and weaknesses: 

3. Strengths: Good mechanical properties: glass fiber reinforced polyester resin core 
composites offer excellent flexibility, compressibility and impact resistance. 
Good malleability: they could be shaped according to design needs but no exist-
ing system offers this option. Durability is good, as there are methods to lengthen 
the material’s service life considerably (twice that of polycarbonate), like gelcoat 
coatings or protective solutions with an outer layer composed of a flexible “glass 
blanket”. 

Weaknesses: There is no self-supporting (structural) panel that is standardized and 
commercialized worldwide. Existing systems have design faults, as they include in-
ternal aluminum carpentry or substructures, whereas there is, thanks to the characte-
ristics of reinforced polyester, potential for manufacturing a self-supporting panel (as 
in the case of single-hull pleasure boats). It is also questionable ecologically, as the 
polyester is reinforced with glass fiber, which has detracted from its use in building. 
However, this could change with the advent of new plastic and organic fibers and 
resins. Economically speaking, reinforced polyester manufacturing systems are very 
expensive, because either processes are not industrialized or, on the other hand, they 
rather technology intensive like, for example, pultrusion. 

Double glazed vacuum insulated panels (VIP) are still at the prototype stage. Al-
though research and prototypes abound (HILIT+ y ZAE BAYERN, for example), 
there are only a couple of commercial brands: 
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Strengths: Thanks to the combination of vacuum and aerogel insulation (both mono-
lithic and granular), they provide the slimmest and higher insulation system in the 
building world (0.5W/m²K). Transparency levels for some prototypes using monolith-
ic aerogel are as high as 85% for thicknesses of 15 to 20 mm. Additionally, the ser-
vice life of the glazing and the gel is very similar.  

Weaknesses: Product of a combination of vacuum core and double glazing, this com-
ponent is r fragile, especially prone to impact-induced breakages. The high cost of 
molding glass into complex geometries rules out its use as a free form system. It is a 
system that depends on substructures and other components for use. 

Findings: After a comparative analysis of over one hundred and forty seven (147) 
commercial products, and the detailed evaluation of the eight (8) which offer better 
performance (Figure 1), we can confirm that fiber reinforced polyester resin panels 
perform better than any of the polycarbonate panels studied. But these improvements 
are unable to offset their high production and environmental costs, generating com-
mercially uncompetitive products. 

These panels have two unexploited design lines, such as adaptation to new less harm-
ful natural cellulose resins and fibers, the design of insulation for variable geometry 
translucent skins, or structural improvement for use as a self-supporting component. 

As regards energy efficiency, these products improve the energy-saving perfor-
mance that offers a 27cm thick traditional wall. With only 7 cm, they have an U value 
of 0.28W/m²K, which amounts to 7% better energy performance compared to a tradi-
tional wall and with 4% less thickness. 

Looking at double glazed VIP panels; the data indicate that, although still at the 
prototype stage, panels like these are the most efficient commercial solution, as they 
offer the higher thermal and acoustical insulation performance and optimal light 
transmission.  

 

 

Fig. 1. Comparison of commercial systems and prototypes 
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At the acoustical and thermal level, the VIP panel is the most efficient of the enve-
lopes examined, as a 15 mm panel insulates equally as well as a traditional mass wall 
in terms of energy expenditure (saving). We find that, with a thickness of just 60 mm, 
this product improves the energy efficiency performance of a 271.5 mm cavity wall. 

2.2 Transparent Systems 

All panels implemented with aerogel instead of nanogel are transparent. They have  
a high solar transmittance and low U value. At present all these systems are non-
commercial prototypes, about which little is known. Noteworthy are two aerogel-
insulated double-glazed vacuum insulation panels (VIP): 

4-13.5-4 / 21.5 mm double-glazed vacuum panels filled with monolithic aerogel 
with a pressure  of 100hPa in the aerogel chamber. The heat transfer coefficient Ug 
has a U value of 0.7 W/m²K for 14 mm and 0.5 W/m²K for 20 mm compared to the 
1.2W/m²K offered by 24 mm commercial nanogel-filled double glazing VIP. This 
almost doubles the insulation performance of any of the commercial translucent pa-
nels. Light transmission depends on the angle of incidence, but varies from 64.7 to 
87.5%. The sound attenuation index is 33dB for a panel thickness of 23 mm and noise 
reduction is expected to be improved to 37 dB. The energy saving compared with a 
dwelling that is glazed with gas-insulated triple glazing (argon and krypton) is from 
10% to 20% greater. 

10 mm double-glazed vacuum insulation panels with aerogel spacers inside the 
core (unlikely to be commercialized for another two or three years). The heat transfer 
coefficient Ug for 10 mm panels has a U value of 0.5 W/m²K. This is the lowest U 
value of all the panels studied so far, where light transmission is equal to glass. 

Findings: From the analysis of the transparent panels, VIPs unquestionably come 
the closest to what we are looking for in this research. The only arguments against 
VIPs are that they are at the prototype stage. This means that they are not on the mar-
ket, nor have they been tested, approved or industrialized. All this has an impact on 
cost. Also being the product of evacuating double glazing panels, VIPs are very fra-
gile. Versatility is limited because, owing to the panel generation process, the maxi-
mum dimensions to date are 55 x 55 cm. 

From the materials technology analysis, we find that transparent monolithic aerogel-
insulated VIPs are the material that best conforms to the goals of transparency, insula-
tion and lightness that we are looking for, provided that we accept that the panels are 
fragile, non-commercialized prototypes and are not very versatile in terms of size. 

3 Experimental Study 

Following up the results of the theoretical study outlined in Section 2, we now com-
pare these findings with the results of an empirical experiment and computer-
simulations of the real commercial panels to which we had access. 

The trials are designed especially to examine the energy performance of the materi-
al. These trials were run using the methodology developed by the Department of  



234 L. Alonso et al. 

 

Building and Architectural Technology of the UPM’s School of Architecture that is 
based on MoWiTT type tests designed by the Lawrence Berkeley laboratories at the 
University of California. These empirical tests have been set according to known envi-
ronmental and materials conditions, in order to compare them with the simulation. 

3.1 Computer Simulation 

We use the DesignBuilder program for the computer simulation. This program uses 
EnergyPlus as a calculation engine and it has been validated as a building energy 
simulation program, with the BESTEST title, by the International Energy Agency 
(IEA) on year 2011. As an additional measure, and because Spanish law recognizes 
only two energy simulation programs (LIDER and CALENER), on this research we 
has been conducted the calibration and validation of the DesignBuilder simulations 
based on the MoWiTT empirical trials by the "black box" method imposed by the 
Ministry of Energy of Spain.  

Finally, we compared the simulations data with the data from the empirical tests, 
and we find a discrepancy of ±6.2% between them. Taking into account the kind of 
the empirical tests, this discrepancy is an acceptable margin of error. 

Because of the shortage of information about transparent monolithic aerogel and 
the impossibility of acquiring a sample, we decided to use the data of commercial 
translucent granular aerogel (that behaves very similar than the monolithic aerogel) 
and the DesignBuilder program to conduct a trial by computer simulation under the 
same environmental conditions as the empirical trials run on the other panels, de-
scribes the behavior of a 25 mm monolithic aerogel sheet. We find that the test space 
has a uniform inside temperature of between 18 and 37ºC. 

3.2 Empirical Trials 

The empirical trials are made with boxes with an inner volume of 60 x 60 x 60 cm, 
insulated with 20 cm of expanded polyurethane. One of the box faces is left open  
by way of a window. The study elements are placed in this opening using a specially 
insulated frame. The trial involves exposing two such boxes to a real outside envi-
ronment to study their behavior. The two boxes have two different windows: one is 
fitted with 6+8+6 double glazing with known properties as a contrast element and the 
other is fitted with the panel that we want to study. Data loggers are placed inside 
each box for monitoring purposes to measure and compare their inside temperature. 
The boxes are also fitted with a thermal sensor on the outside to capture the tempera-
ture to which they are exposed. The boxes are set in a south-facing position as this is 
the sunniest exposure. 

We ran twenty-eight (28) temperature-measuring trials using this system, and 
compared the performance of different thicknesses of commercial panels with 6+8+6 
double glazing. Four (4) of these panels deserve a special mention: 

These four trials were evaluated and compared with the computer-simulated aero-
gel data (Figure 2) and data from the theoretical study. We found that, like the data 
output by the theoretical study, the real trials suggest that the materials behavior is 
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suitable for designing the new envelope system. The very flat loss curves in the plot 
describe a very low U value. In terms of capture, there is a thermal difference of al-
most 30ºC between the Okagel (VIP) panel and the worst of the tested panels. The 
difference between Okagel and the best-performing panel is almost 10 ºC in terms of 
loss and capture. We have confirmed the experimental datum that likens the behavior 
of the Okagel panel to that of the computer-simulated aerogel. 

 

Fig. 2.  Comparison of empirical data of commercial systems with computer simulation of 
25mm thick sheet of silica aerogel with density 50-150kg/m³ over 72 hours (temperatures in-
side the test boxes) 

From our computer-simulated experimental study, the data on organic aerogels 
supplied by the CSIC and the University of Barcelona, and the data from trials run at 
the University of Denmark on envelopes implemented with monolithic silica gels and 
the empirical trials conducted in this research, we arrive at the following conclusions: 

The most efficient panel from the energy saving viewpoint is 70 mm Okalux that 
has thermal differences with respect to the other panels ranging from 5 to 20ºC. Also 
striking is the disparity in the results of the 25 mm and 15 mm Cabot panels with 
thermal differences of 15ºC. 

Although the specific temperatures and factors on each test day differed from one 
trial to another, the 70 mm nanogel-filled Okalux VIP panel performed similarly to 
the 25 mm aerogel sheet. 

These are key data that are useful for designing a new lightweight, slim, high ener-
gy efficient, light-transmitting envelope system, providing for seamless, free-form 
designs for use in architectural projects.  

4 Proposal for a Free-Form Transparent Energy Efficient 
Envelope (F²TE³) 

We propose a free-form design envelope system fabricated with cellulose fibres and 
polyester resin (or acrylic-based organic resin), and a vacuum core insulated with 
monolithic aerogel at a pressure of 100hPa. Being a self-supporting component, the 
system can perform structural functions, and seams between panels are concealed by 
an outer coating applied in situ.  
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F²TE³ dimensions: The minimum thickness of the modelled system panels will be 25 
mm, and the sheet width, although variable, will be at most 600x600 mm. The weight 
per unit area will range from 15 to 7 kg/m2, and the minimum admissible flexion 
radius will be approximately 4000 mm. Other features are: 

Light transmittance, τD65: 59%- 85% approx. 
Horizontal and vertical U-value: 0.50 W/m2 K  
Weighted sound reduction value: estimated at 26-45 dB 

System assembly: The F²TE³ system is composed of the dry-seal connection of male 
and female edged panels (two female sides and two male sides on each panel that fit 
together seamlessly) as previously designed by the draughtsperson. Once the con-
struction is in place, it is given an outer coating of fibres and resins and finally a  
gelcoat coating to protect the assembly from external agents. 

Testing: A 25 mm thick prototype F2TE3 system was computer simulated to examine 
its energy-saving behaviour compared with a computer-simulated aerogel envelope of 
the same thickness (Figure 3).  
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Fig. 3. Comparison of a computer simulation of a 25mm thick sheet of silica aerogel with a 
density of 50-150 kg/m³ with the F2TE3 system over 96 hours 

As shown in Figure 10, the F²TE³ returns a better result than what would be 
achieved with monolithic aerogel without a barrier envelope (not feasible due to 
aerogel hydroscopy). The flat heat loss curve indicates that the U-value is very small 
and eventually equals the values for aerogel, whereas F²TE³ has a 5ºC edge over 
aerogel for capture. 

5 Conclusions 

F²TE³ is a slim façade system that provides high energy efficiency. It has a seamless 
surface, providing for variable geometry and the option of building self-supporting 
structures into the same transparent system skin. The study conducted as part of this 
research has shown that the prototype F²TE³ system outperforms other systems  
existing on the market, offering added value in terms of structure, transparency and 
variable geometry. 
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Also, thanks to the validation and calibration of the simulation methodology used 
on this research, not only by the Spanish and international regulatory energy simula-
tion standards, but also by the comparison of data obtained by simulation with the 
monitoring, we can affirm that the data obtained on this research by the simulation 
method has a very low error margin (6.2%) 
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Abstract. This paper exposes the basic structure and results of a mathematical 
model that treats in a simple way the evaluation of the energy demand for cer-
tain building typologies: those annular Courtyard types, and also long Blocks. It 
profits from the proven fact that the Form Factor of their three-dimensional 
shape is identical to the Form Factor of the mean cross section or "Perimeter to 
Section Area Ratio".  

This model constitutes a useful application of the concepts exposed by us on 
a previous paper at this same forum with the title "A Simple way to Assess and 
Compare the Thermal Efficacy in Elongated Building Designs"[4]. Now, in 
continuation to it, we give here one of its more interesting practical conse-
quences; it is the formalisation of a mathematical model that takes full advan-
tage of the potentialities of the concepts, laws, criteria & methodology already 
exposed that allows to treat 3D problems just in two dimensions. 

The inputs for the model are 2D geometrical and physical parameters such 
as width, height, thermal transmittances, etc. The outputs are 2D (& 3D) ther-
mal efficiencies expressed as the unitary and specific flow of transmission heat 
through the envelope, and also some comparison percentages between different 
possibilities. 

Keywords: Area to Volume Ratio, Perimeter to Area Ratio, Form Factor,  
Coefficient of Susceptibility, Building Design, Building Energy, Thermal  
Efficiency, Sustainable Building Design, Sustainable Urban Planning. 

1 Theoretical Basis 

We assume as starting point the contents exposed in previous part [4] of the present 
work whose concepts are briefly resumed in the following facts for buildings: 
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The heat transmitted to the outside through the surface of the envelope is an impor-
tant part of the energy consumption (and corresponding contamination), that take 
place throughout the span of the building lifetime.  The amount of this heat depends 
(besides the external-internal temperature differences) on the Morphological charac-
teristics of the envelope, mainly due to two factors: 

a) the insulating capabilities (reflected in thermal transmittances), and 
b) the geometric configuration expressed in the ratio of the envelope area to volume, 
what is usually known (in Spain) as the Form Factor (FF =A/V); its inverse being a 
measure of the compactness of the geometry of the body [6]. 

These two properties have been usually treated separately; focusing either on one or 
the other [5], and although both have an equal importance, nowadays the professional 
practise and even some official standards [1], seem to forget the second geometric 
one.  In order to regain the full picture, we have proposed a new parameter that can 
integrate the two into a single one; it is a Weighted Form Factor (FF* =A*/V); where 
the transmittance coefficients multiply the various areas of the envelope; in the de-
nominator, the volume remains the same [2]. 

This parameter is equal to the unitary and specific flow of transmission heat 
through the envelope, and proves to be an adequate tool to compare the preliminary 
efficiency of different design solutions on homogeneous basis.  

We can apply the aforementioned concepts with a distinctive advantage to a special 
type of buildings, to those geometrically closed such as annular courtyards, and also 
long Blocks and Towers (provided their end tips are relatively unimportant in relation 
to the total envelope). Geometrically can be described as Quasi-Anextremic Horizon-
tal Extrusion Building Blocks, as shown in (Fig. 1). 

 

 

Fig. 1. Quasi-Anextremic Horizontal Extrusion Building Block 

This class of body forms can have a number "n" of generating cross sections ex-
truded along joined stretches of horizontal guidelines, closing a loop or not; in the 
most general case, besides the surfaces of the perimetral envelope, there can be a 
number of end tips that are also exposed to the exterior temperatures. It is to be  
remarked that the effective amount of surface tips can be low, not just only because of 
geometrical reasons, but also (as the model includes material properties), because of 
an increased insulation at the exposed extremes of the envelope. 



 22  A Mathematical Model to Pre-evaluate Thermal Efficiencies 241 

 

Now we make full use of a relatively unknown Geometrical Law (formalized by us 
in an Identity Theorem) that establishes that for those typologies; the Form Factor of 
their three-dimensional shape is identical to the Form Factor of the mean cross section 
or the "Perimeter to Section Area Ratio"[3]. 

We profit from this dimensional reduction from 3D to 2D which implies that many 
problems of analysis and design become extremely easy in a variety of fields: urban 
planning, building projects, and general morphology. 

The Practical Implications are easy to grasp: applied for example to the task of 
achieving a greater energy efficiency (by thermal transfer) of long building blocks 
and towers, there is no need for considering the whole exterior envelope; it is enough 
to ensure the optimisation of the cross section (in the tower is the floor plan), in the 
most adequate, compact and large 2D figure, and the most insulated perimeter for it. 
To achieve those goals, we have proposed new criteria and methodology, and gave 
hints of a two-dimensional morpho-thermal model, which is now exposed in more 
extension applied to elongated blocks. As an illustration of these ideas we can  
consider the following image (Fig. 2). 

 

 

Fig. 2. Linear Office Building Block 

Here is apparent in size & shape of the generation section of the extrusion for the 
volume. According to our theorem the complexities of the 3D envelope can be re-
duced to that "mean" 2D section (very explicit here) where we can initially assess the 
preliminary thermal adequacy for the whole building. 

2 Morpho-Thermal 2D Model 

Based on the foregoing basis, a modeling procedure can now be established for a varie-
ty of morpho-energetic studies, where we have to deal only in the plane.  We of course 
focus on the problems of evaluating (in a preliminary way) the efficacies of transmis-
sion of some standard building sections, knowing that the results obtained for the two-
dimensional cases, are entirely equivalent to those that can be derived from a similar 
analysis done (much more laboriously), in three-dimensions. It is also possible to com-
plete the thermal picture including the effect of ventilation (but neither long or short 
wave radiation is considered).  All this is illustrated here for blocks (but not for towers).  
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The model is constructed using a calculation spread sheet with the appropriate in-
put data and formulas that throw the desired quantitative results & graphics to visually 
asses and compare between different possible solutions. As for the typologies treated 
by their sections, some of the possibilities are: Settled on the ground, Exempt (pi-
lotis), with a Pitched Roof, a Complex Façade, more or less Insulated or Percentage of 
Windows, forming a Glazed Atrium, with Standard or Surplus Ventilation (Fig. 3). 

 

 

Fig. 3. Typical Sections of Building Blocks treated by the Model 

As for the input factors, the common and most important ones are of course width 
& height and the amount of insulation & ventilation rates; we can also parameterize 
various others to fit each particular case (Fig. 4). 

 

 

Fig. 4. Parameter Characteristics included in the Model 
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Fig. 5. Inputs & Outputs of the Model 

 

Fig. 6. Tables & Charts of the Model 
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Fig. 7. Patterns of Efficiency Variations in one Typology 

 

Fig. 8. Patterns of Efficiency Variations in different Typologies 
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Fig. 9. Patterns of Efficiency Variations due to Building Extremes 

 

Fig. 10. Patterns of Efficiency Variations due to Complexity of Envelope 
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Fig. 11. Patterns of Efficiency Variations due to Insulation of Envelope 

 

Fig. 12. Patterns of Efficiency Variations due to Ventilation Rates 
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Fig. 13. Patterns of Efficiency Variations due to a Covered Courtyard 

The output results, numbers and graphs for the efficiencies in relation to parame-
ters are obtained. The graphics of thermal efficacies show important differences for 
width & height & configurational variations, and also the big influence of the rate of 
ventilation. Here we can just briefly show its appearance based on some of the graph-
ic charts (Figs. 1.5, 1.13); for a full description and results see [3]. 

3 Conclusions 

Based on this model, we can conclude the following facts for the variations of the 
THERMAL EFFICIENCY or "TERMITUDE of the building according to changes in 
its morphology:  

A/ For each and every one of the aforementioned typologies taken separately:  

1°- with an increasing width, efficiency always increases (linearly) in a theoretically 
unlimited way. For higher heights, these gains are significant, albeit at the ex-
pense of a greater building effort; 

2°- with increasing height, efficiency increases, but with a clear asymptotic limit. 
The increase is always greater for those with wide bays. 

B/ For the various typologies, taken with a same number of floors with increasing 
width efficiency increases linearly, and also in a quite similar mode in all of them, so 
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that those gains (in efficiency) by increasing the width are similar in percentage 
terms, and do not have here a theoretical limit (but of course it is necessary in each 
case to evaluate many other consequences this might have). 

C/ For the various typologies, taken with a same bay width, efficiency increases with 
the number of floors but at different rates of gains, and tending towards an asymptotic 
limit. 

D/ In all the different types taken with the same bay width and the same number of 
floors, and in comparison to the benchmark curve (the totally settled on the ground 
section), we can say that: 

1°- To settle the building on the ground, bears important efficiency gains, the more 
so in the range of low heights. 

2°- The inclusion of a pitched roof has a significant gain in efficiency, especially in 
the range of low heights. 

3°- It is very unfavourable to include elements that can increase the exchange heat 
on the surface of the façade, such as textures, balconies, overhangs, etc. (unless 
cold bridges are prevented). 

4°- Duplicating the same building (with an intermediate linear street or courtyard) 
has no relevance in itself, but with the interposition of a covered space in be-
tween, efficiency rises dramatically. 

5°- The increase of the level of insulation traduces in a linear increase in efficiency. 
An increased glass area has the reverse effect. 

6°- The worst effect of all is the introduction of surplus ventilation. 

E/ Moreover if we make a comparison of the physical model considered here with a 
purely geometric one (based on the conventional Form Factor NOT thermally 
weighted), we can conclude that to take as a preliminary (qualitative) guide a purely 
geometric criteria although it is simpler presents some shortcomings: 

1º- With respect to the actual physical increase of efficiency by increasing width, it 
is not a dangerous assumption (does not induce misleading expectations). 

2°- Regarding the potential increase of efficiency by increasing heights, it is a dan-
gerous assumption (it may induce erroneous conclusions) as it does not grow 
forever, but in fact it has an asymptotic limit as the true physical model exhibits. 

Using procedures as those here exposed the design task not restricted by volume, can 
focus only on the section of elongated building blocks, and their plan layouts can thus 
be freely adapted to what is more appropriate in relation to other important aspects:  
street guidelines, sunlight & wind orientation, lighting, etc. This can promote sustain-
able design just from the first (urban planning) stages. 
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Abstract. A Ru/ɤ-Al2O3 catalyst was prepared using by sol-gel technique in or-
der to study its conversion and selectivity in the Fischer-Tropsch Synthesis 
(FTS). The effects of reaction conditions on the performance of a catalyst were 
carried out in a fixed bed reactor. The variation of the steady-state experiments 
were investigated under reaction temperature of 160-220˚C, inlet H2/CO molar 
feed ratio of 1/1-3/1, which both atmospheric pressure and gas space hour ve-
locity of 1061 hr-1 were restricted. The influence of changing factors on CO 
conversion and on the selectivity of the formation of different hydrocarbon 
products in the reaction conditions was performed and compared to assess op-
timum operating conditions. In terms of FTS results, the increase of reaction 
temperatures led to increase of CO conversion and light hydrocarbon, while 
higher H2/CO ratio has strongly influenced to increase the selectivity to higher 
molecular weight hydrocarbons and chain growth probability (α). Moreover, 
our catalyst was also markedly found to maintain selectivity to diesel faction for 
a wide range of H2/CO molar feed ratios from BTL application.  

Keywords: Biomass-to-Liquid, Fischer-Tropsch Synthesis, Ruthenium Sup-
ported Alumina. 

1 Introduction 

In recent years, Biomass-to-Liquid (BTL) process is one of the attractive options  
for producing green fuel, and there is a little prospect to develop a sound economic 
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decision in Thailand. In principle, main process configurations, for the BTL are gasi-
fication, gas cleaning and Fischer-Tropsch Synthesis (FTS). For FTS process, the 
performance of catalyst is a crucial part of the heterogeneously catalyzed system for 
the production of liquid fuel hydrocarbon. Selection of catalyst depends on appropri-
ate applications and conditions. Unfortunately, a major shortcoming from the biomass 
derived bio-syngas on this attention is considered an inappropriate synthesis gas com-
position, like H2/CO ratio which can lead to low conversion in the FTS route, and 
then increase in an undesirable range of hydrocarbons.  

The enhancement of catalyst performance is an alternative route, which can help  
to achieve the optimum product selectivity with matching of the BTL conditions. 
Several literatures have been proposed the efficiency of reaction conditions on the 
performance of Ruthenium (Ru) catalyst. Ruthenium catalyst was presented as the 
high active catalyst for running the reaction under low operating conditions to obtain 
the desired hydrocarbon products [1]. This may be advantage in the case of bio-
syngas which H2/CO ratios are much lower than the recommended ratio of the con-
ventional FT (required at least two times more hydrogen than carbon monoxide). In 
particular, they are quite good for the formation of higher molecular weight products 
with the desired olefin and paraffin selectivity [2]. 

Efficiency of FTS depends not only on the selected catalyst but also on thermody-
namic conditions. Optimum thermodynamic conditions can promote achievement of 
high conversion and product selectivity. Some researches effort targeted in this direc-
tion. M.E. Dry, 2002 [3] proposed that the viability of the FT process depends on 
three key factors such as temperature, feed gas composition, and chemical and struc-
tural catalysts. A similar series of literature was stressed by C.N. Hamelinck et al, 
2004 [4] that selectivity and conversion in FTS are a function of temperature, feed 
stream composition, pressure, catalyst and reactor type and size. They tried to form 
linear relations which selectivity dependency on temperature, molar H2/CO ratio, and 
pressure, respectively. 

This paper investigated the influence of reaction temperatures and H2/CO ratios 
coupling with a ruthenium based FT catalyst performance under BTL applications. 
The results in terms of the variation of changing these two parameters on the catalytic 
performance of promoted Ru catalyst were reported via reaction conversion and prod-
uct distribution (using ASF distribution model) under steady-state reaction and rea-
sonably explained. 

2 Experimental Sections 

2.1 Catalyst Preparation 

In our group study, the amount of 10%Ru/Al2O3 catalyst was prepared by the sol-gel 
technique using ruthenium trichloride hydrate (RuCl3.xH2O) (Acros organics Compa-
ny) and aluminium isopropoxide (Al(OC3H7)3) (Acros organics Company) as precur-
sors. Nitric acid solution (Carlo Erba Reagents Company) was added and mixed in the 
precursor solution. The mixed solution was then refluxed, stirred at the temperature of 
90-95˚C for 12 hr. The catalyst was dried and calcined in air at 400˚C by controlling 
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heat rate (10˚C/min). Afterwards, the dried gel was crushed and sieved into 355-600 
µm in size. 

2.2 Tubular Fixed Bed Reactor System 

A Tubular Fixed Bed Reactor (TFBR) with the length of 300 mm, internal diameter 
(ID) of approximately 8 mm made from stainless steel (SS316) tube was adopted for 
this work. The diagram of FTS system is shown in Fig. 1. The TFBR was heated by 
an electric tube furnace of 220V, 1500W, and equipped with constant thermo-couple 
(K-Type) indicators located inside and outside of the catalytic bed. The reactive gases 
were supplied from three cylinders consisting of hydrogen (H2), carbon monoxide 
(CO) and nitrogen (N2) and the mass flow rates of each component were controlled by 
three separate mass electronic mass flow controllers, enabling the desired H2/CO ratio 
to be obtained. System pressure was regulated by a spring-load type back pressure 
regulator located at the bottom of TFBR. Two pressure transducers were also installed 
at the top and bottom of TFBR to monitor the pressure difference across the bed.  

After the product gas had left the TFBR, it was passed through a condensing sec-
tion in order to separate rather heavy components before entering the gas detector. 
The liquid hydrocarbon products were collected in which the temperature was main-
tained at around -5˚C by silicon oil media, and then the non-condensable hydrocar-
bons were analyzed for the compositions by Gas Chromatography (GC). The gas flow 
rate of the effluent stream was measured by a bubble gas meter.  

 

Fig. 1. Schematic diagrams of the FTS’s experimental apparatus. 1-Gas cylinders, 2-Pressure 
regulators (Swagelok®), 3-Ball valves (Swagelok®), 4-Mass flow controllers (Aalborg®), 5-Gas 
Rota-meter (Aalborg®), 6-MFC box, 7-Pressure box, 8-Pressure Transducer (GENSPEC©), 9-
Thermo-couple (Type-K), 10-Temperature box, 11-Electric furnace (Carbolite®), 12-Back 
pressure regulator (Spring type, Swagelok®), 13-Vaporizer, 14-Liquid Product, 15-Condenser 
(Ice bath), 16-Gas chromatography (Agilent® Model GC-6890N). 
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2.3 Experimental Designs 

The experimental program was planned for a total of 12 runs. Among them, the expe-
rimental sets for run number 1 through run number 12 were arranged according to the 
percent of conversion with respect to CO and hydrocarbon distributions, while  
the reaction pressure and space velocity were kept constant. For this studies, a stabili-
zation period of CO conversion (%), as a function of reaction time (36 hours) was 
maintained to ensure that the stable catalytic reactions were established. Descriptive 
samples were cumulatively collected during a typical period of 20-36 hr to ensure the 
steady state behavior of the reaction. The data from this series of investigation were 
provided in Table 1. 

Table 1. Effect of reaction conditions on catalytic performance under atmospheric pressure and 
GHSV=1061 hr-1 

Runs. Temperature (˚C) H2/CO ratio CO conversion (%) SC1-C4 (%) SC5+ (%) 

1 160 1/1 N/A N/A N/A 

2  2/1 25.0 0.04 99.96 

3  3/1 31.1 0.07 99.93 

4 180 1/1 15.9 0.40 99.60 

5  2/1 31.5 0.51 99.49 

6  3/1 41.2 0.71 99.29 

7 200 1/1 16.4 1.10 98.90 

8  2/1 33.4 2.85 97.15 

9  3/1 42.4 8.30 91.70 

10 220 1/1 17.9 3.92 96.08 

11  2/1 34.8 8.24 91.76 

12  3/1 43.0 14.55 85.45 

 
The description in terms of CO conversion, selectivity, chain growth probability 

and yield of products are given below. The CO conversion (%) is evaluated according 
to the normalization method by using in Eq (1). 

 
CO conversion (%) = [Moles of CO converted to hydrocarbon product / Moles of CO fed  
into reactor] x100               (1) 

 
The selectivity (%) towards the individual components on carbon basis is calculated 
according to the same principle by using in Eq (2). 

Selectivity of j product (%) = [Moles of j product / Moles of all product] x100    (2) 

To describe the experimental deviation of hydrocarbon form, the “Anderson-Schultz-
Flory” distribution model was applied in this study. The distributions followed the 
sort of exponential function as stated in Eq (3). 
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 Wn=n·(1-α)2· αn-1  (3) 

After taking logarithm on both sides of in Eq (4), it obtains 
 
 log (Wn/n) = n·log (α) + log [(1- α)2/α]    (4) 

 
where is the weight fraction of the products with carbon number (n), obtained from 
experimental results involving hydrocarbons from C1 to C24. In addition, the chain 
growth probability (α) depends upon the reaction conditions and the type of catalyst 
[5]. In the experiments, a majority of the FTS products were taken into account, whe-
reas the trace of oxygenated contents was not included. 

3 Results and Discussion 

3.1 Characterization of Catalysts 

The results of BET and porosity tests with three different adding promoters over ru-
thenium particle catalyst are summarized in Table 2. The specific surface area of alu-
mina was found to be 252 m2·g-1 while its pore volume was 3.18 cm3·g-1 with pore 
diameter of 0.201 nm. 

Table 2. BET and porosity data of 10%Ru/ɤ-Al2O3 catalysts prepared by the sol-gel method 

Properties 10%Ru/ɤ-Al2O3 Unit 

BET surface area  252 m2·g-1 

Pore volume  3.18 cm3·g-1 

Pore diameter  0.201 nm 

3.2 Effect of Inlet H2/CO Molar Ratios 

Studies on the effect of temperature and H2/CO ratio were conducted for 
10%Ru/Al2O3 catalysts with two different gas and liquid phases FT synthesis. At the 
beginning, the temperature was set constant in each point at 160, 180, 200, and 220˚C, 
and experiments with three different H2/CO ratios of 1/1, 2/1 and 3/1 were varied to 
complete the number of 12 experimental runs. The gas hour space velocity for all 
these experiments were maintained at a value of 1061 hr-1. 

The performance of the catalyst via CO conversion was exhibited in Fig. 2. It can 
be observed that CO conversion against time-on-stream was continuously enhanced 
by increasing the value of H2/CO molar ratio. Fig. 2a illustrated that the reaction tem-
perature is imposed, namely 220˚C, CO conversion remained smoothly the trend (ap-
proximately 43%) for H2/CO molar ratio as high as 3/1 and dropped to approximately 
35% and 18% when hydrogen partial pressure was continuously diminished. Similar 
patterns of curve in Fig. 2b and c indicate that a further increase in the H2/CO ratio  
resulted in a significant increase in the CO conversion, since conversion decreased 
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dramatically when the H2/CO ratio fell to unity. Meanwhile, temperature of 160˚C 
(Fig. 2d) was the least conversion for all of experiments. Both 31% and 25% of CO 
conversion were obtained from H2/CO ratio of 3/1 and 2/1 except for H2/CO ratio of 
1/1 could not be measured, which could be correlated with the relative partial pres-
sures of hydrogen present in reaction condition. 

In the part of the results of hydrocarbon distributions under three different H2/CO 
ratios was illustrated in Fig. 3. It can be found that the gas product rates were raised 
due to the increase of the hydrogen partial pressure. The selectivities for gaseous hy-
drocarbons increased from 0.04% to 14.55% (not shown here) while those of liquid 
hydrocarbons decreased from 99.96% to 85.45%. At the same time, the higher H2/CO 
ratio in feed leads to obtain higher molecular weight hydrocarbons as compared with 
that of the deficient ratio in all four temperature experiments. Especially, at H2/CO 
ratio equals to 3/1 in Fig. 3a and b, a bar level performed a significant shift towards 
more hydrocarbons which could be observed a median carbon number of C7 to C24. 
Meanwhile, Fig. 3c and d contain the data on the liquid hydrocarbon distribution as a 
function of temperature of 180 ˚C and 160 ˚C. No distinct pattern was observed in 
two figures due to the increase in H2/CO ratio. These results reflect that the reaction 
conditions i.e., H2/CO ratio and temperature play a very important role in FTS reac-
tion, and directly influence the CO conversion and product selectivity [6, 7]. 

 

    

    

Fig. 2. Carbon monoxide conversion (%) against time on stream restricted each temperature; 
(a) 160˚C, (b) 180 ˚C, (c) 200 ˚C and (d) 220 ˚C for the FTS by considering the effect of differ-
ent H2/CO ratios at H2/CO ratio = 1/1(Green line), H2/CO ratio = 2/1 (Blue line) and H2/CO  
ratio = 3/1 (Red line) over 10%Ru/Al2O3 catalyst under pressure 1 atm and GSHV 1061 hr-1.  

As resulted above, it seemed to be that both H2/CO ratio and temperature strongly 
influence the performance of the catalyst and the selectivity of products. A few  
studies have been conducted for elucidating effect depends both of them that higher 
hydrogen partial pressure led to an enhancement of hydrogen species on the catalyst 
surface, which abundant of these species in order to less heavy hydrocarbon [8].  
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Because the coverage of surface hydrogen was increased with increasing H2/CO ratio, 
it may provide more chance for those species for further hydrogenation to CH4 or 
other gaseous hydrocarbons. Meanwhile, the effect of reaction temperature might be 
due to enhanced desorption of the heavier hydrocarbons on the surface catalyst at 
higher temperatures [9]. As mentioned above, from our results, there was a clear cor-
relation between H2/CO ratio and temperature corresponding to liquid (C5+) hydro-
carbon selectivity. It was found a clear depletion of C5+ when both of them were 
increased in the same direction. Consequently, the formation of gaseous hydrocarbons 
selectivity a similar trend occurred as following previously reported with increasing 
H2/CO ratio and temperature. 

 

     
 

     

Fig. 3. Liquid hydrocarbon distribution (C5+) against time on stream restricted each tempera-
ture; (a) 160 ˚C, (b) 180 ˚C, (c) 200 ˚C and (d) 220 ˚C for the FTS by considering the effect  
of different H2/CO ratios at H2/CO ratio = 1/1(Green bar), H2/CO ratio = 2/1 (Blue bar) and 
H2/CO ratio = 3/1 (Red bar) over 10%Ru/Al2O3 catalyst under pressure 1 atm and GSHV 1061 
hr-1. 

When the description of the FTS product distributions was established, it was often 
interpreted by the Anderson-Schulz-Flory (ASF) equation. The ASF scheme was used 
to attribute a phenomenon of the chain propagation and the termination probabilities 
which are independent of carbon number. The ASF plot of the product distributions 
was drawn for comparison in each reaction condition, while a distinct line was sepa-
rately fit to determine the chain growth probabilities (α). 

For experimental data in Fig. 4, H2/CO ratio of 3/1 was chosen to identify a suita-
ble the ASF plot. As noticed from this figure, the combination of the gaseous and the 
liquid hydrocarbon were used to calculate the values of Wn/n. There was a spread 
deviation of ASF distribution curves between the light gas (C1-C4) and the liquid 
product (C5+) because of separately analyzed by GC. To compare in a quantitative 
basis the effect on the alpha (α) value, the slope of the best straight line for the range 
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of C10+ was estimated with the R2 value up to 95%. The product distributions have a 
slight declining tendency with the increase of the carbon number, while the lower 
H2/CO ratio led to higher heavy hydrocarbons (C10+) and lower light ones (C1-C9). 
Moreover, in case of chain growth probability a decrease in the value of α from 0.90 
to 0.88, occurred when H2/CO ratio was increased from 1/1 to 3/1. 

From the results, clearly, higher H2/CO ratios trend to favor for the formation of 
light hydrocarbons while lower H2/CO ratios is favorable for the production of heavy 
hydrocarbons [7]. Therefore, the selectivity to C5+ slightly decreased with increasing 
H2/CO ratio. This trend may be attributed to the increased H2 enrichment (high hy-
drogen partial pressure) corresponding to the increasing H2/CO ratio in feed, in order 
to increase the possibility of the CO reactant react more on the catalyst surface by the 
dissociation of C-atoms and participated in the chain propagation with H2. Conse-
quently, the monomer hydrocarbon reacted with H2 incoming and a new monomer 
free radical species, leading to the release of chain polymerization of hydrocarbons in 
the chain termination step on the active surface areas of ruthenium catalyst, which 
induce to more obtain the hydrocarbon product when compare with the deficient 
H2/CO ratio. 

 

Fig. 4. Effect of H2/CO ratio on the distribution of hydrocarbon against carbon number (Temperature 
= 220˚C, pressure = 1 atm, GSHV = 1061 hr-1) 

4 Conclusions 

In an effort to increase both the conversion and selectivity under the BTL conditions 
via FTS toward green liquid fuel hydrocarbons, operating parameters concerning the 
reaction fed conditions for BTL processes were investigated for the developed ruthe-
nium-alumina supported catalyst. Reaction temperature and H2/CO molar feed ratio 
were two priority parameters for considering the effect of reaction conditions in the 
FT catalytic reactors. 
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The ruthenium catalyst markedly presented a higher activity towards the formation 
of hydrocarbons, especially the formation of higher molecular weight hydrocarbon 
with the desired products. The elevation of reaction temperatures was found to be 
influenced not only by the increase of CO conversion but also with increasing hydro-
carbon products distribution on the performance of the catalyst, while higher H2/CO 
ratio has strongly influenced the chain growth probability and the same time it favors 
the enhancement of amount of C5+ products. Hence, selecting a suitable both reaction 
temperature and inlet H2/CO ratio can result in optimal catalytic performance of the 
ruthenium catalyst, achieving an optimal diesel fraction (C5-C24). 
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Abstract. Integrating wind energy and electrical car fleets to electrical grids 
can result in large and erratic fluctuations from additional power sources and 
loads. To identify the potential use of hydrogen storage in hydrogen-hybrid-
electric vehicles, a grid-to-vehicle model (G2V) with three different scenarios 
has been modeled. The target is to maximize hydrogen supply to vehicles, and 
to facilitate more renewable energy onto the grid. Daily analysis for an existing 
network shows that under passive demand conditions extra wind is allowed 
onto the network, but some wind must be curtailed, while not all the hydrogen 
demand can be satisfied. With active demand, all of the wind is utilized and all 
hydrogen demand can be met. In addition a significant amount of hydrogen re-
mains in store at the end of a day. 

Keywords: Hydrogen storage, wind energy, electric-vehicles, power management. 

1 Introduction 

The effort to increase the amount of renewable energy we use is important to a great 
variety of sectors; especially in the area of i) transportation and mobility, ii) in hous-
ing and building, and iii) process and production industries. Focus lies both on the 
increase of efficiency and on the change from fossil and nuclear fuels to more sus-
tainable solutions. All three sectors consume a significant amount of primary energy 
each leading to a specific end use of thermal, mechanical or electrical power. As all 
three are connected by the electrical power grid, apart from optimizing every subsys-
tem, an alternative approach is to look at the interactions between the different areas 
as a whole. One way to integrate renewable energy into the grid is through wind 
farms. The amount of wind power currently installed will soon reach 200 GW world-
wide. EU-regulations motivate estimated growth rates between 14% and 33% for the 
next 8 years and beyond (Tab.1). 
                                                           
*  Corresponding author. 
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Table 1. Selected regional overview of installed wind capacities and annual growth rates 

Installed Capacity Wales UK Lower SaxonyGermany EU US World 

Currently installed  0.5 GW 6 GW 7 GW 29 GW 86 GW 44 GW 197 GW 

Target capacity 1 2.5 GW  22 GW 15 GW  63 GW  -  -  - 

Annual growth rate 2 33%  22% 14% 15%  -  -  - 

 
Increasing the amount of wind power has significant effects on the electrical grid that 

has to carry the additional load. Large erratic fluctuations of wind power are a common 
characteristic and have to be compensated by spinning reserve or increased storage 
facilities. Besides conventional storage systems (e.g. pump storage stations, bat-
tery/flywheel storage) in recent years a particular research emphasis has been placed on 
hydrogen storage systems and associated consumption in electric drive vehicle fleets.  

The generation of hydrogen from renewable energy intermitancy’s peaks is one 
possible means of storing power for future needs. After production by electrolysis 
hydrogen can be stored as pressurized gas, liquid, or in metal hydride storage amongst 
others [1]. It can later be used in fuel cells to produce electrical energy at times of 
great demand or it can be utilized in FC vehicles or to fuel internal combustion engine 
vehicles (ICEV). When used to produce electrical energy again, the round trip storage 
efficiency could be around 40%, taking into account the efficiency of the electrolyser, 
the storage device itself and the fuel cell. The connection of hydrogen storage systems 
to electrical grids and corresponding network management concepts have been  
investigated for example in [2]. 

Power plants

Wind farms

HHEV-car fleet

H2-storage

Private/industial consumers

HHEV-car fleet

Power plants

Wind farms

HHEV-car fleet

H2-storage

Private/industial consumers

HHEV-car fleet

 

Fig. 1. Different power sources and loads combined for G2V network simulation 

Using car fleets as a means of storage has been termed vehicle-to-grid (V2G, [3]) 
Using great number of plug-in electric vehicles (PEV) could increase the storage ca-
pacity of electrical networks significantly but on the other hand increases the load on 
the grid requiring new control mechanisms. Combining hydrogen storage with hydro-
gen hybrid electrical vehicles (HHEV) could result in a workable G2V approach. In 

                                                           
1  Estimates based on different national/regional data sources: UK Wind Energy Database  

(www.bwea.com/ukwed/index.asp), Windpower–Wales (www.windpower-wales.com), Bun-
desverband Windenergie – BWE (www.wind-energie.de/statistiken/international), 2020 vi-
sion - How the UK can meet its target of 15% renewable energy (Renewables Advisory 
Board, 2008). 

2  Estimates calculated based on target years 2020 and 2025 as stated in sources as of 1) 
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this case the cars are used as an additional load on the grid, such that additional wind 
power may be accommodated. 

It is the target of this paper to determine to what extent the integration of wind 
energy and the multiple hydrogen-storage facilities in HHEV can increase the amount 
of renewables accepted by the grid. 

2 Grid Model and Demand Scenarios 

A network with wind farms, consumer load, and hydrogen vehicle demand supplied 
by electrolysis is studied in the three configurations outlined in Table 2. 

Table 2. Overview of configuration sets for simulation 

Set Power sources Loads 

Base  Grid supply point Consumers 

I  Grid supply point Consumers + H2 vehicle demand 

II Grid supply point + wind farms Consumers + H2 vehicle demand, passive 

III Grid supply point + wind farms Consumers + H2 vehicle demand, active 

 
According to transport statistics presented by the Department for Transport, in 2009, 

the total vehicle traffic volume for cars was 250 billion vehicle miles3. There were 28.2 
million cars licensed for use on the roads in Great Britain4, among them, 1.4 million 
cars were used in Wales5. Therefore, the average mileage is 24 miles per day for a pas-
senger car. Probability of passenger cars not in use during a weekday can be gathered 
from the United Kingdom Time Use Survey 20006. It shows significant characteristics 
similar to Fig.2: most of the cars are used during the rush hour between 8:00 and 17.00, 
yet there are still 88% of cars parked and available to be used as energy storage.  

In order to create a hydrogen demand profile, the fuel economy needs to be taken 
into consideration. For hydrogen fuel cell passenger car, the consumption of hydrogen 
for e.g. a Mercedes-Benz B-Class fuel cell car is 0.97 kg of Hydrogen per 100 km7. 
Taking into consideration the average mileage, and a factor of 39.4kWh/kg H2, the 
profile of the power resulting from the refueling demand for hydrogen in Wales can 
be estimated as shown in Fig. 2, which also shows the wind power profile for a typi-
cal day. The wind and load time series are obtained from the Centre for Sustainable 
Electricity Distributed Generation8. 
                                                           
3  Transport Statistics Great Britain: 2010. Department for Transport.  
 http://webarchive.nationalarchives.gov.uk/20110218142807/ 
dft.gov.uk/pgr/statistics/datatablespublications/tsgb/ 

4  Licensed vehicles by body type, Great Britain, annually: 1994 to 2010. Department for 
Transport. http://www.dft.gov.uk/statistics/tables/veh0102/ 

5  Licensed cars, by region, Great Britain, annually: 2000 to 2010. Department for Transport.  
 http://www.dft.gov.uk/statistics/tables/veh0204/ 
6  United Kingdom Time Use Survey, 2000. Economic and Social Data Service.  
 http://www.esds.ac.uk/findingData/snDescription.asp?sn=4504 
7  Mercedes-Benz B-Class F-Cell Datasheet. Mercedes-Benz. 
8 http://www.sedg.ac.uk/, "UKGDS," 2007. 
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Fig. 2. The hydrogen refueling profile (circles) and wind power (stars) for Wales 

2.1 Description of Network Studied 

The example network studied, Fig.3, is obtained from the Western Power Distribution 
Long Term Development Statement9 and is part of the South Wales electricity distri-
bution network. It consists of a 66 kV network with a 132 kV network as its grid sup-
ply point. The network supplies 51.9 MVA of load. 

Four wind farm sites are chosen to be at locations remote from the main grid con-
nection point in order to represent plausible locations for wind farms. The wind farms 
are sized such that when considered individually their maximum output can be ac-
cepted at maximum load on the network. This gives wind farm capacities which are 
suitable at each individual node, but cause curtailment when considered together. The 
capacity allocation is carried out by running an optimal power flow (OPF) routine 
with generators operating at unity power factor. 

 

Fig. 3. Diagram of Network: Based on a section of South Wales distribution network 

                                                           
9 Long Term Development Statement (South Wales) plc´s Electricity Distribution System 2005. 
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Table 3 presents the wind farm capacity allocations [2]. Hydrogen demand for ve-
hicles is added to the system. This hydrogen demand is supplied by electrolysers, 
operating at an assumed efficiency of 81%. 

Table 3. Wind farm capacity allocation scenarios 

Wind farm bus 13 18 19 20 Total 

Capacity (MW) 22.44 31.94 25.88 17.51 102.2 

 
The demand for hydrogen on the network is associated with the load at each bus, 

and is proportional to that load. The overall demand is set by comparing the ratio of 
the total energy demand for electricity in Wales with that required to supply a given 
proportion of the passenger vehicle fleet with hydrogen. There are 1.4 million passen-
ger vehicles in Wales. By equating the demand for electricity in Wales with the  
demand for electricity on the network studied it is estimated that 16,000 cars are asso-
ciated with this Network. This represents ~1% of the car vehicle fleet in Wales. Five 
hydrogen demand levels are studied, where hydrogen demand level 1 represents 1/5th 
of the demand of the entire vehicle fleet considered to be converted to HFCV (3,200 
cars), 2 represents 2/5ths, 3 represents 3/5ths, 4 represents 4/5ths and 5 represents 5/5ths, 
or the whole fleet, converted to HFCV’s. 

2.2 Optimisation Scenarios 

Two different power management scenarios have been simulated: 

a) Passive hydrogen demand: The OPF uses an objective function in which the hy-
drogen demand acts as a dispatchable load on the network. This load does not have 
to be met if network constraints do not allow it. In this case extra wind power is al-
lowed onto the network passively, through the additional load created by the hy-
drogen demand. No hydrogen storage in addition to that in the vehicles is needed 
in this case. 

b) Active hydrogen demand: The OPF uses an objective function which maximises 
the amount of wind energy accepted onto the network by taking energy in the form 
of hydrogen into storage, whilst minimising the amount of hydrogen demand not 
met at each time step. 

The objective function used for these optimisation scenarios is defined as: 

 −−−−−=
h

h
dem
hh

el
els

WF
WFW tHtHCtPeCtPCOF ))()(()()1()( sup  

Where 
WC , 

sC , and 
hC  are the nominal costs associated with wind power, storage 

and importing hydrogen. 
WFP is the power available from each wind farm, 

elP  is the 

power consumed by each electrolyser,  dem
hH is the demand for hydrogen at each bus, 

and sup
hH  is the hydrogen supplied at each bus. For the active hydrogen demand sce-

nario, 
WC  and 

sC  are of equal value, and the objective function works to maximise 
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wind power onto the network whilst minimising the hydrogen demand not met. For 
the passive demand scenario 

sC  is set greater than 
WC  but less than 

hC , so that there 

is a large penalty for the electrolyser to operate. In this case it will not operate to in-
crease wind power, but only to supply hydrogen demand. The parameter e  deter-
mines the priority given to minimizing wind curtailment. In this case a value of 0.7 is 
found to give optimal minimizing of wind curtailment. The constraints take into ac-
count the real and reactive power flows at each bus as well as the thermal, voltage, 
transformer and generator limits [2].The OPF is run at each half hour time-step over 
the course of one year in order to determine the extra energy which the hydrogen 
demand allows to be utilised from the wind power. 

3 Hydrogen Hybrid Electric Vehicle Model (HHEV) 

Recently various types of hybrid electric vehicles have been introduced to the market. 
The HHEV is one of the most common. Several researchers considered the develop-
ment of simulation models for the analysis and performance improvement of these 
vehicles. Research effort10 at the University of Glamorgan (UoG) led to the produc-
tion of three HHEV’s and associated simulation tools which can be use to further  
investigate and alleviate the problems such as energy management, fuel consumption 
and storage. Utilizing the HHEV system model developed by the UoG, power man-
agement of grid-connected renewable HHEV system will be investigated in this pa-
per. The grid model described above will be linked to the HHEV system model to 
configure the G2V power flow mechanism. The HHEV system model included the 
following subsystems; electrochemical power source model, DC/DC converter sub-
system, vehicle dynamic and a driver model. These are then lumped together in a 
systematic way and programmed in MATLAB/Simulink for a customized study. De-
tails of these customized vehicle models can be found in [4]. This work considers an 
investigation of the power management of a grid connected-HHEV system, so the 
generic electrochemical power source models for HHEV system is described here. 
The HHEV system model may consist of several different power source subsystems. 
In this study, to simplify the system complexity and analyses, the numbers of power 
sources are limited to three which are; fuel cell stack, ultracapacitor and battery pack. 
In the fuel cell system model fuel cells are connected in series to form the stack, the 
total stack voltage can be calculated by multiplying the cell voltage, by the number of 

cells, n of the stack. Thus the stack voltage stv is given by the equation 

)( conohmactst vvvEnv −−−×= . The fuel cell voltage is calculated by subtracting the 

fuel cell losses or overvoltages form the fuel cell open circuit voltage. Where 

actv represents the activation overpotential at the electrodes; 
ohmv represents the ohmic 

overpotential caused by electrical and ionic conduction loss; 
conv represents the con-

centration overpotential caused by mass transport limitations of the reactants to the 
electrodes. For the case of ultracapacitor (UC) and battery pack models, equivalent 

                                                           
10  Thanapalan K, Liu GP, Williams JG, Wang B, Rees D (2009) Review and analysis of fuel cell 

system modeling and control. Int. J. of Computer Aided Engineering and Technology 1: 145–157. 
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circuit modeling approach was adopted and the governing equation is 

 ++=
t

iduc
id

ucucuc VdtI
C

IRV
0

1 . The UC model consists of an equivalent series resis-

tance 
ucR and an ideal capacitance

idC . The battery state of charge S is the only state 

variable of the battery system model and is given by 1
max

0
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where
bI  is the battery current, and Q  battery capacity. The electrochemical power 

source model can be parameterized to represent the power source subsystem of the 
specific HHEV system for further analyses. 

4 System Simulation and Results of G2V System Analyses 

The flow of power in and out of any kind of electric vehicle (EV) and hybrid electric 
vehicle (HEV) can be valuable to the grid provided that the feed is happening as and 
when it is needed [5]. To cope with the increasing energy demand and renewable ener-
gy input, more energy may need to be stored on the grid. The G2V power flow me-
chanism describes a system in which HHEV’s utilize power from the grid to generate 
hydrogen and allows the demand for hydrogen to be satisfied. The G2V power flow 
mechanism can act as additional grid energy storage to store electricity on a large scale 
notionally on the grid. Wind is a valuable renewable energy source, as it can produce 
significant amounts of electrical energy [6]. However, by its nature, wind energy is 
unpredictable; the amounts of electrical energy produced will vary over time and de-
pends heavily on the weather and other factors [7]. The G2V method can facilitate the 
use of more wind energy in a useful way to sustain better energy management. 

4.1 Case I 

The network is first analysed with no wind on the network. This allows the proportion 
of hydrogen demand which can be met by the network to be analysed. This is done for 
the five hydrogen demand levels outlined in section 2. 
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Fig. 4. Power required to satisfy hydrogen demand (dashed line) and supply (solid line) 
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Fig.4 shows the hydrogen demand, and the extent to which it can be met for hydrogen 
demand level 5. It can be seen that not all of the hydrogen demand can be met. This 
deficit occurs between the hours of 16:30 and 20:00, when demand for electricity is 
already at its highest. The extra demand for electricity due to hydrogen production 
can not all be met, so some of the hydrogen demand, acting as a dispatchable load, is 
not met. Table 4 shows the total hydrogen demand, hydrogen supplied, and hydrogen 
not supplied for the different hydrogen levels. In the worst case (level 5), 3.6% of the 
hydrogen demand cannot be supplied. The hydrogen cannot be produced due to vol-
tage constraints reaching their limits.  

Table 4. Hydrogen demand, supplied, and not supplied for different demand levels on network 

2H Demand Level Total Hydrogen  
Demand (MWh) 

Hydrogen Supplied 
(MWh) 

Hydrogen not supplied 
(MWh) 

 Both Cases Case I Case II Case I Case II 

1 47.07 47.07 47.07 0 0 

2 94.14 93.90 94.14 0.245 0 

3 141.2 139.9 141.2 1.30 0 

4 188.3 184.3 188.1 3.96 0.205 

5 235.4 226.8 234.4 8.52 0.93 

4.2 Network with Wind Farms, Case II and Case III 

With wind on the network, the hydrogen demand can be controlled in two ways; pas-
sively or actively. When controlled passively, the hydrogen demand acts similarly to 
the system without wind, acting as an additional dispatchable load, with any extra 
wind being allowed onto the network by constraints being relieved by the additional 
loads. When controlled actively, the hydrogen is produced to allow as much extra 
wind onto the network as possible, with any surplus hydrogen being stored.  

Case II, passive: It can be seen from Table 4 that more hydrogen demand is met with 
the wind on the network. This is due to the extra generation increasing voltage levels, 
allowing more demand on to the system before constraints are reached. Conversely,  
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the additional load from the hydrogen demand allows more wind onto the network, 
which can be seen from Fig.5. Despite the additional load, a large amount of the wind 
power is still curtailed. 

Case III, active hydrogen demand: With active hydrogen demand, all the available 
wind power is utilized, and all of the hydrogen demand can be met for all hydrogen 
demand levels. However, at the end of the day’s analysis a large amount of energy is 
left in the store. This may be partly due to the day chosen for analysis being one with 
a large wind power output, with a capacity factor of ~50%, compared to an expected 
annual capacity factor of ~30%. For hydrogen demand level 1, 269.3 MWh is left in 
the storage representing 5.7 days supply, whilst for demand level 5, 176.1 MWh is 
left in the storage representing 0.7 days supply. It is apparent that for most scenarios, 
the storage can be expected to fill rapidly. One solution to this could be to utilise fuel 
cells to reconvert the hydrogen stored back into grid electricity. 

A total of 1243.3 MWh of wind energy can be produced over the course of the day. 
Without any additional hydrogen demand, 940.6 MWh can be accepted on to the sys-
tem, whilst 302 MWh must be curtailed. With passive hydrogen demand, up to 1032.6 
MWh can be accepted, with 211 MWh being curtailed. With active hydrogen demand, 
all of the available wind energy (1243.3 MWh) can be utilised. 

5 Conclusions 

This paper describes the development of a G2V optimal power flow mechanism with 
two purposes: To maximize hydrogen demand supplied to vehicles, and to accommo-
date more renewable energy onto grid energy storage system. With active demand, all 
of the wind is utilized, and all hydrogen demand can be met. Significant amounts of 
hydrogen remain in the store at the end of the day. In order to assess the overall per-
formance of the system, a year round analysis should be carried out. This would allow 
component sizing to be analysed, and component costs calculated in order to deter-
mine the overall cost of the hydrogen produced. By including fuel cells in the analy-
sis, the effect of allowing hydrogen to be converted to grid electricity can be studied. 
This could be either to support the grid, or to take advantage of price fluctuations in a 
market system.  
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Chapter 25 

Analysis of Thermal Comfort and Space Heating Strategy 

Case Study of an Irish Public Building 

Oliver Kinnane, M. Dyer, and C. Treacy 

TrinityHaus, Trinity College Dublin, Dublin 2, Ireland 

Abstract. Targets have been set to reduce the energy consumption in public 
buildings in Ireland by 33% by 2020. Space heating accounts for a significant 
portion of the energy load of public buildings. Diverse space heating strategies 
are often required to meet the requirements of spaces of various usage within 
public buildings, including within multi-purpose or event spaces. To analyse the 
thermal comfort of occupants and efficiency of the space heating strategy a 
post-occupancy evaluation was carried out on an event space at Dublin City 
Council local authority offices. The evaluation, based on the results of monitor-
ing (temperature, energy), modeling and the assessment of comfort as perceived 
by occupants, has shown that thermal comfort is not adequately achieved. This 
is the case even though significant energy is being expended to achieve comfort 
levels via a current inefficient space heating strategy. 

1 Introduction 

Ireland has been assigned a target of 20% reduction in greenhouse gas emissions by 
2020 (EPA, 2009). So as to present exemplar action, Ireland has set ambitious targets 
to decrease energy consumption in public buildings by 33% by 2020 (NEEAP, 2009).  

Local authority buildings are often culpable of high energy consumption, given the 
wide range of functions operated within. The display of energy certificates (DEC) 
within these buildings (>1000m2) has increased awareness of this high consumption. 
However, in-depth knowledge of operational consumption requires more intricate 
assessment. 

For a group of buildings such as the Dublin City Council offices (used as a case 
study in this paper), which were built and added to over a number of decades, a great-
er level of characterization is required for the diverse building types. This complex of 
office buildings contains examples of fully mechanised, mixed mode and naturally 
ventilated buildings, built in the 1970s, 1990s and 2000s. A multi-purpose event space 
is the most recent addition to the complex of buildings yet this is a highly intensive 
energy consuming space.  

Multi-purpose event spaces are common to public buildings, and are used for a 
wide range of functions including meetings, lectures, public consultations, exhibits, 
performances etc. These events are hosted regularly yet sporadically and without a 
routine schedule and common occupancy, making an efficient building operational 
strategy difficult to achieve.  
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For these reasons a post occupancy evaluation (POE) was carried out. Functionally 
a POE performs as a diagnostic tool of building performance (Preiser 1995). It might 
also be viewed as a process that involves a rigorous approach to the assessment of 
both the technological and anthropological elements of a building in use. It is de-
scribed as a systematic process guided by research covering human needs, building 
performance and facility management (Hadjri & Crozier 2009). In this study a POE 
was undertaken to gain insight into this specific event space, and to gain understand-
ing of occupant response to this recent development. It is also an aim to identify  
specific issues which could be used to inform other spaces within the Dublin City 
Council offices and other event spaces in other public buildings. 

There has been a proliferation of POE methodologies over the last decades, which 
exist in research and practice (Hadjri & Crozier 2009). Many are general and hence, 
unspecific to building type. Other methodologies have been developed in response to 
specific requirements of specific building types. So as to develop an appropriate 
methodology of POE a review of relevant literature, documenting methodologies 
most closely related to the type required for this study, was undertaken.  

POE literature of multi-purpose event spaces is limited. Most closely related per-
haps are POE studies of performance theatres (Kavgic et al. 2008) and lecture theatres 
(Cheong & Lau 2003). These studies collect thermal comfort data and also analyse 
thermal conditions using computational fluid dynamic (CFD) models. Kavgic et al. 
(2008) present a comprehensive assessment methodology based on a 4 step approach 
similar to that of Cheong and Lau (2003), for a study undertaken on two nights. Ven-
tilation, space heating and the impact on indoor air quality are investigated by Noh et 
al. (2007) in a lecture theatre (Noh et al. 2007).  

The methodology presented in this paper builds on the methodologies described in 
these studies and adapts them for the specifications of a multi-purpose event space. 

2 Methodology 

The event space at Dublin City Council offices (the (Wood Quay) Venue) is charac-
terised by high energy consumption (350 kWh/m2/yr) for a commercial building 
(Gething & Bordass 2006). A high proportion of this energy load is accounted for by 
the space heating load. However despite this, reported occupant thermal discomfort is 
common within the Venue. Diverse heating strategies, with heated air supplied at 
temperatures from 20oC to 48oC, have been used at the Venue however, complaints of 
discomfort continue. Energy consumption varies dramatically when heated air is sup-
plied at high temperatures in comparison to low temperatures with almost a 50% in-
crease in energy load from one to the other. 

2.1 The Case Study Building 

The Wood Quay venue is situated in the basement of a 1970s tower building. It was 
originally planned as a public museum space but was left undeveloped for decades 
when finally developed as a venue to host a wide range of public events. The Venue 
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(Fig. 1) is of an irregular form and contains unique features, which add to its com-
plexity. The overall floor area is 428 m2, with an internal volume of 1662 m3, which 
includes a two-story space as shown in Fig 1. 

An old limestone and mortar wall – part of the old city wall of Dublin circa 1200 
AD – runs from outside the building envelope into the space, and forms a backdrop to 
the speaker’s podium. This wall has a significant impact on the thermal conditions 
within the venue space and is the focus of much of the assessment of the venue.  

The space is mechanically ventilated, via a system of 24 ceiling diffusers, which 
supply air from the two-storey space. A large air handling unit (AHU) is the source of 
ventilation and heated air. The heated air is introduced via circular diffusers, mounted 
behind a perforated ceiling. An extract plenum exists at 2 meter height above ground 
level. The heated air is supplied to the Venue in an on-off relay cycle with a period of 
2 hours.  

 

Fig. 1. The Wood Quay Venue and volumetric, axonometric view of Venue space 

2.2 Research methodology 

The case study described in this paper employed an assessment methodology consist-
ing of collection and analysis of metered data, an occupant survey and building simu-
lation based on the boundary conditions derived from field-study readings.  

Preliminary stage – 

• Develop an understanding of the building, its design, construction and systems.  
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Data collection and monitoring - 

• A quantitative study of metered temperature was used to assess the indoor ther-
mal conditions within the Venue.  

• A quantitative study of metered gas and electricity data was used to assess the 
energy performance of the Venue.  

• A qualitative study of occupant perception of the indoor Venue environment was 
carried out via an occupancy survey.  

Analysis, modeling, and assessment -  

• Simulation of operational phenomena based on recorded parameters 
• Assessment and correlation of parameters of thermal conditions, energy con-

sumption and occupant perception of thermal comfort. 

3 Data Monitoring 

Temperature and humidity are monitored at 4 locations within the Venue. The loca-
tions of these monitoring points are shown in Fig 1. 

Surveying of occupants of the Venue was carried out on 9 occasions (19.10.2011 – 
13.12.2011) within a 2 month period in the final months of 2011. This period was 
studied as this constitutes a significant portion of the heating season – the season dur-
ing which most complaints of thermal discomfort were reported at the Venue. The 9 
dates on which the survey was carried out were the dates on which events were hosted 
at the Venue. Each event lasted between between 2 and 3 hours and the commence-
ment times are listed in Table 1. 

A trial study undertaken in June 2011 (20.06.2011) to assess the developed ques-
tionnaire is also included in the subsequent result tables for comparative purposes. 

Different respondents were surveyed on each occasion. Due to the range of activi-
ties and events hosted at the venue, data sets of different sizes were surveyed on dif-
ferent days. Assessment of thermal comfort and indoor environmental conditions was 
undertaken using a 5-point rating scale. Temperature, humidity, air movement, air 
quality, noise level, light level, odour level and overall impression were assessed. 

This study is focused on those parameters related to thermal comfort, hence of par-
ticular interest are the occupant response to temperature, humidity and air movement. 

A total of 147 people returned completed questionnaire forms.    

Table 1. Date, event commencement time and number of occupants surveyed 

Date (2011) 20.06 19.10 27.10 28.10 01.11 07.11 10.11 17.11 07.12 13.12 

Event start time 10.00 12.00 14.30 08.30 08.30 08.30 10.00 09.00 09.00 12.30 

No. of occupants  

surveyed 

12 9 16 17 21 17 14 15 9 17 

 
The Venue is characterised by a high energy load which includes a base load of 

approximately 60 kWh. Table 2 documents the energy load on the days of occupant 
survey. 
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Table 2. Date, electricity, gas and total energy in kWh  

Date (2011) 20.06 19.10 27.10 28.10 01.11 07.11 10.11 17.11 07.12 13.12 

Electricity (kWh) 200 319 195 216 227 279 209 244 330 336 

Gas (kWh) 83 181 170 175 190 202 142 151 287 333 

Total Energy (kWh) 283 500 365 391 417 481 351 395 617 669 

4 Data Analysis 

The relevant temperatures, including the supply, extract, room indoor and outdoor 
temperature are shown in Fig 2 over the 2 month period during which the POE was 
undertaken. The days of occupant survey are marked. Energy loads on days when air 
of different temperatures were supplied are also shown on the graph. The energy load 
is increased by almost 50% on days when air is supplied at 36 oC relative to days 
when the air is supplied at ~26 oC. The indoor room temperature remains relatively 
constant (~21 oC +/- 1 oC) during the surveyed days.  

 

Fig. 2. Indoor, outdoor, supply and extract temperatures for the 2 months of the monitoring 
period. Dates of occupant surveys are marked and energy loads on certain dates.   

The temperature of the air being supplied via the AHU to the space is significantly 
higher than the indoor air within the Venue. This implies that the supplied heated  
air is not mixing effectively with the internal air and not conditioning it. This  
phenomenon is investigated using the Space Diffusion Effectiveness Factor (SDEF) 
calculated as: 

 

An SDEF value of < 1 implies that some amount of heated supply air is not mixing 
with the room air and is leaving the conditioned space as exhaust. 
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The SDEF values on the survey days are listed below: 

Table 3. Extract, supply temperature, indoor venue temp and SDEF values 

Date (2011) 20.06 19.10 27.10 28.10 01.11 07.11 10.11 17.11 07.12 13.12 

Extract temp.  24.1 24.7 24.7 24.5 25.5 25.8 25.8 25 25.4 25.4 

Supply temp. 25.45 26 26.7 28.6 28.6 26.2 26.2 25.7 36.1 36.1 

Indoor room temp.  23.8 19.8 20.3 20.6 21.5 21.8 21.5 21 20.2 20 

SDEF 0.2 0.8 0.7 0.5 0.9 1.5 0.9 0.85 0.33 0.34 

Outdoor temp.  13.1 9.5 12.2 7.3 9.4 4.9 12.3 11 4.6 3.5 

 
The SDEF is less than 1 on all but one of the dates the survey was undertaken and 

for the majority of the dates within the 2 months of the heating season analysed.  
Heated air of high temperature (>36oC) is supplied on cold days (<5oC, 

(07.12.2011, 13.12.2011)) in an effort to enhance the indoor thermal conditions. 
However, on days (07.11.2011) when the temperature drops below 5oC and air is 
supplied at lower temperatures (26.2oC) the indoor Venue temperature remains at a 
comfortable level (21.5 oC). These results show that the indoor Venue environment is 
almost unresponsive to the temperature at which the heated air from the AHU is sup-
plied at. These results also propose that the heated air is being stratified closer to the 
ceiling in the two-story space and is not penetrating the occupied space below. 

The results of the questionnaire surveys are presented in Fig. 3 and 4 below.  
Occupants were given a 5 point scale on which to rate indoor environmental quality  
 

 

Fig. 3. Occupant response to survey of temperature, outdoor and indoor temperature 
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parameters. For the dates surveyed within the heating season (19.10.2011 – 
13.12.2011) 51% responded as being satisfied, 48% that they were cold or very cold, 
while < 1% felt warm. When air movement was surveyed, 60% responded as satis-
fied, 35% reported draughty or very draughty conditions and 5% perceived still air. 

During the 2 cold days (<5oC outdoor temperature) in December (07.12.2011 and 
13.12.2011) 69% of those surveyed reported being cold or very cold and 62% re-
ported draughty or very draughty conditions. 

 

Fig. 4. Occupant response to survey of air movement, and outdoor temperature 

Table 4. Percentage of responses of satisfaction to the thermal conditions of the Venue 

Date (2011) 20.06 19.10 27.10 28.10 01.11 07.11 10.11 17.11 07.12 13.12 

Event start time 10.00 12.00 14.30 08.30 08.30 08.30 10.00 09.00 09.00 12.30 

No. occupants 

surveyed 

12 9 16 17 21 17 14 15 9 17 

% satisfied with 

temperature  

53% 100% 56% 29% 62% 17% 71% 60% 34% 29% 

% satisfied with 

air movement 

60% 88% 75% 80% 62% 35% 64% 73% 22% 47% 

Outdoor temp.  13.1 9.5 12.2 7.3 9.4 4.9 12.3 11 4.6 3.5 

 
Occupant reaction of thermal discomfort are high particularly on days of low out-

door temperature (07.11.2011, 07.12.2011, 13.12.2011). This strong correlation be-
tween outdoor thermal conditions and occupant expression of thermal discomfort 
propose that the building envelope of the Venue does not enable proper delineation 
between the indoor and outdoor environmental conditions. Occupants are also not  
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receiving the benefits of the supplied heated air most likely due to the fact that the air 
is stratifying in the upper 2-story portion of the Venue. 

For the purpose of visualization and presentation of the monitored phenomena a 
CFD modeling study was undertaken. The surface temperatures of the Venue were 
measured with an infra-red sensor. An average of these readings were used as the 
boundary conditions for input to the CFD model. Surface temperatures of the walls, 
ceiling and floors were recorded as 22, 25 and 20 respectively and these are used as 
the boundary conditions in the model shown. 

The venue was modeled using EnergyPlus software. A geometrical model was first 
developed in Design Builder with accurate representation of the Venue space.  

To enable the CFD model of the space a 3D grid was defined with 150x150x75 
points in the 3 –dimensions.  

 

Fig. 5. CFD modelling study of thermal stratification 

5 Discussion and Results 

The Venue is a multi-purpose event space within the Dublin City Council office com-
plex that is characterised by high energy consumption. A significant proportion of this 
energy consumption is accounted for by space heating. Yet complaints of thermal 
discomfort are common amongst occupants of the Venue.  

From the review of indoor, outdoor and supply temperatures it is shown that on 
days of low outdoor temperature, the indoor temperature is not significantly affected 
by the supply temperature. The indoor temperature remained in the range of 19.8 oC to 
21.8oC, irrespective of the supply air temperature which was varied between 26 oC 
and 36oC. This proposes that the monitored and occupied portion of the indoor Venue 
environment is unresponsive to the temperature of air supplied from the AHU via the 
ceiling diffusers. This result is supported by study of the diffusion effectiveness of the 
heated air system which proposes that the supply air is not affecting the temperature 
of the indoor air effectively. The heated air is not mixing with the room air and is 
instead being extracted before doing so. It is likely that the heated air is stratifying in 
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the upper two-story space and is not penetrating the lower space of the Venue. The 
CFD modelling assessment based on experimentally recorded boundary conditions 
supports the thermal stratification proposal. 

The results of the occupant survey compliment the results of the temperature moni-
toring. Complaints of thermal discomfort were common on survey days during the 
heating season, with 48% of those surveyed reporting to be cold or very cold. 35% of 
those surveyed reported draughty or very draughty conditions. The days of greatest 
response of thermal discomfort were on those days when the outdoor temperature 
dropped below 5oC even though the indoor temperature remained at relatively com-
fortable levels. 

The following are the significant results and conclusions of this study: 

• The current strategies of space heating are inefficient both from an energy con-
sumption and thermal condition enhancement point of view. 

• Complaints of thermal discomfort were common although indoor thermal condi-
tions were generally in the comfort region. 

• Space diffusion ineffectiveness and thermal stratification characterise the space 
heating of the Venue. 

• Significant energy savings are available with changes to the current operational 
heating strategy. 

• Alternative methods of space heating should be investigated however, fluid mix-
ing requires much less energy than surplus heating and is, therefore, a more eco-
nomical method in raising the temperature of the bottom region (Tanny & Teitel 
1998). 

In collaboration with Dublin City Council Building Management changes are  
currently being made to the space heating strategy based on this investigation. Moni-
toring and assessment of the new strategy will be undertaken in the next heating sea-
son. Further building assessment including investigation of the building envelope has 
enabled the identification of sources of heat loss and infiltration. 
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Abstract. Nowadays limitation of energy sources has increased the demands 
for using Distributed Generation (DG) in electricity generation. Entrance of DG 
to network is accompanied by some problems in network protection. DGs 
connection to network makes some problems in coordination between 
protection relays. Wrong operation of relays interns irreparable shocks to 
network. So for increasing the protection of DG in distribution network we 
should solve protection problems. In this article at first the problems that caused 
by entrance of DGs in protection system, are presented. After that an error 
detection system in function of relays based on Petri net is introduced. In the 
past, Petri net was used for radial system protection in presence of DG. The 
main goal of this article is explanation of Petri net structure corresponding to 
ring distribution network and use of backup relay for insurance of DG 
separation from network. 

Keywords: Petri nets, Relay, DG, Protection. 

1 Introduction 

The presence of a significant dispersed generation (DG) capacity in existing 
distribution systems would cause in most cases some conflicts with correct network 
operation. This is due to the fact that the distribution system is typically designed as a 
passive and radially operated network, which is conceived with neither generators 
operating in parallel nor power flow control. In general, the impact of DG depends on 
its penetration level and connection point in distribution networks, as well as on DG 
technology (e.g. synchronous generators, asynchronous generators and static 
converter interfaced generation systems). In order to ensure correct distribution 
system operation and adequate service quality to customers, various technical issues 
have to be tackled, such as voltage control, power quality, lines thermal condition, 
and system protection [1]. 

A typical distribution network (without dispersed generators) and its protection 
system are represented in Fig. 1. MV distribution networks are supplied by primary 
substations, PS (HV/MV), typically equipped with two transformers, each supplying 
section of the MV bars. The two sections can be put in parallel by closing a tie switch. 
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The radial circuits are formed by main feeders and laterals. Especially in 
medium/high customers density areas, the main feeders can be back-fed by a 
neighboring PS by closing normally open switches [2]. 

In this network there are not any DGs, but as already said entrance of DGs result in 
many problems for protection system. Such as [3]: 

1. Sensitivity problems: protection function of feeders may become disturbed by 
entrance of DGs. Undetected faults or delayed performance of relays which 
undamaged the system are effects of this problem. 

2. Selectivity problems: DG may result in unnecessary disconnections of the feeder 
it is connected to. 

3. Reclosing problems: presence of DGs may disturb fast operation of auto 
reclosing. 

 

Fig. 1. Typical scheme for distributed network and its protection [2] 

In a radial system we can do fault correction with opening only one switch. But in 
presence of DGs, since there are several sources, opening only one key does not 
guarantee fault correction. Consequently if a fault happens, DG should be 
disconnected to turn the system to a common radial system. 

The disconnection from network may happen fast or slowly which lead to some 
problems in network voltage. As conclusion we cannot have reclosing in presence of 
DGs, since DG does not have enough time for disconnection from network [4].  

Existence of these problems and the increasing demand for entrancing DGs to 
distribution networks made scholars to examine different ways for strengthening the 
protection structure of distribution network where DGs exist. Considering the 
problems that occur by DGs in protection network, the disconnection of DGs from 
network should be guaranteed. Since in presence of DGs the network turn to radial 
shape the relays should be mounted in a way that disconnect the network during fault. 
And by using a backup relay the disconnection from network is guaranteed.  
Moreover we Use a Petri net for detecting fault in the operation of relays. In the 
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following the Petri net network is defined and protection model and equations of fault 
detecting are presented. 

2 Petri Nets Description 

As a graphical and mathematical tool, Petri nets prepare an identical environment for 
modeling, analyzing and designing systems with separate events. One of the most 
important benefits of using Petri net is that it prepares an identical model for 
analyzing behavioral characteristic and performance assessment of systematic 
structure of separate events. 

A Petri net can be known as a specific kind of bipartite directed graph populated by 
three types of objects. These objects are named as places, transitions and directing 
arc. In a Petri net, places are demonstrated by circles and transition as bars of boxes.  
A directed arc which connects a place to a transition shows that place is an input place 
to a transition and a directed arc which connects a transition to a place shows that the 
place is an input place to a transition. In its most uncomplicated form, a Petri net can 
be depictured by a transition with its input and output places. This basic net can be 
used to show different characteristics of the modeled systems. For example input 
(output) places can illustrate preconditions (post conditions), the transition an event. 
The availability of resources can be demonstrated by input places, their utilization can 
be shown by transition, and the release of resources can be indicated by output places. 

To study dynamic behavior of the modeled system, in terms of its states and their 
changes, each place may potentially hold either none or a positive number of tokens, 
showed by small solid dots. Attendance or absenteeism of a token in a place could 
exert an error in the protection system. The current state of the modeled system is 
quantified by distribution of tokens on places at any given time which is named Petri 
net marking. A marking of a Petri net with m places is shown by an (n×1) vector N, 
elements of which denoted as N(p), are nonnegative integers representing the number 
of tokens in the corresponding places [5]. 

In fact we can define Petri net as below [6]: 

o PN  P, T, I, O, N  

o P  P , P , P , …  is a finite set of places. 

o T  T , T , T , …  is a finite set of transition. 
o I  P T  M direct arc from places to transitions. 
o O  P T  M direct arc from transitions to places. 
o N  P M initial state of system. 

If I(P,T) =k [O(P,T) = k] then there exist k directed (parallel) arcs which connects 
place p to the transition t (transition t to the place p). Mostly, in the graphical 
representation, parallel arc that connects a place (transition) to a transition (place) are 
illustrated by a single directed labeled with its multiplicity, or weight k. 

By altering dispensation of tokens on places, which may reflect the occurrence of 
events or execution of operations, for example, one can study dynamic behavior of the 
modeled system. 
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3 Protection Modeling Using Petri Net 

Existence of DG in distribution network result in radial structure in network (Fig. 2) and 
as it is said it makes some problems in protection network, consequently in this structure 
as fault happens, DG should be disconnected from network. In suggested structure when 
fault occurs DG is separated from network by its related relay and if its relay does not 
work, backup relay will be used for opening the line that DG is connected to. 

 

Fig. 2. A typical distribution network with DG [9] 

In Fig.3 protection structure is presented in simple manner. In this figure  and 
 are line relays which are connected to DG. And  is relay that is related to 

DG.When fault happens in line 2,  relay will operate and  will disconnect DG 
from network by its operation. If relays of DG do not work, then  and  will 
operate as backup relay and will disconnect DG from network. Consequently integral 
function in this situation is really important. In [7] a method for detecting error in 
function of relay based on Petri net is presented, but in this method radial network and 
backup relay are not considered. 

In the following a Petri net method line protection with DG that is equipped by 
relay and backup relay is presented. 

 

Fig. 3. Proposed structure for protection of ring distribution network 
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Petri Net Modeling 

In this pattern a protected line includes DG in which for disconnecting DG a CB 
(circuit breaker) that is equipped with a relay has been considered, and CBs of lines 
are as backup system for disconnecting DG. 

 

Fig. 4. Correct evolution of the Petri net 

In Fig.4 p1 shows that there is no fault, p2 shows a situation in which relay can 
detect fault, p3 is for detecting fault by DG relays. P4 and p5 identify the possibility 
of detecting fault for CB relays that are connected to DG (R , R ). P6 shows the 
separation of DG by its relay and p7 and p8 represent separation of DG by line relays 
(RL ,RL ). P9 shows that system is ready for accepting initial conditions. Also t1 
shows occurrence of fault, t2 demonstrates sending of trip signal, function of DG 
relay is shown by t3, t4 and t5 are indicant for trip of RL  andRL  and t6 is 
demonstrator for error correction and t7 shows recovery of system.The initial marked 
Petri net indicates that the line relay is read to sense a fault (token in p1) .If a fault 
occurs, the correct evolution of the Petri net is shown in Fig. 6(a-e). The movement of 
tokens models the execution of the operations. It can be noted if the line relay does 
not trip, the protection of DG operates. For detecting fault we use the procedure that is 
explained in [8] and it is described briefly here: 

We suppose that R is Petri net matrix with P place and T transition. If  
determines weight of arcs that exist from place p to transition t and  determines 
arcs from transition t to place p then evaluation of matrix R is as follow: 

 S x 1 S x . x . x                        (1) 
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In which s[x] is R marking in second t and O is indicant for fire of transitions. By 
Considering  mentioned terms two kinds of faults are possible in Petri net: transition 
fault, place fault, transition fault consists of precondition and post condition  and is 
modeled by doubling  and  vectors which their dimension is 1*m and the 
number of theirelements shows the total number of precondition and post condition .  

A transition fault takes place if transition  and not all tokens are deposited to 
output places even though tokens from the inputplaces have been used (post condition 
failure).If the tokens which are supposed to be removed from the input places of the 
faulty transition are not removed, a precondition failure is happened. x S x P . eT P . eT                                          (2) 

Place fault happens when the numbers of tokens in the place are incorrect and error 
vector is clarified by : S x S x P . eT P . eT e                                     (3) 

In particular, in order to identify faults in a Petri net a redundant Petri net RH can be 
constructed. In particular, d places are added to the original Petri net Q such as: x x                                                    (4) 

In which   is identity matrix, G  is d*n matrix and should be designed. Based on the 
method that has beenpresented in [4] for detecting error, these two matrixes should be 
obtained: x .x . .                                  (5) 

In which X  is transition fault matrix, X  is represents for possible fault matrix 

and sf is transition indication vector of network after error and d is a matrix which its 
dimension is d*n and should be designed. In practice designing of G*d is based on 
GF (r) and is as follow: .                                                   (6) 

In which H is checking parity matrix and is defined as follow: 111                                           (7) 

In which ‘α’ is initial element of GF (r) and Ω with d last columns form . After 
development of these matrixes by using above terms possible fault and transition fault 
are calculated and a central control by evaluation of this matrix in any stage can 
correct relay function error. The Petri net structure models the protection systems and 
provides a simulation environment of the network for several inputs. A collection of 
static structures, transition and places explain sequence of events and controls status 
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of network operation by monitoring the data from switches and sensors distributed on 
the power network. 

4 Analysis of the Proposed Method 

As it was said before detecting of error performance using modeling of protection 
system by Petri net is possible. For this purpose  and  matrix should be 
calculated.  Matrix is a matrix with p*1 dimensions in which p is the number of 
places.  Matrix determines the errors occurred in places. 

 Matrix is a matrix with t*1 dimensions in which t is the numbers of petri net 
transient.  Matrix determines the errors occurred in transients. These matrixes are 
calculated by equations 1 to 6. Each -1 element of this matrix indicates error in the 
performance of protection system. In the following some probable outputs for  and 

 matrix and their related description is presented. As determined by calculating  
and  matrixes, the performance of protection system determined and probable 
errors could be detected. 

Table 1. Analysis of the proposed method 

Output Matrix Description                      DG relay cannot detect 
error                    Error is detected by relay 

but relay has not worked 

            Error is detected by DG 
relay but trip signal is not 

sent             Error signal for RL1 relay 
is not sent 

5 Conclusion 

In this article at the beginning it was shown that entrance of DG leads to change in 
distribution network structure and this structure should not be considered as radial 
network. This change in structure makes some problems in network especially in 
distribution network protection, and then an appropriate structure for distribution 
network protection that includes DG with a backup breaker for assurance of DG 
disconnection from network when an error occurs was presented. Moreover petri net 
algorithm- a graphical algorithm for detecting error in system function- for check of 
error existence in function of suggested protection system was used and appropriate 
structure for Petri net algorithm network was presented. 
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Abstract. Shared resource renewable energy networks allow for the burden of 
high capital cost to be managed by sharing the cost and benefits of renewable 
energy use. In order to maximize the benefit gained from shared renewable 
energy, we propose a methodology to optimize the use of renewables via 
scheduling of energy use. By offering reduced energy rates, residents will be 
encouraged to run heavy energy consumers such as clothes dryers at times 
which improve the load generation and energy demand matching as deemed by 
a designed and optimized decision engine.  

Keywords: Decision engine, Load scheduling, Optimization, Energy utilization 
efficiency, Renewable energy network, Residential shared resources. 

1 Introduction 

Other researchers have explored the optimization of renewable energy systems 
through energy storage [1]. Demand manipulation work has been completed with 
respect to electrical cost schedules by [2]. This paper will focus on the demand side of 
the issue primarily in terms of renewable energy utilization. 

The driving principle behind load manipulation is the nature of non-mandatory 
loads which allow for some shaping of the demand curve if energy consumers are 
willing to alter the times in which they consume their energy. Non-mandatory loads 
are loads that are flexible in time. Some examples are dish washing, clothes washing 
and drying, and bathing. If consumers can be convinced to shift the time when they 
wash their dishes by a few hours for example, then peak energy costs can be avoided 
and utilization efficiency of community renewable energy can be maximized. 
Optimizing the system to directly match demand and generation is preferred as it will 
result in the most efficient energy use by eliminating distribution and storage  
costs. The two main objectives of load shifting are either utilization efficiency 
maximization, or energy cost minimization. Other potential objectives include 
minimizing emissions and avoiding the number of demand changes. 
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The optimization will be based on a decision engine which users will query with a 
request for energy usage. The user interface will then respond with either a go ahead 
for the task requested, or offer an alternative time with the associated benefits in terms 
of cost and fuel type used. In this manner, the energy consuming tasks will be 
scheduled on a first come first serve basis. This will encourage users to put in requests 
in the beginning of the day, so that a daily schedule can be mapped for the 
community. Knowing the potential loads for the day beforehand is beneficial for the 
system since in some cases loads need to be met earlier rather than delayed.  

Ultimately, demand manipulation for optimal use of energy can yield great societal 
benefits in terms of savings with a huge potential area of application given the 
simplicity of the concept. Although best suited for powerful machines highly 
networked into home appliances, the core notion of demand shifting can still be 
implemented via less sophisticated means such as predetermined schedules for users 
to simply follow, requiring only initial analysis on load and generation trends. 

Creating change is societal views towards energy usage is a critical step towards 
achieving environmental sustainability. Introducing this change with a community 
effort and financial rewards is a promising way to bring the green movement down to 
a personal scale and motivate consumers to be more mindful of the impacts of energy 
usage habits. Feedback in terms of contribution to the community effort to reduce 
fossil fuel usage as well as emissions should also be implemented to positively 
reinforce individual efforts.  

2 Background 

2.1 Load Structure 

The sample rate structure shown below for various load types is an example of the 
end user incentive method used to motivate building occupants to shift their energy 
consumption times. 

 
Symbol Load Type Description % of Grid Rate 

M Mandatory Met immediately 100 
R Rush Met ASAP 90 
D Discretionary Met within given time window 75 
F Flexible Met whenever possible 50 

 
The rates can be changed dynamically based on external factors such as energy 

availability and predicted changes in economic conditions. As part of the system 
feedback, users may be given the option to alter the urgency of their energy demand 
for an adjustment in cost. In some cases, the system may suggest a reduction in the 
urgency of demands to satisfy unexpected increases in loads.  

A more sophisticated system will allow users to create a profile of load types based 
on the specific job (dish washing, clothes drying, etc.). This would reduce the amount 
of input required to the system from the individual users.  
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2.2 System Layout 

In order to automate the system energy usage, each of the major consumers must be 
connected to a master network. Via the network, the system will be able to remotely 
start the devices for which the users input queries to the decision engine. A system 
wide diagram of the renewable energy network is shown below in Fig. 1. 

 

Fig. 1. Shared Resource Renewable Energy System Layout 

3 Methodology 

3.1 System Sizing 

A major factor in the optimal solution is the sizing of the community energy 
generation. Given the average aggregate thermal and electrical energy demand for the 
community, the renewable energy production will typically be sized for the base, 
average, or peak load. In order for the optimization problem to be non-trivial, the 
system will be assumed to be sized to the average aggregate load for both thermal and 
electrical demand. 
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3.2 Performance Evaluation 

Renewable energy utilization efficiency is a function of waste energy in the form of 
losses. In this example, losses occur due to energy storage and energy fed back to the 
grid. There exists other losses such as transmission losses, however these losses are 
unavoidable. The energy utilization efficiency is based on the maximum potential 
utilization efficiency after unavoidable losses. This is to strictly evaluate the decision 
engine on a scale from 0 to 100 percent for clarity, although the maximum 
thermodynamic efficiency will be less than 100 percent. 

3.3 Model Inputs 

In order to assist the decision engine, demand and generation forecasting will be 
implemented in order to make better decisions which will lead to either increased 
renewable energy utilization efficiency or reduced overall cost. The demand 
forecasting will be based on historical data of energy consumption for the community 
which will be updated over time to improve the accuracy of the forecasting by 
keeping up with trends in energy usage in the community. In terms of generation, 
forecasting in this example will be done with historical data as well, although a more 
sophisticated system would take into account local weather forecasts to predict the 
potential generation more accurately. 

The first step to generating an effective decision engine for community energy 
management is to collect and interpret the generation and demand load profiles for 
thermal and electric energy. For this example, sample data is used to demonstrate the 
methodology of load manipulation. The aggregate thermal and electrical demand 
profiles used for this sample case study are shown in Fig. 2 and Fig. 3 below. The 
source of data for all the demand profiles is [2]. 

 

 

Fig. 2. Sample Thermal Energy Demand Profile 
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Fig. 3. Sample Electrical Energy Demand Profile 

Now that the instantaneous demand as well as the predicted demand for the day 
is known, the generation side of the system can be analyzed in the same way as 
shown in Fig. 4 and Fig. 5. The source of data for the generation profiles is [3]. 

 

 

Fig. 4. Typical Thermal Energy Generation Profile 

The thermal and electrical generation plots have been adjusted to be sized to 
the average demand for a cold season. This will facilitate the optimization 
problem, giving the system the possibility of achieving 100% energy utilization 
efficiency.  
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Fig. 5. Typical Electrical Energy Generation 

3.4 Load Matching 

Separating the mandatory from the non-mandatory loads is the first step to optimizing 
the system. Then, by superimposing the loads and the generation, the areas which 
need to be adjusted to reduce cost or increase utilization efficiency become clear. An 
example of this superposition is presented in Fig. 6 and Fig. 7 for the electrical and 
thermal loads, respectively. The optimization in this example is for a cold season, 
meaning that the thermal demand is highest and the air conditioning electrical demand 
is omitted.  

 

 

Fig. 6. Electrical Energy Matching Prior to Optimization 
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Fig. 7. Thermal Energy Matching Prior to Optimization 

The above figures highlight which source of energy is used to supply energy to the 
demands, either renewable or grid energy. The area in which generation is greater 
than demand, all renewable energy is used to meet the load. However, when demand 
is greater than generation, the difference is met by the grid and auxiliary thermal 
energy source.  

Using this graph, the percentage of non-mandatory loads, and the storage capacity 
of the renewable system, designers are able to schedule non-mandatory loads to 
optimize the renewable energy management and usage. System optimization can be 
done is many ways. The primary factors controlling the optimal solution are aggregate 
load by type (rush, flexible, etc.), energy availability (generating and stored), 
predicted upcoming loads, and objective (cost, emissions, efficiency, etc.). 
Correlating all of these factors mathematically to an objective function allows for 
designers to optimize the energy usage with time for any conditions.  

The flowchart below in Fig. 8 shows the hierarchy of load types. The interesting 
part of the figure is the decision as to whether or not storage is needed. This decision 
would be based on the predicted upcoming loads from both the schedule and weather 
data.  

Suppose we are at hour 21 (Refer to Fig. 6) and have just depleted the electrical 
storage. Depending upon the percentage of each load type on the system, there may 
be enough generation for the mandatory, rush, and discretionary loads. In this case, 
given that the system is predicting an increase in loads at hour 22, it would be 
beneficial for the system to not supply the discretionary load and store electrical 
energy for the upcoming increase in mandatory loads. With this strategy, the use of 
grid energy can be avoided by stocking up on stored energy beforehand.  
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Fig. 8. Proposed energy management decision flowchart 

4 Results 

We have investigated the potential for optimization of the sample data provided in the 
previous figures for a specific set of varying conditions. The variable conditions are: 
load type distribution, willingness of residents to revise load types, and loss 
coefficients. We evaluated the solutions only in terms of thermal energy utilization 
efficiency to condense the results. The methodology for other metrics such as cost is 
very similar. The assumptions made for the example optimization are listed below. 
First, the parameters of the system are defined in words for clarity. 

Unutilized Energy = storage loss + conversion loss + grid use or aux thermal 
Energy utilization efficiency = (Generation – Unutilized Energy) / Generation 

Each of the equations above in fact represent two equations, one for thermal and one 
for electrical. The more rigorous mathematical equations are listed below: 

       (1) 

      ( 2) 

                                   (3) 

                              (4) 
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Constants 
C1 and X1= storage loss coefficient over time 
C2 and X2= conversion loss coefficient into storage 
C3 and X3= conversion loss coefficient out of storage 

Subscripts 
t = thermal ts = thermal storage st = solar thermal  w = wind 
e = electrical es = electrical storage pv = photovoltaic  T = time 

Assumptions for sample case 
C1 = 0.04 C2 = 0.05 C3 = 0.03                             (Loss Coefficients) 
M = 60% R = 10% D = 25% F = 5%              (Load Types) 
 

 

Fig. 9. Simple Thermal Optimization of Load Matching via Load Delay 

Fig. 9 is the ideal optimal solution for this system, given the assumptions. In 
addition to the assumptions listed above, no initial storage capacity and no ability to 
move loads earlier in time was assumed for simplicity. As a result of this analysis, the 
energy utilization efficiency for the non-optimized and simply optimized solution in 
this case is 78.7% and 85.5%, respectively. It is important to note that having the 
requests for energy usage early in the day will allow for a reduction in storage use by 
applying loads during hours of high excess generation. Applying this with these 
sample data and assumptions yields an efficiency of 92.9%. 

The solution has several uncontrollable variables separating the theoretical optimal 
solution from the actual solution. First, the prediction of the loads will not be accurate 
given the many variation of hourly load based on resident behavior which cannot well 
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anticipated. Second, the prediction of the energy generation has its own variables 
which will further increase the difficulty of reaching the optimal solution.  

The answer to these challenges is energy storage. Although it comes at a cost, both 
financially and thermodynamically, energy storage allows for the system to handle 
unanticipated variations on both the demand and generation side of the system. Losses 
beyond inefficiencies will only come when the storage is either full (energy must be 
input into the grid) or when the storage is depleted (energy from the grid must be 
used). From this, the optimal level at which to maintain storage levels becomes an 
interesting problem. This optimization is dependent on the predicted loads of the 
system and is therefore dynamic. 

5 Conclusions 

With the use of a decision engine which can optimize the energy usage of a 
community using a shared energy renewable resource network, the overall efficiency 
can increase while the fuel costs of the system can decrease significantly. Properly 
matched load, given the cooperation of residents results in fewer losses due to storage, 
as well as less use of grid electricity and auxiliary thermal energy generation via 
natural gas. 
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Abstract. In this study among current approaches that involve usage of LCA 
that are employed in different countries and established by different institutions, 
Athena, BEAM, BEES, BREEAM, DGNB, EcoHomes, GaBi, Green Star and 
LEED are studied. Findings related to General Information, Usage Features, 
LCA Processes, Environmental Impact Assessment Criteria, Features of As-
sessment and Energy in Environmental Impact Assessment Criteria of Eva-
luated Tools are given and tools are compared related to these subjects.  
Comparison and evaluation of embodied energy criteria in selected tools that 
evaluate environmental impacts that have occurred throughout the lifespan of 
building products present the importance of product decision processes in 
building design. Appropriate product decision requires an adequate level of 
product information and this necessitates an information database. Besides, de-
velopment of weightings, grading, and/or calculation methods that are appro-
priate to countries and regions where the evaluation tool is used is important in 
terms of effectiveness and productivity of the evaluation.  

Keywords: embodied energy, building products, LCA, environmental assess-
ment tools. 

1 Introduction 

We are living in a century where natural resources on earth are lessening and produc-
tion and consumption processes inevitably result in pollution of air, water and soil. In 
this framework, it is a well known fact that buildings enormously affect the environ-
ment. According to the Worldwatch Institute, the building sector globally uses 40% of 
stone, aggregate and sand, and 25% of wood. Also, annually, buildings are responsi-
ble for 40% of energy and 16% of water consumption in the world. When we evaluate 
the fact that most of the consumption and environmental effects are caused by the 
building sector, sustainable design of buildings stands out to be a significant subject. 
Even though sustainability has environmental, social and economic dimensions, un-
doubtedly the primary subject of building design today is energy.  

It is obvious that the projects issued for the reduction of energy consumption  
in buildings are limited with operational energy. However research shows that the 
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embodied energy of a building can be equal to its 30 years of operational energy. As 
known embodied energy is the energy consumed by all of the processes associated 
with the production of a building, from the mining and processing of natural resources 
to the manufacturing, transport and product delivery. Embodied energy is an impor-
tant element in Life Cycle Assessment (LCA). Life Cycle Assessment (LCA) is the 
evaluation of the possible environmental effects that have occurred throughout all life 
cycle processes of products. This article explores the place of embodied energy in 
LCA approaches. 

1.1 Aim of the Study 

During the 1990s, the concepts of sustainable design and high performance buildings, 
as well as the increasing adoption of these concepts in the marketplace, have been 
furthered by the development of assessment tools. There are international studies, 
checklists and computer programs evaluating building products on energy and envi-
ronmental effect levels. LEED (Leadership in Energy and Environmental Design), 
BREEAM, CASBEE and Green Star in assessment of energy and environmental de-
sign issues in buildings, GaBi software in evaluating life cycle of building products 
are significant evaluation models. However considering the geographical data and its 
application in different localities in the assessment tools that are stated above, inade-
quacies can be seen. Local data to support such assessment tools are also lacking.  

It is obvious that there are limited data and research on production of building ma-
terials and their environmental behavior. What the paper puts forth is an overview of 
the current situation on LCA approaches. The outcomes that will be generated from 
evaluation of the methods and software which form the aim of this paper, is expected 
to propose an easily applicable, understandable model which takes into account  
geographical and other contextual data to calculate embodied energy of building 
products. Eventually the findings will encourage producers in the building sector to 
evaluate their products and services on an energy consumption basis. 

1.2 Method of the Study 

In order to develop a model which will help the decision making process of material 
selection for designers, first of all, a selection of current available models which as-
sess LCA is studied.  

As known, there are many tools that evaluate life cycle processes of buildings. 
However it is not easy for both the designers and other actors of the sector to select 
the most suitable assessment tool from a wide range of possibilities due to the context 
of the design/building. The aim, content and weighting of the tools designed for LCA 
differ from each other related to different needs, geographies, and localities. For  
instance, the building stock in Europe is old, and therefore the maintenance and refur-
bishment of the existing buildings are critical issues for sustainable building construc-
tion. As the urban areas grow rapidly, the situation is different in North America 
(Kohler and Moffatt, 2003). 
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If we want to classify environmental assessment tools, the following classification 
derived from the ATHENA classification (Haapio and Vitaniemi, 2008) and the IEA 
Annex 31 Classification (Haapio and Vitaniemi, 2008) can be state as follows: 

a. Energy Modeling Software (APACHE, TSol, etc.) 
b. Environmental LCA Tools for Buildings and Building Stocks 

a. Product Comparison Tools and Information Sources (BEES, TEAM, 
etc.) 

b. Whole Building Design and Decision Support Tools (ATHENA, BEAT 
2002, BeCost, Eco-Quantum, Envest 2, EQUER, LEGEP, PAPOOSE, 
etc.) 

c. EcoEffect, ESCALE, etc. 
c. Environmental Assessment Frameworks and Rating Systems (BREEAM, Eco-

Profile, Environmental Status Model, DGBN, LEED, etc.) 
d. Environmental Guidelines or Checklists for Design and Management of Build-

ings (ECOPROP, LEGOE, etc.) 
e. Environmental Product Declarations, Catalogues, Reference Information, Certi-

fications and Labels (EcoSpecifier, Swan Eco-label, etc.). 

Environmental LCA Tools for Buildings and Building Stocks consist of interactive 
software, Environmental Assessment Frameworks and Rating Systems which rely 
more on guidelines and questionnaires than on databases and are passive tools. Inter-
active software tools “provide calculation and evaluation methods which enable the 
user or decision maker to take a pro-active approach (to explore a range of options in 
an interactive way)”. Passive tools support decision making, they do not allow inte-
raction with the user (Haapio and Vitaniemi, 2008).  

In this paper, tools from categories Environmental LCA Tools for Buildings and 
Building Stocks and Environmental Assessment Frameworks and Rating Systems are 
selected for comparison and evaluation. As can be followed from the list below, the 
selected tools are 3 LCA tools (ATHENA, BEES, GaBi) and 6 environmental as-
sessment frameworks and rating systems (BEAM, BREEAM, DGBN, ECOHOMES, 
GREEN STAR, LEED). The reason for making such a comparison is to see the dif-
ferences of approaches among varied environmental assessment systems. The paper 
aims to also review differences among interactive software and passive tools and 
globally used models and local approaches.  

The selected tools evaluated in this study are: 

• ATHENA (Athena Sustainable Materials Institute) 
• BEAM (The Building Environmental Assessment Method Society) 
• BEES (Building for Environmental and Economic Sustainability),  
• BREEAM (Building Research Establishment Environmental Assessment Me-

thod) 
• DGBN (Deutsche Gesellschaft für Nachhaltiges Bauen) 
• ECOHOMES (BRE Building Research Establishment)  
• GaBi (PE International) 
• GREEN STAR (Green Building Council of Australia) 
• LEED (Leadership in Energy and Environmental Design) 
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The study is based on literature review; none of the tools have been tested in the 
study. The information is gathered from web sites of the available tools.  

2 Embodied Energy and Life Cycle Assessment  

2.1 Embodied Energy 

Embodied energy is the energy consumed by all of the processes associated with the 
production of a building, from the acquisition of natural resources to product delivery, 
including mining, manufacturing of materials and equipment, transport and adminis-
trative functions. The embodied energy of a building is a significant multiple of the 
annual operating energy consumed, ranging from around 10 for typical dwellings to 
over 30 for office buildings. Making buildings such as dwellings more energy effi-
cient usually requires more embodied energy thus increasing the ratio even further. 
Choice of material and design principles has a significant, but previously unrecog-
nized, impact on energy required to construct a building. Embodied energy is one 
measure of the environmental impact of construction and the effectiveness of any 
recycling, particularly CO2 emissions. CO2 emissions are highly correlated with the 
energy consumed in manufacturing building materials. On average, 0.098 tonnes of 
CO2 are produced per gigajoule of embodied energy (Tucker, 2000). 

The scenario of balancing operating energy is quite familiar and requires no further 
clarification. The concept of life cycle energy balance might not, however, be quite so 
obvious. Here, energy inputs comprise a building’s net life cycle embodied energy 
plus its total operational energy inputs. The gross life cycle embodied energy is the 
embodied energy of all the materials used in initially constructing the building, plus 
energy used in its maintenance, repair and refurbishment, including all the transport 
energy that that entails. It also includes the energy used to dismantle the building and 
transport the materials to the landfill or recycling facility. To get the net figure, the 
embodied energy recovered from the recycled materials must be taken away from the 
gross embodied energy figure. The operational energy consists of the total energy 
used to maintain the habitability of the building throughout its life. A figure for a 
building’s total energy debt is found by adding together the figure for its net embo-
died energy and its total operating energy. Our aim then is to design buildings which 
will produce enough energy during their lifetime to recover this energy debt (Storey 
and Baird, 1999). 

The Gross Energy Requirement (GER) is a measure of the true embodied energy of 
a material. In practice this is usually impractical to measure. The Process Energy 
Requirement (PER) is a measure of the energy directly related to the manufacture of 
the material. This is simpler to quantify. Consequently, most figures quoted for em-
bodied energy are based on the PER. This would include the energy used in transport-
ing the raw materials to the factory but not energy used to transport the final product 
to the building site. In general, PER accounts for 50 to 80% of GER. Even within this 
narrower definition, arriving at a single figure for a material is impractical as it  
depends on (Reardon et al., 2010): 

 Efficiency of the individual manufacturing process.  
 The fuels used in the manufacture of the materials.  
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 The distances materials are transported.  
 The amount of recycled product used, etc. 

Each of these factors varies according to product, process, manufacturer and applica-
tion. They also vary depending on how the embodied energy has been assessed. Fac-
tors that have considerable bearing on the final energy coefficient are firstly whether 
heat, and how much, is needed in the manufacturing process, followed by the amount 
of physical force needed in the manufacturing process. Transport, especially if it is by 
an efficient means such as sea transport, tends to have only a small influence on the 
final result. Fuel type, internal wastage and efficiency of the manufacturing plant all 
have a noticeable, but usually rather less significant, bearing on the final result. 

However assessment of embodied energy of a building material alone cannot de-
termine the building’s environmental properties. For instance the reuse of building 
materials commonly saves about 95% of embodied energy which would otherwise be 
wasted. Some materials such as bricks and tiles suffer damage losses up to 30% in 
reuse. The savings by recycling of materials for reprocessing varies considerably, 
with savings up to 95% for aluminum but only 20% for glass. Some reprocessing may 
use more energy, particularly if long transport distances are involved. On the other 
hand, materials such as concrete and timber have the lowest embodied energy intensi-
ties but are consumed in very large quantities; whereas the materials with high energy 
content, such as stainless steel, are used in much fewer amounts. Steel can be re-used 
and/or recycled in the building industry. Nevertheless the greatest amount of embo-
died energy in a building is often in concrete and steel. However, using these values 
alone to determine preferred materials is inappropriate because of the differing life-
times of materials, differing quantities required to perform the same task, different 
design requirements (Tucker, 2000) and different reuse, recycle properties.  

Further more embodied energy must always be considered in the context of the  
total energy requirement over the lifetime of a building. Choice of materials can in-
fluence operating energy requirements as well as embodied energy. For example, a 
high mass material such as concrete, although having a larger embodied energy than 
timber, has the potential for reducing HVAC energy requirements due to its good heat 
storing properties. In the case of glass fiber insulation, the energy savings over the 
building’s life can be many times that of its initial energy cost (Baird et al., 1998). In 
choosing between alternative building materials or products on the basis of embodied 
energy, not only the initial materials should be considered but also the materials con-
sumed over the life of the building during maintenance, repair and replacement 
(Tucker, 2000). Therefore a life cycle assessment tool which includes embodied  
energy as well as other relevant data should be taken into consideration.  

2.2 Life Cycle Assessment 

Life Cycle Assessment (LCA) is the evaluation of the possible environmental effects 
that have occurred throughout all life cycle processes of products. Life Cycle 
processes of a product are: 
 

• Acquisition of raw material: Acquisition of raw material and energy sources 
from soil and transportation of raw material to the processing unit.  

• Production of the product: 
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o Production of the material: Processing of the raw material in order to be 
used in manufacturing of a product. 

o Production of the product: Production of a finished product (e.g. compo-
nent, element, unit, fragment).  

o Packaging and distribution of the product, 
• Installation of the product to the building. 
• Usage of the product, repair, maintenance and re-usage.  
• Completing of the lifespan of the product, recycle or disposal of the product. 

Transportation between the processes is also a part of LCA. The concepts of open 
loop and closed loop can be explained as follows:  

• Closed loop: usage of a product that has completed its lifespan in the production 
of the same material.  

• Open loop: usage of a product that has completed its lifespan in the production of 
a different material (Ciambrone, 1997; Curran, 1996; Horne et al., 2009; Keole-
ian et al., 1994; Tuna-Taygun, 2005; Vigon et al., 1994). 

LCA consists of four steps which are related to each other (Ciambrone, 1997; Curran, 
1996; Horne et al., 2009; Tuna-Taygun, 2005; Vigon et al., 1994): 

• Completion of the study, 
• Inventory analysis, 
• Impact analysis, 
• Interpretation of the evaluation. 

There are many methods to calculate LCA and differing methods offering different 
options. One of the most comprehensive studies about broadening and deepening LCA 
methods and tools is the CALCAS project funded by the EU 6th framework program. 
The study includes extensive research on current methods of Environmental Impact 
Assessment: Material flow analysis, substance flow analysis, cost benefit analysis, life 
cycle costing, total cost assessment (total cost accounting), total cost of ownership, envi-
ronmental input-output analysis/environmentally extended input-output analysis, hybrid 
analysis, integrated hybrid analysis, environmental risk analysis, environmental impact 
assessment, computable general equilibrium model, input-output analysis (including 
social accounting matrices), eco-efficiency analysis, material intensity per service unit, 
external costs (externe), ecodesign product oriented environmental management sys-
tems, energy/exergy analysis, multicriteria analysis, life cycle activity analysis, partial 
equilibrium modeling, carbon footprint, social life cycle assessment or societal LCA, 
strategic environmental assessment, sustainability assessment, life cycle optimization, 
sustainable process design and green accounting are all methods evaluated within the 
scope of the project. SWOT analysis performed due to the content of the project on 
these methods and models mainly serves for the identification of opportunities for com-
binations and/or integrations, towards a deepened and broadened life cycle analysis. 
According to the study each of these models has its own path of development and its 
research needs, which have been briefly described in the project. However the challenge 
is to understand how all these advances can make available the necessary knowledge for 
making the framework operational, i.e. how they can be fit into the framework in a way  
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so that they complement each other and provide coherent, relevant, reliable and com-
plete output (Zamagni et al., 2009). 

According to Baird et al. (1997), while not covering all considerations, energy 
analysis is one method which can be used, albeit crudely, to estimate the environmen-
tal impact of different activities. Statistical analysis utilizes published statistics to 
determine energy use by particular industries; input-output analysis captures every 
dollar transaction, and hence every energy transaction, across the entire national 
economy and process analysis involves the systematic examination of the direct and 
indirect energy inputs to a process. The most effective one seems to be hybrid energy 
analysis which attempts to incorporate the most useful features of the three analysis 
methods outlined above, especially input-output analysis and process analysis. 

Input–output analyses generally suffer from a lack of detail in calculating direct 
contributions simply because the data on which they are based are spread over a li-
mited number of industrial sectors. Hence, the particular process of interest may only 
be contained in an aggregated classification, with a corresponding loss of accuracy. 
Process analysis of the direct requirements is therefore often more accurate. However, 
in determining indirect requirements, the results of process analysis are dependent on 
the choice of the system boundary, that is, on how many of the first and higher order 
processes are included. Process analysis therefore suffers from truncation error, as it 
is not possible to include all of the higher order contributions. In contrast, input–
output analysis does account for all higher order terms, subject to the limits of aggre-
gation of the sectors. Nevertheless, it suffers from errors of a different nature (Lenzen 
and Dey, 2000). 

A number of researchers have suggested and used a hybrid LCA approach combin-
ing process with input–output analysis. Input–output analysis is a top–down economic 
technique, which uses sectoral monetary transaction matrices describing complex 
interdependencies of industries in order to trace resource requirements and pollutant 
releases throughout a whole economy. In a tiered hybrid LCA, the direct and down-
stream requirements (for construction, use, and end-of-life), and some important low-
er-order upstream requirements of the functional unit are examined in a detailed 
process analysis, while remaining higher-order requirements (for materials extraction 
and manufacturing) are covered by input–output analysis. In this way, advantages of 
both methods, completeness and specificity, are combined. Moreover, the selection of 
a boundary for the production system becomes obsolete. An input–output technique 
called structural path analysis can be employed to extract a preliminary ranking of the 
most important input paths into the functional unit. This ranking can be used to pri-
oritize the inventory list and to systematically delineate the process and input–output 
part of the hybrid LCA according to the required level of specificity and accuracy. 
Furthermore, it can provide data to fill gaps in the existing incomplete life cycle  
inventories (Lenzen and Treloar, 2002). 

Another hybrid approach has been suggested by Treloar (1996), which involves 
extracting embodied energy paths and selecting the most important energy require-
ments (which are not necessarily the direct or first order requirements). Process  
analysis is carried out for these important paths, and the remainder is covered by in-
put–output analysis (Lenzen and Dey, 2000). Treloar et al. (2000) argue that existing 
techniques such as LCA do not account adequately for upstream processes. Thus, 
there is a need for a more comprehensive LCA method, so that the direct and indirect 
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environmental impacts of design and engineering decisions can be assessed. They 
acknowledge previous input-output LCA methods, but suggest that a hybrid LCA 
method is more appropriate. Currently the authors are developing the proposed hybrid 
LCA method by: (a) investigating the best available input-output LCA models; and 
(b) application of the proposed hybrid LCA method to different building types and 
other non-building products. The proposed hybrid LCA method is claimed to enable 
informed decision making with regard to the collection of case specific LCA data. 
The proposed hybrid LCA method is assumed to enable potentially a large increase in 
framework completeness, and hence its overall reliability, at the cost of only a small 
increase in research time compared with a traditional LCA. The environmental impact 
of the initial and recurring construction phases for buildings is pursued to be able to 
be calculated more comprehensively.  

3 Evaluation of the Life Cycle Assessment Approaches 

In the following section of the paper, among different tools that make environmental 
assessments, which are proposed by different institutions and scientists in different 
geographies, the selected tools are analyzed and compared according to the priorities 
related to assessment of embodied energy.  

3.1 General Information on Evaluated Tools 

First of all, general information related to the evaluated tools is given in the table 
below. Here, the establishment that proposed the tool, the country that the tool is pro-
posed in, and the usage dates of the tools are given. The establishments are generally  
 

Table 1. General Information on Evaluated Tools 

NAME OF  
THE TOOL 

THE ESTABLISHMENT 
THAT PROPOSED THE 
TOOL 

THE COUNTRY 
THAT THE TOOL 
IS PROPOSED IN 

USAGE DATE  
OF THE TOOL 

ATHENA Athena Sustainable Materials 
Institute Canada  1997 

BEAM Building Environmental 
Assessment Method Society  China 1996 

BEES National Institute of Stan-
dards and Technology USA 1994 

BREEAM Building Research Estab-
lishment England 1990 

DGNB German Green Building 
Council Germany 2007 

ECOHOMES Building Research Estab-
lishment England  2000 

GaBi PE International Germany no data 

GREEN STAR Green Building Council of 
Australia Australia 2002 

LEED The U.S Green Building 
Council (USGBC) USA  1998 
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Green Building Councils, research centers or institutes that work on a volunteering 
basis. The only exception is GaBi which is offered by a commercial establishment. 
The listing of the countries where the tools are proposed is important information as 
evaluation criteria and weightings depend on local specialties. Here another important 
piece of information is whether the tool is used locally or globally. ATHENA, BEES, 
BREEAM, LEED and GaBi are used globally. 

3.2 Comparison Related to Usage Features 

Table 2 brings forth a general evaluation related to usage of the tools. The questions 
that are answered in the table are whether the usage is obligatory, which tools are 
used, what are the levels of evaluation and finally who are the users. It should be 
stated that all of the tools evaluated in this study work on a volunteer basis. The only 
exception is EcoHomes, whose usage has become obligatory in social housing 
projects starting from 2003. As known tools make the evaluation through either 
checklists or software. This is important data as it defines whether the model is inter-
active or passive. LCA tools, ATHENA, BEES and GaBi, use software. The table 
also gives information on evaluation levels of the tools. Even though the subject of 
this paper is LCA of building products, here, in order to compare and generate solu-
tions, the tools that evaluate the building or all products are also evaluated.  

Table 2. Usage Features of Evaluated Tools 
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X: the model is obligatory for social housing projects starting in 2003. 
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Users of the tools also give information about the best practices of the tool. Here 
the users are designers, product producers, and building users. Besides, in ATHENA 
engineers and researchers, in BEAM engineers, contractors, building managers, in 
BREEAM building managers, in DGNB auditors, planners, in ECOHOMES building 
managers can use the program and lastly in BEES usage is open to everyone. 

3.3 Comparison Related to LCA Processes 

Table 3 brings forth a comparison of the selected models related to LCA processes in-
cluded in the tools. As can be followed from the table, except for ATHENA, BEAM 
and BEES, tools do not define LCA processes. It is obvious that in order to receive an 
effective and sufficient evaluation, definitions of the processes are of great importance.  

Table 3. LCA Processes of Evaluated Tools  

NAME OF TOOL 
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3.4 Comparison Related to Environmental Impact Assessment Criteria 

In Table 4 a comparison of the selected tools according to the environmental impact 
assessment criteria can be followed. In the table below various criteria that appear in 
the tools such as energy, building product, pollution (air, water, soil), human health, 
waste management are brought together in common titles. Along with the criteria  
explained in the table below in ATHENA; quality of indoor environment, renewal, 
design process; in BEAM quality of indoor environment, noise pollution, lighting  
pollution; in BEES quality of indoor environment, economical performance;  
in BREEAM management, roads, transportation; in DGNB qualities related to  
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socio-cultural, functional, economic processes; in ECOHOMES transportation; in 
GaBi evaluation of the total cost; in GREEN STAR quality of indoor environment, 
transportation, usage of the land, ecology; and in LEED quality of indoor envi-
ronment, renewal, design process are also taken into account. When the results of 
Table 4 and Table 1 are compared, which means the information of the geogra-
phies where the tools are used and the criteria related to EIA are compared,  
diversities due to local differences appear as important information where special 
attention is needed. 

Table 4. Environmental Impact Assessment Criteria in Evaluated Tools 
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3.5 Comparison Related to Features of Assessment 

Table 5 shows three important features of assessment of selected tools. These are 
whether the assessment includes regional/local usage or not, if original databases are 
used in the assessment, and if weightings are paid attention to. These data are impor-
tant because regional/local information paves the way for the model to be used in 
different geographies. Original database usage is another important feature because it 
provides coordination in assessment. Lastly weightings are of great importance be-
cause differences in usage of environmental impact criteria can be evaluated by 
weightings. Weighting is inherent to these systems although it might not be addressed 
explicitly; those systems without an explicit weighting method give all criteria equal 
weighting or implicitly weight the criteria by points allocated (Todd et al., 2001). In 
the absence of scientifically based weights, some organizations use ‘consensus-based’ 
weighting. In this approach, groups of experts or users rank various elements, such  
as environmental issues, in terms of their relative importance or assign points to  
these elements. This ranking or scoring is then used to establish weights (Dickie and 
Howard, 2000).  
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Table 5. Features of Assessment of Evaluated Tools 

NAME OF TOOL 
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3.6 Embodied Energy in LCA of Building Products 

When we look at the tools that have been evaluated in the context of this paper in 
terms of embodied energy, we can define that except for BEES, in ATHENA, BEAM, 
BREEAM, DGNB, EcoHomes, GaBi, GREEN STAR and LEED energy issues ap-
pear in evaluation criteria. However evaluations of the energy issues differ from each 
other. As stated previously, models either use software or checklists as evaluation 
tools. In the tools that use software (Table 2), it is not possible to find information 
related to energy calculations. When checklists are used as an evaluation method, 
points assigned to different energy criteria can be followed. Therefore information 
regarding the tools that are used in LCA Tools is given in Table 6. The percentage of 
energy issues with respect to all evaluation criteria is given in the tools that use 
checklists. Still this does not give definite information related to the effect of energy 
in LCA. Points that are used in tools differ among different regional conditions, in 
other words the results differ if weightings are applied or not.  

Here it can be stated that as in LCA tools processes are not defined openly it is not 
possible to evaluate the approach to embodied energy. In checklists and/or frame-
works processes are more openly shared. However in those approaches currently  
embodied energy doesn’t seem to be a primary concern. 

Table 6. Energy in Environmental Impact Assessment Criteria of Evaluated Tools  
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4 Conclusion 

In this study among current tools that involve LCA that are used in different countries 
and established by different institutions, ATHENA, BEAM; BEES, BREEAM, 
DGNB, EcoHomes, GaBi, GREEN STAR and LEED are studied. In this paper find-
ings related to: 

• General Information on Evaluated Tools (Table 1) 
• Usage Features of Evaluated Tools (Table 2) 
• LCA Processes of Evaluated Tools (Table 3)  
• Environmental Impact Assessment Criteria of Evaluated Tools  (Table 4) 
• Features of Assessment of Evaluated Tools (Table 5) 
• Energy in Environmental Impact Assessment Criteria of Evaluated Tools  

(Table 6) 

are given and tools are compared related to these subjects. 
Inappropriate usage of production techniques in buildings and building products, 

irresponsible usage of natural resources, waste generation related to production and 
building results in negative effects to the natural environment. Production, recycling, 
transportation and usage of energy, the main inputs in the production of buildings and 
building products may result in environmental pollution.  

Comparison and evaluation of embodied energy criteria in the LCA tools that eva-
luate environmental impacts occurring throughout the lifespan of the building prod-
ucts present the importance of product decision processes in building design. Appro-
priate product decision requires an adequate level of product information and this 
necessitates an information database. This system can be realized with product data-
bases that are generated from local information. Development of weightings, grading, 
and/or calculation methods that are appropriate to countries and regions that the eval-
uation tool is used in is important in terms of effectiveness and productivity of the 
evaluation.  

It is thought that by taking into consideration energy consumption in the design 
process not only in usage of buildings and/or products but also in all life cycle 
processes will result in prevention of environmental pollution, protection of natural 
resources, economy and therefore implementation of obligatory energy policies.  
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Abstract. This article presents an effort to pinpoint how efficiently resources 
are used in the construction sector applying exergetic life cycle assessment  
methodology in a cradle-to-grave life cycle approach. Polypropylene (PP) and 
polyvinyl chloride (PVC), two widely used thermoplastics in construction ap-
plications, are chosen as case study materials in this analysis involving raw  
material extraction, resin manufacturing, and post-consumer waste management 
life-cycle stages. Overall life cycle exergy efficiency of PP and PVC is quanti-
fied 27.1% and 9.3%, respectively, characterized by a low efficiency of manu-
facturing and recycling processes for both materials. Improving the efficiency 
of manufacturing and recycling processes will thus reduce exergy losses from 
the system. From resource conservation point of view, mechanical recycling 
can be the viable option for end-of-life plastic waste management, since it loops 
materials back directly into new life cycle, and thus reduces primary resource 
inputs in the production chain and associated environmental impacts. 

Keywords: Cradle-to-grave, exergy efficiency, exergy loss, thermoplastic, 
waste management. 

1 Introduction 

The sustainability of the construction sector is largely dependent on efficient use of 
natural resources, since it is the largest user of non-renewable energy and material 
resources. More recently, increasing awareness about the impacts associated with 
resource use, as well as their scarcity, has led to efforts to reduce energy dependency 
and to shift industrial activities towards improved technologies. One of the major 
efforts in achieving this goal is to increase the efficiency of present industrial 
processes. Adequate evaluation of resource consumptions and environmental impacts 
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throughout the overall life cycle is critical for the proper evaluation of technologies. 
Life Cycle Assessment (LCA) is one of the most popular tools to compare different 
scenarios of products’ end-of-life. An LCA consists of three main steps: determina-
tion of mass and energy in- and out flows through all stages of the life cycle; evalua-
tion of the environmental impacts associated with resource consumption; and ways to   
decrease the environmental, economic and social burdens [9]. Apart from LCA, a 
more recent approach in order to assess the sustainability of technological options is 
the thermodynamic or exergetic life-cycle assessment (ELCA). The ELCA examines 
exergy flows and seeks to reduce exergy destructions and to improve the efficiency of 
processes [5]. In conventional energy efficiency (refers to first law analysis) only 
identifies losses of work; however, the exergy analysis (known as second law analy-
sis) takes the entropy production into consideration by including irreversibilities [9]. 
Therefore, exergy analysis offers useful insights for the correct assessment of the 
process itself. The thermodynamic analysis of life cycle shows a cumulative loss of 
exergy due to entropy generation. Resource extraction from the ecosphere, conversion 
of the resources into products and wastes, and irreversibility can be analyzed in exer-
gy terms, showing the role of process efficiency in sustainability. The ELCA uses the 
same framework as the LCA, but the additional criterion is the life-cycle irreversibili-
ty, the loss of exergy during the complete life cycle [5]. Life cycle irreversibility can 
be used as the measure of inefficient use of natural resources. The ELCA has been 
applied to account the depletion of natural resources [9], exergy input to production 
system [21], resource consumption in the built environment [6]; however, it can  
also be a useful tool to assess the inefficiency of a system since it shows in which 
component the losses of natural resources take place [8]. With this information better 
proposals for reducing the loss of natural resources can be obtained. Consequently, 
exergy-based analysis can be used as a powerful tool for process optimization. 

Construction sector is the second largest consumer of plastics after packaging sec-
tor. In 2010, the sector consumed 9.5 million tons of plastics in Europe, 21% of total 
European plastics consumption [16]. The construction industry uses them for a wide 
and growing range of applications including insulation, piping, window frames, and 
interior design. This growth is mainly due to plastics' unique features, which include 
durability and resistance to corrosion, better insulation property, cost efficiency, min-
imum operation and maintenance, hygienic, and sustainability [16]. Despite recent 
advances on closed loop industrial ecology concept, 49% of all the plastic wastes 
generated in Europe are still disposed of to landfill [11], a management alternative 
that generates serious environmental problems due to their low density, resistance to 
biological degradation and combustible nature. Consequently, extraction of finite 
natural resources is increasing to meet the excess demand of primary material manu-
facturing. From energy conservation point of view, disposal of plastic waste to  
landfill also mean substantial exergy losses as these materials contain significant  
embodied exergy. Therefore, recycling of post-consumer plastic wastes provides op-
portunities to reduce oil usage, carbon dioxide emissions and the quantities of waste 
requiring disposal [13] Reuse and recycling of plastic waste will therefore have a 
major implication on both efficient resource use and reduced environmental impact. 
In recent years, plastic recycling has become more popular in the European Union 
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(EU) due to regulatory limitations. In 2010, the overall recovery of building and con-
struction plastic waste increased 4.3% compared to that in 2009, including 44.7% 
PVC and 5.1% PP recovery. Fig. 1 shows the building and plastic wastes recovery in 
European countries in 2010, from which we observe that the recycling of plastic 
waste, generated from building and construction sector, is still very low compared to 
energy recovery and landfill. It is also noticed that feedstock recycling within the 
European countries is negligible. 

 

Fig. 1. Recovery and disposal of construction plastic waste in in Europe in 2010, all numbers 
are in kilotons (kt) (Source: [9]) 

The Waste Framework Directive, 2008/98/EC, aims to protect human health and 
the environment against harmful effects caused by the collection, transport, treatment, 
storage and landfilling of waste. The Directive sets new recycling targets to be 
achieved by the EU Member States by 2020, including 70% recycling rates for con-
struction and demolition waste. The Directive will therefore have an influence on the 
disposal of plastics used in the construction sector. 

In this study, we have applied ELCA to polypropylene (PP) and polyvinyl chloride 
(PVC), two widely used plastic materials in construction applications, as a case study 
in a cradle-to-grave life cycle approach. The ELCA is applied not as a substitute for 
LCA but rather an improvement options for potential exergy efficiency improvements 
of systems. The purpose of this analysis is to give the reader an understanding how 
efficiently resources are used during the whole life cycle of PP and PVC. The results 
from this analysis will provide deeper insights of resource use inefficiencies for the 
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selected materials and will thus offer opportunities to reduce the exergy loss by    
improving process efficiency. 

2 Materials and Methods 

The exergy efficiency, e2, of a system is the relation between the process products’ 
exergy and the input exergy. It can be calculated as the useful product output divided 
by the total exergy input of a process, as expressed in equation 1 [20].  

e2 =
Exproduct/s

Exmaterials + Exutilities
                             (1) 

where, Exmaterials  and Exutilities are the exergy of input materials and utilities, respec-
tively; utilities include water, steam, electricity, and fuels required for the process. 

Exergy efficiency calculation requires detailed and disaggregated analysis of ma-
terial and energy input to each process step of a production chain. Depending on sim-
ple chain or branched chain production process we can calculate the exergy of the 
whole process as explained by Ayres et al [4]. Exergetic efficiency of resource (crude 
oil and natural gas) extraction, resin manufacturing process, and mechanical recycling 
of PP and PVC waste have been calculated using equation 1. This study does not 
include indirect exergy consumptions associated with the materials and utilities  
necessary for manufacturing of fixed capitals, such as machineries and production 
facilities. From life cycle perspective, it would generally be favorable to increase the 
amount of recycled plastics entering new life cycles. Among the three different recy-
cling or recovery processes (mechanical, feedstock, and energy recovery), mechanical 
recycling (which loops the material back directly into new life cycles) is the European 
plastic industry’s preferred recycling techniques [10].To  certain extent, this tech-
nique substitutes the processes of resource extraction, intermediate production, and 
polymerization during the production of virgin material. Thus, this study focuses on 
mechanical recycling to account the exergy efficiency of recycling process. Exergetic 
analysis requires quality data on chemical exergy of materials and utilities involved in 
the process, and a proper mass balance of the process. We used published literature 
data to account material and energy balance for unit processes of the case study  
materials, data sources are illustrated in table 1. 

Table 1. Data sources related to the ELCA of PP and PVC 

Parameter Data source 

Extraction and processing of crude petroleum and natural gas [12]  

Transportation of petroleum and natural gas through pipeline [9,12]  

Chemical exergy of materials and utilities involved in the production of PP 
and PVC 

[3,20]  

PP and PVC resin manufacturing process [3,14,17]  

Recycling of PP and PVC [1,7,13,18]  
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3 Case Studies 

Consumption of plastic materials is becoming popular mainly because of their stabili-
ty and long life, 10-50 years of life time depending on the types of use [16]. In addi-
tion, these materials require minimum care and maintenance during the use phase. 
Plastic manufacturing processes consist of various industrial segments and are related 
in a complex manner. For example, chlorine, a major raw material for PVC, is manu-
factured by the soda industry and then converted to PVC by the plastics industry via 
vinyl chloride monomer (VCM) production. Energy resources, raw materials, and 
manufacturing processes used in plastic manufacture vary from country by country 
depending on the availability of feedstock materials and energy sources. Plastic  
resin production from virgin resources is analyzed in this study in order to assess the 
overall life cycle exergy efficiency. 

3.1 Polypropylene 

Polypropylene has become one of the most versatile bulk polymers due to its good 
mechanical and chemical properties. Global consumption of PP in 2010 is estimated 
48.4 million tons with global capacity utilization 82%. In recent years, PP consump-
tion in the construction sector is increasing especially for piping and fittings. Other 
uses include window profile, wall covering, and filler fibers in concrete production. It 
is produced in a low-pressure process, polymerized from propylene. Ethylene and 
propylene are co-produced by cracking naphtha or gas oil in a steam-cracker [14]. For 
PP production, many different polymerization processes exist, such as solution poly-
merization, bulk polymerization in liquid propylene, and several gas-phase processes. 
Exergy inputs and outputs in different steps of the production chain to produce 1 kg 
virgin PP is illustrated in table 2. Assuming a branched chain production process [3], 
we estimated the exergy efficiency of PP production process, is 53.4%. 

Table 2. Exergy inputs and outputs for the production of 1 kg PP in present industrial practices 

Process step Input exergy (GJ) Output exergy (GJ) Exergy efficiency (%) 

Naphtha production 81.16 61.40 75.7 

Ethylene production 13.41 8.74 65.1 

Propylene production 56.68 45.19 79.7 

Propylene polymerization 50.60 46.31 91.5 

One of the major problems of recycling plastic waste is greater inhomogeneity of 
the polymers present in the waste. However, it is noticed that recycling systematically 
generates higher output compared to primary production process. It is assumed that 1 
kg of PP recycling require 13.44 MJ of utility (including transport and processing) 
[7], representing exergy efficiency of 70.4% (Fig. 2). 



318 M.R. Hoque et al. 

3.2 Polyvinyl Chloride 

Pure PVC is hard, brittle material which degrades at around 100℃ and is sensitive to 
deterioration under the influence of light and heat. Pure PVC is therefore supple-
mented with additives which improve its service life properties and allow it to be 
processed. Use of pure PVC in building materials depends on the product characteris-
tics and varies 35-98% [16]. Nearly 57% of the total PVC consumption goes to the 
construction industry. Global demand of PVC is expected to an average growth of 
around 4.7% per year from 2010 to 2015, and 4.2% from 2015 to 2020 [16]. PVC 
production is more complex rather than that for PP,  because the processes involve 
multiple reactions such as naphtha to ethylene, ethylene to ethylene dichloride (EDC) 
followed by vinyl chloride monomer (VCM) production, and PVC from VCM poly-
merization. EDC is one of the precursors for VCM in direct chlorination process. It is 
assumed that HC1 generated from thermal decomposition of EDC is used as the raw 
material for the oxy-chlorination process. Exergy inputs and outputs in different 
process steps for the production of 1 kg virgin PVC is illustrated in table 3, from 
which the overall exergy efficiency is accounted for 23.7%. 

Table 3. Exergy inputs and outputs for the production of 1 kg PVC in present industrial 
practices 

Process step Input exergy (GJ) Output exergy (GJ) Exergy efficiency (%) 

Naphtha production 83.76 63.42 75.7 

Ethylene production 77.21 50.28 65.1 

Ammonia (NH3) production 0.24 0.16 67.0 

Chlorine (Cl2) production 5.33 2.30 43.1 

VCM production 36.74 21.99 59.8 

Vinyl chloride polymerization 24.38 19.66 80.6 

Due to the high chlorine content, some of the recycling techniques are not favora-
ble for PVC. In particular, landfilling and composting are not suitable because of 
known and unknown hazards associated with the oxidative degradation of PVC in the 
environment. Incineration and pyrolysis may also be disfavored because of the pro-
duction of large amounts of hydrogen chloride and other toxic chemicals. Thus, me-
chanical and chemical recycling are the two main processes of PVC recycling, the 
former is preferred when the provenance of PVC waste is known. In this analysis, we 
calculated the exergy efficiency of mechanical PVC recycling, of 54.2%, assuming an 
average yield of 90% PVC [19] 

4 Results and Discussions 

The study shows that within the PP and PVC chains, the resin production plays a 
major role in overall resource use efficiency. Exergy consumptions associated with 
manufacturing processes are relatively high and major inefficiency takes place in the 
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production stages for both PP and PVC. We used 1MJ of electrical energy equals 1MJ 
of exergy in this analysis [20]. However, if we consider the efficiency of electricity 
production (assuming 31.8% efficient [8]), the manufacturing or recycling efficiency 
would be even lower. For example, exergy efficiency of PVC and PP production be-
comes 20.0% and 50.1%, respectively, considering the electricity production efficien-
cy. Exergetic efficiency of different life-cycle stages of PP and PVC is illustrated in 
Fig. 2, representing the overall life cycle efficiency of PVC and PP, 9.3% and 27.1%, 
respectively. Thus, PP has better exergetic efficiency for both production and recy-
cling processes. On the other hand, the gross CO2 emission from the manufacture of 
plastics is 1.4 and 1.7 kg-CO2/kg-PP and PVC, respectively [12,19]. Improving 
process efficiency will thus reduce the cumulative exergy consumption throughout the 
material life cycle and associated carbon emissions. This analysis is not intended to 
make specific proposals for improving a products’ life cycle efficiency but to assess 
how inefficiently today's systems perform, and to evaluate the losses and exergy con-
sumptions throughout the life-cycle stages of the case study materials. Improvement 
opportunities can be assessed comparing the efficiency outcomes of the processes 
analyzed with the theoretical exergy efficiency. As an example, theoretical exergy 
efficiency of VCM production from ethylene, which is an exothermic reaction (equa-
tion 2), is 91.9%; whereas, in present industrial practice the said efficiency is 59.8% 
(table 3). 

CH2=CH2 + Cl2 → CH2=CHCl + HCl + 16.4kJ                 (2) 

Therefore, it is logical to conclude that significant exergy improvement opportunities 
still exist but requires process optimizations. 

Mechanical recycling is being used for 35.5% of the total plastics waste recovered 
in the EU27+2 in 2010 [10]. This technique directly recovers clean plastics for reuse 
in the manufacturing of new plastic products. The difficulties of plastic recycling are  
 

 
Fig. 2. Exergy efficiency of overall life cycle and different life-cycle stages of PP and PVC 
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mainly related to the degradation of recyclable material and heterogeneity of plastic 
wastes [15]. Mechanical recycling can only be performed on single-polymer plastic. 
The more contaminated the waste, the more difficult it is to recycle it mechanically. 
Separation, washing, and preparation of plastic waste are all essential to produce high 
quality, clean, and homogenous end-products [1]. Both mono and composite fractions 
can be collected separately from the waste stream by sorting. For mixed and compo-
site plastic wastes, a suitable feedstock recycling process can be developed. By defini-
tion, energy recovery implies burning waste to produce energy in the form of heat, 
steam, and electricity. This is only considered a sensible way of waste treatment, 
when material recovery processes fail due to economical constrains. 

5 Conclusions 

Increased efficiency preserves exergy by reducing the exergy necessary for a process, 
and therefore reduces environmental damages. The results obtained from this analysis 
show that the exergy efficiency of manufacturing and recycling processes are low 
compared to raw material extraction and processing for both PP and PVC. Comparing 
the results of this analysis with the theoretical minimum exergy required in different 
life-cycle stages will offer the improvement potentials of the processes. The material 
choice can be discussed depending on the ELCA results as it is a straight-forward 
parameter that can easily be communicated even though within ELCA, material 
choice is simply one parameter among many inter-dependent parameters. In addition, 
the results of this analysis can also be compared with other quantitative tools covering 
the technological aspects such as social, financial, and environmental parameters to 
strengthen sustainable resource use. 
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Abstract. Sustainable architecture is a major goal for all the bodies and institu-
tions interested in architecture in various directions (planning - design - con-
struction); especially with the lack of environmental resources required to  
ensure building of environmentally compatible with the built environment and 
the natural environment. Diverse concepts of sustainability and green architec-
ture in the property sector: Sustainable design, Green Architecture, Sustainable 
Construction and Green Building are all new methods of design and construc-
tion, evoking environmental and economic challenges. This has cast a shadow 
over the various sectors in this era. The premises are new, design, implementa-
tion and operation of sophisticated methods and techniques contributing to  
reducing environmental impact, and at the same time minimizing costs, specifi-
cally operating and maintenance costs (Running Costs), as these premises con-
tribute to a safe and comfortable physical environment. Thus, motivating the 
adoption of the concept of Sustainability in the property sector is not different 
from the motivation that led to the emergence and adoption of the concepts of 
Sustainable Development, Dimensions of Environmental, and Economic and 
Social entity. 

 
Keywords: Building Economic, School, Hot and Humid Coastline, Green  
Architect, Sustainability. 

1 Introduction 

Educational buildings are considered one of the most important applications that 
can adapt to environmental architecture. These buildings meet the functional 
needs of the users; whether they are students, teachers or administrators, through 
the achievement of design requirements such as lighting, ventilation, movement 
and use of spaces.  
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2 The Main Goals of Research 

The goals depends on several points which form the methodology in order to obtain 
those goals, those points are:  

1- The possibility of study design and analysis of determinants of schools in Egypt 
documented from the buildings to get to the educational system is a standard 
school design in order to achieve sustainability of school buildings  

2- Identify elements in non-listed buildings to the list of education and that affect the 
sustainability of the design  

3- Develop a new system compatible and harmonized and combine the list of build-
ings of educational and LEED system  

4- Determine the design standard forms for schools comply with the environmental 
conditions and structural and geographical distribution of schools in the region hot 
and humid coastal. 

3 The General Methodology of the Research 

It depends on the merging of the design methodology certified from the Educational 
Constructions Association (the design guide for schools – prime education) and 
LEED V3 methodology into one organization; through applying the general essential 
conditions of designing schools, with adding two main items: 

-Energy and atmosphere  
-Water efficiency 

This is in the organization of design with working on raising the competency of the 
other items and on specifying a structure for the understanding of the organization. 

Through solidifying the LEED V3 methodology, we find that in order to accom-
plish the permanence, it is demanded to prove the compatibility amongst the require-
ments of the permanence through the Environmental, Social and Economical axis.   

Through a general review of the methodology for Educational Buildings in Egypt, 
writing it according to LEED methodology, we find the following: 

1- Sustainable Site: Standardization of the criteria of selecting School sites in order to 
achieve sustainability of the site. [1] 

2- Water Efficiency: Does not exist since there is no wastewater treatment methodol-
ogy. 

3- Energy and Atmosphere: Does not exist since there is no methodology for raising 
energy[2]. 

4- Material Resources: Does not exist since the materials used cannot be recycled. 
5- Indoor Environmental Quality: There are some criterions for internal processing. 
6- Innovation and Design Process: There are some criterions for design. 
7- Regional Priority Credit: There are criterions. 
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Through identifying the criterions for choosing schools, which will be used in the re-
search study analysis, we find that the median percentage for School projects according 
to LEEDS is 53%, Silver Grade. Therefore, one of the objectives of the research is to 
raise the efficiency of the medium of the business to reach the Gold grade (60%.79%).[3] 

This is done through a standard methodology for designing a standard form for the 
schools located in the hot and humid costal region. This raises the efficiency of the 
designed schools to the Gold Grade. 

4 Principles of Sustainable Design [4] 

Economy of Resources is economizing resources where the architect reduces the use of 
non renewable resources in the construction and operation of buildings. There is a con-
tinuous flow of resources, natural and manufactured, in and out of a building. This flow 
begins with the production of building materials and continues throughout the building’s 
life span to create an environment for sustaining human well .being and activities. After 
a building’s useful life, it should turn into components for other buildings.  

 
Fig. 1. Conceptual Framework for Sustainable Design and Pollution Prevention in Architecture 

4.1 Economy of Resources 

Conserving energy, water, and materials can yield specific design methods that will im-
prove the sustainability of architecture. These methods can be classified as two types 

A. Input-Reduction Methods: Reduce the flow of non renewable resources input to 
buildings. A building’s resource demands are directly related its efficiency in utilizing 
resources. [5] 
B. Output-Management Methods: Reduce environmental pollution by requiring a 
low level of waste and proper waste management. [6] 

Energy Conservation: 
Energy Conservation is an input-reduction method and depends on some points: 

• Water Conservation • Materials Conservation • Life Cycle Design [7] 
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5 The Process of  Sustainable Design of Educational Buildings 
in Egypt[8] 

Based methodology of Sustainable Building design education in Egypt on a group of 
the main axes including:  

1. How to choose the school site to achieve the requirements of environmental sustai-
nability in terms of lighting, ventilation and proximity of services and facilities [9] 

2. How to distribute the components of the educational building (chapters . administra-
tion . library . hobbies . gymnasiums) in harmony with the site conditions in order to 
achieve calm manner, natural ventilation and natural lighting [10] 

3. How to set up the building in terms of choice of construction materials used, work-
ing to facilitate the use of environmental recycling and methods of environmental 
manipulation (temperature . humidity . noise) so that the building fits the environ-
mental site conditions and functional requirements. This is the methodology in 
terms of consecutive methodology configuration and overlapping in terms of  
structure through the availability of common elements of a link between the three 
components of the methodology [11] 

 
Fig. 2. Methodology of Sustainable Design of Educational Buildings in Egypt[12] 

6 Evidence Used for the Study and Analysis[13] 

Based research study on the list of educational buildings in Egypt as an essential ref-
erence for the mechanism design schools through a range of determinants of design 
and developed to reach the best conditions are achieved comfort in the arrival and be 
compatible with the function of schools, but it's formula and designed by did not take 
into account the foundations of sustainability and the determinants of energy-saving 
components of the system for LEED 

A- The features in the Selection of Educational Building Site [14] 
B- The Characteristics of the Natural and Cultural Environment at the Educa-
tional Building Site Selection [15]  
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7 Measure the Efficiency of Sustainable Buildings [16] 

There are different methodologies to measure the Sustainable Building but the Leader-
ship in Energy and Environmental Design (LEED) methodology is a distinctive one [17] 

Different LEED versions have varied scoring methodologies based on a set of re-
quired "prerequisites" and a variety of "credits" in the six major categories listed 
above. USGBC LEED 2009 (v3) [8]:Certified . 40.49 points   Silver . 50.59 
points  Gold . 60.79 points Platinum . 80 points and above [18]: 

8 Determinants of Projects’ Selection for the Study Applying 
the Methodology Proposed for Educational Projects Located 
in the Province of Applied Hot and Humid Coastal[19] 

Case study examples were selected for a public and private schools on the nomination 
of the distinguished body of educational buildings in Alexandria. They are new, 
created in accordance with the requirements of the Authority and located within the 
territory of one climate, Alexandria. The distribution of these schools varies within 
the city of Alexandria as follows:  

Table 1. Comparison between LEED V3 2009 and Requirements for the Design of Buildings, 
Educational Projects Located in the Province of Applied Hot and Humid Coastal 

LEED V3 2009 Points 
Requirements for the design of buildings, 
educational projects located in the prov-
ince of applied hot and humid coastal 

First : Sustainable Sites 24 

The foundations of the site selection  
First: Topography  
Second : Physical Characteristics  
Third : Soil Fourth : Protection from pollution 

Second : Water Efficiency . special item. 11 No item equivalent 
Third :Energy and Atmosphere . special 
items. 

33 No item equivalent 

Fourth : Materials and Resources 13 

Founded by the outer membrane of building 
and finishing material 

 

Fifth : Indoor Environmental Quality 19 

Founded by the outer membrane of building 
and finishing material 

 
Sixth : Innovation and Design Process 6 Absorptive capacity of the site 

Seventh :  Regional Priority Credits 4 

All items:   
-The foundations of the site selection.  
-Founded by the outer membrane of building 
and finishing material.  
-Absorptive capacity of the site. 
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Table 4. Evaluating Zahran School according to LEED V3 2009 

 

8.4 Evaluation of House of English School by LEED V3 2009 [20]  

House of English School is considered one distinctive school’s models. It was nomi-
nated to the School Buildings’ award in Alexandria. This is because of being built in 
accordance with the requirements of the Educational Buildings’ Authority, which 
takes into account the Environmental Design requirements of the hot and humid 
coastal region. This means that it passed the first stage of the methodology of Sustain-
able Design, meaning it has been approved but has not been evaluated according to 
the requirements of LEED (second stage) 
 

 

Fig. 6. Drawings of House of English School according to LEED V3 2009 
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Table 5. Evaluation of House of English School according to LEED V3 2009 

 

8.5 Collected Analytical Study of Case Studies  

The Collected Analytical Study of Case Studies depends on measurements that com-
pare items and determine the positive and passive sides in each case.               

Table 6. Assess and Ranks the Efficiency of Selected Examples Applied (Governmental sector. 
Private sector)     

 

First: Sustainable Sites 

The Governmental sector has low points since the site selection is bad as it is far  
from transportation and located in Low-.Emitting and Fuel-Efficient Vehicles. So, it 
is not compatible from the Social and Environmental side. On the other hand, the 
Private sector has high  points in since the site selection is good one as it is near from 
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transportation and located in high .Emitting and Fuel-Efficient Vehicles. So, it is 
compatible from the Social and Environmental side.  

Table 7. Selected Schools’ Level According to LEED Assessment Configuration 

El Awayed School Corona School Zahran School House of English School 

Certified Certified Gold Silver 

9 Conclusions 

1. Sustainable Design is one of the most important determinants that should be ad-
dressed in the designing of schools so that the design will be compatible with  
the functional requirements and to ensure the sustainability of the established  
educational building. 

2. Sustainable Architecture depends on two grounds; the first is related to the stages 
of implementation and initial operation in order to recycle the building materials 
used in the implementation phase and the second is managing the waste resulting 
from the building, such as solid, liquid and gas waste and utilize them in the opera-
tional phase.  

3. Sustainable Design is based on a set of bases, like the economy in materials, which 
sets out a series of strategies that in turn shapes the ways of Sustainable Design.  

4. Criteria for Sustainable Building material products consist of three phases; pre-
building phase, building phase and post building, which are the main elements in 
life cycle of the design. 

5. Human Design depends on a strategy that consists of three items; Preservation of 
Natural Conditions, Urban Design Site Planning and Design for Human Comfort, 
all of which lead to some of the applications methods. 

6. Design process of green building depends on the study of the internal and external 
environment in order to match between the green building and environment [exter-
nal that is naturally built and internal] according to the comparison between the  
requirements of the educational building authority in Egypt and the theories of  
Architecture.  

We can conclude that all of them did not put into consideration the conditions of 
Sustainable Design Building like Economy of Resources and Life Cycle Design, 
although they comply with Human Design.  

7. By applying the basic of Sustainable Buildings on the Educational Buildings Com-
ponents ( classes. administration. Services-.facilities. play grounds. parking), we 
can conclude that all the components need this check list of basic Sustainable 
Building. 

8. LEED 2009 (V3) Methodology is a good methodology for measurement and eval-
uation, which is a suitable tool for Design Process, Pre-Construction Process and 
Constriction Process in Egypt. 

9. After using LEED 2009 (V3) Methodology in evaluating the design of Schools (El 
Awayed – Corona.Zahran.House of English), we can conclude the following:  
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• Natural materials, like wood and stone, are environmental assessment.  
• Select the suitable site for the Education Building must be far from sound and 

visual pollution.  
• Using a smart technique for saving energy, Solar and Wind Power, is an impor-

tant aspect in the Equipment Stage. 
• The Smart Design is a compact which means that the spaces between the build-

ings are limited.   
• The main facilities and infrastructure are important for choosing the location of 

the Education Building in order to save energy and use alternative energy tools 
such as electric energy and water energy. 

• Linking green area and buildings in Educational Buildings provide suitable ven-
tilation and a good view.  

• Recycling the waste water is a good way where the treated water can be used in 
agriculture.  

10 Recommendations 

1. The criteria should be more explicit; the language should be clarified and made 
more proscriptive. 

2. Existing criteria should be expanded to specifically addressing the environmental 
consequences of Architectural Design decisions. In many cases, adding “environ-
mental impact” to the elements listed in a given criteria can accomplish this goal. 

3. A higher level of technical and environmental knowledge is required. Students 
must be capable of integrating environmental knowledge into the design process. 

4. Since Ecological Design is required and integrated partly in the entire design 
process, not merely an area of specialization; therefore, accreditation should  
require Environmentally Sustainable Design principles. 

5. It is our goal to have this compendium used widely among Architecture Education-
al Buildings in the United States. To this end, a range of viewpoints and feedbacks 
from architectural educators and practitioners have been incorporated into the de-
velopment of the compendium. At present, Compendium modules cover Sustaina-
ble Design, Sustainable Building Materials, Recycling and Reuse of Architectural 
Resources and Case Studies. 

6. Training and vocational rehabilitation and human development in the area of Sus-
tainable Green Architecture is a feasible investment, as the architect and engineer 
who has experience in this area will inevitably be transferred to professional  
surroundings and thereby can be created to our national experience in practical  
applications and practices of Sustainable Green Architecture.  

7. Developing standard criteria for the application of best practices, Integrated De-
sign, Identification of systems and Applications of Sustainable Green Architecture. 
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Abstract. In the last years many Countries implemented energy efficiency 
strategies in their policy. An important sector affected by the new regulations is 
the building sector. Buildings construction and use represent the 30% of the 
total CO2 emissions of the world. It is one of the most important sectors to 
regulate. EPBD directive of the European Union is one of the actions already 
token in this way. Low emissions buildings construction only will be a goal if 
an appropriate policy will be structured world-width. Latin-American area is an 
important region of the world respect to growth and development. For this 
reason, it is very important to consider the implementation and discussion of the 
local energy efficiency norms. This paper reviews actual norm in Chile and 
discuss critically the effectiveness of the past policy. Future ways to improve 
the contribution of the construction sector reducing emissions are suggested, by 
comparison among policies of other Countries, especially the policies of Spain 
and Brazil. Special attention is focused on the dynamical simulation by 
software, which is the base of the energy label certification in many Countries. 
Examples of the Lider-Calener Spanish certification are presented and used to 
justify the possible future emissions reduction scenario for Chile. 

1 State of the Question 

The technical norm in Chile is still recent. At the moment only affect the minimum 
values of the main parameters of the energy building evaluation, such as the walls and 
windows transmission coefficients. It has to be improved and this process is just 
started.  Analysis is structured on five topics: construction material environmental 
costs, thermal demand of heating and cooling, natural lighting and ventilation, solar 
radiation use (solar thermal and photovoltaic), systems efficiencies. For each one, 
actual norms are described and possible improvements are discussed, taking in to 
account the other Countries experiences. Desired indices of sustainability and 
efficiency are searched by comparison of the consumption among Countries during 
the past 20 years, especially after the Kyoto Protocol signature. 
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1.1 Construction Costs 

At this moment in Chile environmental cost are not considered by norms. No 
strategies are proposed to reduce the production costs of materials. Production costs 
of materials in Chile have not been evaluated yet. The only reference to the embodied 
energy available at the moment is the page 21 of the “Guide of design for energy 
efficiency in the social dwelling” [1], published by the Dwelling and Urbanism 
Department.  

1.2 Thermal Demand 

Energy efficiency considerations in Chile are always related to the thermal demand. 
In the year 2000, the thermal norm was considered for the first time in the general 
norm of construction and urbanism. In the first phase of the thermal norm 
development, thermal transmittance of the entire building (average) was considered as 
the representative efficiency coefficient. Maximum values for this coefficient were 
established for the different climatic regions of Chile. The climatic zones were 
defined using the average degree day of heating and cooling concepts. In a second 
stage of the norm development, maximum thermal transmittances for each wall, roof 
or ventilated floor were established, in order to equilibrate the thermal dissipation of 
the buildings. Once terminated the second stage, a technical manual was published 
[2]. A third phase of the norm development is still started. This phase will consider 
the dynamic simulation to ass the total energy demand of buildings. Probably, specific 
software will be developed to this scope. At the moment, only exists a software to 
minimum requests evaluation. The program names CCTE and can be downloaded 
from the web site of the Dwelling and Urbanism Department. Figure 1 shows the 
bases of the thermal norm in Chile. 
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2 >500 - <=750      0,60      1,67      3,00      0,33      0,87      1,15 40% 60% 80%

3 >750 - <=1000      0,47      2,13      1,90      0,53      0,70      1,43 25% 60% 80%

4 >1000 - <=1250      0,38      2,63      1,70      0,59      0,60      1,67 21% 60% 75%

5 >1250 - <=1500      0,33      3,03      1,60      0,63      0,50      2,00 18% 51% 70%

6 >1500 - <=2000      0,28      3,57      1,10      0,91      0,39      2,56 14% 37% 55%

7 >2000      0,25      4,00      0,60      1,67      0,32      3,13 12% 26% 37%
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Fig. 1. Climatic zones, degree-day of heating, maximum transmittance values for Chile 
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1.3 Natural Lighting and Ventilation 

No ventilation standards are defined in the actual thermal norm. Moreover, infiltration 
and wind pressure are not considered in the energy demand calculation. Roof 
ventilation strategy to reduce the sun-air temperature in summer was not considered 
by the law. In the illumination sector, things are the same. Natural lighting exigency is 
not considered to reduce CO2 emissions at the moment. In general, there are no 
lighting standards in the technical norm. It can be said that this is one of the analysis 
points that more has to be improved.  

1.4 Solar Radiation (thermal and photovoltaic) 

Solar energy use is discussed and partially regulated in specific laws like the technical 
norm for the solar thermal panels [3], but it is not related directly with the 
construction sector. Obligation to install solar panels in the new buildings is not 
present yet. Minimum solar energy contribution is considered only in order to assign 
the government economic contribution to installers.  

1.5 Systems Efficiencies  

Systems efficiency is not considered in the norm. However, simulation program 
CCTE considers an efficiency of 0.75 for the heating systems and a COP of 2.6 for 
the cooling systems. These values are fixed and representative. CCTE uses the 
efficiencies to calculate the energy consumption by the thermal demand estimation. 
Results are clearly only indicatives.  

2 Other Experiences  

Energy savings and CO2 emissions are problems that have to be resolved at the global 
level. For this reason governments of all around the world cites first in Kyoto (1997) 
and then in Copenhagen (2009) with the objective to accord the action that each 
country has to take. Problems of emergent economies to respect the desired emissions 
values were one of the most important items on the work table of Copenhagen cite. 
Chile, for many reasons, took an intermediate position in this discussion, but it 
appears very clear that at one moment country will have to take side. In this way the 
experiences of countries that are still in process of implementation of new norms is 
especially interesting for Chile. In this paper we select Spain and Brazil cases, which 
are close to Chile implementing energy norms in their laws.  

2.1 Spain 

European directive EPBD (2003) and Kyoto protocol (1997) obligated the signer 
countries to implement an energy certification process of buildings in their laws. In 
Spain, implementation of the directive was done by tree stages: first, the development 
of a new Thermal Norm [4]; second, the publication of a new Installation Manual [5]; 
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and third, the obligation to have an energy label for all new buildings. Government 
established (RD 47/2007) two certification options: a simplified certification (that 
does not permit to obtain the best certification results) or a simulation process based 
on the Lider and Calener tools (DOE-II based simulators adapted to Spanish norms). 

2.1.1 Construction Costs 
Spanish law does not obligate to reduce the construction costs, and is difficult to 
obtain information about real production costs of materials. However, a lot of 
researchers are looking for a reasonable solution, asking to the Government the 
inclusion of this kind of evaluation in the norms. It is probable that embodied energy 
represents more than 40% of the total energy consumed by a building [6]. Moreover, 
embodied energy is more difficult to reduce than consumption energy during use. 

2.1.2 Thermal Demand 
Like in the case of Chile, thermal demand represents the central body of the norm. 
The new thermal norm, published in 2006, define climatic zones and maximum 
transmittance values. Thermal demand evaluation is also described in the document. 
Lider software is suggested as the better option to obtain the norm verification. 
Additionally, Spanish government decided to obligates constructors and architects to 
obtain energy labels of buildings. This can be done by software Calener or by 
alternative processes. The climatic zones are defined by an index of climatic severity, 
which combines degree-day concept with solar radiation. Result is a winter-summer 
classification of 12 climate typologies. For each zone, maximum transmittances of 
each wall, window, floor and roof are established. Moreover, average maximum 
values of transmittances are defined.  Lider software evaluates the energy demand 
and verifies the norm. Thermal bridges and condensation are other limitations 
considered by the norm. The energy label assignment process is analyzed in the 
follow because it considers the systems efficiency in dynamical simulation. Results 
are expressed by comparison among the analyzed building and a reference building 
that has the same form, orientation and dimension of the simulation object, and the 
minimum values of the energy saving norm for transmittances. The consequence is 
that the architectural evaluation is only partially satisfied. Spanish norm evaluates 
materials and structures solutions, but not the design of the building, its orientation 
and climatic study of the project. 

2.1.3 Natural Lighting and Ventilation  
Indoor air quality is defined by the installation manual (RITE). Minimum values of 
ventilation are also established. Natural lighting is not an obligation, but it is 
recommended. At the other hand, illumination system has to respect the efficiency 
systems standards. Infiltration is considered as propriety of the window and expressed 
by the experimental values of m3air/m2window with a pressure of 100 Pa during the 
experiment. The norm fixes the maximum value 27 or 50 m3/m2 depending on the 
climate zone. 

2.1.4 Solar Energy Use 
Minimum of solar energy contribution to hot water and electricity production are 
considered in the document. New buildings have to have a minimum of the 30% of 
solar contribution in hot water production. Depending on the climatic zone, the 
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minimum value can rise up to the 70% of solar contribution requirement. Non 
residential buildings have to have a minimum of photovoltaic production. CTE define 
the calculation of the minimum power of the photovoltaic system, which depends on 
climate and use of the building. In any case it will be more than 6.25 kWp.  

2.1.5 System Efficiency 
Thermal systems minimum efficiencies are established by the installation manual 
(RITE). Illumination system efficiency is defined by the thermal norm (CTE). 
Illumination efficiency is assed as the VEEI coefficient, which relates the illuminated 
area with the electrical power consumed to produce 100 lux.  

2.1.6 Energy Efficiency Certification Process 
Once defined thermal demand of the building and decided the systems typologies and 
efficiencies, Spanish law requires a dynamical simulation by software or an 
alternative certification of efficiency. The Calener program was proposed as the 
official instrument to do the simulation. It has to be notice that Lider-Calener 
simulation considers a lot of parameters, but that not all these parameters have the 
same influence on the final result. Recent studies demonstrates that some parameters 
are excessively incident on the final certification [7], [8].  

 
TYPOLOGY PARAMETER UNIT EFECTIVENESS 
Climatic Climatic zone / Very low 

Altitude m Low 
 
User-
dependent 

Air renewal coefficient 1/h High 
Glass heat loss corrected by use of 
blinds in winter 

% Low 

Solar factor by use of blinds in summer % High 
 
 
 
System-
dependent 

Boiler typology / High 
Boiler efficiency % High 
Boiler power kW Very high 
Combustible typology / Very high 
Final unit typology / Medium 
Final unit power kW Medium 
Solar contribution to hot water % High 

 
 
 
 
 
Building 
characteristics

Building use / Very low 
Internal humidity production  / Low 
Orientation / Very low 
Linear thermal conductivity of materials W/mK High 
Specific heat of materials J/kgK Medium 
Water diffusion resistance / Low 
Glass solar factor % Medium 
Glass transmittance W/m2K High 
Fixed protection transmission % Medium 
Fixed protection absorption % Medium 
Density of materials kg/m3 Low 
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2.2 Brazil 

In 2003, the Electric Energy Conservation National Program (Procel) which was 
created in 1985, launched the Energy Efficiency in Buildings National Program called 
Procel Edifica. In 2009, together with the National Institute of Metrology, 
Standardization and Industrial Quality (INMETRO), Procel began the first regulation 
for certification of buildings as part of the Brazilian Program for Certification (PBE). 
In 2010, although not required, the Technical Regulation of Quality – RTQ for the 
Energy Efficiency Level of commercial, public and services buildings [9] was 
approved and is the focus of this article. In November of the same year, the RTQ for 
residential buildings [10] was approved. Thus, the certification process is performed 
differently for the two types of buildings. 

2.2.1 Regulation 
The RTQ objective is to create conditions for labeling the level of energy efficiency 
of buildings and is applicable to buildings with minimum total useful area of 500m2 
and/or when the energy demand is greater than or equal to 2,3kV, including air-
conditioned buildings, partially air conditioned buildings, and naturally ventilated 
buildings. There are two approaches to achieve compliance: prescription method and 
simulation method. The prescription method evaluates three systems, the building 
envelope system (ENV), the lighting system (LPD) and the air conditioning system 
(AC). The simulation method compares its results with similar building models that 
comply with the prescription requirements. The certificate can be granted partially, as 
long as the building envelope system is also evaluated. After the evaluation of the 
three systems, together with the natural ventilation simulation, the general 
classification is obtained, with accordance to three different allowed combinations of 
the two methods. Each system evaluation receives a different weight: ENV=30%, 
LPD=30%, AC=40%. And the general classification is calculated according to this 
weight distribution using a general equation. All individual systems have efficiencies 
ranking from A (more efficient) to E (least efficient) and their evaluation uses 
numeric equivalents that correspond to a given efficiency ranking from 5 to 1.  In 
addition to the prescription and simulation methods, the building must meet minimum 
general prerequisites for electrical circuits, water heating and lifts, and minimum 
specific prerequisites for the lighting and air conditioning systems, in order for it to be 
eligible for labeling. In addition, any initiatives that increase the efficiency of the 
building could receive bonus points, when justified and the energy savings proven. 
These can include, systems and equipment that provide water use reduction, 
renewable energy sources, combined heat and power systems and technology or 
systems innovations like natural lighting which are proven to increase the energy 
efficiency of a building. 

2.2.2 Building Envelope System (ENV) 
For the Building Envelope System, in addition to the calculation and efficiency 
determination procedures, there are specific prerequisites established by the RTQ. 
Those include, thermal transmittance, absorptance of external surface, and skylights, 
in accordance with the bio-climactic zone where the building is located and the 
desired labeling level (A to E). The Brazilian Bio-climactic Zones are established 
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under the Brazilian Standard NBR 15220-3 (ABNT, 2005) [11]. The method for 
classifying the energy efficiency of the envelop system is based on a consumption 
indicator that is derived from equations. For each bio-climactic zone, there is an 
equation for buildings with a projection roof area of less than 500m2 and another for a 
projection area greater than 500m2. The first equation represents the maximum limit 
allowed Shape Factor and the second represents the minimum limit. These limits 
represent the range in which the building can be modeled. This scale is divided into 
four intervals that represent different levels of classification ranging from A to E [12]. 

2.2.3 Lighting System (LPD) 
For the lighting system classification, in addition to the installed power limits, there 
are specific control systems that must be complied with. Use of available natural light 
is achieved through the installation of an independent control system from that of the 
rows of lights closest to exterior openings. The system evaluation will be done using 
the building area and the buildings activities methods. The building area method 
evaluates by combining all of the environments of the building and assigning them a 
single limit value. In the building activities evaluation, the environments are assessed 
individually. The necessary luminance level (lux) is defined for each environment by 
using the Brazilian Standard NBR 5413 (ABNT, 1992) [13]. 

2.2.4 Air Conditioning System (AC) 
The specific prerequisites of the air conditioning system refer the protection of the 
condensation units, insulation of the air ducts and that of the air conditioning systems 
from artificial heating. In regards to the procedures for determining the efficiency, the 
systems must have an energy efficiency which is recognized by the PBE / INMETRO, 
adopting the classification of the National Label of Energy Conservation (ENCE). If 
not regulated by INMETRO, the minimum requirements set out in RTQ based on 
ASHRAE 90.1 (2001) [14] must be met. The calculation of heat load must be carried 
out in accordance with generally accepted manuals and rules such as the latest version 
of the ASHRAE Handbook of Fundamentals and the Brazilian Standard NBR 16401 
(ABNT, 2008) [15]. Moreover, they shall meet the RTQ requirements for temperature 
control and automatic switch off systems, isolation between thermal zones, control 
and dimensions of hydraulic and ventilation systems, as well as heat recovery 
equipment. 

2.2.5 Simulation 
The RTQ establishes the minimum requirements for the weather file and that of the 
thermal energy simulation software to be used, as an example, validated by the 
ASHRAE Standard 140. However, the final technical report from the Institute for 
Technological Research of São Paulo (IPT, 2004) [16], recommends the software 
BLAST and primarily Energy Plus be used in the evaluation process for thermal 
performance of non air conditioned buildings and mentions the use of DOE-2 for 
completely air conditioned buildings. The RTQ also defines the procedures that must 
be complied with in the simulation, as well as the parameters regarding naturally 
ventilated or non air conditioned environments. 
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2.2.6 Construction Costs 
Up to now, construction costs have not been mentioned by the RTQ. In Brazil, there 
is some difficulty in calculating these costs due the nonexistence of a database for the 
consumption of materials and energy involved in the processes related to building 
construction. However, there are initiatives, such as the creation of the Association of 
Life Cycle in 2002 and the Community LCA which carry out projects that aim to 
create inventories, methodologies and libraries, supported by the ISO 14000 
international standard, and specifically by the Brazilian Standard NBR ISO 14040 
(ABNT, 2009) [17], started in 2001, which describes the structure of a life cycle 
assessment (LCA). 

2.2.7 Certification Process 
There are two phases in the certification process. The first, Design and 
Documentation, gives a certificate with a label stating the efficiency level met. The 
second is completed by an accredited professional who audits the building once it is 
occupied and with all systems installed. The certificate may be displayed in the 
building. 

3 Comparison and Future Perspective 

The first impression is that technical norm in Chile is at the moment really 
insufficient. Comparison among the equivalents norms of Spain (cultural reference for 
Chile) and Brazil (local reference country) shows that many aspects of energy 
evaluations have to be already investigated. Only the embodied energy evaluation is 
little structured by both Spanish and Brazilian Norms like Chile. Systems efficiency 
seems to be one of the most important aspects to improve, because of the 
effectiveness over the final results. Spain and Brazil are working hard in this 
direction. Chile at the moment needs the codification of standards for the ventilation, 
lighting and heating-cooling systems. Thinking specifically on the architecture, the 
tree countries have a comparable level of developing in the technical norms. Maybe 
Spain norms use more attention to details, like infiltration cross the windows or 
thermal bridges of walls and floors. Both Spain and Brazil separate residential 
buildings from other use buildings. It will be a goal the development in Chile of 
specific norms for no-residential buildings, which have an important impact over the 
final consumption and related CO2 emissions of the Country. As conclusion, it can be 
said that a certification process appears as an urgent need in Chile, a pretending 
reference country in the local area. Application of the new norms in the construction 
sector is a fact that is difficult to evaluate at the moment. In Brazil like in Chile the 
norm introduction is still recent, but development level of these Countries suggests 
that results will be available soon. Spain was involved in the global crisis and this 
signified a stop in the massive construction of the country respect to the last years. A 
little analysis for Spain results can be tried looking to few examples of building 
projected after the norm introduction in 2007. Table 1 shows the CO2 emissions and 
the obtained energy labels of 9 new buildings (3 familiar houses, 3 little blocks of 
dwellings and 3 medium blocks of dwellings).  
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Table 1. Emissions and energy labels for example buildings 

 Studied building 
emissions 

(kgCO2/m
2) 

Studied 
building 

energy label 

Reference 
building 

emissions 
(kgCO2/m

2) 

Reference 
building 

energy label  

Campolier 53.5 E 31.2 C 
Mas Torrent 15.2 B 32.9 D 
Llinars 14.2 C 19.7 D 
Alta cortada 12.7 B 23.2 D 
Miriana 17.3 C 27.4 D 
Les franqueses 5.3 B 16.9 D 
Cambrils 4.2 B 16.7 D 
Blanes 4.9 A 14.1 D 
Figueres 9.5 B 17.0 D 

 
Energy saving and CO2 emissions reduction can be clearly an important effect of 

massive introduction of norms. If any new building reduces emissions by the 40%, the 
total emissions reduction can be about the 8% for a country on development like 
Chile. A comparable emissions reduction in the old buildings by retrofit can signify a 
global reduction of the 20%. For this reason, appears very important the introduction 
of a certification system in Chile. If this system has to be similar to the Spanish, it has 
to be discussed. Lider-Calener certification process is not perfect. Especially, does not 
consider the architectural effects like form, dimension, and orientation. Brazil, at the 
other hand, suggests the use of more complete and complicate software to obtain the 
energy labels, like Blast and Energy Plus. Moreover, dynamical simulation always 
has the problem of transparency and repeatability of results. Recent studies show that 
sensitive analysis and robustness concepts have to be applied to the certification 
processes [18].  
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Abstract. The aim of this paper is to assess the influence of envelope 
components on the thermal performance of modern naturally-ventilated houses 
built in the 1950’s and 1960’s in Goiânia, located in middle-west of Brazil. The 
study is based on a vision through the time. This study allows the analysis of 
how passive strategies have been treated before the establishment of the 
sustainable concept, helping us to reflect on the future from a historical 
perspective. Seven rooms in two houses were selected for in situ measurements 
and simulations. Indoor and outdoor air temperatures and relative humidity 
were measured with data loggers HT-500, during 91 days in three different 
months in 2011: June (low air temperatures and low relative humidity); 
September (high air temperatures and low relative humidity); and December 
(medium air temperatures and medium relative humidity). The measured dates 
are analyzed allowing the comparison among different building comfort zones. 
Two different building energy simulation programs, EnergyPlus and 
AnalisisBio, are used to solve the energy balances and to evaluate the thermal 
performance and the comfort of the cases. The main conclusion is that it is 
possible to identify, at the same time, technical limits of applied solutions that 
result in a thermal performance below its potential, and, a considerable 
reduction on the thermal demand of the modern naturally-ventilated houses. 

1 Introduction 

The sustainability in the architecture is a contemporary concept created after discussions 
realized since the last energy revolution, started with the energy crisis in 1973. Besides it, 
the paper intents treat this theme through a historical view, identifying considerable 
information about the influence of envelope components on the thermal performance of 
houses built before the establishment of the sustainability concept. Before the 
establishment of this concept, the passive strategies were not treated as an important 
point in the sustainable roll, but it was just an architectural aspect inside on the 
architectural roll. This general vision is important to integrate and to understand technical 
themes in the architecture. The passive design means a reduction of the thermal demand 
and the energy consumption. The relation between the historical focus and the 
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contemporary concept is direct because the same effort is necessary to create comfort 
spaces reducing thermal demands. In this way, the paper studies the thermal performance 
of modern houses thought from a purely architectural vision. 

The modern architecture is known as a product of a period characterized by a 
rupture with the tradition, history and the nature but it cannot be generalized in the 
time and in the space. The major factor in the Brazilian modern architecture is the 
climate, as Bruand (1997) states [1]. The climate and the tradition architecture 
elements were always present in the Brazilian modern architecture. However, the way 
as the new architecture is diffused for the country produces changes how historic and 
nature elements is treated in the architecture produced in the interior of the Brazil, as 
in the city of Goiânia. In the paper, this changes is considered though its influence in 
the building thermal performance and in the efficiency of the passive strategies 
applied in the modern houses. 

The thermal performance of the modern houses located in Goiânia is a theme that 
transcends the technical study as it is related to a very important historical moment for 
Brazil in the 20th century. It is necessary to consider a historical, socio political and 
economic contextualization of a moment and place, so the theme can be addressed in 
its real complexity.  

Without losing this contextualized view, this paper intends to focus the study to 
analyze the influence of different strategies used in the different components of the 
building in its thermal performance, as well as their representation according to each 
functional zone of two modern single-family naturally-ventilated houses, built in the 
late 1950’s and early 1960’s in the city of Goiânia, capital of Goiás state, located in 
the Midwest of Brazil. (Lat. 16.41S, Long. 49.25W, Alt. 741m/29,173.23in). Due to 
be naturally-ventilated buildings, the study focuses on calculating variations of 
internal hygrothermal conditions and estimation the periods of lack of comfort, 
comparing the results with the external city conditions and also the immediate 
surroundings and seeking in determining the thermal loads references to individual 
contribution of individual architectural elements of the two houses. Were considered 
the actual Brazilian normalization and the singularities indicated on the ResHB 
method about the internal thermal improvements, use of spaces and thermal zones 
differentiation [2]. 

2 Analysis Method 

Below are presented the basis for the study object definition, the methods and 
research procedures, the tools and instruments, also the general considerations 
regarding the analyses of the results. 

The ABNT NBR 15575-1 (2008) [3] defines two levels of approach in assessing 
the thermal performance of houses: simplified normative and global informative, 
recommended on more detailed evaluations. In this paper we adopted the global 
informative evaluation that defines two procedures of requirements and criteria 
verification: by measurements on constructed buildings and through computer 
simulations. 
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Two houses were selected (1 and 2), starting from studies and surveys of the 
modern architectural heritage from the city of Goiânia [4]. To select the rooms to be 
measured we considered the requirements of the mentioned regulation that: relates the 
thermal conditions inside the houses with external conditions at shade; and focuses 
the study on prolonged stay rooms, living rooms and bedrooms, preferably those with 
the biggest surface exposed to direct sunlight and less favorable solar orientation. To 
define the measurement period we considered the typical conditions of the reference 
year in accordance to the meteorological data from 1961-1990 [5] as the summer and 
winter recommendations of the used regulations. This way, for each house were 
selected: 01 external environment shaded, 01 living room and 01 bedroom with easy 
access during the experiment. At the house 1, the central covered patio was also 
selected, for its peculiarity and strategic location. All in all, 07 environments were 
chosen in both houses for the measurements to be taken. Indoor and outdoor air 
temperatures and relative humidity were measured with thermal hygrometric Data 
Loggers HT-500, during 91 days in three different months in 2011: June (low air 
temperatures and low relative humidity); September (high air temperatures and low 
relative humidity); and December (medium air temperatures and medium relative 
humidity). The measured dates are used to calibrate the virtual model of the dynamic 
simulations. The environmental dates about the city of Goiânia were obtained by the 
measured dates of INMET (2011) [6].  

All rooms of the residential units were simulated, considering the thermal 
exchanges between them, and the social and intimate functional sectors were also 
evaluated, with emphasis on the measured rooms. EnergyPlus building energy 
simulation program 4.0.0.024 was used to solve the energy balances and to evaluate 
the different contributions of each significant envelope component in the thermal 
performance of the houses, further allowing the comparison with the data obtained 
through measurements. These simulations were performed for the same period of the 
in situ measurements. The reference model for thermal performance simulations was 
based on the calibrated model, maintaining its volume and solar orientation. It was 
defined within the same thermal zones. The thermal properties of the materials and 
components used in the evaluation were determined as prescribed in the ABNT NBR 
15220-3 (2005) [7], as shown in Table 1. AnalisisBio Programme was used to 
determine the periods of comfort and to compare the different variables allowing the 
analysis based on Givoni (1998) [8]. 

Data from the measurements and simulations have been treated to allow 
comparison such as: year period, territorial scales (urban/ immediate surroundings), 
type of spaces (internal or external), different houses (1 and 2), functional sectors 
(social/intimate) and internal rooms (living room/ bedroom). In this paper the data 
was analyzed from the thermo-hygrometric amplitude in accordance with the 
evaluation parameters of thermal performance existing on ABNT NBR 15575 (2008) 
[3], in a way to enable the analysis for surroundings correction and the thermal 
performance of the buildings in this scale. At the analysis of the results the 
particularities of residential typology in relation to other ones listed on ResHB 
Method were considered. The ResHB Method is an implementation of RHB Method, 
developed by the research project ASHRAE RP-1199, in order to adapt the HB 
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Method to the particularities of residential typology, characterized by: less internal 
heat gain, mainly from the surrounding components, although it is generally more 
exposed to the other typologies [2]. The internal spaces were understood from the 
diversity and flexibility of related uses in these rooms, therefore higher tolerance of 
users to internal thermal fluctuations. 

Table 1. Description of the walls and roofs of the references models and its thermal properties:
thermal transmittance (U) and thermal delay (φ) 

Envelope components U   φ 
External Walls (thickness: 270mm) of solid 
brick (100x60x220mm) 

2,25 W/m2K (0,39 Btu/ft2 
h ºF) 

 6,8h 

Roof of fibro-cement roofing tile (thickness: 
7mm) with slab of concrete of 200mm 

1,99 W/m2K (0,35 Btu/ft2 
h ºF) 

 7,9h 

3 Case Studies 

From a brief historic contextualization of the studied cases, below are presented the 
climatic characteristics from the city of Goiânia, followed by the case studies 
presentation. 

Goiânia was founded in 1937 to be the new State Capital of Goiás, located in the 
Brazilian Midwest. In a context of national order characterized by political and 
economical changes, Goiânia eventually stood out as an expression of progress in a 
quest for modernization of the countryside. The early 50s were characterized by the 
countryside development, with the construction of a new capital for the country, 
Brasília, and the expansion of national infrastructure. It is in that decade that the first 
examples of modern architecture begin to appear in Goiânia [9]. 

The arrival of this new architecture transformed the architectural procedures that 
guaranteed the continuity of local tradition, changing the way these buildings adapted 
to climate, the factor which most interfere in the Brazilian architecture. Among the 
different typologies built, the residential ones were highlighted for their relevant role 
in the expression of the new architectural language. Among the strategies for climate 
adaptation used the highlights are: expansion of the openings in the building 
surroundings; constant use of cross ventilation in internal rooms; replacement of 
external porches and corridors for stilts, terraces and balconies; use of “brise soleil” 
as main solar protection element, extensively studied by architects and engineers of 
the time. The architectural changes mentioned affected the transparency, porosity and 
solar protection of the residential surroundings and directly influenced their thermal 
performance, mainly for being naturally ventilated. 

The region where Goiânia is located is characterized by the continental and regular 
cyclic process of air masses displacements, implying a clear rainfall, causing the city 
climate to be formed by the composition of two main seasons: wet and dry (Aw 
according to Köppen). An important factor in relation to the dichotomy between the 
dry and wet seasons arise from the combined effects of nebulosity and insolation. 
Because of the nebulosity of 80% in December and 43% in June, although the 
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difference between the number of daily hours of the summer and winter solstice is 
approximately 2h, the insolation in December is lower than in June, 161h/month and 
275h/month respectively. Even thought the solar irradiation in December is higher 
than in June, 3361 W/m2 per day (1,066.13 Btu/ft2 h) and 2708 W/m2 per day (859 
Btu/ft2 h) respectively, causes the south facade, struck by summer insolation, can be 
more transparent and free of solar protections. In opposite to the North facade, 
exposed to winter insolation, which should be well protected and more opaque [10]. 

According to ABNT NBR 15220-3 (2005) [6], the buildings located in the city of 
Goiânia (Bioclimatic Zone 6) must have: shaded openings with ventilation surface 
between 15% and 25% of the pave surface; heavy external walls, light and isolated 
roof. The passive thermal conditioning strategies recommended are: in the summer, 
evaporating cooling, thermal mass for selective cooling and ventilation; in the winter, 
internal thermal inertia. This way the characteristics of the surroundings have a 
greater influence in the environmental conditions during summer time, while the 
internal conditions of the buildings have bigger influence during wintertime. 

Among the 78 modern houses currently identified in Goiânia, 2 houses in good 
state of conservation were selected, as shown in Fig. 1: House Abdala Abrão, 
projected by David Libeskind and built in 1961 (House 1), and House Eurípedes 
Ferreira, projected by Eurico Godoy and built in the late 50s (House 2), both located 
at Setor Sul, central area of the city, far from each other 280m (306 yards) 
approximately. Both houses have 2 floors and a functional shed on the back, focusing 
 

 

 

Fig. 1. Description of houses with plans and principal facade photo 
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the residential areas (social, intimate and service) at the upper floor and leisure 
activities at the ground floor. Due to the topography, House 1 has the upper floor 
partially resting on the ground, allowing the main building access through this pave. 
Its intimate sector is located at the North side, oriented Northwest (Azimuth 343º), 
while the social areas are located at the South side. On House 2 is the opposite, the 
social areas are located at Northeast (Azimuth 44º) and the intimate at Southeast. As 
to shape, the design of House 1 is a square, with central covered patio while House 2 
has an “L” shape. Externally both have a swimming pool, partially paved areas and 
permeable gardens with trees and grass. 

4 Results and Discussion 

The main results of the study are presented below. After the results regarding the 
surrounding corrections the results related to buildings will be presented with 
emphasis on presenting the hygrothermal conditions of both houses. At last are 
presented the main results from the simulations evidencing the thermal performance 
and comfort aspects. 

Even thought the houses are located in a dense urban area at the center of the city 
Goiânia, the surround corrections actions, such as shading the external areas using 
vegetation, good soil permeability covered by grasses and the presence of water with 
the installation of swimming pools showed a greater efficiency in the dry season. 
Because its major impact is in the air humidity, the surround corrections are also 
considerable in June.  

The simulations done with AnalisisBio Programme pointed that passive solutions 
result in a zero energy demand in June. December presents more uncomfortable hours 
because the surround corrections are thought for dry seasons. Because this, the 
problem in December is the air humidity and it is not the air temperature. Fig. 2 
shows the Givoni graphic for the three sites and the three studied months.  

 

  

Fig. 2. Comfort graphics about the surround corrections in the different houses: on the left) 
Goiânia site measure dates; on the middle) House 1 outside; on the right) House 2 outside. Blue 
is June, red is September and lilac is December. 

The simulations done with EnergyPlus Programme, as shown in Fig. 3, pointed the 
elements of thermal inertia as the factor of higher intervention rate on the thermal 
performance of the studied cases. The principal architectural components about its 
influence in the thermal performance of the building were: the ceiling (on red in Fig. 
3b) and the walls (external and internal – on blue and lilac in Fig. 3b). The internal 
ceiling was pointed as the main responsible for heat accumulation during sun  
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a)  

 

b)

 

Fig. 3. Variations interior air temperature, outside dry-bulb temperature, air relative humidity 
and heat balance by each important building component of House 1: a) oscillation of interior air 
temperature and outside dry-bulb temperature in September; b) oscillation of heat balance by 
each important building component in September; c) oscillation of interior air temperature, 
outside dry-bulb temperature and air relative humidity in June 



354 L. Albano, M. Romero, and A.H. Neto 

 

c)

 

 

Fig. 3. (continued) 

exposure and for the thermal delay on the buildings, resulting it to be the main re-
emitter of heat during the last hours of insolation, increasing the temperatures in this 
period of the day. The walls were the responsible for heat emission during the first 
daily hours, reducing the peaks of minimum air temperature during this time of the 
day. This combination between horizontal and vertical elements in the building 
confirms the importance of the integration of shaded and solar exposure architectural 
components, as the internal walls and the internal ceilings. 

5 Conclusions 

The use of two methods of analysis, merging various computational tools and 
measuring instruments proven particularly adequate for the type of study, allowing: 
analysis of the cases from different scales, from global to specific, besides allowing 
the isolation, differentiation and comparison of various elements and intervening 
variables to the thermal performance of the studied cases. The results obtained with 
the different methods are complementary, indicating in both houses, that while some 
building components help to improve the thermal performance of the modern 
naturally-ventilated houses, others worsen this, resulting in a thermal performance 
below his potential.  

As the demonstrated measure and simulated dates, June is a month with the best 
index with a good surround correction and good inside conditions. Fig. 3c shows a 
good control of the internal air temperatures in relation to outside air temperatures 
with oscillations between 20ºC (68ºF) and 25ºC (77ºF) during the days.   

The most critic period of the year is September with higher air temperatures and 
low air relative humidity. The comparison between measure and simulated dates 
evidences the use of air conditioning in the bedroom of house 1 (1C in the Fig. 1) in 
some days of this month. Although, the air temperature peak does not represent an 
uncomfortable situation in the others studied rooms for people that live in this 
climate, as Givoni (1998) [8] indicates. Still thus, the air temperature peak occurs 
with 3 hours of delay, sufficient time: to reduce the inconvenient effects with a mix of 
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external and internal air, and to supply the critical moment applying cooling systems 
with low energy demand.  

The reduction of the thermal demand through the application of the passive 
strategies found in modern houses evidences the good relation between the historical 
architecture focus and the contemporary sustainable concept. The study open the 
theme for a large period of our architecture history understanding the contemporary 
concepts as a re-interpretation of past concepts as Cook (1988) [10] states when says 
that the passive solar design is a recent creation of a old concept. 
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Abstract. This study represents experimental performance analyses of an alter-
native current (AC) and a direct current (DC) refrigeration compressors  
implemented in a 79 liter refrigerator. Experiments were carried out at conti-
nuously running (ON) and periodically running (ON/OFF) operation modes. 
Data was analyzed and a comparison in terms of cooling capacity, power input, 
coefficient of performance (COP), Carnot COP, and exergy efficiency was  
conducted. The comparison showed that DC compressors can be much more  
efficient than AC compressors in refrigeration units.  

Keywords: Direct current, compressor, solar energy, variable speed, energy 
saving, exergy. 

1 Introduction 

Reduction of energy usage and energy conservation in household appliances has been 
pulling more attention by manufacturers and research institutions, recently. Green 
technologies have been focusing on either decreasing energy usage, or creating envi-
ronmentally-friendly systems, worldwide. HVAC and refrigeration systems occupy 
the largest portion of overall energy consumption in domestic use. Domestic refrige-
ration systems have an advantage of being powered by green energy technologies 
such as solar and/or wind energy because of their low power demand. Using renewa-
ble energy resources along with an AC refrigerator requires an inverter, while DC 
systems can directly be implemented into the system. There are other uses of small-
sized refrigeration systems besides for domestic use. Many vehicles such as trucks, 
caravans, boats, cars, etc. are often equipped with portable cooling appliances. Al-
though small refrigeration systems’ energy consumption is comparatively lower, 
energy usage reduction on these systems has big potential for saving energy as they 
are widely used. Although not many, several studies in literature have focused on 
solar energy assisted refrigeration systems employing DC or AC compressors. Modi 
et al. [1] present converting procedure of a 165 liter domestic refrigerator with an AC 
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compressor to solar powered one. They used a conventional domestic refrigerator for 
this purpose and it was re-designed by adding a battery bank, an inverter and a trans-
former, and powered by photovoltaic panels. Various performance tests were carried 
out to study the performance of the system. It was reported that COP decreased with 
time from morning to afternoon with a maximum COP of 2.1 at 7:00 AM. Economic 
feasibility of the system for the climate conditions of Jaipur city in India was also 
investigated. According to the analysis the system was found to be economic only 
with carbon trading option. Axaopoulos and Theodoridis [2] presented a solar-
powered ice-maker using four DC compressors. This system was operated without 
batteries. The DC compressors were controlled using a maximum power tracking 
(MPT) controller. The MPT controller forced the compressor power to follow availa-
ble solar energy to achieve much higher energy utilization. Overall efficiency of the 
system was reported to be 9.2%. Kattakayam and Srinivasan [3] investigated a do-
mestic refrigerator employing R-12 refrigerant with an AC compressor powered by 
PV panels, a battery bank and an inverter. They presented the cool-down, warm-up 
and steady-state performance of the refrigerator which has an internal volume of 165 
liters and 100 W cooling capacities. According to experimental results of their work, 
this kind of refrigerators could be used to improve the energy efficiency of domestic 
refrigerators. They mention that there was no degradation in the thermal performance 
when it is operated with non-sinusoidal input at inverter. Also, the performance could 
be improved by changing to vacuum insulated panels as the heat leak reduction con-
tributes the highest to the cooling capacity. Ewert et al. [4] investigated a solar-
powered refrigeration system using batteries. Three different cooling technologies 
(thermoelectric, Stirling, and vapor compression) were tested in the same vacuum 
insulated cabinet (365 liters), experimentally. The cabinet was also coupled with 
phase-change thermal storage materials. Experimental setup had a PV powered DC 
compressor in the vapor compression unit, a PV driven free piston Stirling cooler in 
the Stirling unit, and a PV driven thermoelectric unit. COP was compared under 
steady-state conditions. The thermoelectric solar refrigerator had a COP as high as 
0.04 while the Stirling cooler reached a COP value of 0.14. Vapor compression cycle 
had the highest COP of approximately 1.0.  

Although several aspects of solely an AC or solely a DC compressor have been 
studied in literature, there is a gap in comparison of refrigerators employing AC or 
DC compressors.  In this study, performances of an AC and a DC compressor imple-
mented on a 79 liter refrigerator are experimentally investigated in terms of cooling 
capacity, power input, COP, COPCarnot and exergy efficiency.  

2 Experimental Studies  

Experiments were carried out on a mini-refrigerator. AC and DC compressors were 
mounted on it, respectively. The refrigerator thermostat was set at 6th (maximum) 
yielding the operation mode as ON throughout the experimental work. Each test was 
conducted three times for the sake of repeatability. Average values from the three 
experiments were used in the analyses. Calculations were performed during the 
steady-state period. Refrigerant (R134a) temperatures and pressures were measured 
by T-type thermocouples, and ratio-metric type transducers, respectively. Power input 
for the compressors was measured by a wattmeter.  
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3 Energetic Analysis 

For the thermodynamic analysis of the cooling cycle, cooling capacity is calculated by  

)( cabinetambcooling TTUAQ −=
 (1)

where UA is the total heat transfer coefficient of the refrigerator cabinet which was 
obtained experimentally as 0.6021 W/oC. Tambient and Tcabinet are ambient and cabinet 
temperatures, repectively. 

Coefficient of performance of the compressors is  

comp
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W

Q
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where compW  is compressor power input. This value was measured by a wattmeter. 

COPCarnot and percentage of COPCarnot are calculated by Eq.’s 3 and 4, respectively. 
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where Tcold and Thot are evaporation and condensation temperature of the cooling 
cycle, respectively. Percentage of COPCarnot shows the potential that already has been 
used, 
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4 Exergetic Analysis 

Some assumptions were made during the exergy analysis for the sake of simplicity. 
These assumptions can be listed as; 

• All processes are steady state and steady flow with negligible potential and kinetic 
energy also no chemical or nuclear reactions in the system. 

• Heat transfer to the system and work transfer from the system are positive. 
Adiabatic compressor and expansion device. 

• Saturated vapor at the inlet of the compressor.  
• Pressure drops are neglected at evaporator and condenser since the values are too 

low. 

Hence, exergy balances for a steady flow can be expressed as [5]: 

   =−−+−
in out

des
WQ xExExExExE 0  (5)
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In the refrigeration cycle, exergy balance of the compressor can be calculated as, 

( ) 0_ =−−− compdescompcompoutin xEWxExE   (6)

where compW is the supplied actual electrical power to the compressor. For the con-

denser, exergy balance is formulated as, 

( ) 01 _ =−
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Similarly, exergy balance of the capillary tube is defined as,  

( ) 0_ =−− capdescapoutin xExExE   (8)

Exergy balance of the evaporator can be written as, 
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where Tamb, Tcond, and Tevap are the ambient (dead state), condensation, and evaporation 
temperatures, respectively. The current refrigerator’s DC compressor can be powered 
by an 80 W photovoltaic panel utilizing multicrystalline cells. The inlet exergy of the 
photovoltaic module includes solar radiation intensity exergy. According to Petela’s 
theorem [6],  
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where Tsun is the sun’s temperature (~5778 K) and S is the solar radiation on the photo-
voltaic panel in W/m2. Exergy destruction of the photovoltaic panel includes external 

and internal components. External exergy destruction occurs due to heat losses ( lossQ ) 

from the photovoltaic panel surface. Internal exergy destruction is caused by electrical 
losses, optical losses, PV-sun temperature difference, and PV-environment temperature 
difference. In this study, only electrical component was considered for the internal exer-
gy destruction. Hence, total exergy destruction of the photovoltaic panel is 
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where srfpvh − , srfpvA −  and cellT  are the convective heat transfer coefficient from the 

photovoltaic surface to ambient, area of the photovoltaic surface and cell temperature, 
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respectively. The convective heat transfer coefficient from the photovoltaic surface to 

ambient can be defined by using wsrfpv Vh 38.2 +=−  correlation [7] for natural con-

vection, considering wind velocity (Vw
). 

In Eq.11, ocscVI  represents maximum electrical energy which can be produced by 

photons and mmVI , denotes maximum power point of the photovoltaic panel at the 

reference conditions as declared by the manufacturer [8]. Exergy efficiency of the 
overall system is formulated on the net rational efficiency basis:  
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Also, exergy efficiency of the each components (ψ ) equals to the ratio between 

outxE  and inxE .  

5 Results 

Measured and calculated values of the compressors were analyzed to define energetic 
and exergetic performances of the AC and the DC compressors. Total duration for all 
experiments were four hours, with a sampling frequency of 30 seconds. Comparison 
of the AC and DC compressors’ cabinet temperatures is illustrated in Fig. 1. The re-
frigerator thermostat sets the cabinet temperature to -10 oC at the highest level.  

 

 
Fig. 1. Cabinet temperature change with time 
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Evaporation and condensation temperatures are shown in Fig. 2a and 2b, respec-
tively. These temperatures reveal information about the Carnot efficiency, as well as 
the inside and outside conditions for the refrigerator.   

 
Fig. 2a. Evaporation temperatures change with time 

 
Fig. 2b. Condensation temperature change with time 

To calculate the COP of the refrigeration system, cooling capacity is calculated via 
measured temperatures and power input. Power input values for both systems are 
illustrated in Fig. 3.  
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Fig. 3. Compressor power input change with time  

It is seen from Fig.3 that power input to the DC compressor is lower than the AC 
compressor. Under these conditions, the DC and the AC compressors’ cooling capaci-
ties are 19.8 W and 19.9 W, respectively. However, the DC compressor provides 
higher COP than the AC because of lower power input. Table 1 represents energetic 
and exergetic performance results for both systems. 

Table 1. Energetic and exergetic performance results 

DC System desxE
(kW)  SYS

ψ COP COPCarnot coolingQ

(kW) 
Compressor 0.043 

7.7 0.4 

  
Condenser 0.001   
Capillary 0.001 4.7 0.02 
Evaporator 0.007   
PV 0.036   

AC System desxE
(kW)  SYS

ψ COP COPCarnot coolingQ

 (kW) 
Compressor 0.076 

4.0 0.2 

  
Condenser 0.003   
Capillary 0.002 3.9 0.02 
Evaporator 0.007   
PV 0.035   
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6 Conclusion 

Using solar energy without a power inverter yields an added benefit to refrigeration 
systems employing DC compressors. Performance of the DC and the AC type refrige-
ration systems were experimentally investigated. The comparisons were realized in 
terms of cooling capacity, COP, COPCarnot, and exergy efficiency.  

Energy analysis showed that both compressors yielded almost same cooling ca-
pacities, however, DC system yielded twice as high COP as the AC system because 
of lower power input. Also, DC compressor resulted in 23% higher COPCarnot because 
of smaller temperature span between the condensation and evaporation temperatures. 
DC compressor’s COPCarnot percentage value was also observed to be higher, meaning 
that the DC compressor uses higher portion of its potential.  

In addition, DC compressor had lower compressor surface and discharge tempera-
tures than that of the AC compressor. Higher temperatures at the compressor side 
affect the life of lubrication oil and refrigerant in the compressor, unfavorably. Fur-
thermore, DC compressor vibration levels were lower with respect to the AC com-
pressor. This may be an important selection criterion for some applications where 
noise and system reliability are highly considered. Higher performance of DC com-
pressors employed in refrigeration systems makes them a strong candidate for im-
proved HVAC&R units.  

Exergy analysis provided some useful information about the system such as total 
irreversibility distribution of the components and this analysis helps determine which 
component plays a key role to raise the system efficiency. According to exergy analy-
sis, the largest exergy destruction occurs in the compressor and the photovoltaic pan-
el, in this study. These two components should be further investigated to improve 
overall efficiency. The DC compressor showed 92.5% higher exergy efficiency than 
the AC compressor. Speed increasing and ON/OFF operation decreased energy and 
exergy efficiency of the systems. ON operation of the compressors resulted in about 
50% higher exergy efficiency than that of the ON/OFF operation.  
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Abstract. The use of sustainable assessment methods in the UK is on the rise, 
emulating the future regulatory trajectory towards zero carbon by 2016. The  
indisputable influence of sustainable rating tools on UK building regulations con-
veys the importance of evaluating their effectiveness in achieving true sustainable 
design, without adversely effecting human health and wellbeing. This paper re-
views the potential trade-offs between human and ecological health in sustainable 
building design, particularly between building energy conservation and indoor air 
quality. The barriers to effective adoption of indoor air quality strategies in  
sustainable assessment tools are investigated, including recommendations, sug-
gestions and future research needs. The consideration of occupants’ health and 
wellbeing should be paramount in any sustainability assessment method, particu-
larly indoor air quality, thus should not be overshadowed or obscured by the drive 
towards energy efficiency. A balance is essential. 

Keywords: Assessment Methods, indoor air quality, sustainability. 

1 Introduction 

Since the introduction of BREEAM in 1990, considerable attention has been given to 
the development of environmental rating tools for use within the construction industry 
(Lee 2012). These tools provide the opportunity to assess projects environmental per-
formance through criterion regarding the balance between the environment, energy, 
ecology and social and technological issues (Clements-Croome 2004). With the utili-
sation of these assessment methods on the rise, it is important to evaluate their effec-
tiveness in addressing building performance, while recognising the trade-offs between 
human and ecological health (Levin 2005).  

These trade-offs are now particularly important in the current building industry as 
research suggests building design strategies aimed at tackling the effects of climate 
change may have a negative impact on indoor air quality (IAQ) (Yu & Crump 2010; 
Crump et al. 2009; ECA-IAQ 1996). For example, the drive towards increased levels 
of airtightness in homes can be potentially dangerous if toxic finishes and materials 
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are not avoided indoors. This is supported by Boyd (2010), who suggests that the air 
quality in an energy efficient, airtight home may be worse compared to a leaky one, 
due to the potential for build-up of indoor air pollutants.  

Thus, the drive towards energy efficiency may be unintentionally and inadvertently 
creating unhealthy living environments; through the generation of moisture problems, 
increase of toxic materials, reduction in ventilation rates, tightening of building enve-
lopes and an over-reliance of elaborate technologies (Caroon, 2010; Crump et al, 
2009; Wasley, 2000). As suggested by Clausen et al (2011) in Reflections on the state 
of research, important research questions include: ‘how can we ensure that IEQ goals 
are met as energy consumption to operate buildings is reduced?’ Furthermore, Clau-
sen et al (2011) suggest the need for closer co-operation with green building councils 
to increase the awareness of indoor environmental quality and the effectiveness of 
meeting these needs in certification methods. 

2 Building Energy Conservation Versus Indoor Air Quality 

As suggested by Curwell et al (1990), “combining the highest quality air-conditioning 
systems, the flexibility for occupiers of opening windows, and the highest-possible 
level of energy efficiency cannot be achieved.” Ideal solutions for indoor air quality 
and building energy conservation appear to be mutually incompatible. At present, the 
majority of environmental rating tools aimed at the built environment fail to adequate-
ly address the overall environmental performance of buildings and the necessary 
trade-offs involved (Levin, 2005). Instead, these tools remain highly subjective, en-
couraging building energy conservation and efficiency while disregarding subsequent 
health and wellbeing issues related to IAQ.  

For instance, as suggested by Yu & Kim (2011), ‘Buildings satisfying the require-
ments of BREEAM for airtightness would potentially enhance the indoor concentra-
tions of pollutants as well as the risk of proliferation of moulds in these buildings.’ 
According to Bluyssen et al (2010), BREEAM provides an assessment of building 
design with regards to a wide range of sustainability concerns, however does not 
guarantee the provision of good indoor air quality. This is supported by Yu & Crump 
(2010), who explain that the concept of ‘health and wellbeing’ is insufficiently ad-
dressed in BREEAM, which is mainly predominated by building energy conservation. 

The latest version of BREEAM (2010) for multi-residential buildings disregards 
important IAQ considerations, such as radon, moisture control, contaminant control, 
pre-occupancy flush and advice on IAQ after occupancy. Furthermore, the scheme 
allocates only one point for low emissions of volatile organic compounds (VOC) (of 
which only fixtures and fittings are considered), which may heighten the problem of 
indoor air pollution (IAP), particularly in airtight buildings.  

Similarly, the government’s Code for Sustainable Homes (CSH’s) section on ‘health 
and wellbeing’ does not directly address any issue relating to indoor air quality. In fact, 
the only aspect of IAQ that is considered by this scheme is ‘adequate ventilation’ in the 
home office, absence of HFC and EPS for blowing agents, nitrogen dioxide emissions 
(into the atmosphere), the use of low Volatile Organic Compound (VOC) products 
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(only for home improvements), adequate drying space and dust pollution. As suggested 
by Crump et al (2009), in practice category 8 concerning guidance to the homeowner 
on efficient understanding and operation of heating and ventilation systems should 
benefit IAQ, however these benefits are difficult to quantify.  

This lack of consideration on IAQ is particularly alarming considering the link be-
tween the CSH’s and the UK building regulations. For instance, by 2013 the regula-
tions for energy standards are intended to be raised in line with level 4 of the CSH’s 
and level 6 (zero carbon) by 2016 (McManus et al. 2010). Furthermore, since May 
2008, the UK government made rating against the CSH’s mandatory for all new 
homes, with homes not assessed receiving an automatic ‘nil’ rating (DCLG 2009; 
Crump et al. 2009). Without adequate consideration of IAQ, the drive to meet zero-
carbon energy standards may be detrimental to the health and wellbeing of building 
occupants. 

International schemes such as America’s LEED (Leadership in Energy and Envi-
ronmental Design) consider indoor air quality considerably more than British and 
Irish counterparts. However, with LEED it is still possible to achieve the highest level 
of certification (platinum) without adhering to any criteria concerned with IAQ (Envi-
ronment and Human health Inc. 2010; Levin 2012). Out of a total of 136 points, the 
interior environmental quality section receives only 21 points compared to 38 availa-
ble points for energy and atmosphere (LEED for Homes 2010). Furthermore, accord-
ing to Environment and Human Health Inc. (2010), LEED ignores widely published 
recommendations by the Environmental Protection Agency (EPA) on chemicals of 
concern, by disregarding four of these chemicals in the assessment tool.  

3 Barriers for Effective IAQ Guidelines in Sustainable Homes 

One reason for the lack of attention to IAQ may be due to the intangibility of health 
and the problems associated with measuring quantifiable benefits. As suggested by 
Dols et al (1996), references to indoor air quality by paradigms of sustainable build-
ing designs are often qualitative and general. This is supported by Bone et al (2010), 
who suggest that rating tools are mostly weighted towards easily definable measures 
of water and energy use, as opposed to health. Furthermore, Bluyssen (2010) explains 
the difficulty in precisely relating distinct, measurable chemical and physical parame-
ters (in the interior environment) to impacts on health and wellbeing.  

In addition, the changes in the UK building regulations towards more stringent 
demands on airtightness (including plans for pressure testing of new homes) will but 
pressure on architects and construction professionals to focus more on detailing 
(Ward 2008). However, as suggested by Dimitroulopoulou et al (2005), ‘as dwellings 
become more airtight, sources of air pollution can have a greater impact on IAQ and 
occupants may experience adverse health effects.’ Furthermore, other trade-offs be-
tween IAQ and building energy conservation (BEC) such as ventilation rates and 
specification of materials, may be more heavily weighted to BEC goals.  

The specific emphasis on design goals by sustainability rating tools as opposed to 
performance goals further affects the ability of sustainable buildings to achieve targets 
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in practice (Dols et al. 1996). Thus acclaimed sustainable buildings may, in reality, be 
no better than traditional building practices. This is particularly true when considering 
health and wellbeing criteria, due to the lack of post occupancy evaluations in this 
area. This is supported by Crump et al (2009), who suggest an urgent need for re-
search into the impacts on health and wellbeing of highly energy efficient homes. 

A further barrier to the successful adoption of IAQ strategies in sustainability rat-
ing tools is the lack of knowledge integration from indoor sciences (Levin 2005). The 
specialised nature of indoor air quality research is rarely translated into practical, 
comprehensive guidelines suitable to building designers and sustainable consultants. 
This sub-disciplinary tradition of indoor air quality research is a major problem, par-
ticularly as the building design is fundamental to the quality of the internal air.  

4 Recommendations and Suggestions 

These barriers result in a lack of comprehensive assessment methods which achieve 
environmentally friendly and healthy building design. There is an urgent need for an 
improvement of current systems through the development of effective IAQ criteria to 
counteract the trade-offs associated with energy efficient design. For instance, as sug-
gested by Yu & Kim (2011), there is a need for criteria on the certification of mate-
rials with regards to their potential impact on the quality of indoor air. They further 
explain the importance of an IAQ management plan, stating; ‘the plan should include 
IAQ monitoring to be assessed against the IAQ criteria certified by an approved body 
prior to occupancy’ in housing projects.  

This is supported by Bluyssen (2010), who suggests that existing sustainability la-
bels do not provide sufficient information required to identify interior sources of pol-
lution which have the potential to affect occupants’ quality of life. Furthermore, Levin 
(2012) explains problems with low-emitting materials certification, suggesting the 
invalidity and unreliability of tests through variations in test atmospheres, in humidi-
ties, sample representativeness and repeatability.  

5 Conclusion 

Over-all, buildings should provide a healthy and safe atmosphere for living, thus the 
consideration of health and wellbeing issues, particularly IAQ, should be paramount 
in any sustainability rating tool (Yu & Kim 2011). A balance therefore is required 
which reiterates the fundamental triple bottom line principle of sustainable develop-
ment, defined as ‘an interpretation of sustainability that places equal importance on 
environmental, social and economic considerations in decision-making (Pope et al 
2004)’. As suggested by Gibson (2001):  

‘Threats to human and ecological wellbeing are woven together in mutually reinforcing ways.  
So too, then, must the corrective actions be woven together- to serve multiple objectives and 
to seek positive feedbacks in complex systems’.  

This is supported by Younger et al (2008), who refer to the analogous, complementary 
goals of indoor air quality and energy efficiency through the interactive relationship 
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between climate change and air pollution. They explain that sources of anthropogenic 
air pollution subsequently contribute to global warming through their emission of vola-
tile organic compounds (VOC’s), carbon dioxide (CO2), and nitrous oxide (N2O). Thus 
BEC and IAQ goals can potentially be mutually beneficial.  

6 Future Research Needs 

Future research needs include the translation of existing knowledge from indoor 
sciences on IAQ to practical, relevant design guidelines aimed primarily at architec-
tural and sustainable consultant professionals. The lack of knowledge on indoor air 
quality and associated health and wellbeing impacts in sustainable building design 
needs to be addressed through future research. In addition, further research is required 
to investigate the effectiveness of sustainability assessment methods, including emis-
sion certifications in reducing occupant exposure to indoor air pollution. 
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Abstract. This paper presents a monitoring system and methodology designed 
for the evaluation of a prototype house, and proposed as an exemplar for com-
prehensive domestic monitoring. This system will enable assessment of a wide 
range of parameters for proof of concept and technology of the prototype. Con-
sumption, occupancy patterns, indoor air quality, thermal conditions and build-
ing efficiency are monitored so as to gain a real-time understanding of building 
performance and occupant interaction with the house. The broad range of  
parameters will allow quantification of the correlation between for example; 
occupancy and consumption patterns, or air quality and ventilation system  
operation. Results of this monitoring study will inform future design iterations 
of this housing product. 

1 Introduction 

Buildings are responsible for much of all energy consumed, and dwellings account for 
a significant proportion of this. Although the majority of housing stock in Western 
Europe is built and will still exist in 2050 (The UK Low Carbon Transition Plan, 
2009) and hence, much of the current focus is on upgrade of the existing stock (Spata-
ru et al. 2010, Sinnott and Dyer, 2012), any new housing that is built should present 
the opportunity to achieve the highest standards of low-energy building. However, 
post-occupancy evaluation (POE) of low-energy buildings shows that real world 
building performance often doesn’t match with design expectations (I.M. Pegg, A. 
Cripps, M. Kolokotroni 2007, Bordass et al. 2001). Also low-energy buildings can use 
considerably more energy than that predicted at the modeling stage (Bordass, W., 
Cohen, R. and Field, J. 2004).   

Monitoring the actual building performance of low-energy housing can help estab-
lish the reason for this discrepancy between design or modeled expectations and real-
world performance (Gill et al. 2011).  

As part of a collaborative design, build and research project being undertaken by Tri-
nityHaus of Trinity College Dublin, with an industry partner Glenbeigh Offsite Ltd., a 
prototype house was built using off-site, light gauge steel, construction. The house is 
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built to assess the appropriateness of this construction method to the residential market 
in the Irish context and for export markets. The house was designed and built with the 
twin concepts of low carbon operation and adaptable form in mind (Grey et al. 2011). 
Significant attention was given to achieving good insulation and air-tightness so as to 
minimize consumption due to operational space heating. Also, considering the almost 
inevitability of home adaptation during its lifetime and the associated high levels of 
waste and energy consumption during this procedure, adaptability was planned for by 
enabling the easy removal of wall sections and the attachment of extension ‘pods’. The 
house design package includes a mechanical heat recovery ventilation system, which 
will cover ventilation and space heating requirements. 

To test this new housing-product, and the success of these concepts of low energy 
and adaptability an extensive monitoring study is being undertaken over the coming 
24 months. During this time the house will be occupied by a family and phased exten-
sion will take place. Consumption patterns of domestic living habits in this housing 
type, and changes in patterns during and post extension will be monitored. 

Residential energy monitoring and smart metering are becoming established in 
many countries, and are often driven by the electricity suppliers. Assessment of these 
large data sets allow for good insight into patterns of consumption of large popula-
tions (McLoughlin et al. 2012). These monitoring studies are however, limited in their 
scope as they are generally restricted to single or few meters. 

A number of commercially available systems enable the monitoring of multiple pa-
rameters including energy, indoor air and thermal parameters, water, light, motion etc. 
However, no one system could be described as a fully holistic system. For an in-depth 
study of a prototype house an extensive monitoring system is required that allows all 
relevant parameters be monitored for analysis and for correlation assessment. This 
paper describes an extensive monitoring system appropriate for the analysis of a pro-
totype house and applicable for future in depth home monitoring.  

2 The Case Study Building 

This paper describes a collaborative design, build and research project being underta-
ken by TrinityHaus of Trinity College Dublin, with an industry partner Glenbeigh 
Offsite Ltd. who specialize in offsite construction. 

The so called Low Carbon Adaptable Home (LCAH) is a 3-bedroom house suita-
ble as a family home. The house has a foot print covering 102 m2 with a first floor 
area of 79.3m2. The external envelope is 482 m3, and contains a house volume of 
500m3.  

The LCAH is built of a light gauge steel structure. The structure is wrapped in an 
air tightness membrane and with a layer of external insulation of 140 mm. An external 
render is applied to much of the house envelope. Areas that have been marked as 
possible future locations for extension are clad with fibre-cement rain-screen boards 
for easy demounting.   



35  A Comprehensive Monitoring System to Assess the Performance of a Prototype House 375 

 

Fig. 1. The low carbon adaptable home, containing the described monitoring system 

The air tightness of the LCAH has been measured at 0.6 air changes/hour.  The ex-
ternal wall has been designed to achieve a U-value of 0.11 W/m2.K. At a conservative 
estimate the energy consumption of the house is expected to approximate a maximum 
value of 50 kWh/ m2/yr. 

3 Research Objectives 

The research objective of this project is to test this new housing product, principally 
from the point of view of low-carbon operation and for future adaptability. A moni-
toring study, of high resolution, is hence key to this assessment. This paper presents 
an extensive monitoring system - one approaching a holistic system - to enable as-
sessment of a wide range of parameters for proof of concept and technology.  

The designed monitoring system will enable assessment of: 

• building type – its operational efficiency  
• systems – efficiency of space heating and ventilation systems  
• occupant consumption patterns – spatial and behavioral analysis     
• indoor environment – air quality, thermal conditions  
• occupancy – for the correlation of occupancy with consumption patterns  

4 Research Methodology 

4.1 Energy Monitoring 

The electrical load represents the major proportion of the energy impact of the  
house, as domestic housing appliances, space heating and that portion of hot water not 
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supplied by thermal solar panels are all to be supplied electrically. Hence, detailed 
electrical profiling of the house is key to developing a good understanding of its effi-
ciency. At the design stage the electrical wiring system was designed to enable this 
level of resolution. The electricity monitoring strategy has a twin focus on: 

1. Spatial profiling of electricity consumption 
2. Behavioral / functional profiling of electricity consumption 

 

Fig. 2. Floor plans and spatial zones within the house 

The spatial profiling will enable analysis within distinct house spaces, such as the 
kitchen, bedroom, bathroom etc. and importantly from the point of view of the LCAH 
prototype, also the added pods, hence, enabling analysis of the energy impact of the 
addition of extended spaces to the house. Distinct circuits were set up for 8 spatial 
zones: kitchen, family room, utility room, bathrooms, circulation space, bedrooms, 
extension pod 1 and extension pod 2 (Fig 2). 

The reason for assessing the behavioural and functional energy profile is to enable 
analysis of functions (e.g. lighting and appliance usage) and behaviors (e.g. cooking 
and entertainment) that might be shared across multiple spatial zones. Electrical 
supply to the grouped common functions is monitored to capture this information.   

Electricity is monitored using a total of 20 current sensors (CTs), all of which are 
located at the distribution board. Smart sockets are used to monitor the consumption 
due to individual appliances (e.g. fridge) and multi-smart sockets at locations where 
devices of common function are clustered (e.g.TV, DVD player, digital TV box, 
Playstation etc.).   

4.2 Occupancy Monitoring 

Monitoring of energy usage alone only tells a portion of the story. Relating energy 
usage to occupancy enables the correlation of domestic energy consumption patterns 
with spatial occupancy patterns in the home. Spataru et al. (2010) propose a thorough  
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system of occupancy analysis that involves the occupants using tagging devices. In 
this study, occupancy patterns will be monitored using pulsed infrared sensors, which 
will detect motion in salient zones (Fig 4). Post processing of the data will be required 
to convert from motion data to sensible occupancy information. 

 

Fig. 3. Locations of monitors to assess occupancy in salient zones of the house 

4.3 Indoor Environment Monitoring 

As part of an overall thermal and environmental monitoring study, the indoor space is 
monitored for a range of parameters including temperature and humidity in multiple 
zones. To assess the ability of the mechanical ventilation system to maintain good air 
quality a host of air quality parameters including; carbon dioxide, carbon monoxide, 
hydrogen, ammonia and H2S are monitored.  

4.4 Other Monitoring 

An array of temperature probes implanted in a horizontal line across the building 
envelope will provide temperature readings in the wall layers. This will enable as-
sessment of the thermal characteristics of the designed wall configuration. The flue of 
the solid fuel fire is monitored with a temperature probe so that its operability can be 
monitored and hence, its impact on indoor thermal conditions, air quality and the 
efficiency of the MHRV can be assessed. 

Water consumption is monitored using a pulse counter. External weather condi-
tions, including solar incidence, wind velocity and direction are monitored. Light 
(lux) levels are monitored. 

Consideration was given to the inclusion of contact sensors on the doors and win-
dows, all of which are operable. However, it is presumed that the mechanical ventila-
tion system will provide for ventilation for the vast majority of the occupancy period, 
and will be off when natural ventilation is chosen.  
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Fig. 4. Detailed specification of the monitoring system (Sensors: CT - current sensor, sS – smart 
socket, msS – multismart socket, MS - multisensor (of temperature, lux and PIR(occupancy)), TS – 
temperature and humidity sensor, IAQ – indoor air quality sensor, WT – wall temperature sensor) 

5 Discussion and Results 

This paper presents a comprehensive monitoring system for the thorough assessment 
of domestic energy consumption, environmental conditions and occupancy in a proto-
type house which is undergoing efficiency testing ahead of product release. This  
research project is ongoing and will present valuable information both for the evalua-
tion of this prototype house and for the design of comprehensive monitoring systems 
for domestic properties in general. Results of this monitoring study will inform future 
design iterations of this housing product. A wide range of parameters are monitored to 
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allow quantification of the correlation between consumption patterns, occupancy 
patterns, thermal conditions and building efficiency. This is an almost holistic moni-
toring system and it will enable a detailed evaluation of domestic living habits.  

It is recognised that a limitation of this study is that it provides information regard-
ing the subjective habits of a family in a single domestic building. Instead this study 
attempts to define a strategy for comprehensive monitoring of domestic habits, in a 
house-product that is due for multi-reproduction. 

Occupancy of the low carbon adaptable home prototype begins this month and 
monitoring will continue for the coming 24 month period. A sufficient period of 
monitoring is required before validated findings and conclusions of this study can be 
published.  

This paper outlines how limited monitoring equipment and budget can be opti-
mised so as to comprehensively monitor a residential property type with a number of 
objectives in mind.   
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Abstract. The grid has three components: demand, transmission/distribution and 
generation, with the latter being mainly dispatchable, conventional power gen-
eration. A future grid based on renewable energy sources will impose serious 
challenges due to the variable nature of resources (wind, solar). In the transition 
from the current grid based on fossil and nuclear energy to a more sustainable 
one, based on renewable energy sources and components such as storage and 
with possible active participation by consumers, controls will play an important 
role, providing essential infrastructure for end users and system managers to 
monitor and control their energy usage. The uncertainty in the supply due to the 
integration of wind and solar energy will require intelligent control and with pos-
sible ways for shifting demand. The paper will discuss challenges, issues and  
advantages of demand reduction and demand shifting within a future smart grid 
with some illustrative examples.  

Keywords: spatial patterns, smart grid, consumers, dynamic demand control 
and response, demand shifting. 

1 Introduction 

Across the world there are objectives and targets imposed by Governments regarding 
energy consumption, renewables and carbon emissions reduction. These have brought 
new challenges which require investigation and consideration to allow informed deci-
sion making. Current plans to achieve significant reduction in carbon emissions rely 
heavily on the future decarbonisation of electricity supply and the increased use of 
electricity to replace fossil fuels, for example, electric heat pumps to replace gas fired 
boilers and transport electrification with electric vehicles.  

Fossil and nuclear fuels availability will reduce over the years and service demand 
will grow worldwide. Renewable energy sources are expected to supply a considera-
ble share of electricity in the power system of the future, alongside conventional 
sources. Today’s energy system has been built for conventional power generation 
systems, with power flow in one direction from power stations to consumers, with 
centralized network control and a relatively predictable demand. In the future, the grid 
needs to accommodate large quantities of energy coming from renewable sources 
which are variable and partially unpredictable. In addition, the grid will probably 
include integrated and active resources (such as storage for electric vehicles) and  
bi-directional power flows – export from consumer generation systems.  



382 C. Spataru and M. Barrett 

Some people argue that grids are already managed smart and a complex system is 
managed effectively through the use of various technologies, such as off-peak electric 
heating, but that the grid is not taking advantage of its full potential [4]. In fact the term 
smart is a general term, the latest buzz word in the energy sector, which refers to a grid 
with more control, information and communication technology than the current grid. 
The smart grid is a continuation of the past hundred years of development, to a world 
where renewables and electricity services will require more dynamic control through 
enhanced information and communication technologies. To design smart grids, we first 
need to understand people demand services in time and space and use energy consum-
ing technologies. Then we can look at options for controlling the supply of delivered 
energy for these services so as to facilitate renewable energy integration. 

2 People’s Demand for Services 

The fundamental driver of all energy demand is the number of people and what they 
do. Forecasts predict an increase in ageing population along with a decrease in house-
hold size and an increased number of households [3]. An increase of 29% in number 
of households in England is projected for 2031 compared to 2006 [6]. The trend to 
more, but smaller households will cause an increase in electricity consumption per 
person unless balanced by efficiency gains.  

The final electricity demand in UK in 2010 was 1% higher than in 2009 [7] and the 
domestic sector consumption was 36% of the total. As the electrification of the energy 
system increases to facilitate achieving carbon and renewable targets, electricity de-
mand –both energy and power - will probably increase. According to DECC [7] in 
UK, without any form of demand response, peak demand could double by 2030. This 
will require significant investment in network reinforcement by National Grid and the 
Distribution Network Operators (DNOs).  

To move towards a smart grid it is important to understand demand patterns and 
behaviours, and project how they might or be changed. Consumers’ energy demand is 
complex, given the wide range of interlinking behavioural and technological factors: 
income, comfort desire, time clock settings; technology choice (building, heat pumps, 
gas boilers, microCHP) and use of technology and impact of weather. These human 
and technological factors combine in many different configurations. The relationship 
between individual consumer factors and energy consumption, and the wider context 
of public energy supply and society is complex on a range of different spatial and 
temporal scales.  

3 Use of Monitoring Data and General Load Profiles 
Generation 

Occupant behaviour has a significant role and impact on energy use and accurate 
quantitative data on time and location occupancy is rarely collected. With monitoring, 
we can better understand occupants’ use of space and time in buildings, and travel. 
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Fig. 3. Domestic demand, 24 Hrs, UK (GW) 

Total demand at any time is an aggregation of millions of demands, with all of us 
making changes, such as every time we switch on or off a light, heater or appliance. 
This needs to be tested through simulations of individual consumers and aggregates of 
consumers in buildings, transport and industry. Moreover, of importance is how activ-
ities are distributed across time – hour of day, day of week, season etc. how they are 
affected by factors such as weather, and where these activities take place. This dy-
namic behaviour is one of the key determinants of energy load curves. These demands 
are then modulated by control system and the building itself to present demands to 
energy supply systems.  

4 Loads and Demand Side Management (DSM) Potential  

In the smart grid, DSM in the dynamic, short term is where consumers shift patterns 
of consumption to balance supply and demand and maximize the use of low short run 
marginal cost renewables. Consumers will play a role with active human control with 
in-home display, or through automated control. Through active control, consumers 
will decide how and when to use their demand-side response capacities which can be 
integrated as dispatchable resources ([10], [22]). Through load shifting consumers 
will be able to change their consumption behaviour and follow the dynamic fluctua-
tions in the electricity prices ([1], [9], [12]). Smart grids will rely on domestic and 
other consumers’ acceptance of the new systems. 

The objective of smart management is to reduce the total cost of energy services to 
consumers. The total cost comprises the capital costs of the consumers’ technologies, 
network and generators, plus the variable costs of the system for energy and operation 
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and maintenance. Dynamic, minute to minute, management aims to minimize the 
short run marginal costs of the system. In a high renewables scenario this is done by 
managing the difference between demand and renewable supply that has to be met by 
dispatchable generators with higher avoidable costs (nuclear, fossil, biomass). 

All connected service components and systems need to be considered together. 
This should be considered because the peak electricity load of a dwelling will be af-
fected by the simultaneous operation of heat pumps, lights, dishwashers etc, Some, 
may be scheduled with energy storage (e.g. hot water) or service storage (e.g. clean 
dishes). Furthermore, optimal control strategy cannot be properly constructed without 
considering all service and supply systems as well as those in dwellings – the strategy 
should cover the whole UK demand-supply system. A control strategy for energy 
service systems comprises two parts: design of the human and technical system of 
components for controlling a system – information processing, switching etc. – and 
the utilization of those components to control operation in particular real time cir-
cumstances. The aim is that the two parts together achieve optimal control in the 
sense of minimizing or maximizing an objective function subject to constraints; for 
example the total cost (capital plus variable operational) of the system is minimized.  

A number of possible objective functions might be pursued with control strategies, 
such as: minimize the total cost to dwellings; minimize the carbon of delivered energy 
(electricity, heat) to dwelling; minimize the heat or delivered energy to dwelling; 
minimize the peak power consumption of dwelling. These objectives can be conflict-
ing and therefore the optimal control strategies may differ depending on objective 
functions. The optimal strategy will depend on occupancy and the design and operat-
ing characteristics of the dwelling and energy systems.  

In homes, some devices can be controlled automatically, others require consumer 
interaction. Controllable loads include air-conditioning, space-heaters, washing ma-
chines, which can be shifted to other time or can be eliminated if not urgently needed. 
The aim is to calculate the optimal load shifting to minimize avoidable costs. In the 
UK, shiftable loads for domestic electricity usage account for about 10% ([5], [11]), 
but this is expected to increase with the electrification of space and water heating and 
any attendant heat storage. End-user types of shiftable loads and their topology are 
described in earlier works ([8], [18]): early shifting, late shifting, forward shifting, 
backward shifting, flexible, real-world. Early and late shifting types allows users to 
use lowest prices. Forward and backward shifting types give the possibility to post-
pone the consumption to a later (respectively earlier) time once the end users see a 
high price.  

5 From Smart Home to Smart Grid Motivating Consumers 

Following an analysis of service demands and the potential for load shifting, the sys-
tem needs to be simulated and optimised to find how it can best be managed. Tradi-
tional optimization and simulation tools provide useful information about market 
operations, but they do not usually reflect the diversity of agents. An agent-based 
modeling approach can give us a better understanding of the behaviour diversity and 
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over the last few years it has become an important tool for the energy sector.  Some 
examples: Zhou et al [20] review agent-based simulation tools and their application to 
the study of energy markets; Sueyoshi and Tadiparthi [19] have developed an agent-
based decision system for dynamic price changes for the U.S. whole-electricity mar-
ket before and during the California energy crisis. 

Energy usage needs to be optimized to maximize savings and maintain the comfort 
required by occupants. Intelligent agents need to be coordinated so they do not pro-
duce higher peak differences in the system than before.  By combining local mea-
surements for weather conditions and predictions from the weather forecast, the agent 
can look up at the local external temperature over the next 24hrs and in combination 
with forecast prices for electricity and with the supply energy available, control the 
devices so as to optimally reduce costs.  

An initial attempt at developing smart control strategies is to look at how to max-
imize the utilization of low cost, low carbon supplies for a given system configura-
tion. At the demand end, the control values can be used as one input to the control of 
the flows into user storage so that inputs are higher at times of high uncontrollable 
renewables and vice versa. On the supply side, there are system stores (e.g. pumped 
storage), dispatchable generators and energy trade to be controlled. If the costs of 
shifting demand to another time, or of disconnecting load, are less than the cost sav-
ings in delivered electricity then power management is worthwhile. Fig. 4 shows an 
illustrative example of a mix of CHP, renewable and dispatchable generation supply-
ing electricity to demand, and export of surplus electricity for three days for Jan (1), 
April (4) and July (7) at 15min interval.  

As it can be seen an improved control strategy of demand and supply components 
and additional storage and trade might reduce the dispatchable generation for which it 
is most difficult to achieve low carbon intensities. 
 

 

 

Fig. 4. Seasonal electricity demands and supplies 
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Intelligent agents, either technological or human, will act according to information 
such as the current and predicted price of electricity. They will endeavor to reduce 
costs by changing their energy use pattern to times when price is lower. This has to be 
carefully managed to avoid chaotic responses. The question is can near optimal results 
be obtained with a variety of consumers and suppliers operating autonomously with 
different stores (e.g. domestic and services heat stores, vehicle batteries) with differ-
ent capacities and powers and other constraints such as temperature ranges, and in 
different initial states? There is the risk of controls over and under compensating  
because of feedback and system response times, with a chaotic outcome, or in the 
resultant control being far from the global optimum, because the primary customers’ 
choice will to be shift their usage to a lower energy cost option. Alternatively, will the 
system have to be centrally managed? Authors will continue to research and find  
answers to these questions.  

6 Conclusions  

Good design and control of energy systems rely on accurate information about 
people’s behaviour and their interactions with technologies; this can only be obtained 
through direct monitoring in conjunction with other data such as time use diaries. In a 
smart grid, households and other consumers will be more involved in the investments 
required for system management, and also in dynamic control. 

The main objective of demand side and supply side management in a smart grid is 
to achieve low operational cost by maximizing the use of renewable energy sources. 
One of the biggest challenges for the future smart grid is the creation of an effective 
management structure for the system that is acceptable to consumers and suppliers. 
This is the essence of the smart grid and its potential benefits to the world for its fu-
ture wellbeing. Essentially, it requires us to develop insight into the behaviour of how 
social structures and technologies can combine to be of benefit to all social segments, 
and at the same time to aid the achievement of wider energy and environmental tar-
gets essential for a sustainable society.  

The battle for energy efficiency and an effective smart grid will not be won  
only through complex distribution networks, but mainly through end consumer  
participation. 
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Abstract. Domestic occupancy measurement could save significant amounts of 
energy, either instantly via a home automation system or retrospectively via 
post-occupancy evaluation and feedback. However, not many localisation tech-
nologies are applicable to a domestic environment. In this paper three unobtru-
sive occupancy measuring technologies, i.e. Passive Infra-Red (PIR), Carbon 
Dioxide (CO2) and Device-free Localisation (DfL), are compared. Their opera-
tion is explained and possible advantages and disadvantages are outlined. A qu-
alitative experimental study then analyses the abilities of each system to detect 
overall occupancy, detect room level occupancy, count the number of occupants 
and localise them. It has been found that CO2 and PIR sensors are very limited. 
The impacts of other factors, such as windows or occupants’ metabolic rates, 
were significant on the reliability of the measured data. Device-free localisation 
on the other hand has great potential, but requires further research. 

1 Introduction 

The domestic sector consumed 30.5% of the UK’s final energy in 2010 [1]. Improv-
ing the energy efficiency of a dwelling is a challenge, as a variety of factors influence 
its energy consumption. One attempt has been to give occupants feedback of their 
energy consumption and thus make them consciously change their behaviour [2]. 
However, even the most energy aware consumer would not be able to control on a 24 
hour basis, for example, complex heating patterns. Therefore, another approach is to 
use an automated system, which would be able to take energy saving measures auto-
nomously and serve as an adjunct to occupant control. Undoubtedly, there will be 
situations when the occupants’ interests will conflict with the energy saving measures. 
To reduce the occurrence of such situations, the home automation system should 
know the number of occupants and their location. This would also allow the system to 
take more educated decisions and increase the resolution of information given through 
post-occupancy evaluation. 

In a domestic environment a localisation system is required, which does not reveal 
the occupant’s identity, is unobtrusive, needs low maintenance, is visually pleasing 
and is energy efficient itself. Two established systems fulfilling these requirements 
have been identified. They are based on Carbon Dioxide (CO2) and Passive Infra-Red 
(PIR) sensors. These as well as an emerging third technology called Device-free  
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Localisation (DfL) will be introduced and analysed in this paper. In section 2 each  
system will be explained in detail, along with their advantages and disadvantages. 
Section 3 will describe the methodology used to experimentally compare the three 
technologies. The results will then be described in section 4 and section 5 will  
conclude the paper. 

2 Technology Descriptions 

2.1 CO2 Technology 

Humans naturally exhale CO2 on a constant basis, therefore the CO2 concentration in 
a building can be used as an indicator of occupancy. However, Human’s CO2 genera-
tion rate depends heavily on their metabolic rate. Most research projects assume that 
the changes in CO2 generation related to the metabolic rate are marginal and that an 
average value can be taken, as for example did Lu et al. [3] when they tried to deduce 
the number of occupants from CO2 measurements in an office. 

Also, CO2 sensors have a significant reaction time. Emmerich and Persily [4]  
demonstrate that it is dependent on the volume of the room and the ventilation rate. 
However, this approach still assumes the air content to be well-mixed due to constant 
ventilation. In a non-ventilated room many other factors could influence the reaction 
time, such as the CO2 dissipation within the room, the layout of the room, the infiltra-
tion rate, etc. This delay would be especially problematic if the residence time of 
occupants was short. Control strategies, which require fast switching times, could not 
be implemented and the efficiency of slower strategies would also be affected. 

2.2 PIR Technology 

Passive Infra-Red sensors detect moving objects of one temperature on a background 
of another temperature. Usually they are adjusted to the average human body tem-
perature to identify occupancy more effectively. However, heat currents from HVAC 
systems can also trigger a PIR sensor, as mentioned by Teixeira et al. [5]. This is 
called false positive output. PIR sensors also suffer from false negative outputs, for 
example if occupants remain still. Furthermore, Akhlaghinia et al. [6] demonstrated in 
a domestic-like environment that PIR sensors can have difficulties to cover the de-
sired visual area. They also point out the case in which a sensor associated with one 
room, is triggered by events in another room. 

The PIR sensor’s output is binary and can therefore not differentiate between the 
presences of one or several persons. A misconception is that the rate of triggering can 
be used to infer the number of occupants. However, PIR sensors have the advantage 
that they are cheap, low in energy consumption, easy to deploy and that they operate 
in real-time. 
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2.3 DfL Technology 

Device-free Localisation takes advantage of the fact that the human body partially 
absorbs an emitted radio signal, thus decreasing the received signal strength (RSS). 
However, multipath propagation amongst others can also impact the quality of the 
signal. Filters could be employed to reduce these effects. Alternatively, the signal 
patterns in the environment can be learned previous to the localisation and can then be 
taken into account. However, the training required for such algorithms could prove 
problematic in a domestic environment. 

Kosba et al. [7] demonstrated that the line-of-sight of the communicating radios is 
especially sensitive to human presence. The infrastructure should therefore be careful-
ly designed to improve the localisation of occupants. Also, DfL has the advantage that 
it can be integrated into existing wireless home automation systems without any addi-
tional hardware costs. However, the estimation of the number of people present is still 
a challenge for this technology. 

3 Methodology 

The test-bed chosen to compare occupant detection strategies is a three bedroom do-
mestic house. It is equipped with CO2 sensors on the landing and in every living area, 
i.e. the living room, the dining room and all bedrooms. Those areas as well as the 
kitchen are also fitted PIR sensors on the ceiling. In addition, several temperature and 
humidity (TH) sensors are fitted throughout the house. All the CO2, PIR and TH sen-
sors send their recorded data approximately every four minutes via routers to a data 
logging system. The system stores these values and simultaneously records the RSS 
associated to each of the sensors. 

The house is also equipped with a tag based ultra-wideband (UWB) tracking sys-
tem, called Ubisense. This will be used as a reference during the tests to measure the 
actual location of the participants. The layout of the CO2 and PIR sensors is illustrated 
in figure 1. The TH sensors are not represented, as the relation between their positions 
and the occupants’ positions might not be linear due to the routers. The UWB 
Ubisense sensors are also shown in figure 1. 

 

Fig. 1. Floor plans of the house with CO2, PIR and Ubisense sensors 
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Each of the three systems mentioned will be tested to determine whether it can 
detect occupancy, differentiate the number of people present and has the potential to 
localise an occupant within a room. 

4 Results 

The house was occupied between 10:45 and 18:00 by occupants A, B and C. Each 
occupant had been given a UWB tag with an individual identification number. Table 
1 shows the actual location of the occupants transcribed from the Ubisense recordings 
along with circumstances that could affect CO2 or PIR results. 

Table 1. Timeline of actual room occupation and added circumstances 

 Occupied Rooms Occupant Additional Circumstances 

10:45 – 11:00 Living Room A  

 Dining Room B  

11:00 – 12:00 Living Room A  

 Dining Room B  

 2nd Bedroom C  

12:00 – 13:00 Living Room A 

All interior doors were closed  Dining Room B 

 2nd Bedroom C 

13:00 – 14:00 Dining Room B 

  1st Bedroom A 

 2nd Bedroom  C (until 13:15) –> 0  

14:00 – 15:00 Dining Room B (until 14:20) –> A+B 
Cooking food 

 Kitchen A (until 14:20) –> 0  

15:00 – 16:00 Dining Room A+B MVHR on 

16:00 – 17:00 Living Room A 
Window in Living Room was 
opened 

 Dining Room B 

 2nd Bedroom 0 (until 16:25) –> C  

17:00 – 18:00 Living Room A 
Occupant A exercised until 17:30 

All interior doors were closed  
 Dining Room B 

 2nd Bedroom C 

4.1 CO2 Measurements 

The house was unoccupied between approximately 18:00 the previous day and the start 
of the experiment. The data of all the CO2 sensors is plotted in figure 2 to give an im-
pression of their relative responses before discussing each in detail. The initial average 
CO2 content measured was between 400 and 500ppm. These values correspond to  
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Fig. 2. CO2 content in all rooms versus overall human presence 

 

Fig. 3. CO2 content versus human presence in the living room 

 

Fig. 4. CO2 content versus human presence in the dining room 
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Fig. 5. CO2 content versus human presence in the 1st bedroom 

typical outdoor CO2 concentration and can therefore be taken as baseline reference. 
Figures 3 to 5 show the individual room’s CO2 measurements against recorded  
occupancy. 

In order to explore the effects of variable space separation, the interior doors have 
been closed from 12:00 to 13:00 and from 17:00 to 18:00 as shown in table 1. It can 
be seen that before 12:00 the CO2 content increased in individual rooms within the 
house, even unoccupied ones. Once the doors were closed, the content in the occupied 
rooms accumulated faster whilst it slightly decreased in the unoccupied rooms. Very 
important is also the moment when the doors were opened again. The air with the 
higher CO2 content mixed with the air of the unoccupied rooms. This could lead to 
misinterpretation of occupation or mask the actual change of location of an occupant, 
as happened in the experiment. As shown in table 1 occupant A, who occupied the 
living room, moved to the 1st bedroom when all doors were opened at 13:00. These 
results suggest that a CO2 sensor’s output is highly dependent on the air circulation 
within its space. 

The ability of the CO2 system to detect the number of people has been examined. 
Two persons were present in the dining room between 14:20 and 16:00. In figure 4 
the CO2 levels shown are distinctively higher during that period. On the other hand, 
the very sharp rise in the living room between 17:00 and 17:30 is not related to an 
increased number of occupants, but only to the increased metabolic rate of a single 
occupant due to physical exercise as mentioned in table 1. Therefore, conclusions 
cannot be drawn reliably on the number of occupants based on CO2 content. 

4.2 PIR Measurements 

The measurements represented in figure 6 are the times each PIR sensor has been 
triggered within four minute intervals. It shows that overall occupancy has been de-
tected correctly. 

Presence has also consistently been detected within the single rooms, as shown in 
the figures 7 to 9. 
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Fig. 6. PIR measurements in all rooms versus overall human presence 

 

Fig. 7. PIR values versus human presence in the living room 

 

Fig. 8. PIR values versus human presence in the dining room 
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Fig. 9. PIR values versus human presence in the 1st bedroom 

However, the PIR sensors were prone to negative false outputs. Several time inter-
vals had no PIR measurements although the room was occupied. This occurred in all 
rooms and was probably caused by a reduced amount of movement of the occupant. 
The longest period of negative false measurement was in the living room for half an 
hour between 11:38 and 12:07. Positive false outputs on the other hand have not been 
detected. Figure 9 shows a value outside the occupied periods, however, it is related 
to the closing of the 1st bedroom’s door. 

Also, having two people in the same room did not result in greater PIR peaks as 
can be seen in figure 8. The average might be slightly higher over that period, but the 
average was also high around 11:00 when just a single person was present. The only 
real information that can be deducted from PIR values is the amount of movement 
that is taking place in the sensor’s visual area. The assumption that greater movement 
equals more people present cannot always be applied. Over the whole day the biggest 
PIR values were measured in the living room between 17:00 and 17:30, which were 
caused by the physical activity of occupant A. 

4.3 DfL Measurements 

The signal strength of all the PIR sensors, CO2 sensors, TH sensors and routers is 
shown in figure 10. 

The signal strength for the occupied period from 10:45 to 18:00 has a clearly dis-
tinguishable pattern compared to the rest of the day. The fluctuations mainly before 
that period are due to the RSS varying between two gain stages. 

A signal “sniffer” has been used during the experiment to monitor the network traf-
fic. It showed that the connections were constantly rerouted, which made it difficult to 
associate a location or room to the signal strength of a specific radio. 

Figure 11 represents the RSS values of two sensors, whose signal clearly  
responded to the combined human presence over the entire measurement period. It is  
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Fig. 10. RSS measurements of all sensors and routers versus overall human presence 

 

Fig. 11. The RSS of two particular sensors versus overall human presence 

noticeable that the signals started varying before the occupants entered the house and 
also after they left it. As radio waves travel through walls, DfL purely aimed at indoor 
applications could be prone to give feedback related to events that take place outside 
the desired area. 

Table 2. Findings of qualitative comparison 

 CO2 PIR DfL 

Overall occupancy Yes Yes Yes 

Room occupancy Partially Partially Unknown 

Number of people Partially No Unknown 

Potential to localise No No Unknown 

Additional  

information 

CO2 sensors have a slow 
reaction time and are 
highly dependent on air 
circulation patterns and 
occupants’ metabolic rate

PIR sensors operate 
in real time but are 
prone to negative 
false outputs 

DfL operates in real time, 
but the relation between 
RSS and human presence is 
not linear and it is prone to 
events outside the building 
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5 Conclusion 

Three unobtrusive occupancy measuring technologies that could be applied to domes-
tic environments have been outlined and compared. The findings are summarised  
in table 2. 

All three technologies have intrinsic restrictions; however DfL seems to have the 
greatest potential as the research literature suggests that it should be able to localise 
occupants. The exploitation of the data as well as the optimal setup would require 
further research work. 
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Abstract. People's daily activity in their home has widespread implications, 
including health and energy consumption, yet in most environmental studies 
people’s activity is only estimated by using screening or structured observa-
tion. This paper reviews the current protocols and standards, and then identi-
fies a mixed-method approach to measure people's activity levels in free-living 
environments. One of the key issues is to gather accurate measurements while 
using ‘discreet’ observatory methods to have minimum impact on their beha-
viour. With the recent emergence and advancement of more accurate and af-
fordable sensing technologies, this problem might be overcome. Drawn from 
physiological research, heart-rate monitoring, accelerometry, and automated 
visual diary, were used in a field study, which monitored a small sample of 
UK households during the winter of 2012. Within a smart home, these me-
thods could potentially be used to forecast energy demand for heating and to 
manage power distribution peaks. 

Keywords: activity monitoring, ubiquitous sensor technologies, thermal comfort. 

1 Introduction 

People's daily activity in their home has been associated with health and energy 
consumption. In the UK, almost 32% of the total energy consumed is attributed to 
dwellings, of which 60% is used for space heating (DECC, 2011). This demand for 
heat varies greatly between dwellings. The main reason for these disparities has been 
attributed to different building fabrics and types of heating systems, but also to 
occupants’ behaviour. A Danish study investigating the heat consumption in 290 
identical homes found that the highest heat consumption was up to twenty times 
higher than lowest (Fabi et al., 2012). This study shows that occupant's behaviour 
plays a key role in the amount of energy consumed for heating. Moreover, it raises the 
question on the significant disparity in heat demand between occupants. Why does 
one occupant heat his/her home more than their neighbours? What are their 
expectation toward thermal comfort and their response toward thermal discomfort? 

The adaptive thermal comfort model states behavioural, physiological and 
psychological adaptive processes (Auliciems, 1981, de Dear et al., 1998, Humphreys 
and Nicol, 1998). One common element of these three processes is the type and level 
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of activity that a resident carries out. To investigate the physiological adaptive 
processes based on the heat balance, climate chamber experiments were implemented 
by Fanger (1970). However in this experimental context, it is difficult to look at 
behavioural and psychological adaptive processes. This is especially due to the lack of 
behavioural opportunities. To overcome this problem, studies have been carried out in 
free-living environments (de Dear et al., 1998; Parsons, 2001; Hong, et al., 2009). 
However current methods only estimate resident's activity through screening or 
structured observation. As reducing energy consumption as become a priority - 
Climate Change Act 2008, it has become important to gather a comprehensive 
evaluation of people's daily activity in their home. Recently, wearable instruments 
have been developed to objectively capture physical activity (Chen and Bassett, 
2005). Used extensively in physiology, heart-rate monitors and accelerometers are 
able to assess activity by determining its type, duration and intensity. Also these tools 
have been able to measure a person's energy expenditure, which is a key variable 
when trying to determine the physiological response to thermal discomfort (Gauthier, 
Shipworth, 2012). 

The majority of research on activity level estimation has been focusing on the use 
of pre-established metabolic rate values for a given workload, posture or activity (ISO 
8996). These are implemented through questionnaires, direct observation or written 
diaries as self-reported activity type, duration, and intensity. While these try to depict 
activity in free-living environment, it is uncertain whether the actual activity has been 
recorded. The aim of this study was to develop a new set of methods to accurately 
estimate the activity level and duration in daily life. This approach was implemented 
in a field study during the winter of 2012. This paper presents and reviews the 
findings of this study.  

2 Current Methods to Determine Activity Levels 

Arisen from laboratory experiments in climate chambers, the current standards 
combine knowledge of the human body’s physiology and of heat transfer theories. 
They form parts of the International Standard Organisation in BS EN ISO 7730:2005, 
and BS EN ISO 8996:2004. A person's physical activity is characterised by its type, 
intensity, duration, and frequency (Chen and Bassett, 2005). In the standards, methods 
have been developed to estimate activity level and to analyse the relationship between 
activity level and thermal comfort. As described in ISO 8996, metabolic rate (M) is a 
measure of activity level and is defined as the rate, at which the human body utilises 
oxygen, food, and other sources to produce energy, per surface area of the body. In 
summary, it refers to the rate of production of energy in time per surface area, and is 
expressed in watts per squared meter (W/m2), or in metabolic unit (met), where 1 met 
= 58.2 W/m2. Based on this definition, a person's metabolic rate consists of two 
components: 

• Body surface area (BSA), which is assumed to be 1.8m2 for a man of 70kg, and 
1.6m2 for a woman of 1.6m2 (Parsons, 2001). 
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• Energy expenditure (EE), which refers to the energy used per unit of time to 
produce power, and is expressed in watts (W) or more often in mega-joules per day 
(MJ/day) (Jeukendrup & Gleeson, 2004). 

Metabolic rate (M) can estimated by using the following equation: 

M = EE / BSA (W/m2) 

Where: M: metabolic rate; EE: energy expenditure; BSA: body surface area. 

Methods to estimate or to measure human energy expenditure range from direct to 
indirect methods with associated level of complexity and cost. ISO 8996 provides the 
methodological framework to estimate this metabolic rate. It includes four levels, 
screening (1), observation (2), analysis (3) and expertise (4), summarised below: 

• Level 1, screening: Metabolic rate is estimated by reviewing the subject mean 
workload for a given occupation (level 1A) or for a given activity (level 1B). Each 
activity-intensity corresponds to a metabolic rate range, as follow: resting (55 to 70 
W/m2), low level of activity intensity (70 to 130 W/m2), moderate (130 to 200 
W/m2), and high (200 to 260W/m2). This estimation method only provides rough 
information and is associated with a great risk of error. 

• Level 2, observation: Metabolic rate is estimated by observing the subject-working 
situation at a specific time. Information such as time and motion are required for 
this type of study, including body posture, type of work, body motion related to 
work speed. The accuracy of the results is estimated to be within ± 20% (ISO 
8996, Table 1). 

• Level 3, analysis: Metabolic rate is determined from the subject heart rate 
recordings over a representative period. This method uses an indirect determination, 
based on the relationship between oxygen uptake and heart rate under defined 
conditions. This method holds an accuracy of ± 10% (ISO 8996, Table 1). 

• Level 4, expertise: Experts determine metabolic rate using three different methods: 
(1) oxygen consumption measured over short periods, (2) doubly labelled water 
(DWL) method over longer periods - 1 to 2 weeks, (3) direct calorimetry method 
in laboratory. Each one of these methods requires specific measurements, which 
undermine their application in field studies, over longer periods of time. These 
methods have an accuracy of ± 5% (ISO 8996, Table 1).  

In summary, these four methods can be divided into subjective and objective type. 
The subjective methods as level 1 and 2 apply questionnaire, observation, diaries, 
and/or activity log. They are used in most studies, as relatively low cost. However 
these methods often provide a biased assessment and are associated with a great risk 
of error. This is an issue when incorporating their estimated results within the 
predictive thermal comfort model (ISO 7730), as metabolic rate has been proven to be 
its most influential variable (Gauthier and Shipworth, 2012). High inaccuracy of 
metabolic rate estimation will undoubtedly undermine prediction of thermal comfort 
levels to design new home or intervention strategies for reducing energy demand in 
homes. To overcome these limitations, objective methods in level 3 and 4 measure 
physiological mechanism such as heart-rate, body temperature and metabolic effect. 



404 S. Gauthier and D. Shipworth 

These provide a reliable assessment of activity level, but their applicability in free-
living environment may be limited. However with the recent advancements in more 
accessible, accurate and affordable sensing technologies, this may be overcome. The 
review of current methods used to estimate activity level reveal some limitations in 
terms of accuracy and of usability in fieldwork. To address those issues, this paper 
then explores alternative methods to measure, to observe and to analyse people's 
activities in households. 

3 Field Study Methods 

As sensing technologies have developed over the past few years, many significant 
advances have taken place in the area of people's activity assessment (Trost, 2005). One 
of the most noticeable has been the rapid uptake of accelerometry, which measures 
movement as bio-mechanical effect. This objective technique enables the estimation of 
activity level in a free-living environment, for period of time representative of a person 
daily activity level, with minimal impact and discomfort. Supported by other methods 
such as heart-rate monitoring and automatic visual diary, this study's mixed-method 
approach aim to collect objective and accurate measurements of daily activity level in 
home. This paper addresses this objective with a view toward establishing an evidence-
based protocol to implement activity measurement. 

3.1 Accelerometry 

To estimate energy expenditure, accelerometers quantify activity level by measuring 
acceleration of a person in movement. Acceleration is defined as the change in speed 
over time, it is expressed in units of gravitational acceleration (g), with 1 g = 9.8 m/s2. 
It is influenced by the frequency, the duration and the intensity of the body 
movement. If the acceleration value is equal to zero, then the subject might be static 
or has a constant speed (Chen, 2005). When a body is in movement, then energy 
expenditure is related to the acceleration of the body mass (BM). As small portable 
devices, accelerometers are of two types; piezoelectric or piezoresistive sensors 
(Bonomi, 2010).  

The first type, piezoelectric accelerometers consist of a piezoelectric element with 
a seismic mass. When acceleration occurs, the mass causes the piezoelectric element 
to bend, which displace charge to build-up on one side of the sensor. This results  
in variation in the output voltage signal (Godfrey, 2008). To measure acceleration in 
three axes, several unidirectional sensors are assemble into one instrument (Bouten, et 
al. 1997). These accelerometers are relatively small and lightweight. Their outputs are 
the amplitude and the frequency of acceleration signals; these are rectified and 
integrated in a time interval to determine the activity counts (Bouten, et al. 1997). An 
'activity count' is an arbitrary unit varying across devices (Rothney, 2008).  

The second type of device, piezoresistive accelerometer consists of polysilicon 
structure with springs (Bao, 2000). As the human body accelerates, it causes 
displacement of the silicon structure, resulting in a change in capacitance. This change 
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is processed into an analog output voltage, which is proportional to the acceleration. 
The outputs are raw acceleration signals, which are often analysed using recognition 
techniques to identify different types of activity. 

The main limitation of accelerometer lies with its underestimation of metabolic 
rate due to the confounding effect of several factors, including temperature 
(Jeukendrup and Gleeson, 2004). For example, if a participant was to stay seated in a 
cold room, the accelerometer will indicate low level of energy expenditure, which 
might be misleading. In this instance, other methods such as heart-rate monitoring or 
observation should support the evaluation of metabolic rate. 

3.1.1 Instrument 
The accelerometer used in this field study is one of the sensors housed in the 
SenseCam (Vicon Motion Systems, Microsoft, UK). It comprises of a tri-axial 
piezoresistive accelerometer, Kionix KXP84 (refer to Table 1). This instrument 
captures body movement in three orthogonal directions. The raw acceleration signal 
was sampled and stored on a SD card within the SenseCam and later transferred to a 
computer for analysis. The device is lightweight; of a similar size to a badge, it was 
worn on the chest without discomfort. 

Table 1. Accelerometer performance specification 

Parameters KXP84 

Range ± 2 g 

Sensitivity 819 counts/g  ± 25 

Resolution  1.22 mg 

Power supply  3.3 V 

Operating temperature - 40 to + 85 °C 

3.1.2 Analysis Method 
Accelerometer output was derived from raw acceleration signals, followed by the 
calculation of the vector magnitude as | | , movement intensity (MI). 

Combining the signals of the three axes makes the MI value insensitive to orientation 
of the accelerometer with regards to the body. The acceleration in the ‘z’ axis 
(vertical) was isolated from the ‘x’ (mediolateral) and ‘y’ (anteroposterior) axes, as 
acceleration in ‘z’ differs from the rest of the dimensions because of gravity (Chen 
and Sun, 1997). The resulting signal was then averaged over epoch of ten seconds.  
All processing was done in R (http://cran.r-project.org). 

To determine activity level from motion sensors, most analysis methods are based 
on controlled experiments in laboratory, often using indirect calorimetry or the DWL 
techniques. The accelerometer's outputs are compared to the results of physiological 
metabolic rate measurements. Combining these two sets of results, regression 
analyses are carried out to determine activity level from the accelerometer readings 
(Bouten, et al., 1996, Chen and Sun, 1997, Freedson, et al., 1998). Validation studies 
have reported correlation values from 0.58 to 0.92 (Chen and Bassett, 2005). It should 
be noted that most of the studies have associated activity counts rather than 
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gravitational values (g) with energy expenditure. Activity counts are difficult to 
interpret as each device has proprietary data processing methods and assumptions. 
The device used in this study gives raw accelerometry values expressed in (g), which 
are easier to interpret. However only a limited number of studies have reviewed the 
outputs of piezoresistive accelerometers (Van Hees, et al., 2011). This study will only 
present the signal output; future calibration work is required to determine activity 
level from these results. Calibration could be completed through experimental study, 
from which traditional a regression model could be derived, or through more advance 
processing approaches, such as activity pattern recognition (Godfrey, et al, 2008). For 
example, patterns in the accelerometer's output signals can be recognised with an 
activity detection algorithm. These can detect types of activity, for example: lying, 
sitting, standing and walking (Van Hees, et al., 2009). Combined these results with 
controlled experiments in laboratory; estimation of energy expenditure can be even 
more accurate (Gyllensten and Bonomi, 2010).  

3.2 Heart-Rate Monitoring 

Heart-rate (HR) monitors have become more accessible and reliable in recent years as 
the demand for training tools in endurance sports increased (Achten and Jeukendrup, 
2003). To follow ISO 8996 level-3 approaches, this field study included the 
monitoring of HR to estimate energy expenditure (EE). As reviewed in this standard, 
HR levels show a significant relationship with oxygen uptake for heat rates above 120 
beats per minutes (bpm) (Parsons, 2001). The estimation of metabolic heat production 
can be determined using hear rate counts as summarised in the following equation 
(ISO 8996): 

HR = HR0 + RM (M - BMR) (bpm) 

Where: HR: heart rate; M: metabolic rate; BMR: basal metabolic rate; RM: 
increased in heart rate per unit of metabolic rate; HR0: heart rate at rest under 
thermo-neutral conditions. 

 

This equation has been developed in a set of equations (Annex C, ISO 8996), where 
metabolic rate is estimated from heart rate recordings as a function of the subject 
gender, age and weight. This method holds some limitations. At rest, small 
movements can increase HR, while EE remains almost the same; also emotions could 
increase HR, while EE remains almost the same (Jeukendrup and Gleeson, 2004). In 
those instances, other methods such as accelerometry and observation should support 
the evaluation of metabolic rate. 

 
3.2.1 Instrument 
In the field study, 2 devices manufactured by Kalenji were used to monitor HR: 

• Sensors and transmitter, Kalenji CW 300 coded; fitted in a chest strap belt, it 
records the heart electric activity using electrocardiography. 

• Receiver and cataloguer, Kalenji Cardio Connect; fitted in an independent device, 
it could be attached to the belt or kept in the participant's pocket. 
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During the experiment, continuous recordings, with a 2 seconds sensing interval, were 
taken. The datalogger memory capacity allowed over 35 hours of recording time and 
was able to store information from multiple sessions. Data was transferred with the 
proprietary Geonaute software, and gathered as raw HR values in beats per minutes 
(bpm). 

 
3.2.2 Analysis Method 
The output from the heart-rate monitor was analysed with the ISO 8996, level-3 
approach and the associated set of equations, to estimate metabolic rate. The result 
was then averaged over intervals of ten seconds. 

3.3 Automatic Visual Diary 

To validate the recordings of accelerometers and heart-rate monitors, each participant 
wear a SenseCam. This device generates an individual photographic diary, which was 
concurrent to the other recording methods. 

 
3.3.1 Instrument 
In this study, SenseCam is used as a data-logger and an automatic diary. Primarily 
used in the field of cognitive psychology, this tool has been used as an external 
memory aid for patients with neurodegenerative disease and brain injury (Hodges, et 
al., 2006). The device is worn around the neck and placed on the chest. Of similar size 
to a badge, the SenseCam takes photographs when triggered manually and/or 
automatically, by timer or by changes in sensor readings. The sensors include 
temperature, light level, PIR, accelerometer and magnetometer (Gauthier, 2012). The 
SenseCam provides two types of outputs: (1) a record of measurements taken by each 
sensor and (2) a visual diary of the participants activity in their home. As an 
automatic diary, SenseCam aim is to validate the evaluation of metabolic rate in field 
experiments over continuous periods of time.  

 
3.3.2 Analysis Method 
The aim of the automatic diary is to support the evaluation of metabolic rate in field 
experiments over longer and continuous periods of time - 3 to 10 days. As a 
validation tool, the recorded images were compared with the acceleration and the 
heart-rate readings. For each sequence, the activity was attributed to one of the five 
classes defined by Aminian (1999), as (1) dynamic or static; (2) lying, sitting or 
standing. Even if the use of visual diary does not prevent bias from the observer; it 
offers a rich picture of the participants' activity level. 

3.4 Study Design and Participants 

The field study was conducted between January and March 2012. Using a case-study 
approach, a purposive sample of nine participants was chosen based on their gender, 
age and weight as described in ISO 8996, table C.1. All participants were living in 



408 S. Gauthier and D. Shi

London, in different dwelli
such as retrofitted central o
to wear at the same time 
during ten consecutive d
environment, including amb
continuously at five minute
four dataloggers were place
monitoring period, a semi
asked to indicate how the
activity.  

4 Field Study Resu

Drawn from literature on 
used two instruments to mo
rate monitor. Initial results
and estimate metabolic rate
hour sequence over lunchtim

Over this sequence, the a
for a period of 15 minutes.
chosen to switch the ‘priva
hour sequence, average met
8996, Table A.2, classificat
of the time, carrying out lig
work 2% of the time. 

In four instances MI rose
the HR monitor, but only in
to the discrepancy between
dropped to the floor; hence 
three peaks highlighted in 
sequence. The activity lev
moderate work (ISO 8996
these levels of activity. The
the second peak was attribu
ready to leave the house, fin

Fig. 1. Movement intensity in 
10 seconds over 1.5-hour mon

ipworth 

ngs dating from 1850 to 2008. Some incorporated featu
or communal heating systems. The participants were as

the SenseCam and the heart-rate monitor in their ho
days. In addition, physical parameters of the ind
bient air temperature and relative humidity were measu
e-intervals. To record these two parameters, three sets
ed in the living room and in the bedroom. At the end of 
i-structured interview was carried out. Participants w
e monitoring went, and if the tools used affected th

ults 

wearable ubiquitous sensor technologies, this field stu
onitor activity level: the SenseCam and the Kalenji he
s were analysed to estimate the movement intensity (M
e (M). Figure 1 and figure 2 illustrate an example of a 1
me for one participant.  
average MI was 1.06 g. No acceleration data was retrie
. According to the visual diary, the participant might h
cy mode’ on, so no data was recorded. Over the same 1
tabolic rate was 83.1 W/m2, or resting state. Following I
tion of activity, the participant was in resting position 8
ght manual work 25% of the time and sustaining moder

e above 1.5 g; these peaks of activity were also recorded
n three instances. The visual diary provided an explanat
n MI and HR readings. In this instance the SenseCam w

the high level of acceleration and the low HR reading. T
Figure 2 correspond to the highest levels of HR in 

vels were above 165 W/m2, and correspond to sustai
, Table A.2). The review of the visual diary did conf
e first peak corresponds to the participant setting up lun
uted to climbing up the stairs to the first floor and gett
nally the third peak was accredited to leaving the house.

 g, derived from accelerometer recording as | | , ev
itoring period 

ures 
ked 

ome 
door 
ured 
s of 
f the 
were 
heir 

udy 
eart-
MI) 
1.5-

eved 
have 
1.5-
ISO 
87% 
rate 

d by 
tion 
was 
The 
this 

ined 
firm 
nch, 
ting 
. 

 

very 



38  Review of Methods to Map

Fig. 2. Metabolic rate in W/m
hour monitoring period. Three

5 Conclusion 

Methods to estimate or to 
indirect methods with assoc
objective and automatic 
conditions. Recent advance
assisted the development 
monitoring and accelerome
number of advantages, inclu

• A rich picture of the part
• A measured value for me
• Longer and continuous 

activity in time; 
• A collection method, w

through the use of, autom

Although significant advan
much remains to be learne
field-based research. Future

• The impact of epoch 
parameter may vary with

• Calibration of piezoresis
free-living environment
developing thresholds fo

• New approaches should
accelerometer and HR m
other, a set of rules co
similar to Aminian (1999

In conclusion, the propose
activity, which could be us
and to manage power distrib
method was carried-out in
applied to different settings
 

p People's Daily Activity – Application for Smart Homes 

m2, derived from heart rate recording, every 10 seconds over 
 peaks over 165 W/m2. 

measure human energy expenditure range from direc
ciated level of complexity and cost. This paper focuses
methods, assessing energy expenditure in free-liv

es in activity monitoring instruments and data logging h
of activity estimation techniques, including heart-r

etery. Supported by visual diary, this mixed-method off
uding: 

ticipants' activity pattern; 
etabolic rate, with an accuracy of ± 10%; 
periods of monitoring, recording variability of a per

which has minimum impact on the participants’ activ
mated tools. 

nces in the technology have occurred over the past deca
ed about the processing of the accelerometers outputs
e studies may address the following: 

length should be investigated, in particular how 
h the participant’s characteristics. 
stive accelerometer should be carried out in laboratory 
ts, to evaluate the relationship between MI and M, 
or each type of activity and associated prediction equatio
d be developed to determine the relationship between 
monitor data. As these methods are complementary to e
uld be developed to establish a ‘tree-decision’ structu
9). 

ed mixed-method contributes to estimate pattern in d
sed in smart homes to forecast energy demand for heat
bution peaks. For the purposes of this research, this mix
n dwellings over the winter period, however it may
 and seasons. 

409 

 
1.5-

t to 
s on 
ving 
have 
rate 

ffers 

rson 

vity 

ade, 
s in 

this 

and 
by 

ons. 
the 

each 
ure, 

aily 
ting 
xed-
y be 



410 S. Gauthier and D. Shipworth 

Acknowledgments. The author would like to thank the reviewers and to acknowledge 
UK EPSRC support of this current PhD research, part of the CDT in energy demand 
reduction at UCL Energy Institute, UK. 

References 

Achten, J., Jeukendrup, A.: Heart-rate Monitoring Applications and Limitations. Sports Medi-
cine 33(7) (2003) 

Aminian, K.: Physical activity monitoring based on accelerometry: validation and comparison 
with video observation. Medical & Biological Engineering & Computing 37 (1999) 

Auliciems, A.: Towards a psychophysiological model of thermal perception. International 
Journal of Biometeorology 25 (1981) 

Bao, M.: Micro mechanical transducers: pressure sensors, accelerometers, and gyroscopes. 
Elsevier, Amsterdam (2000) 

Bonomi, A.: Physical Activity Recognition Using a Wearable Accelerometer, Sensing Emo-
tions. Philips Research Book Series 12. Springer (2010) 

Bouten, C., et al.: Daily physical activity assessment: comparison between movement registra-
tion and doubly labeled water. J. Appl. Physiol. 81 (1996) 

Bouten, C., et al.: A triaxial accelerometer and portable data processing unit for the assessment 
of daily physical activity. IEEE Transactions on Biomedical Engineering 44 (1997) 

Chen, K., Bassett, D.: The technology of accelerometer-based activity monitors: Current and 
future. Med. Sci. Sports Exerc. 37 (2005) 

Chen, K., Sun, M.: Improving energy expenditure estimation by using a triaxial accelerometer. 
J. Appl. Physiol. 83 (1997) 

de Dear, R., et al.: Developing an Adaptive Model of Thermal Comfort and Preference. Final 
Report on ASHRAE Research Project 884. ASHRAE, Atlanta, USA (1998) 

Department of Energy and Climate Change (DECC). Energy consumption in the United King-
dom (2011), http://www.decc.gov.uk/ (accessed April 30, 2012)  

Fabi, V., et al.: Window opening behaviour: simulations of occupant behaviour in residential 
buildings using models based on a field survey. Presentation of conference: The Changing 
Context of Comfort in an Unpredictable World, Cumberland Lodge, Windsor, UK, April 12-
15. Network for Comfort and Energy Use in Buildings, London (2012)  

Fanger, P.O.: Thermal Comfort. Danish Technical Press, Copenhagen (1970) 
Freedson, P., et al.: Calibration of the Computer Science and Applications, Inc. accelerometer. 

Med. Sci. Sports Exerc. 30 (1998) 
Gauthier, S.: Mapping Occupants Thermal Discomfort Responses in Households Using Sense-

Cam. In: M’Sirdi, N., et al. (eds.) Sustainability in Energy and Buildings. SIST, vol. 12,  
pp. 437–445. Springer, Heidelberg (2012) 

Gauthier, S., Shipworth, D.: Predictive thermal comfort model: Are current field studies mea-
suring the most influential variables? In: Conference proceedings: The Changing Context of 
Comfort in an Unpredictable World, Cumberland Lodge, Windsor, UK, April 12-15.  
Network for Comfort and Energy Use in Buildings, London (2012) 

Godfrey, A., et al.: Direct measurement of human movement by accelerometry. Medical Engi-
neering & Physics 30, 1364–1386 (2008) 

Gyllensten, I., Bonomi, A.: Identifying types of physical activity with a single accelerometer: 
evaluating laboratory-trained algorithms in daily life. IEEE Trans Biomed Eng. 58(9) (2010) 

Hodges, S., et al.: SenseCam: A Retrospective Memory Aid. In: Dourish, P., Friday, A. (eds.), 
Springer, Heidelberg (2006) 



38  Review of Methods to Map People's Daily Activity – Application for Smart Homes 411 

Hong, S., et al.: A field study of thermal comfort in low-income dwellings in England before 
and after energy efficient refurbishment. Building and Environment 44(6) (2009) 

Humphreys, M., Nicol, J.: Understanding the adaptive approach to thermal comfort. ASHRAE 
Transaction 104(1) (1998) 

ISO, Ergonomics of the thermal environment - Analytical determination and interpretation of 
thermal comfort using calculation of the PMV and PPD indices and local thermal comfort 
criteria. BS EN ISO 7730:2005 (2005)  

ISO, Ergonomics of the thermal environment - Determination of metabolic rate. BS EN ISO 
8996:2004 (2004)  

Jeukendrup, A., Gleeson, M.: Sport Nutrition: An Introduction to Energy Production and Per-
formance, 2nd edn. Human Kinetics, Champaign (2004) 

Parsons, K.: The estimation of metabolic heat for use in the assessment of thermal comfort. In: 
Moving Thermal Comfort Standards into the 21st Century, Windsor, UK (2001) 

Rothney, M., et al.: Comparing the performance of three generations of ActiGraph accelerome-
ters. J. Appl. Physiol. 105 (2008) 

Trost, S., et al.: Conducting Accelerometer-Based Activity Assessments in Field-Based Re-
search. Med. Sci. Sports Exerc. 37 (2005) 

Van Hees V., et al.: Estimating Activityrelated Energy Expenditure Under Sedentary Condi-
tions Using a Tri-axial Seismic Accelerometer. Obesity (Silver Spring) (2009)  

Van Hees, V., et al.: Estimation of Daily Energy Expenditure in Pregnant and Non-Pregnant 
Women Using a Wrist-Worn Tri-Axial Accelerometer. PLoS ONE 6(7), e22922 (2011) 



A. Håkansson et al. (Eds.): Sustainability in Energy and Buildings, SIST 22, pp. 413–423. 
DOI: 10.1007/978-3-642-36645-1_39               © Springer-Verlag Berlin Heidelberg 2013 

Chapter 39 

Optimizing Building Energy Systems and Controls  
for Energy and Environment Policy 
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Abstract. This is an informal introduction to some aspects of energy system 
optimisation to provide sustainable services to people in dwellings. This pa-
per advances data, methods and results of optimising building energy systems 
and controls for energy and environment policy using quantitative techniques. 
Optimisation can aid the design of systems to meet policy objectives effi-
ciently and at low cost. Three optimisation methods were applied: genetic al-
gorithm (GA), particle swarm optimisation (PSO) and steepest decent (SD). It 
was concluded that the higher the energy price, the greater the efficiency of 
the dwelling envelope and heating system to achieve least cost. Ultimately, 
optimisation should be done across all systems and stock, and simultaneously 
for configuration, size and controls.  

Keywords: Building Efficiency, Energy System, Dynamic Simulation,  
Optimisation. 

1 Introduction 

The UK Government’s objectives include to cut 1990 greenhouse-gas emissions by 
80% by 2050 [6] and for 20% of energy consumption in 2020 to be from renewable 
sources as specified by European Parliament and Council. Residential buildings are 
estimated to constitute around 17% of the UK’s total CO2 emissions in 2010 [2]. The 
government has a number of policies to encourage energy efficiency and low carbon 
energy systems for buildings; for retrofit including Feed-in-Tariffs, the Renewable 
Heat Incentive, and the Green Deal, and for new build building regulations. These 
policies aim to save energy and carbon using currently available technologies, at  
relatively low cost. However, building energy efficiency and supply systems are com-
plex with many interlinking factors that affect final performance. The challenge is to 
design whole systems that realise energy and carbon savings at least. The building 
systems will affect network and national scale planning; for example on the peak load 
of gas or electricity networks. Internal and external conditions and systems will affect 
performance: technology options and characteristics (heat pumps, gas boilers,  
microCHP, storage), costs (capital, fuel and operational costs), feasible system con-
figurations (such as combinations of devices installed and connection to distribution 
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systems), selected dwelling archetypes (building size, building fabric), wider system 
(network) constraints (electricity price, variable renewable supply), control strategies 
for occupancy profiles (heating,  electricity export, energy storage). The relationship 
between building energy flows and the local and national system is complex and can 
be influenced by a range of interlinking factors at different scales.  

The simulation and optimisation model presented here allows flexible configura-
tions in terms of building component set, sizing and connection, and the setting of 
different operational control strategies. This enables testing of different technologies 
and combinations of them manually and through optimisation and thereby the discov-
ery of low cost configurations or packages. These packages are costed and may be 
used to construct building energy programmes with lowered risk of regret because 
optimal packages are installed in the first place without requiring a second, costly 
installation. 

The paper will address the problem of simulating and optimizing key aspects of 
package design: component set, component connection and control. In so doing it will 
contribute towards energy policy and programme planning. There are two main chal-
lenges: first, to simulate the real time operation of systems with temporally varying 
demands driven by social activities and weather and ensure the system will deliver 
energy services reliably across hours, days and months. There are many building si-
mulation packages, some sophisticated, such as the public EnergyPlus [10]. 

Second, the problem is to optimise the system so as to find a combination of sys-
tem components (building efficiency, energy conversion, storage) and operational 
control that will deliver least cost given a delivered energy cost whilst meeting objec-
tives such as energy services and constraints such as carbon emission. Building ener-
gy optimization applications tend to focus on either the control of building energy 
systems [8], or determining the optimum building efficiency (insulation, ventilation 
control) level given energy prices, such as using BeOpt [1]. However, for optimal 
designs all of these are interdependent – energy efficiency, energy system, energy 
system control – and so must be simultaneously optimized, but to cover all these as-
pects means less detail on each. 

In this paper, we will confine our attention to dwelling efficiency and energy sys-
tem sizing and control. The dwelling is a single zone with a detached envelope of 
given height, width and depth and glazing fraction, and an electric heat pump pro-
vides space and water heating. The design variables in our optimization include those 
determining the sizing and efficiency of building and energy system components, or 
the control of the heating system, or both. The system can then be optimized to find 
the minimum total annual cost for different delivered energy prices. 

2 Simulation 

The dwelling-energy system simulated is designed to provide comfort to occupants 
when they are active in the dwelling, i.e. not asleep. The focus is on heating so water 
heating is included but other services, such as lighting, are not considered in detail. 
The simulation is coded in Excel and Visual Basic for Applications. The heating sys-
tem has to produce heat such that the comfort temperature is maintained during the 
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are shown in the Table: decision variables current values in yellow, minimum and 
maximum values in red. The first four DVs relating to building shape and glazing 
ratio are not used in this paper. The next four DVs are the U-values of the envelop 
elements and the next DV is the ventilation rate. The Heater DV is the maximum heat 
output of the heater and the last two DVs are the times when heating is turned on in 
order to warm up the building to meet target comfort temperature when occupancy 
commences, and the time to turn the heater off.  

Table 1. Decision variables 

 

A good optimisation technique accurately finds a global optimum or best solution 
with a small number of calculations so as to minimise solution time. We have to se-
lect optimisation techniques appropriate to the system and DVs modelled. Common 
optimisation techniques used for energy systems are: linear programming (LP) for 
continuous linear systems; hill climb/steepest descent (SD) for continuous linear or 
non-linear systems; genetic algorithms (GA), particle swarm (PSO) optimization and 
other biological algorithms such as ant colony optimization (ACO) for most types of 
problem.  In this case we have a system with continuous variables with combine non-
linear (marked CN in the table above) and discontinuous variables (marked D). This 
means we cannot use linear programming (LP) as it requires continuous linear func-
tions. For speed and accuracy, multiple techniques can be used iteratively. Here we 
will use a combination of GA, PSO and SD methods. 

Genetic algorithm (GA) is a technique based on the mechanism of natural selec-
tion. Genetic algorithms (GAs) can operate on discrete and non-linear systems and 
can therefore be applied to a wide range of systems and decision variables, whether 
concerning technologies or people. The advantage of this method is that it does not 
required the property of continuous differentiability and convexity of the objective 
function; and it can search broadly thereby improving the chance of converging on a 
global rather than a local minimum.  

The particle swarm optimisation (PSO) method was first proposed in 1995, and is a 
fast, efficient and accurate when applied to a diverse set of optimization problems [7]; 
[9]; Eberhart and Shi, 2001). The potential solutions (particles) move through the 
problem space with a route determined by current speed and direction, neighbours and 

DVs Curr Min Max
Specifications Building volume m3 252 250
Decision Length m 7.0 3.0 20.0 CN
variables Width m 6.0 3.0 20.0 CN

Height m 6.0 3.0 20.0 CN
Glazing % 15% 15% 100% CN
Wall U-value 0.13 0.01 1.60 CN
Glazing U-value 0.84 0.70 5.60 CN
Floor U-value 0.10 0.01 2.00 CN
Roof U-value 0.03 0.01 2.00 CN
Ventilation ACH 0.26 0.05 2.00 CN
Heater kW 3.5 0.10 30 CN
Heating On 5.54 1.00 24.00 D

Off 19.75 1.00 24.00 D
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the current optimum particle. As for GA, the function can be non-linear and non-
continuous. As a number of particles are spread over the function ‘landscape’, PSO is 
capable of broad searches and finding global optima. 

The hill climb or steepest descent (SD) method works with any order dimensional 
space and can be applied to continuous linear or non-linear functions. It uses a geo-
metric construct to find the line of steepest descent to the optimum (minimum). The 
method is fast compared with GA or PSO with the other optimization methods and is 
a robust method that does not rely on derivatives to provide function minimization. 
However, if the objective function has several minima, the SD method will find the 
local minimum depending on its starting coordinates and it may that this is not the 
global minimum. 

For this work, a hybrid optimizer incorporating SD, PSO and GA was written in 
Excel VBA with which the different techniques can be used separately or in combina-
tion sequentially and iteratively. The idea is that in combination these methods are 
more likely to find the global optimum, and the SD method can rapidly and accurately 
find at least the local minimum. By running the optimizer with different starting 
points, the probability of finding the global optimum is increased. 

Optimisation for developing energy technologies and policy requires assumptions 
about the future. In order to improve confidence in the robustness of optima, sensitiv-
ity analysis can be used, but this generally relies on subjectively assumed ranges. 
Very often it isn’t known if there are several local optima, or certainty that the global 
optimum has been found. In using more optimisation evaluations, marginal improve-
ments in the objective function often rapidly decrease as shown in the next Figure 
where we see the reduction in cost after 1000 function evaluations is small.  

 

 

Fig. 4. Optimization approach to minimum 

In real world systems sharp optima are rare. Optima are generally broad allowing 
decisions to take account of decision variables, factors and criteria not included be-
cause reliable or not quantifiable in simulation or optimisation modelling. For example, 
there are dwelling variable limits to the thickness of insulation that can be installed. 

4 Results 

The hybrid optimiser determines DVs giving near to least cost. Of most importance is 
the heat loss of the dwelling. The next figure shows the U-values and heat losses of 
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6 Further Work 

This work could be improved in several ways. 

• The house energy systems should efficiently cater for occupancy that varies on 
long and short timescales, and for weather. For example, average occupancy and 
comfort temperatures will change as the UK population ages and household struc-
ture change – probably such that space heat demand will increase with longer oc-
cupancy and higher temperatures. Buildings and systems should be designed for a 
wide range of occupants. The heating system control setting should be optimised to 
change across days and the year accounting for predicted occupancy and weather 
so as to reduce energy costs. 

• Rather than assuming a constant fuel price, a price which varies across the hours of 
the year could be used to reflect cost changes for to the varying level of demand 
summer to winter and day to night, and the varying generation by renewables. 
Changes to electricity demand because of heat pumps and energy efficiency will 
incur different capital and running costs on the electricity supply system. An ac-
count of this would likely increase the value of peak winter demand. Demand is 
higher in the winter but so is wind output and so the effects of these on prices are 
in opposite directions. In conjunction with this, heat storage could be included  
as this allows better utilisation of renewables which will be at a lower short run 
marginal cost and carbon content than conventional supplies. To include this, the 
system simulation and optimisation would have to be extended to storage sizing 
and control. 

• The analysis could be applied to a range of domestic and non-domestic buildings 
and thence to the whole UK building stock. It is not anticipated that the results 
would be very different from those presented here because the cost curves for insu-
lation and so forth will be similar, except that there will generally be economies of 
scale for larger buildings and mass efficiency programmes. 
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Abstract. Smart grid is the next generation of electricity generation, transmis-
sion and distribution technology. A major component of smart grid is an overlay
communication network for two-way communication between the power
providers and the customers. With this feature smart grid provides exciting new
ways of energy management and conservation. One of ways to conserve energy
using a smart grid is to control and optimize energy usage in buildings. Buildings
consume more than one third of the energy produced in the world. Therefore,
conserving energy in buildings is cited as the “most important fuel” in energy
generation. To this end, we have developed a self-managing approach to opti-
mize energy usage in buildings. We have evaluated our approach using a software
tool called Power Conservation Analysis Tool (PCAT). Our initial results using
PCAT show upto 38% savings in the energy bills of customers that could directly
translates into reduction in energy production costs for power producers.

Keywords: optimization, energy usage, self-managing tool.

1 Introduction

With global warming and impending scarcity of fossil fuel, cleaner sources and better
utilization of energy has been considered as a major goal for future technology advance-
ments and research. Energy conservation has been cited as the ’most important fuel’ in
energy generation [1], [10]. Correspondingly, the smart grid provides a number of ways
to conserve energy. One of the ways in which a smart grid provides energy savings is
through Advanced Metering Infrastructure (AMI). Through an AMI the energy usage
in buildings is monitored through smart meters that are capable of communicating with
the smart grid in real time. Electric devices in buildings are connected through a home
area network (HAN) using standards such as Zigbee [18], wi-fi, radio or other com-
munication protocols, thus making it possible for all the devices on the network to be
managed remotely. The control of these devices through home area networks provide
newer ways of conserving energy.

Buildings are the biggest consumers of energy. According to a study, out of all con-
sumers of energy in EU, 37% of energy is consumed by buildings including both resi-
dential and commercial. This is ahead of energy consumption in industrial sector which
consumes 28% and transportation sector which consumes 32% [13].

A. Håkansson et al. (Eds.): Sustainability in Energy and Buildings, SIST 22, pp. 425–434.
DOI: 10.1007/978-3-642-36645-1_40 c© Springer-Verlag Berlin Heidelberg 2013
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One of the ways of energy conservation in buildings is if the consumers control
their device usage during peak periods. However, traditionally most energy users in
buildings are not interested in manually managing their electric devices to save energy.
Rathnayaka and colleagues identified several challenges to of energy management in
smart homes [5]. Some of these challenges include a lack of intelligence to handle
uncertainty, making passive decisions and others. Research has shown that consumers
are willing to engage with the smart grid provided that its interface with the consumers
is simple, accessible and in no way interfere with the normal day-to-day life of the
consumers [2], [6] . In addition, consumers are also interested in finding that how much
can they save in energy bills. This is especially true in case of countries where energy
is a scarce and expensive.

Our hypothesis in this research is that if the consumers plan their energy usage ac-
cording to the supply of energy then just by shifting some energy load to off-peak
hours can save energy. To this end, we propose a mechanism where the consumers are
not only aware of the energy supply position but their devices are also turned on or
off in a self-managed way through employing the priorities and conditions set by the
consumers.

To realize this goal, a collaborative technique of energy usage with a constant mon-
itoring of energy devices inputs is required. These inputs are then used in creating a
plan to reduce the cost while satisfying conditions and priorities of the customer. To our
knowledge, most such systems that provide some sort of interface to the consumer to
plan and save power are very few in number and are very rudimentary from a software
perspective [8], [14] and [15]. In essence, what is required is a self-managing system
that takes user defined goals and produces energy usage plans for the user. Additionally,
if the user behavior changes such system must also be able to replan based on the new
information.

2 Scope and Assumptions

Smart grid vision foresees that the purchasing of electricity will be available directly
to the end users rather than through a distribution company. Thus in future, consumers
will be charged different prices at different times of the day i.e. hour-ahead pricing, and
day-ahead pricing. In this scenarios, where there are time varying prices of electricity,
consumers can reduce their electric devices usage expenses by using electric devices at
those times when the price of electricity is lower instead of those times when the price
of electricity is higher.

Types of Electric Devices
Electric devices have different consumption profiles, therefore, it is imperative that we
classify the devices according to their power profiles for controlling them to save energy
costs. The devices in almost all types of buildings i.e. residential, commercial, etc. can
be divided into four categories: 1) Low Power Low Usage (LPL) 2) Low Power High
Usage 3) High Power Low Usage (HPL) 4) High Power High Usage (HPH). Since
the bulk of energy in any given household is used by the HPL and HPH devices, we
believe that if we can manage these devices more intelligently especially in the HPH
category then significant cost savings is possible. The devices in this category include
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air conditioners, water heaters, electric cars, water pumps, etc. Note that our system is
mostly focused on residential buildings. For commercial buildings this categorization
of devices may not hold.

Device Usage
Amongst electric devices, there are many for which consumer’s acceptable usage time
ranges can be defined. For example, a consumer might wish to run the water pump for
the duration of 45 minutes anywhere between 12:00 AM to 6:00 AM. If one schedule
the run of the water pump to a particular 45 minutes time-slot when the price of elec-
tricity is the lowest then one can certainly reduce electric power consumption expenses.
In such a manner, if one tries to save power consumption expenses on multiple devices
in a home on daily basis then the accumulated savings can be significant for the whole
billing cycle duration.

There are trade offs between consumer preferences regarding the usage timings of
the electric devices and the times when the price of electricity is lower. If electricity con-
sumers use their electric devices at those times when the price of electricity is higher
even though the use of those electric devices could be delayed to the times when the
price of electricity will be lower, then certainly the consumers will be having relatively
higher electric power consumption expenses. So, if we have consumer preferences re-
garding the electric devices usage timings then we can reduce the electric devices usage
expenses by optimally switching electric devices ON/OFF in a time varying electricity
prices-aware manner while satisfying the preferences, at the same time. Given a set of
electric devices, user preferences regarding the usage timings for each of the devices
and the time varying prices of electricity, we describe an approach to develop electric
devices usage plan for consumer.

3 Approach

In our approach we assume that “hour-ahead” pricing is available from the energy mar-
ket. This means that the energy prices are known one hour before.

Priorities and Constraints Specification
A typical building may have a number of devices on the HAN. PCAT has an editable
list of devices present on the HAN. Using PCAT a consumer selects the devices that
are flexible in their usage. The consumer provides a set of priorities and constraints for
each device. These are specified at a high-level by using a very simple user interface.
Each device can have multiple set of priorities and goals. For this paper, we assume that
these goals are not conflicting with one another.

Other than providing this the consumer also specifies the maximum total cost of
electricity that he or she is willing to pay at the end of a billing cycle. This is especially
beneficial for usage in countries where the price of per unit electricity increases with
more usage. These pieces of information are used by our optimization algorithm to
generate a plan for energy management and consequently energy savings.

Optimization Strategy
We consider a set of electric devices for which a home consumer wish to generate
the optimal usage plan such that the power consumption expenditure is minimized by
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taking advantage of the time varying prices of electricity. For each of the devices to be
controlled on the HAN, average hourly energy consumption profile is available. Each
device can have multiple consumer preferences regarding its usage timing limits and
the duration to keep the device in a certain state. For simplicity purposes, in this paper,
we have only considered devices whose states can be turned on or off only. However,
in reality multiple ways of energy conservation are possible. This includes controlling
the thermostat, reducing the voltage supplied to a certain device, providing energy from
multiple source i.e. a solar cell and the electricity from the power company, etc.

We would like to stress here that our optimization strategy does not turn the devices
on or off without implicit permission by the user. The devices can only be turned on or
off in the given time windows specified by the user.

Let us discuss the energy conservation strategy for an electric dishwasher. An au-
tomatic electric dishwasher can have a preference that it should be scheduled to run
anywhere between 9:30 AM to 12:30 PM for 45 minutes. Similarly for the same dish-
washer another preference can be that it should be scheduled to run anywhere between
4:00 PM to 7:00 PM for 45 minutes. Consider the later preference, we call 4:00 PM as
the lower time limit and 7:00 PM as the upper time limit during which the dishwasher
must be switched on. Our objective is to find that particular 45 minutes time slot any-
where between the lower and upper time limits at which the price of electricity is the
minimum.

However, the energy price is only known before the start of the hour. Therefore, to
develop a 24 hour plan ahead of of its start, we use historical average of prices. If the
price of electricity for each hour is between a bound of the actual electricity prices then
the originally created plan will be followed. These bounds are determined by the maxi-
mum bill amount a consumer is willing to pay. However, if the difference of the actual
energy price and expected energy price is more than a given bound then a replanning
process will take place to calculate another plan based on the new information about
the energy prices.

Optimization Algorithm
We have used the concept of timing windows to implement our algorithm. The detailed
implementation is described as follows:

Let D = {d1, ..., dn} is the set of n electric devices. The electric power consumption
of the n devices is represented by the set K = {k1, ..., kn} where each element ki
denotes the electric power consumption for the device di ∈ D. The preferences for an
electric device di ∈ D are represented using the set P i where each element pij is itself a
tuple defined as pij =< lpi

j
, upi

j
, opi

j
>. Among the elements of the tuple, lpi

j
is the lower

time limit, upi
j

is the upper time limit and opi
j

is the ON duration for jth preference of

ith device. Time varying prices of electricity are given as a set C = {c1, ..., cm} where
each element ct denotes the price of per unit electricity for the time duration between
time instances t (inclusive) and t+ 1 (exclusive).

Our objective is to find a set Gi corresponding to each set of preferences P i such
that for each preference pij ∈ P i the set Gi has one element gij which is an ordered
pair of the form gij =< rgi

j
, sgi

j
>. Inside the ordered pair, rgi

j
and sgi

j
denote the

most suitable times to turn ON and OFF the ith device, respectively for satisfying jth
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Fig. 1. Finding optimum switch-ON time

preference. Each sgi
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can be calculated as sgi
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= rgi
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that is, the time at which to

turn ON the device plus the duration to keep it ON. The overall electricity consumption
expense of the devices should be the minimum if the generated plan consisting of all
Gi is followed.
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) is the minimum where f(rgi
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the expense of switching ON the ith device at the time rgi
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Recursive definition is cheaper in terms of calculation because it avoids repetitive cal-
culations. In either of iterative or recursive case, we have to minimize f(rgi

j
) subject to

following constraints:
rgi

j
≥ lpi

j

rgi
j
≤ upi

j
− opi

j

∀i, j
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Figure 1 shows how the time window determined by each < rgi
j
, sgi

j
> pair can slide

within the time limits determined by the preference pij . We have to find those points rgi
j

and sgi
j

on the timeline where the expenditure value of the sliding window comes out
to be the minimum.

4 Architecture and Implementation

PCAT is a web application developed for displaying electricity consumption statistics
and graphs to electricity consumers. PCAT is based on the model that electricity con-
sumers have smart electricity meters installed at their homes. These meters are capable
of transmitting periodic electricity consumption statistics of the consumption database
of the PCAT. Consumers can then logon to PCAT to view their power consumption
statistics and various types of charts on daily, weekly, monthly, yearly and on billing
cycle duration basis. Consumers can check their tariff based on their chosen tariff pack-
age and the consumption made during the billing cycle. Consumers are also able to plan
the consumption of their electric devices during the billing cycle while staying within a
consumer chosen desired bill amount.

The most interesting component of PCAT is the Optimization Manager (OM). The
OM interfaces with the HAN to access electric device information and updates its
database accordingly. OM also interfaces with the smart grid interface to get upto date
energy prices and also to get information from the AMI. Based on the customer pref-
erences, it invokes a planning module to generate a plan for energy consumption based
on historical price data. The planning module gets the estimated price information from
an estimation module that uses a moving averages algorithm to calculate the estimated
electricity prices. The OM also triggers a replanning process, if the energy prices are
not in between certain bounds. The replanning is performed for the rest of the hours in
a 24 hour cycle.

Other than the OM, the layers architecture has a Presentation Layer (PL) and a Data
Layer (DL). The PL is used as an interface with the consumer and the DL is used to
connect with the database that holds all the necessary data to run the application.

PCAT is developed as a web application using Microsoft ASP.NET, Visual C\# and
Microsoft SQL Server.

5 Evaluation

This section reports preliminary experimental results using PCAT for optimizing power
utilization in a typical household scenario.

We run our experiments using profiles of electric devices in an average-sized house.
This include air conditioners, washing machine, dishwasher, water pump, etc. In all,
we considered 7 different devices in our sample household. Table 1 lists the devices
and respective energy profiles. We considered the general use of these devices and set
the preferences accordingly. The 15 preferences we used for experiments are shown in
figure 3. In this figure the preferred time of usage is shown as an interval on the time
line. Some devices, such as ACs are used multiple times in a day whereas some devices
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Fig. 2. PCAT Architecture

are only used once. It can be noted that different types of devices are being used at
night so that the services they provide are available in the morning. This include the
water pump, dish washer and battery charging for electric vehicles. Our third source
of data is the power tariff that is applicable for a given 30 minute period. We used the
data from the New York Independent System Operator’s 1 website for first 7 days in the
month of September 2009.

Table 1. Devices

Device Device Average Hourly
ID Name Consumption

(kWh)
1 Air Conditioner 1 2
2 Air Conditioner 2 1.5
3 Air Conditioner 3 2
4 Washing Machine 1.5
5 Dishwasher 1
6 Electric Car Battery Charger 2.5
7 Water Pump 1.5

A user oblivious to the price variation will use the device any time within the limits
of his preferences. Using this hypothesis we run two types of simulation. For both of
these simulations we fixed the amount of energy that is used the house.

Our first simulation uses a pseudo-random selection of device usage. This is to simu-
late a typical energy usage behavior in a household. The second simulation is performed
using the Optimization Manager (OM) of PCAT. We executed multiple runs of both the
scenarios and averaged out the results. The results of this comparison are shown in
figure 4.

1 http://www.nyiso.com/



432 N. Arshad, F. Javed, and M.D. Liaqat

Fig. 3. Preferences for the 7 devices in the household

As we can see the optimized plan costs less than the typical scenario on each of the
seven days. The typical plan is at an average 19% more costly than the optimal plan and
on some days, such as on Day 6 it is more than 38% more costly than the optimized
plan. It was noted during the multiple runs of the typical plan that not even once did the
typical plan match the performance of the optimized plan.

The benefits from optimization is due to the variations in price in a day. We observed
that on a given day, the price of power varied from $356/MWh to $5.64/MWh with
standard deviation as high as $65 over a period of a single day. This variation in price
is used by our optimizer to deliver the results we see in our experiments.

Fig. 4. Comparison of optimized plan and average of typical plan oblivious of price

6 Related Work

A variety of self-managing power management techniques have been developed which
provide power management support to large scale computing systems such as server
farms etc. Works such as by Milenkovic and colleagues use the power-awareness in
management of cloud data centers [11]. Nathuji and colleagues proposed mechanisms
to manage data centers by using the heterogeneity of machines [12] and and Zhu and
colleagues proposed a framework for hierarchical optimization scheme for managing
large scale, distributed data centers [17]. Works of Ha and Abras provide methods to
optimize power consumption in smart-homes [3,9] . However, these systems are made
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with the scope that the user does not have the capability to provide the preferences of
usage thus these systems have a heavy component to predict the usage of electricity
and to calculate the effectiveness of plan through secondary measures. Through its user
interface, PCAT is able to bypass these procedures by gathering the usage and effec-
tiveness of plan data directly from the user. This not only simplifies the optimization
methods but also make it efficient enough in terms of speed for large scale deployment.

There are some supporting works that can better serve users in conjunction with
PCAT. These include Genio by Gï¿œrate et al. which uses Ambient Intelligence for
human interaction with home environment where user can control home appliances by
talking in a natural way [7]. Alkar et al. [4] developed a low cost, secure Internet based
wireless system for home automation which can control a wide variety of devices. And
Yuksekkaya et al. [16] developed a low cost, user friendly, wireless interactive home
automation system which can be controlled by GSM, Internet and speech.

7 Conclusions and Future Work

In this paper, we have showed that home electricity consumers can save money on elec-
tricity bills by taking advantage of the time varying prices of electricity together with
saving electricity production costs. The basic rational is that when we have time vary-
ing prices of electricity available then we can reduce electric devices usage expenses by
using electric devices at those times when the price of electricity is lower.

Many future opportunities ahead in the area of smart grid for the research commu-
nity. Other than device on/off there are various ways of intelligent energy usage. For
example, through reducing the voltage to a device, through adding multiple sources
of energy i.e. solar panel on the rooftop etc. Using these various ways of conserving
energy has a potential for very complex, interesting and meaningful problems for the
research community. Moreover, using an extension of HAN the self-managing system
could also be applied to a Neighborhood Area Network (NAN) where a neighborhood
becomes an energy island and has its own ways of producing and consuming electricity.

We further plan to extend PCAT to handle some of the challenges of energy man-
agement in smart homes as identified by Rathnayaka and colleagues [5]. These include
handling conflicting multiple user priorities, multiuser buildings and so on and so forth.
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Abstract. Emerging home automation technologies have the potential to help 
householders save energy, reduce their energy expenses and contribute to the 
climate change by decreasing the net emitted greenhouse gas by reduced energy 
consumption. The present paper introduces a distributed energy saving method 
that is developed for a home automation system. The proposed method consists 
of two levels functional elements; a central controller and distributed smart 
power points. The smart power points consist of a proposed a library of energy 
saving functions that are specifically developed for different home appliances 
or devices. Establishing a library of high performing, energy saving functions 
can speed up development of a buildings control system and maximum the 
potential reduction in energy consumption. 

Keywords: Home automation, distributed control, energy saving, energy 
efficiency, function library.  

1 Introduction  

Over the past three decades, there has been an increasing impact and consequences of 
climate change worldwide with a documented increase in environmental pollution and 
extreme weather conditions. The current profile of fossil fuels usage needed to 
support the modern-human lifestyle is said to be one of the main reasons of climate 
change. Energy use in residential and commercial buildings accounts for between 
20% and 40% of the total energy consumption of developed countries, which 
corresponds to a similar percentage of greenhouse gas emissions worldwide [1]. 
Todays, the smart technology is widely discussed by researchers and manufacturers 
with the intention to introduce new services, or improve the quality and efficiency of 
the existing services, in electrical grids [2], buildings [3], and home appliances [4]. 
This technology is beneficial for energy saving and environmental sustainability of 
homes or residential places [5]. Smart home technologies are increasing in popularity 
thanks to more efficient and lower costs sensors, controllers and home automation 
networks [3]. The smart home technologies offer a more convenient lifestyle by using 
                                                           
* Corresponding author. 
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intelligent/programmable controllers and new or advanced functions for home 
equipment [6]. A smart-home technology provides additional features including fire 
and smoke detection and alarm systems, HVAC control, remote supervisory options, 
and security systems [3, 4]. The open structure of smart-home technology has also 
been used to develop specific and novel features such as voice control for homes and 
new ideas related to iPhone and iPad apps, for example [7].   

Smart-home technology is centrally based on Home Automation Networks (HANs), 
a sub-category of Personal Area Networks (PANs). There are number of PANs 
specifically designed for home and building automation and management systems 
including the well-known protocols of C-Bus, LonWorks, EIB, BACnet, HomePlug, 
UPnP, X10, IEEE 802.15.4 [8], HAVI, Jini, and LnCP [9]. A comparative study of 
some of the HAN protocols has been presented in [6]. There are some emerging home 
protocols based on wireless ZigBee [6, 10] and wireless Bluetooth [11] but which have 
not currently commercially available. Using current commercial technology the 
security of the wireless HANs and interoperability of home appliances and electronic 
devices are bottlenecks of the HANs systems. For example, the diversity of home 
appliances, electronic devices, and networks resulted in interoperability problems such 
as not all home devices being able to communicate with all HAN protocols. This 
difficulty has been addressed by proposing a universal middleware bridge (UMB) in 
[12] and it was shown that the UMB is able to “solve interoperability problems caused 
by the heterogeneity of several kinds of home network middleware”. Although an 
improvement, the UMB is still unable to support all protocols and communicate 
between all devices.  

Among the literature of HANs, Z. Ye et al in [13] developed a low cost and 
practicable plug and play (PnP) HAN, however they focused mainly on the network 
protocols layers of the system. Other researchers have also worked on different HAN 
protocols, hardware and implementation of the networks, but there is gap in the 
development of specific functions for these networks specifically for the energy 
saving purposes. Literature is available that discusses using home automation systems 
to develop appropriate control strategies for different appliances but they are not 
developed for HANs. For example, the usage pattern of appliances has been discussed 
by Edwin et al [14] and the energy history has been employed in a data mining 
method to discover significant patterns of device usage.  

The present paper proposes a control strategy of energy saving for HANs through 
the establishment of an energy saving function library. Although energy saving using 
HANs has been discussed in the literature, no specific function library has been 
developed thus far. In this paper we propose a distributed energy saving method for 
home automation systems based using a combination of a modified conventional 
HAN and smart power points. The method is applicable for different HANs, however 
we use the application layer of the HAN suggested by Z. Ye et al in [13] to develop 
the function library.  

The paper is organized as follows. In Section 2, home automation systems and 
their potential for energy saving is discussed. In Section 3, the concept for distributed  
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energy saving systems based on smart power points and home automation networks is 
introduced. Then in Section 4, two levels of energy saving functions are presented 
that are for the central controller and smart power points, and which includes the 
proposal of a library of functions for smart power points for different appliances. 
Finally, the concluding remarks are presented in Section 5.  

2 Home Automation Systems 

Home automation system include all the hardware, wiring, and software to 
automatically perform some of the home services. Generally, a home automation 
systems consist of conventional 1) power points, 2) a series of actuators such as 
motors, pumps, heaters, valves, and relays 3) various sensors and switches such as 
thermal and humidity sensors, motion, fire and smoke detectors, 4) home entertainment 
equipment such home audio and video systems, 5) security cameras, 6) controllers, 7) 
interface panels or screens, 8) a software and a computer interface system and 9) 
network interface units. Figure 1 shows a commercially available model for a home 
automation system based C-Bus system developed by Clipsal, one of the largest 
manufacturers of components for a buildings electrical system. The Clipsal systems 
offers various features thanks to the programmability of the digital controllers and 
interface screens. The system consists of a series of controllers and interface panels 
(LCD touch screens), wall switches, and a bank of output modules which can include 
simple on/off control relays, speed controllers or dimmable outputs for varying light 
brightness. The network of the system is based on a wired C-Bus network. The C-Bus 
controller connects different relays, switches, controllers, control panels, sensors, and 
other devices so they can communicate over C-Bus.  

3 Distributed Systems Based on Smart Power Points  

Using the conventional system shown in Figure 1, the power points are unable to 
provide any detailed information of the power use by connected devices. In this paper, 
we propose a modification to the conventional system by adding a power metering 
feature to individual power points. This can be achieved by metering the power at the 
relay modules in Figure 1 or by using smart power points (SPP). The SPPs are 
assumed as a modified version of the conventional power points. The SPPs can 
measure the power usage at the power point and can communicate with the network. 
In order to have this feature, the SPPs should employ an onboard microcontroller 
system to perform the readings and package the data to be sent. Additionally, the 
microcontroller allows for SPPs to perform local processing and control. The 
programmability of the power points can be used to program the SPP for any specific 
appliance or device that is attached to the power point. The power metering in each 
SPP can perform a precise analysis of the energy consumption and in turn can be used 
to develop appliance-specific energy saving strategies.   
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Fig. 2. Home automation network proposed by Z. Ye et al in [13], the CUs are attached to 
different appliances and home devices and can communicate wirelessly (RF line)or on twisted 
pair (TP line) 

3.1 Smart Power Points 

The proposed HAN network below is similar to the network in Figure 2, but we use 
SPPs in place of the CUs. The wireless communication is between the central 
controller and the SPPs as shown in Figure 3.  

 

Fig. 3. Proposed network based on SPPs and wireless communication 

3.2 Central Controller 

The Central Controller in Figure 3 has a significantly reduced processing and 
communications requirement in comparison to the controllers in Figure 1 and 2. This 
is because the SPPs have local computational ability. This also simplifies the 
application layer of the Central Controller as it is only required to perform high-level 
home management functions. Therefore, there is much a reduced requirement for high 
speed hardware specifications, as required in [16].  The energy saving functions of the 
central controller is introduced later.   
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3.3 SPPs and Local Calculations 

The application layer of the SPPs is based on the application layer of CUs proposed 
by Z. Ye et al in [13]. They proposed an object oriented methodology for this layer to 
describe different appliances and their operation. However, their focus has been on 
the network and they have not offered a detailed study of the application layer. In  
the present paper, we extended the application layer to include energy saving 
functionality.  

The objects of the CUs application layer are shown in Table 1 and consists of an 
Appliance Object (AO), Appliance Identification Object (AID) and an Appliance 
Operation Object (AOO). We use a similar structure for the application layer of SPPs 
and provide further development for the objects. For this purpose, the structure of the 
objects remains very similar, with only minor changes to some of the parameters. This 
is achieved by modifying the objects of CUs and adding a new object for the SPPs as 
shown in the second column of the Table. Using the modified objects, the SPPs are 
able to measure local power usage and perform local control or calculations by the 
Appliance Calculation Object (ACO). The ACO is tasked to perform general local 
calculations as shown in figure 4. The ACO function allows various calculations at 
the SPPs. It is possible to assign the type of energy saving by the Energy_Save_Fuc 
variable, therefore, an SPP can employ specific energy saving functions developed for 
a specific type of appliance.  

The calculation can be a linear/ non-linear combination of the input values and 
parameters with arithmetic or logical operations. This includes various computational 
ability including addition, subtraction, comparison, multiplication, or other mathematic 
or boolean operations. It is also possible to implement various functions such as 
exponential, trigonometric functions and filter functions, though is limited by the speed 
and functionality of the selected micro controller and size of available local memory.  

4 Distributed Energy Saving for Home Automation Systems 

Energy saving control strategies can be performed both locally on the SPPs and 
centrally on the central controller. Such a control system is considered as distributed 
control system. This system has several advantages including, 1) improved local 
energy saving ability due to local processing and decision making, 2) reduced 
requirement for high speed processor to be used within the central controller, 3) 
simplified energy saving control strategies in the central controller, 4) improved 
reliability of overall total system and energy saving, 5) lower communication 
overhead, and 6) improved data security.  

4.1 Energy Saving Function by Central Controller 

The central controller receives wireless information from SPPs that include an SPPs 
power reading, the outputs of the calculation object, and various status bits. The 
information will be only sent to the central controller if they are required for the 
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Table 1. The objects of the application layer of CUs form [13] and modified objects for the 
proposed SPPs in this paper, a new ACO object and Energy_Save_Fuc have been added to 
perform local calculation and energy saving, Description of the object parameters is shown in 
Appendix 1. 

Proposed system by Z. Ye et al in [13] Modified objects for SPPs 
AO{ char Appliance_Name[16]; 
         long int Appliance_ID; 
         int OO_Number; 
         AOO Aoo1; 
         AOO Aoo2; 
      } 

AO{char Appliance_Name[16]; 
        long int Appliance_ID; 
        int OO_Number; 
        int  Power_use;   
        char Energy_Save_Fuc; 
        ACO  Calc1, Calc2; 
       AOO Aoo1, Aoo2 
      } 

AOO{int R/W; 
          int Priority; 
          int Group_permission; 
          char OO_name[16]; 
          int Parameter_type; 
         } 

AOO{int R/W; 
          int Priority; 
          int Group_permission; 
          char OO_name[16]; 
          int Parameter_type; 
          int Power_use 
         } 

No calculation ACO{int in1, in2 
          boolean  bin1,bin2; 
          int    par1, par2 
          int    out1, out2 
          boolean  bout1,bout2    
          char function_ID 
          } 

 

 

Fig. 4. Local calculation at SPPs, accepts two integer values and two binary values as an input 
and includes two adjustable parameters for each object, the output comprises two integer values 
and two binary values  
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control routine of the central controller or periodically for data logging purposes. The 
controller also receives information from different sensors, motion detectors, smoke 
detectors, and wall switches. The user can communicate with the controller via an 
interface PC software or an interface screen similar to that in Figure 1. Upon 
instruction from an operator or automatic routine, the controller performs a high-level 
energy saving controls such as total shutdown, partial shutdown, occupancy analysis 
for active and passive energy saving, standby power elimination for PCs, TVs and 
other entertainment devices. For example, based on the information for the motion 
detectors, when tenants leave the home then the central controller sends a command 
to all SPPs to turn off the appliances.  

4.2 Energy Saving Functions for SPPs 

SPPs have a built in microcontroller that has an on-chip RAM and non-volatile 
memory. The chip also supports USB connections, an analogue input channel for 
measuring power and several digital input and output channels. The microcontroller 
can perform on/off control of the power at the SPP via a relay mechanism.  

Each electric devices or appliance connected to a SPP require a specific energy 
saving routine. For example, the energy saving for TVs are different from Fridges. 
Therefore, we define a library of energy saving functions that are for different home 
devices and appliances. We assume 256 different energy saving functions and we 
propose 50 functions in the current library. The library can be extended similarly for 
up to 256 different types of home devices or appliances.  

In this library, specific group of functions are assigned to the kitchen SPPs that are 
for different appliances. The kitchen energy saving category is Energy_Save_Fuc=50-
69. For example microwave has an energy saving code of Energy_Save_Fuc=50-52, 
fridge has Energy_Save_Fuc=53-55, oven has Energy_Save_Fuc=56-58, and fan 
Energy_Save_Fuc=59-61. The sitting room general-purpose power points category is 
Energy_Save_Fuc=100-119, bed rooms Energy_Save_Fuc=120-159, and similarly for 
outdoor Energy_Save_Fuc=180-199, laundry Energy_Save_Fuc=200-204, garage 
Energy_Save_Fuc=205-209 and other places. For the entertainment devices such TV 
and related equipment, the function type of (Energy_Save_Fuc=80-99) is assigned. For 
computers, laptops and printers the function of (Energy_Save_Fuc=20-39) is assigned.  

For each of these function types, the related energy saving strategy has been 
defined. A simple function can be based on time or logical operations. However, the 
programmability of the SPPs allows us for further development of more efficient 
energy saving functions.  

4.3 Energy Saving Interface 

The energy saving in the central controller and the SPPs requires some inputs from 
the user side. This requires an interface to the user to take the inputs. Such interface 
has been developed for the central controller and individual SPPs by a software 
package that connects to the SPPs by USB port.  
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5 Conclusions 

Energy consumption in residential and office buildings is responsible for 20-40% of 
the greenhouse gas emissions for different countries. Home automation systems have 
a great potential for energy saving for the buildings using smart technology. The 
present paper introduced distributed control system for home automation systems 
with a focus on energy saving. The proposed system consisted of smart power points, 
a wireless home automation network, and a wireless central controller. We proposed a 
distributed method for energy saving that allowed lower computation load for the 
central controller, lower communication overhead and higher security as well as local 
power saving features. The method provided two levels of energy saving for the 
central controller and distributed smart power points. An extendable function library 
for up to 256 energy saving functions for the smart power points were introduced for 
different types of home devices or appliances. Having such library of high performing 
energy saving functions can speed up development of homes’ control systems and 
reduce the energy consumption. 

Appendix 

Table 2. Definition of parameters of objects for the application layer of CUs in [13] 

Parameter Type/Size Comment 

Appliance_Name 16 character The name of the attached appliance 

Appliance_ID 48 bit A unique for the appliance , 2 bytes for the manufacturer, 2 bytes 

for appliance type and 2 bytes for sequence number  

OO_Number 8 bit Number of operation object 

R/W bit Status bit of the AOO object 

Priority 8 bit Three levels of priority for the AOO objects 

Group_permission 16 bit Belonging to a specific group of appliances  

Parameter_type 16 bit The type of the parameter of each AOO 
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Abstract. An Intelligent Electrical Energy supply Grid, a Smart Grid, is being 
developed to cope with fluctuations in energy generation from the different re-
newable energy sources.  Energy demand and energy need to be better balanced 
to achieve improved overall efficiency.  The process control of the energy flows 
in the buildings in relation to the outside environment and the user behavior al-
so needs to become smart, intelligent and capable of adaptation to changing 
conditions. Otherwise you get the combination of a smart infrastructure but a 
dumb client, which is not good for the business of the client. Especially is it of 
great importance to take in account the goal of the energy use: human comfort. 
There is need for dynamic individual local comfort control instead of only 
process control at room level. Especially with these new process control possi-
bilities, the interaction becomes essential of the outdoor active and passive 
energy processes with indoor through the façade. The façade is as such passive 
and active energy source on the one hand and a critical factor in relation to the 
perceived thermal comfort. The façade can be seen as an energy interface that 
should be optimized to perceived comfort of the occupants and their energy 
consumption. 

Keywords: Software Agents, Building Automation, Thermal Comfort. 

1 Introduction 

The environmental impact of the built environment needs to be reduced.  Energy is 
not a goal but a mean to achieve something. At the moment energy use in the built 
environment accounts for nearly 40% of the total energy use in the Netherlands. Most 
of this energy (nearly 87% for non-residential and 72% for residential buildings) is 
used for building systems or room heating with the goal of providing comfort of the 
occupants of the buildings. Optimizing all energy flows in connection to comfort is 
not carried out in practice as yet. In addition, the common methods used to predict the 
amount of energy needed to generate thermal comfort are far from optimal and could 
be tremendously improved by using a more precise and detailed approach.  

The instable supply of some of the applied renewable energy sources, such as  
wind and sun, and the variation in local generation, makes it necessary to improve  
the current stability of the centralized infrastructure of energy supply. An Intelligent 
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Electrical Energy supply Grid is being developed to cope with fluctuations in energy 
generation from the different energy sources.  To better match energy demand and 
energy need to achieve improved overall efficiency, the process control of the energy 
infrastructure in the buildings also needs to become smart, intelligent and capable of 
adaptable behaviour in changing conditions. Normally only simple approaches are 
applied to incorporate the comfort demand of occupants or their behaviour and use of 
appliances. Often only on the level of house or building and only sometimes on room 
level, see Fig. 1 and 2.  

 

Fig. 1. Model of domestic energy streams of a dwelling [Molderink et al 2010] 

Besides the smart application of smart grind technology it is of great relevance in-
tegrating a more advanced comfort controls strategy for energy management of build-
ings not only for the energy consumption but for the comfort management.   

New energy management systems should be developed, which do not only optim-
ize the energy consumption, but also optimize the comfort for the users by applying 
new insights about comfort and apply predictive process control based on short term 
and long term weather forecasts.  Multi agent systems will be used to cope with all the 
dynamic changing influences and be coupled onto existing BEMS platforms. 

The developed systems can be used to optimize new buildings but far more impor-
tant also used for optimizing existing buildings. The viability of the solutions will be 
demonstrated in a real office situation in cooperation with Kropman Building Services 
who developed their own BEMS SCADA (Supervisory Control And Data Acquisition) 
system, InsiteView. The functionality of the InsiteView will be extended and devel-
opments are ongoing for a new generation of BEMS that incorporate Agent technology 
for predictive environmental and user adaptive comfort-energy process control.  

In former research on predictive environmental-adaptive and user adaptive energy 
management systems, TU/e and Kropman investigated the application of multi agent 
software. These projects represent the starting point for further development and  
improvement. Especially the following projects are relevant:  
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- SMART and IIGO: In the SMART, Smart Multi Agent inteRnet Technology) [Ak-
kermans et al 2002, Kamphuis et al 2002] and IIGO, Intelligent Internet mediated 
control in the built environment) projects, which were partly financially supported by 
SenterNovem. field test were done in the Kropman offices in Rijswijk, Utrecht and 
Nijmegen [Jelsma et al 2003, Hommelberg 2005,  Kamphuis et al 2005, Zeiler et al 
2005, Zeiler et al 2006]. These field tests showed the potential of the combination of 
Building Energy Management systems and Multi Agent System applications.  

- EBOB: Within the EU-FP5 project EBOB (Energy Efficient Behaviour in Office 
Buildings) [Claeson-Jonsson 2005, Opstelten et al 2007] Kropman worked the aspects 
of personalizing and presenting data of the energy management system to generate 
energy awareness. 

- Flexergy: The project focuses on the integral optimization of energy flows within 
the built environment when fitting in decentralized sustainable energy concepts. The 
research outcomes are tested in an existing office of Kropman [Zeiler et al 2008, Zei-
ler et al 2009, Pruissen and Kamphuis 2010].  This design methodology should lead to 
solutions that offer more flexibility to the energy infrastructure; Flex(ible)en)ergy. 
However in the Flexergy project the user was still represented by a comfort level day 
profile based on the room temperature setting. Field tests were held at Kropman 
Utrecht [Pruisen and Kamphuis 2010, Zeiler et al 2010].  

We now want to look more closely to the individuals on working space and personal 
level. So we do not look only to room temperatures and thermostat settings of hot 
water taps but really look into the most important dynamic parameters related to the 
individual thermal comfort, the actual occupancy and the actual parameters of the 
facade. Especially the focus will be on the dynamic characteristics of the interaction 
between façade, user and outdoor environment. The energy supply to a building must 
be related to actual dynamic changing comfort needs, behaviour of the occupants of 
the building and the behaviour of the building itself due the weather conditions. 
Therefore, more actual information is needed.  

The central research question is to determine whether it is possible to come to a 
comfort – sustainability optimization of the smart indoor building energy grid. This 
optimization is strongly influenced by the effective use of the façade as a decentra-
lized renewable energy source of passive and active energy. This leads to the research 
questions how to design a process model to predict and to control the necessary ener-
gy flows within a building in relation to the changing outside conditions and based on 
the individual momentary comfort demand of occupants.  

Research Method 

The goal and intended result is to design, build and test an intelligent energy grid 
within buildings with the actual individual human need as leading principle. There-
fore, the first step is to apply an appropriate design approach. A hierarchical function-
al decomposition approach is used to structure the energy infrastructure of a building  
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Fig. 2. Hierarchical functional decomposition of the built environment 

[Zeiler & Quanjel 2007]. This method approach makes it possible to study the energy 
flows connected to heating, cooling, ventilation, lighting, and power demand, within a 
building on the different levels of hierarchical functional abstraction, see Fig.2.  

Compared the common approaches our approach offers the possibility to focus on 
the level of workplace and the level of the individual. This enables us to look more 
closely on the comfort and energy demands of individuals and to built a more detailed 
process representation. The individual user has become leading in the whole process 
to optimize the necessary use of energy to supply the occupants with their own pre-
ferred comfort environment and energy for their activated appliances. On different 
levels abstraction a functional representation of the building and its occupants will be 
made.  First simple representations of the process will be made to look into the inter-
relations between the different levels within a  building system, see Fig. 3: building 
level (possible energy supply from the grid and renewable energy generation within 
the building related to the weather forecast and current weather conditions), room 
level (energy exchange depending on the outside environmental conditions and inter-
nal heat load), workplace level (workplace conditions and energy need from ap-
pliances) and human level (defining the different comfort needs of individuals and the 
resulting energy demands).  

Based on the abstract representation of occupant, workplace and room, the influ-
ences of different characteristic parameters for comfort and energy consumption will 
be measured. In a rapid prototyping approach, process representations of some of the 
different levels will be built. This will form the basis of defining different agents 
within the multi agent process control system. Using data from an existing building 
and its users it is possible to fit the model immediately with a real live situation.  By 
making a coupling with the Building Management system of the building all the ne-
cessary data will be made available to fit and to investigate the behavior of the model 
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compared to real historical data of before the intervention. The insights gained from 
the modeling of the local personal comfort on personal level, workspace level  and 
room level, leads to a concept for monitoring and management of the comfort and the 
energy flows in a real building in a more detailed and accurate way.   

 

 

Fig. 3. Detailed representation of the most important aspects on room level and workspace level 

Significance of the Proposed Research 

Instead of applying new cooling, heating or ventilation devices the research is fo-
cussed on the optimal process control of comfort demand and the necessary energy 
for that. This means that the developed process control strategy could be applied in 
new as well as in existing buildings. It could become the leading technology for rea-
lising the technical savings potential of advanced control systems in the Dutch built 
environment which is no less than 19% of the total energy usage of the Dutch built 
environment [Kester and Zondag 2006]. Sensing, monitoring and actuating systems in 
relation to the user perception and preferences play the key role in reducing overall 
energy consumptions in buildings. Therefore we start with looking more closely to the 
perceived comfort. 

Traditionally, calculations of human comfort have been based on the theory of 
Fanger [1970]. Basically, this theory makes it possible to calculate the thermal sensa-
tion indicator representing the perceived comfort with 6 parameters: Temperature, 
Relative Humidity, Air Velocity and Radiant Temperature. However, activity level 
and clothing insulation of occupants have a strong effect on thermal comfort, but they 
are variable and usually not measurable. As a result, in practice the comfort control is  
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simply done on the room level by controlling the room temperature. The variations of 
the other parameters of influence on the individual comfort demand are not taken into 
account. This omission results in differences depending on for example the place of 
the workspace in the room, e.g. close to a window or more in the back of a room. As a 
result the comfort is only controlled within a broad range, resulting in more com-
plaints and more energy use than necessary. In theory, 95% of the users should be 
satisfied if all conditions stay within the specific ranges, however in field studies there 
is a much smaller satisfaction range of between 80% to 50% (Zimmerman 2008).  

Since the human sensation of thermal comfort is a subjective evaluation that 
changes according to personal preferences, the development of an HVAC control 
system on the basis of the PMV model has proven to be impossible [Mirinejad et al 
2008]. Despite all the recent attempts to find correlations, significant dependencies, 
standards, and optimal set points there is a growing understanding that every person 
has its own personal temperature preference and tolerance ranges [Noom 2008, Zim-
mermann 2008] and those might change even a little during the day depending on 
emotional state and fatigue. Therefore, it should be possible for occupants to adapt 
their individual comfort preference comfort profiles. Furthermore, it might be possi-
ble with the help of low cost sensors to register the changes of individual parameters 
connected to the global and also to the local comfort and respond to these dynamic 
changes. By optimizing the responses to the individual human comfort differences 
energy conservations of up to 25% are possible [Buitenhuis and Drissen 2007, van 
Oeffelen et al 2010]. Thermal comfort for all can only be achieved when occupants 
have effective control over their own thermal environment [van Hoof 2008]. This led 
to the development of Individually Controlled Systems (ICS) with different local 
heating/cooling options [Filippini 2009, Wanatabe et al. 2010]. Our intention is to 
design and built an experimental workplace with an individual controlled heat-
ing/cooling panel above the workplace to test our specific approach to comfort and 
energy management.  The implementation of such detailed dynamic approach to indi-
vidual comfort control is new. 

Based on the experiences with multi-agent system projects and a literature review 
on the latest developments concerning human comfort a concept is being developed 
for the optimization of individual comfort and energy consumption by the use of an 
intelligent building energy grid with a combination of low cost wireless sensors. The 
application of low cost wireless sensors offers new practical applicable possibilities 
[Neudecker 2010, Gameiro Da Silva et al 2010]. If so, then energy demand and  
energy supply could become more balanced and less energy wasted. A promising 
technology to achieve the necessary dynamic process control is by using Multi Agent 
System technology [Qiao et al. 2006, Dounis and Caraiscos 2009, Lee 2010]. Agent 
technology in combination with low cost sensor networks can be implemented at 
different levels of building automation. Individual agents for individual climate con-
trol for each user of the building in combination with feedback on the energy con-
sumption (costs/ sustainability) leads to better acceptance of the individual comfort 
and a reduction of the energy consumption [Jelsma et al 2003, Kamphuis et al 2005].    
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Abstract. A great deal of literature has been published in recent years around the 
need to mitigate climate change and the building industry is already working to 
make buildings more energy efficient. However, some changes to our climate 
cannot be avoided so we will need to change the way we design, construct,  
refurbish and use buildings to adapt to the likely increases in temperature. A great 
proportion of British housing is now being built using Modern Methods of Con-
struction (MMC) systems, and this number is expected to rise significantly over 
the next decade. All systems are potentially able to deliver good buildings, so how 
to choose? Sustainability should be the order, but it is only achievable if future 
climate resilience is considered. Otherwise, the use of MMC to build dwellings 
that use less energy for heating today could result in a future undesirable scenario 
when energy for cooling is also needed. In this work, the occurrence of overheat-
ing today and in the future in a highly insulated 100m2 space built using eight  
different walls constructions has been investigated in a parametric study. The 
building was dynamically simulated with few parameters to allow easy compari-
son of the performance of each constructive system. It was found that there is a 
high risk of overheating in houses and this risk will not be mitigated by one solu-
tion alone. Although this not a comprehensive study by any means, it is the start 
of a discussion to instigate further research that could inform design decisions that 
address future climate resilience. 

Keywords: Climate Resilience, Buildings Energy Efficiency, Modern Methods 
of Construction, Thermal Mass. 

1 Introduction 

Due to ongoing shortages in UK housing supply, the Government has increased  
the rate of housebuilding to a new target of 240,000 additional homes a year [1].  
Simultaneously, since 2007 an ambitious target has been set for all new houses to 
meet net carbon dioxide emissions (zero carbon) from 2016 in an attempt to tackle 
climate change and meet the targets set by the Kyoto Protocol that came into force in 
2005 [2].  
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In order to deliver more houses of better quality at a faster rate, the Government 
and its agencies are prioritising the modernisation of the housebuilding sector through 
the promotion of Modern Methods of Construction (MMC). MMC refers to a number 
of innovative methods and products, and the innovative use of traditional materials, 
mostly through off-site construction. This has already resulted in a growth of 20% in 
MMC permanent buildings between 2000 and 2005 and a growth of 24% between 
2005 and 2008 [3]. According to the organisation Buildoffsite the UK market for off-
site solutions was worth £2 billion per annum in 2005 and had grown to more than £6 
billion by 2008 [4]. It aims to achieve a tenfold increase by 2020.  

Stricter building regulations and new building standards (such as the Code for Sus-
tainable Homes) have also been implemented to support more energy efficient hous-
ing construction. These changes in building regulations have resulted in an increase in 
insulation levels to reduce the heating season and save energy. However, they have 
also resulted in buildings that are much more sensitive to any alteration in energy  
inputs, especially if they are built using certain common MMC configurations that 
incorporate low thermal mass materials [5]. Generally, thermal mass refers to a mate-
rial’s capacity to absorb, store and release heat and, well applied, can help control the 
indoor temperature of a building. A highly insulated building with low levels of ther-
mal mass tends to be more thermally responsive in shorter periods of time (i.e. 
quickly getting too hot or too cold). Various researchers have speculated that, in fu-
ture climate scenarios, well insulated houses with low levels of thermal mass could 
result in substantially higher and uncomfortable room temperatures [6-10].  

With the temperatures becoming warmer [11, 12] there is a greater risk of over-
heating inside these buildings and in the UK the houses are particularly vulnerable to 
the impact of this [6, 9, 13-15] as most of them rely on natural ventilation alone to 
overcome the issue. It is likely that as a response to warmer indoor temperatures more 
home owners in the UK will seek to install air-conditioning as it is generally now 
within economic reach, and its use is already rising [16]. This could easily negate the 
energy savings intended through their design.  

In this work the occurrence of overheating in highly insulated buildings in the UK 
and the influence of the thermal mass of the walls in regard to this issue has been  
investigated. Eight different wall construction types were selected offering various 
degrees of heat storage capacity. As it seemed unreasonable to categorise each type 
with regards to its ‘weight’ (i.e. lightweight or heavyweight construction), they were 
characterised by their admittance, decrement factor and time constant which ways to 
identify the quantity of thermal mass. A special- purpose simple model was built in 
TAS by EDSL, a modelling and simulation tool capable of performing dynamic ther-
mal simulation of buildings. The advantages of producing a simpler model include 
fewer inputs allowing efficient application of the principle of superposition and the 
study of the importance of each input. Tas was selected for having a good workflow 
methodology, for having full flexibility to model complex systems and to be as accu-
rate as any of the other competitors [17]. 

The aim was to firstly clarify if thermal mass is still essential in the UK when  
U-Values are reduced to a point when almost no conductance happens through the 
fabric. Low U-Values already mean large wall thicknesses and so the addition of a 
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layer just for its heat storage capacity might be undesirable. Secondly, this work in-
vestigated if occupancy would have an influence on the effectiveness of thermal mass. 
With full time occupants there is no large temperature fluctuation but with part time 
occupancy people may have to wait for the house to warm up, which might use even 
more energy than keeping the house warm continuously.  

2 Scope and Method 

The aim of this work was to determine the difference in the performance of the differ-
ent building fabrics under the same conditions. The model and assumptions were kept 
the same for all the simulations. The only change was the wall construction type 
whilst floor, roof and windows were kept the same. 

A Base Case with no shading or occupancy, and minimum infiltration, was simu-
lated only to allow comparison. Next, the simulations were divided in 2 sets: 

1. Cases 0 to 3: Model in today’s climate with a parameter changed in each case  
(Table 1) 

2. Cases 4 to 7: Model is future climate scenarios, years 2020, 2050 and 2080  
(Table 2) 

The starting point to decide the build up of the walls assessed was to use the most 
common construction methods (traditional and modern) and achieve a U-Value of 
0.12W/m2K in order to comply with the higher UK standards (Code for Sustainable 
Homes level 6) and international standards such as Passivhaus. With that in mind 
eight different wall construction types were selected: 

1. Brick and Block full fill cavity wall (BB) 
2. Timber frame part fill cavity wall (TF) 
3. Insulated concrete formwork wall (ICF) 
4. Steel frame wall (SF) 
5. Structural insulated panel wall (SIPs) 
6. Cross laminated timber wall (CLT) 
7. Solid Concrete Block wall (SB) 
8. Precast concrete panel wall (PCP) 

Each one was characterised through relevant values such as admittance, decrement 
factor and time constant (Figure 1). Service voids or air gaps were considered where 
appropriate. The constructions that do not have brickwork externally received a 5mm 
external surface finishing with similar absorptance to the brick used in the other ones 
(i.e. 0.7). Internally all the walls have the same surface finishes, either of lightweight 
plaster or of plasterboard. The location of the extra insulation to achieve the desirable 
U-Value took into account practicality and best positioning to maintain the thermal 
mass characteristics if any. The same floor, roof, windows and shading were used  
for all cases (concrete floor with timber finishing and roof tiles on timber structure  
for the roof). Full details including thermal properties layer by layer can be found at 
Rodrigues [18]. 
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In Figure 1 it can be observed that decrement factor and time constant do not fol-
low a pattern that relates in any way to admittance. In addition, construction types 
such as SIPs and CLT are in the middle of the chart even though they do not have any 
material that would traditionally characterise thermal mass. The performance of each 
wall type will be investigated dynamically in the next section in order to understand if 
these figures are really meaningful to characterise thermal storage capacity.   

2.1 Assumptions  

A simple model was built composed of one zone of 100m2 (10x10m) and 270m3 of 
volume. All the walls are external, made up of the same building material and of an 
area of 30m2. Each layer was assumed to be isotropic. The south wall contains a 10m2 
(10% of the floor area) window with a 50mm frame. The model was the same 
throughout the simulations as it was not the scope of this work to experiment with 
different dimensions and configurations. 

All the work considered the climate of the city of Nottingham, latitude 53oN, longi-
tude 1.25°W and altitude 117m, in the East Midlands of England. The weather data 
Design Summer Year Weather Data (DSY) Nottingham, made of hourly collected 
data on the year 2002 and developed by the Chattered Institute of Building Services 
Engineers [19], was used. This is the recommended data for the design of buildings 
focused on summer performance and overheating assessment, and considering a year 
with a hot, but not extreme summer. Nottingham represents well the UK climate in 
average, presenting a temperate climate, with prevailing low temperatures throughout 
the year and an annual average dry bulb temperature around 10oC. The highest and 
the lowest dry bulb temperatures recorded in that year were 29.1oC (August) and -
6.7oC (January). 

This weather data was used to simulate the climate in the future using the UK Cli-
mate Impact Programme (UKCIP) scenarios for building environmental design. The 
programme provides information on how the UK’s climate is likely to change until 
2080 as a response to rising levels of greenhouse gases in the atmosphere. It is based 
on probabilistic projections at a national level for the years 2020s, 2050s and 2080s 
under the high, medium and low emission scenarios and at 10, 50 and 90% probabil-
ity levels [11]. As the low emission scenarios represent a future where there is a 
commitment to a large reduction of greenhouse gas emissions on a global scale, 
which seems unrealistic, the worst case scenario (emissions continue to increase until 
the middle of the century) was selected. 

The data was morphed using the Climate Change World Weather File Generator 
for World-Wide Weather Data (CCWorldWeatherGen [20]) and the results show that 
the average temperature in Nottingham is expected to rise by over 4oC while relative 
humidity is expected to fall by about 5%. Temperatures may go as high as 36oC while 
relative humidity may fall below 30%. Night time temperatures also rise making the 
use of strategies such as night time ventilation more difficult.  

The results were extracted as temperature ranges compared against thermal com-
fort benchmarks. according to the CIBSE criteria. The CIBSE benchmark for over-
heating in living rooms is 26oC, which should not be exceeded; if that benchmark is 
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exceeded, it should not be for longer than 1% of the time above 28oC. In bedrooms 
the desirable temperature is 23oC and the temperatures should not exceed 25oC but if 
they do they should not stay above 26oC for more than 1% of the time [21]. 

The general model settings are summarised below [18]: 

• Occupants: 2 sedentary people in the space resulting in 1.4W/m2 sensible gains and 
0.8W/m2 latent gain. Case 1 and 2 have full time occupancy and in Case 3 occu-
pants were out during the day and at home from 8pm to 8am (12h). 

• Lighting and equipment: no gains were assumed. 
• Infiltration: was assumed to be sufficient to provide occupants with their need for 

fresh air (8l/s per person), which adds to approximately 0.2ACH at atmospheric 
pressure in this model 

• Ventilation: introduced in Case 7 by means of windows opening in summer only. It 
was assumed that the windows would start to open when temperature in the house 
reached 22oC and be fully opened at 28oC just when there was occupancy. If exter-
nal temperatures exceed the internal temperature, the window will close. No ther 
means of cooling were assumed. 

• Heating: was assumed for Cases 2 to 7 during the heating period (1st of October to 
the 30th of April) when the house was occupied (i.e. full time in Case 2 and part 
time in cases after that). The thermostat was set to a lower limit of 19oC and an  
upper limit of 21oC and radiators were used as emitters. 

Table 1. Summary of Cases 0, 1, 2 and 3 
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Table 2. Summary of Cases 4, 5, 6 and 7 

 
 

 

Fig. 1. Admittance and Decrement Factor against Time constant of each of the wall types 
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3 Results and Discussion 

It was found that the addition of shading (and consequent elimination of solar gains in 
summer) diminished overheating for all wall types in Case 0 if compared to Base 
Case. Temperatures go above 25oC for 1% or less of the time in the case of SB and 
PCP and between 1 and 2% in the case of BB, ICF and CLT. TF, SF and SIPs pre-
sented temperatures above 25oC for more than 2% of the time.  

Once occupancy is introduced, in Case 1, overheating is observed. If the ‘above 
25oC’ criterion is used then all material types present overheating to a certain degree 
(Figure 2). However, if a higher temperature is acceptable then PCP, SB and ICF are 
the top performers reaching above 26oC for less than or around 1% of the time fol-
lowed by CLT and BB with less than 2%. TF, SF and SIPs were the worst cases 
reaching above 28oC. 

Case 3 has reduced overheating due to part time occupancy. In the heating season, 
Case 3 is just being heated up for half of the time (12h) while Case 2 house is perma-
nently heated. However, the difference in heating demand is actually quite small sug-
gesting that constant heating might not mean significantly higher energy bills in a 
highly insulated house (Figure 3). In the case of the higher mass wall types (PCP, SB) 
the difference is even smaller (less than 2kWh/m2). PCP had the lowest heating de-
mand of all wall types in Case 2 and 3, although in Case 3 the difference between 
wall types practically disappeared. 

In Cases 4, 5, 6 and 7 (future climate scenarios), if 25oC is considered as a limiting 
temperature, than all cases presented some degree of overheating regardless of the 
wall construction (Figure 4). In Case 4 PCP and ICF maintained 25oC just above 5% 
of the time while BB, TF, SF and SIPs all exceeded 25oC for more than 6% of the 
time. In Case 6, in 2080, 25oC was the temperature for almost 30% of the time in all 
cases. It is clear that another means of cooling should be introduced, in this case ven-
tilation in Case 7. The most accentuated differences occurred when peak temperatures 
are considered with PCP being always around 2oC lower than TF and SF and up to 
4oC lower than the peak external temperature (Figure 5). The second best performer is 
SB always around 1.5oC below TF and SF.  

In summary, Case 7 comprises full summer shading (which has been used since 
Case 0), part time occupancy (which has been applied since Case 3), winter heating 
(since Case 3) and summer natural ventilation (the window starts to open at 22oC  
and is 100% open at 28oC). Case 7 assumes the high-emissions 2080 climate change 
scenarios. 

As it can be seen in Figures 5 and 6, even in Case 7 with all the mitigation strate-
gies described, summer overheating has not been completely eliminated even though 
ventilation improved greatly the situation. Just PCP and SB are within acceptable 
levels of overheating while BB and CLT are just below the border line (1% above 
28oC) and ICF and SIPs just above it. SF and TF presented unsatisfactory levels of 
overheating. Peak temperatures reach 28oC in all cases, although PCP stayed around 
2oC below SF and TF and BB and CLT around 1oC below.  
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Fig. 2. Comparison between Cases 0 to 3 - percentage of time with temperatures above 25oC 

 

Fig. 3. Heating demand for Cases 2 and 3 

 

Fig. 4. Comparison between Cases 3 to 7 - percentage of time with temperatures above 25oC 
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Fig. 5. Comparison between Cases 3 to 7 - peak temperatures 

4 Conclusions 

Eight different wall construction types were selected representing the most common 
types used in housing construction in the UK. These are distinguished by differing 
quantities of thermal mass and diverse thermal properties. The only fixed parameter 
across all wall types was a U-Value of 0.12W/m2K. The parameters admittance, dec-
rement factor and time constant do not necessarily characterise a construction type 
with regards to thermal mass. For example, SIPs presented a reasonably high admit-
tance but had a significantly poorer performance than BB and CLT (both of which 
had similar admittance to SIPs) when summer overheating is considered. Decrement 
factor and time constant values also do not match the results of the simulations in 
view of best and worst performers. 

A simple model was used to investigate the performance of each wall type. Sug-
gestions for further work include testing with various room and window sizes. Further 
work could also include detailed assessment of each wall type in laboratory condi-
tions, to determine the impact of the quantity of thermal mass in their performances. 
Liaising with suppliers is recommended in order to understand the full limitations of 
each wall component and investigate new options. 

As the results have shown, high thermal mass may reduce summer overheating 
even in highly insulated buildings. In the case of the model used here, the difference 
in the peak temperature between the top performer (PCP) and the worst performers 
(TF and SF) was always at least 2oC, despite the change in other inputs such as  
occupancy and ventilation. However, it is clear that thermal mass alone offers limited 
benefits and should always be considered with other passive strategies. The fact that 
conductive heat transfer is very low due to the low U-Values of the envelope means 
that the building will be less susceptible to external temperature changes and more 
reliant on good design that considers passive mitigation strategies. Although not a 
comprehensive study, these results suggest that further work in needed to inform de-
sign decisions that consider future climate resilience. 
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Abstract. The building stock in Sweden includes many older residential 
dwellings often with inadequate building envelopes and poor insulation resulting 
in high energy use and uncomfortable indoor climate. Improving energy 
performance in multi-family dwellings by refurbishment processes is the key 
factor to success in order to meet national and European energy goals to reduce 
energy use in the building sector by 50% through 2050. How is indoor 
environment affected when dwellings are refurbished to become low-energy 
dwellings? This paper aims to explore parameters for indoor climate and comfort 
in refurbished dwellings transformed into low-energy dwellings from an inter-
disciplinary perspective, taking into account both quantitative and qualitative 
aspects of  indoor climate using technical measurements, a questionnaire survey, 
and qualitative interviews. Based on a combination of methods, the results show 
that the indoor climate has largely been improved and user satisfaction was high 
in the refurbished dwellings. Results also showed that however indoor 
temperatures were too high during summer, resulting in dissatisfaction from 
residents. Overheating can be prevented by providing information to the 
residents about the functionality of the heating system and by adding shade in 
front of the windows.  

1 Introduction 

There is considerable pressure to improve the energy system and to reduce the energy 
demand in the building sector (Nässén & Holmberg, 2005). In Sweden, buildings are 
responsible for almost 40% of primary energy utilization. Reducing energy use in 
residential buildings is the key factor to success in order to meet national energy 
targets to reduce energy demand and energy use in the building sector by 50% 
through 2050 (Swedish Energy Agency, 2012). The European Commission directive 
on Energy Performance of Buildings also takes up this issue and claims that the 
housing sector has the largest potential to decrease the demand side for energy 
(Directive 2010/31/EU).  
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The building stock in Sweden includes many older multi-family dwellings from 
1950-1985. According to statistics from the Swedish National Board of Housing, 
Building and Planning (2012) and SCB (2012), there are about 165,000 multi-family 
buildings of a total of 2,100,000 buildings of various types in Sweden. 57% of multi-
family buildings were built from 1961-1985 and in virtually the same way from an 
architectural point of view. The most common facade material for these multi-family 
buildings is brick. The roofs are often covered with concrete roof tile. Exhaust 
ventilation systems are the dominant ventilation system. These buildings often have 
inadequate building envelopes and poor insulation and facade U values were in 
general 0.38-0.4 W/m2K and 2.0-2.2 W/m2K for windows of multi-family buildings 
from 1961-1985. Refurbishments in order to improve these deficits are necessary in 
order to lower energy demand. However, refurbishments result in both improved 
energy performance and thermal comfort in the dwellings. Refurbishments that 
convert old residential buildings into low-energy buildings but still provide a good 
living environment for the tenants are an important target (Power, 2008). So far 
refurbishments of older residential buildings have only been done on a small scale in 
Sweden. The function of dwellings in low-energy refurbished residential buildings 
has hardly been studied. A study of a refurbished building into passive house standard 
has however indicated deficits of uneven temperatures between floors of a three-story 
house (Jansson, 2010). However, what influence the outcome on the indoor 
environment in low-energy buildings has mainly been studied in newly built low-
energy buildings (Hauge et al., 2010; Isaksson & Karlsson, 2006).  

This paper aims to explore parameters affecting indoor climate and comfort in 
dwellings refurbished to become low-energy dwellings with an improved energy 
performance by about 50%. An interdisciplinary socio-technical approach combining 
several data collection methods has been used for the study. This is based on the fact 
that the building forms an energy system composed of both technical elements and 
social aspects such as the members of the construction team and the residents living in 
the building. They are key actors for the performance of residential buildings (c.f. 
Rohracher, 2001). The following section will present perspectives on indoor comfort 
and climate in buildings and the study object. Then the different methods are 
presented, followed by a presentation of the results and a discussion and comparison 
of the methods used.  

2 Indoor Comfort and Environment in Low-Energy Buildings 

Indoor comfort and environment is more than temperature alone and can be defined by 
temperature, humidity, light, and sound. Thermal environment is one part of the indoor 
climate (Isaksson & Karlsson, 2006). To get a good indoor climate, the Swedish 
National Board of Health and Welfare recommends that the indoor temperature should 
not exceed 24°C during wintertime and 26°C during summertime and not go beyond 
18°C (Socialstyrelsen, 2005), while the Forum for Energy Efficient Buildings (FEBY) 
does not recommend indoor temperatures that exceed 26°C for more than 10% of the 
time during summer (FEBY, 2009). However, it is important to discuss the meaning of 
a good indoor climate and how to create one. A distinction can be made between the 



44  Exploring Indoor Climate and Comfort Effects in Refurbished Multi-family Dwellings 465 

concept of good comfort as something universal where there is an optimum 
temperature, and the opinion that the perception of good comfort is shaped by history 
and society, meaning that a desirable temperature involves the socio-cultural context 
and predominant conventions (Chappels & Shove, 2005; Shove, 2003). That can 
explain why there are always some people who are dissatisfied with their indoor 
temperature, even if it is seemingly at a recommended level. Studies of satisfaction 
with indoor climate in new energy-efficient buildings have also shown a discrepancy 
between measurements of indoor temperature and the residents’ opinion about the 
temperature. Measured temperatures were often higher than was experienced by the 
residents, which points toward subjectivity in experiences between different residents 
(Isaksson & Karlsson, 2006; Hauge et al., 2010).  

3 The Study Objects 

The objects for the study are buildings located in a residential area centrally located in 
the city of Linköping, Sweden. The area consists of six individual multi-family 
buildings with approximately 100 dwellings and a large multi-family building with 
186 dwellings. All buildings in the area were designed by the same architect and 
constructed during 1979-80 in similar ways. Due to mold damage and poorly 
functioning technical systems, one tower-block building, Föreningsgatan 23 (F 23) 
was refurbished into a low-energy building during 2008-2009. F 23 contains 19 
dwellings on six floors. Two dwellings in the building have been used as study 
objects for technical measurements. Before the refurbishment F 23 was a par with the 
other buildings in the area with similar features, like most multi-family buildings built 
from 1961-1985. The buildings used district heating for heating and a mechanical 
exhaust air ventilation system for ventilating. The dwellings are flats for rent and the 
residents do not purchase or own their dwellings.  

The refurbishment resulted in the construction of a new facade and the roof was 
insulated. The windows were replaced to triple glazed windows with U-value of 1.1 
W/m2K. A heat recovering exchanger (HRX) ventilation system was installed with a heat 
recovery efficiency of about 80%. The building still uses district heating for heating. The 
new exterior wall includes a drain slot which makes it possible to add about 30 cm of 
insulation. The seal is located 8 cm outwards from the inside. Table 1 shows a 
comparison between the construction of the building before and after renovation. 

Table 1. Comparison of U values of F23 before and after renovation 

  Before renovation  After renovation 

Facade U was 0.21 W/m2K Uave is 0.15 W/m2K 
Floor 0.2m cement U=3.4 W/m2K 0.2m cement U=3.4 W/m2K 
Roof Utot 0.13 W/m2K  Utot 0.17 W/m2K 

Window Dubble-glazed, U: 1.8 W/m2K Triple-glazed U:1.1W/m2K 

Thermal 
bridges 

ψave 0.13 W/m K 
 

ψave 0.1 W/m K 
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F 23 had no individual energy meter before the refurbishment but energy use was 
estimated by dividing the total heating demand of all the buildings in the area. The 
heating area of F 23 is 2192 m2. The building’s annual heating demand before 
refurbishment was estimated at about 245 MWh, which is equal to 131 kWh/m2. In 
2011 the annual heating demand was reduced to 147 MWh which is equal to 67 
kWh/m2 as shown by the energy meter.  

4 Method Design 

The paper originates from a case study. Within the case study methodology a number 
of data collection techniques can be used (Yin, 1994). Indoor comfort and climate in 
buildings are depending on both the social context and technical potentials which  
are inseparable and can provide a better understanding of parameters affecting  
indoor climate and comfort (Rohracher, 2001). A characteristic combination of 
interdisciplinary methodologies in studying indoor comfort and climate has been used 
for this study combining a quantitative and qualitative approach from both a technical 
and a social point of view (cf. Isaksson & Karlsson, 2006; Karlsson & Moshfegh, 
2007). Measurements of the thermal comfort from two dwellings have been used as 
input in BES software in order to simulate and calculate the energy use and indoor 
climate of the study object. Similar parameters which have influence on the indoor 
climate have been investigated by using a survey with the title “My indoor climate.” 
The results of the survey do not have to be the same as the results from measurements 
and simulations (cf. Hauge et al., 2010; Isaksson & Karlsson, 2006; Jansson, 2010). 
Good indoor comfort and how to achieve it can largely be related to interests and 
concepts in the construction process (Chappells & Shove, 2005). Qualitative 
interviews have been conducted with the project team in the refurbishment process in 
order to study the planning and construction process. The interviews answer questions 
about reasons for the outcome affecting the results of measurements and residents’ 
experience of the indoor climate.  

The interdisciplinary approach in this study has several advantages. First, a similar 
approach for studying indoor environment in low-energy buildings has seldom been 
used. The users of the building and their perceptions and activities in the building are 
important for energy use and the indoor environment in low-energy buildings 
(Karlsson et al., 2007), but there are few studies focusing on end-user perspectives and 
experiences of indoor climate. Studies of indoor comfort often only have a technical 
perspective, focusing on technologies for improved energy performance in buildings 
(Rohdin et al., 2011). This study used questionnaires as a method for studying resident 
experiences of their indoor environment. There are studies using questionnaire surveys 
study indoor environment (Frontczak et al. 2012; Yoshino et al., 2012; Farrja et al., 
2010), but few papers have used physical measurements combined with questionnaire 
methods (Tiberiu & Vlad, 2012; Dahlan et al., 2011) where the focus is indoor climate. 
There are a few examples of studies studying users’ satisfaction with the indoor 
climate combining technical measurements with resident interviews (Isaksson & 
Karlsson, 2006; Karlsson & Moshfegh, 2007). This study also comprises interviews 
but with project team participants. Research following organization of construction 
projects is rare (Rohdin et al., 2011), even if studies exploring construction teams’ 
intentions are considered important (Hamza & Greenwood, 2009). A second advantage 
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is that combining and comparing these methods can reveal other discoveries, problems 
and consequences than if the methods were used and analyzed separately. The 
following presentation gives a closer description of each method used.  

4.1 Technical Measurements and BES 

Technical measurements of parameters affecting the indoor climate have been 
conducted from two dwellings in the studied building F 23. These measurements were 
carried out during May and June 2011. Each measurement period lasted for 11 days. 
The measurements included indoor climate measurements (indoor temperature, CO2 
concentration, air flow, humidity) and electricity consumption on a building level and 
on a household level. Predicted mean vote (PMV), and predicted percentage of 
dissatisfied (PPD) as two important indoor climate factors have been calculated from 
collected data from the measurements.  The collected data have also been used as input 
in the simulation software IDA ICE 4.0, which has mainly been used for testing the 
indoor climate in this project. A Building Energy Simulation (BES) tool models the 
buildings’ heating, cooling, ventilation, lighting, and other energy systems. There are 
several other energy simulation programs available, for example DEROB-LTH, 
Energy Plus, ESP-r and TRNSYS. IDA Indoor Climate and Energy 4.0 (IDA ICE 4.0) 
is one type of building energy simulation tool developed especially for indoor climate 
and energy design tasks. It accurately models the building construction and its control 
systems. Local weather climate profile, position of the building, material data, thermal 
bridges and air change rate are the basic inputs which are required by the program. A 
modeled building is based on many different zones. There is also more required input 
data such as indoor temperature, material construction, internal energy from the tenants 
and electrical equipment, and air flow if the building uses a mechanical ventilation 
system. By means of IDA ICE 4.0, heating, ventilating and air conditioning (HVAC) 
systems in the building can be modeled using mass flow networks or plant networks. 
(Thollander & Rohdin, 2011). The output data includes detailed lowest possible energy 
consumption and best possible occupant comfort. With help of a detailed and dynamic 
multi-zone simulation the study of thermal indoor climate and energy use of the entire 
building can be approached (EQUA, 2012). 

The two dwellings were modeled and simulated in IDA ICE 4.0. Apartment A is on 
the second floor and heating area is 76m2. Apartment B is a double-story apartment 
which is on the top two floors; the heating area is 120 m2. The supply air flows and 
exhaust air flows of the measured apartments are in the range of 5-16 l/s and 10-20 l/s. 
A high value of exhaust air flow is required on account of the laundry rooms in each 
apartment. Heat losses φ from thermal bridges which have been used as input data are 
different for different types of thermal bridges and vary from 0.05-0.15 W/m K. All the 
other input data such as internal heat releases from the electrical appliances and human 
activities have been obtained from measurements and standardized values. A 
measurement instrument Innova1 was placed in the living room of each apartment. 

                                                           
1 Innova: A instrument which measures two indoor climate indexes in particular: PMV and 

PPD. PMV and PPD are based on indoor temperature, air velocity, and air humidity values 
which are collected by Innova. 
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Clo-and met-value are two input data for Innova which is supposed to represent real 
people. Clo2-value should be set to 1.0 and met3-value should be set to 1.2 which 
represents a person wearing ordinary indoor clothing, and is in dormant form 
(Warfvinge, 2000). All the parameters measured by Innova such as indoor temperature, 
air flow and indoor humidity, are used as input in calculations of PMV(Percentage 
Mean Value) and PPD (Predicted Percentage Dissatisfied), which are two indexes 
normally used together to calculate the percentage of a large number of people who are 
dissatisfied with the thermal indoor climate. 

Two climate files of Linköping have been used for the simulation, one for 2011 
and the other for a normal year. The average temperature of Linköping during 2011 
was 7.3 oC and for a normal year it is 7 oC.  

 

 

Fig. 1. Apartment A & B modeled by IDA ICE 4.0 

Figure 1 shows 2D pictures of apartment A and B by using of the simulation 
software. Figure 3 shows the results of temperature variations in the simulated 
apartments.  

During the measurement, some of the Tinny loggers which are used for 
temperature measurements stopped when their memories were full. Therefore the time 
steps on the x-axis are different in picture b and e from other pictures below. Since the 

                                                           
2 Clo: cloth thermal resistance. 1 clo corresponds 0.155oCm2 / W. 
3 Met: heat generating value. 1 met=60 W/skin area. 
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measurements started at different times, for apartment A the measurements started at 
12:00 a.m. and for apartment B it started at 2:00 p.m., the x-axis therefore started with 
different times in the pictures in figure 2 below. Since there are no registered values 
of the heat demand by individual apartment, the validation could only be carried out 
by comparing the measured indoor temperatures with the simulated indoor 
temperatures in those rooms where the residents spend most of their time.  

 

 
Fig. 2. Validation of temperatures in different rooms from apartment A 

A mean deviation of the validation is about 2°C. The deviations in the validation of 
the building model are due to several factors. The first one is the that climate file of 
the year 2011 used as input data during validation was created manually. Solar 
radiation was one of the six terms that were included in the climate file. The values of 
solar radiation were gathered from a STRANG model4. The STRANG model allows a 
deviation of solar radiation up to 12.9%. The second deviation concerns measured 
temperatures. During the measurement period, temperature loggers may have 
inadvertently been moved, which would make the recorded temperature data 
insufficiently comprehensive. The last factor is human behavior and activities which 
may affect the simulation results to differ from reality. People with different habits 
regarding energy use can lead to higher or lower internal loads which in turn will 
affect the indoor temperature and the heat demand. Since the model is based on only 
two apartments, the simulation results cannot be generated as the situation of the 
whole building’s indoor climate.  

                                                           
4 STRANG model system measures include global radiation, photosynthetic active radiation, 

ultraviolet radiation (CIE weighted), direct radiation along with the sun duration of a 
horizontal resolution of approximately 11 x 11 km in one hour. STRANG covers 
Scandinavia's geographic area and operated at SMHI. (SMHI, 2012) Information on direct 
solar radiation and global radiation from the radiation network of SMHI has been used for the 
validation of our model. 
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4.2 Questionnaire Survey 

A questionnaire has been used and sent out to residents in the whole area in order to 
get more generalized results of how residents from both refurbished and non-
refurbished dwellings experience their indoor climate. The questionnaire method does 
not require actual contact with the respondent and is a widely used method to collect 
data from a large number of respondents, as in this case (Bryman, 2004). A pre-
printed, standardized questionnaire was used called “My indoor climate.” which is 
based on the so-called "Örebro model" (Örebro model, 2012) to study opinions about 
the indoor climate. The questionnaire includes five categories: the environment, air 
quality, noise situation, indoor temperature and residents' complaints. The questions 
were mainly closed questions where the residents could rank their experience of their 
indoor environment and did not include matters of why and how.  If the research 
design does not demand too many open questions and has few follow-up questions, or 
includes “how” and “why” questions, a questionnaire is a suitable choice of method 
for studying user experiences (Thollander, 2011). In total, 80 questionnaires were 
distributed to the tenants in F 23 and to tenants living in non-renovated buildings in 
the neighborhood, of which 42 tenants chose to respond to the survey including 11 
from F 23. This represents a total response rate of 53%, which seems acceptable. The 
data collected from the questionnaire are used in order to analyze the data 
qualitatively and no statistical analyses using a software tool have been done from the 
data (Bryman, 2004). 

4.3 Qualitative Interviews  

Ten qualitative in-depth interviews with project members on the refurbishment team 
including employees of the property owner and the construction company were 
conducted for the study. The employees were construction engineers, plant engineers, 
energy and environmental managers and contact persons for the residents. The 
interviewees were all connected to the refurbishment project. The aim of the 
interviews was to explore experiences and thoughts affecting the construction process 
and the outcome of the refurbishment. Conducted interviews lasted about one hour 
and were recorded and transcribed. The questions followed an interview template but 
took a semi-structured form. The questions were based on issues as to why the 
refurbishment was done in certain ways, which provided the opportunity to ask 
follow-up questions. That made the interview method useful in this case (Yin, 2007). 
The interviews have been interpreted and analyzed by searching for how events and 
processes are described concerning the refurbishment process.    

5 Results from the Measurements and Simulations  

The results from the measurements collected by the output from Innova which are the 
PMV and PPD indexes as shown in Table 2.  
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Table 2. Indoor temperature and PMV PPD as measured data 

  Temperature variation 
OC  

PMV PPD 

Apartment A          21.60~25.40 -0.6~-0.4 12~9% 

Apartment B         23.10~25.30 -0.5~-0.4 11~9% 

 
In Sweden ISO 77305 is used as an indoor comfort standard. According to ISO 

7730 an acceptable indoor climate is when the PMV is between -0.5 to 0.5, which 
corresponds to a PPD below 10% (ISO 7730, 2005). The measurement results of 
PMV and PPD in Table 2 also meet ISO 7730 requirements (ISO 7730, 2005) for a 
standard and acceptable indoor climate. Table 3 shows the simulated results of three 
selected rooms in each apartment where the households spent most of their time. 

Table 3. Indoor temperature and PMV and PPD as simulated data 

Föreningsgatan 23 Temperature 
variation 

PMV PPD 

Apartment A-Bedroom2 21 oC ~ 25oC 0.3~0.6 7~12% 

Apartment B-Bedroom1 22.5 oC ~ 26.5 oC 0.5~0.7 10~17% 

Apartment A-Living room 21 oC ~ 25 oC 0.3~0.5 7~10% 

Apartment B- Living room 23.5 oC ~25 oC 0.4~0.5 9~10% 

Apartment A-Kitchen 21 oC ~27 oC 0.3~0.8 7~20% 

Apartment B-Kitchen 22.8 oC ~26.8 oC 0.6~0.8 12~20% 

 
The PMV and PPD from the simulated results of each apartment's restroom match 

with the measurements. The minus sign from Table 2 is due to the errors made by 
calibrating too low values of the clo- and met-value in Innova. This gave a wrong 
perception that the residents experienced a colder climate than they actually do.  

Table 3 also shows that apartment B has higher indoor temperatures than 
apartment A. When the indoor temperature in bedroom 1 of apartment B achieves 
almost 27oC the corresponding PMV is equal to 0.7, which represents a warm indoor 
temperature. This is because the bedroom receives afternoon sunlight as it is situated 
at the west side of the building. Another reason is that apartment B is on the top floor 
and receives more sunlight than apartment A. However, simulation results indicate 
that there is a good indoor environment and they fulfill ISO 7730’s requirements for a 
good indoor climate.  

                                                           
5 ISO 7730: Ergonomics of the thermal environment -- Analytical determination and 

interpretation of thermal comfort using calculation of the PMV and PPD indices and local 
thermal comfort criteria. 
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6 Questionnaire Survey Results  

The answers from the questionnaire survey are presented and divided between 
residents in the refurbished building F23, and residents living in non-refurbished 
dwellings in the same area. Figure 4 presents residents’ experience of problems 
related to their indoor air quality.  
 

 

Fig. 3. Indoor air quality problems 

Residents from F 23 are more satisfied with the indoor air quality than residents 
from non-refurbished buildings in all aspects surveyed. Few residents in F 23 
complained about unpleasant smells from the ventilation channel compared to 20-45 
% of the residents from the non-refurbished buildings. 20 % of the residents in non-
refurbished buildings complained about residual moisture in the bathroom after 
showers. That problem was not experienced in F23. Condensation is a common 
problem in old buildings and a sign of the buildings poor air tightness. As the non-
renovated buildings use mechanical air ventilation system, the supply air temperature 
is the same as the outdoor air temperature and the air is not preheated or filtered, 
which might explain the dissatisfaction about stuffy and dusty air in non-refurbished 
dwellings and not in F 23. However, the problem of dry air is comparable in F 23 and 
in non-refurbished dwellings. Regular maintenance of ducts, fans and registers are 
necessary in order to get functioning air ventilation and efficient fans (Swedish 
Energy Agency, 2012). Only one resident in F 23 complained about cooking odor or 
other unpleasant smells from their neighbors compared to 40 % in non-refurbished 
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buildings. Odor problem had been a problem in F23 after renovation but was solved 
when the property owner installed a filter in the ventilation channel. Unpleasant noise 
was experienced as a problem in both F 23 and non-refurbished dwellings but was 
considered a bigger problem in non-refurbished dwellings. A well-insulated building 
can also keep out a higher degree of unpleasant noise.   

Figure 5 presents experiences concerning indoor air temperature problems. 
According to the simulation results, the indoor temperatures in the two dwellings can 
vary from 21 oC to above 27 oC (see Table 3) which exceeds the recommended indoor 
temperature (Socialstyrelsen 2005). 18% of the residents in F 23 also experience 
problems with a high indoor temperature during summer compared to only 9% in 
non-refurbished dwellings. A well-insulated building is in need of less heating and the 
problem with overheating can be caused by the high temperature of the supply air 
from the ventilation system.  

 

Fig. 4. Indoor air temperature problems 

The heating elements in F23 turn off automatically when the indoor temperature 
drops to 14oC, otherwise the internal heat and the HRX system will cover the 
temperature difference in order to keep the indoor temperature at 21oC. Except for 
high indoor temperature during summer, residents in F 23 were more satisfied with 
their indoor temperature compared to residents in non-refurbished dwellings. A 
uniform indoor temperature is related to well-insulated walls, windows with a low U-
value, an HRX system and no cold bridges removed during the refurbishment. 
Buildings with thermal bridges and poor insulation in walls and in windows can lose 
much heat through leakages, cool down indoor air and cause cold drafts. These 
problems were also experienced in non-refurbished dwellings. No extra insulation 
was added to the floors in F 23 during the refurbishment which might explain why 
18% of the residents experiences cold floors during wintertime. 
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7 Results from the Interviews 

The members of the refurbishment project team all had the opinion that the 
refurbishment of F 23 was an energy project. The well-known goal among all 
interviewees was to improve energy performance by around 50% to meet new energy 
goals and standards for buildings, and to meet perceived societal pressure to reduce 
energy use in buildings. The impression in the project team was that the residents 
were mostly positive about the refurbishment. Some residents questioned the extent of 
measures taken to reduce energy demand. A side benefit with building airtight and 
installing a ventilation system with a heat recovering exchanger (HRX) in order to 
reduce energy demand might be improved indoor comfort and climate according to 
some project team members. However that was seldom discussed in the interviews 
nor was residents informed of this by the project team. The indoor environment was 
mentioned by one interviewee as a change from the refurbishment that affects the 
residents in a positive way. 

“The residents are hopefully affected in a positive way because the 
indoor environment should be more uniform. Less draft and in 
particular with the ventilation. They will now get preheated fresh air 
that will result in less draft and a better indoor environment.”  

Indoor comfort and climate issues were however only discussed by the interviewees 
to a small extent, and there were no measureable goals regarding indoor comfort or 
climate in the refurbishment process.  

The energy goal should be reached by installing energy saving technologies that the 
project team had already tested in earlier projects. The choice of well-known 
technologies was due to the fact that the project team did not want to take any risks in 
testing new technologies for heating and ventilation. They only implemented measures 
that they believed the management team could handle. An example was the choice of 
windows. There were affordable windows on the market with even better energy 
performance. These windows were not installed since there had been condensation on 
the outside of the windows in earlier projects that resulted in complaints from 
residents. The construction team was also given a day of training where they learned 
the importance of building airtight and installing the technologies in order to get a low-
energy demand for heat in the building. The aim was to reduce air leakages resulting in 
a lower use of energy for heating. The residents in refurbished dwellings were not 
given any information about installed technologies or how they should act in order for 
the system to work properly and function in an optimal way. The idea was that 
installed technologies in connection with the refurbishment were meant to be invisible 
and simple for the residents, and not affect their daily life.  

The installed energy-saving technologies were supposed to be unnoticed by the 
residents, who were not expected to contribute to lower the energy demand by 
changing their energy use. There should not be any changes for the residents to live in 
a refurbished energy-efficient dwelling from before the refurbishment according to 
the project members. However, one project member admitted that the installed 
thermostat was not adjustable to the same extent by the residents and turned off the 
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heat more often after the refurbishment. That could result in residents experiencing a 
lower indoor temperature than actual temperature, depending on the resident. The 
interviewee also expressed apprehensions about differences in residents’ perceptions 
of their indoor climate. 

“There is… how shall I put it… a bit of psychology in how you 
perceive the indoor temperature.”  

The thermostat was not adjustable by the residents either. This was acknowledged by 
a couple of team members who thought some residents might not be accustomed with 
the fact that they cannot regulate the thermostat by themselves according to their 
needs, as they could do to some extent before the refurbishment. 

“Before you get used to it you might perceive it as… very strange and 
you can perceive it as very hard to not be able to directly affect the 
indoor temperature.”  

Another example of trials for invisible technologies was the seal in the insulation that 
was located 8 cm outwards from the inside. The residents can then drill up to 8 cm in 
the wall before they damage the seal, according to a member of the project team. The 
residents were however provided with very limited information about the seal and 
how far they could drill in the walls.  

8 Discussion 

There were no major differences between the technical measurements of the indoor 
climate, the residents’ experience of the indoor climate, and the expectations on 
improvements to the indoor climate by several members in the project team. Overall 
the measured parameters of the indoor climate indicated that it should be an 
acceptable indoor climate that fulfills ISO 7730’s requirements for a good indoor 
climate. The simulated PMV and PPD values from the measurements in the two 
dwellings indicated that the residents should be satisfied with the indoor temperature 
most of the time. The questionnaire also confirmed that residents in F23 in general 
were more pleased with their indoor climate than residents in non-refurbished 
buildings. The residents were however overall more satisfied with the temperature in 
their dwellings in the refurbished building, except for the indoor temperature during 
summertime. Rooms with windows directed to the south also had an indoor 
temperature exceeding recommended levels during summer. The measured values 
indicated a warm indoor temperature but not to the extent that the questionnaire 
results indicated the point of discrepancy between measured parameters and the 
residents’ experience (cf. Hauge et al., 2010; Isaksson & Karlsson, 2006; Jansson, 
2010). High indoor temperatures have been a problem in buildings refurbished to low-
energy buildings (cf. Jansson, 2010). There might be problems other than unsatisfied 
residents that go along with a high indoor temperature in low-energy buildings. A 
fast-growing trend is the demand for air-conditioning (cf. Chappels & Shove, 2005). 
Even if it still is far from being a normal standard in dwellings in Sweden, it is more 
and more becoming a domestic standard in for example the UK and may become a 
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demanded standard also in Sweden. A potential risk with low-energy buildings, with 
the aim to reduce energy demand, is that a high indoor temperature during summer 
can increase the demands for air-conditioning, which can eat up the energy saving 
potential with the energy-efficient building.  

An interesting note is that the project team did not plan for or choose technologies 
for improving the indoor climate. The intention from the project team was not to 
deliver any specific comfort conditions. The idea was that technical measures, such as 
building airtight and providing mechanical heat exchange ventilation systems, should 
increase the energy efficiency. The meaning of good comfort and how that could be 
delivered was not specified in the project. However, a few team members anticipated 
that a low-energy refurbishment should result in a better indoor comfort but without a 
specification of what that would entail. Parts of the project team were aware that not 
all residents have the same opinion about what a good indoor climate is, but this 
knowledge was not used in the design of the refurbishment. The installed technical 
systems were chosen only with the intention to be invisible and not adjustable to the 
needs and understanding of the individual resident. That was based on an 
understanding that comfort for the residents is simplicity. The residents should not 
have to deal with the installed technical equipment temperature and ventilation, or 
know how to handle it. The residents however expressed a higher satisfaction about 
their indoor climate in the refurbished dwellings, but that does not answer whether 
they are pleased with the supposed invisible technical systems in their dwellings or 
not. The dwellings in the refurbished building overall got higher ratings in the 
questionnaire regarding the indoor climate than the dwellings in similar non-
refurbished dwellings. That can also depend on other factors as there were mold 
problems in the non-refurbished buildings which might have had an effect on the 
questionnaire results.  

The project team carefully chose technologies they knew how to handle. They also 
made sure of that by providing training to the construction team in order to install the 
technologies properly, because some technologies might be new to them. To provide 
both written and oral information and instructions to the residents about the 
functionality of the technical systems in low-energy buildings and how they work, has 
been deemed crucial in order for the residents to know how to avoid indoor comfort 
problems (Mlecnik et al., 2012; Isaksson & Karlsson 2006). The residents were 
however not given any information from the project team about the functionality of 
the ventilation system and their indoor temperature, even if the technologies also were 
new to them. Information about the function of the technical systems can potentially 
avoid problems with non-functioning systems such as high indoor temperature. To 
inform the residents that it is possible to call maintenance to lower the supply curve of 
heat when they perceive the indoor temperature as too warm instead of simply 
opening the windows and letting out heat may produce a more uniform indoor climate 
and save energy. 

9 Conclusions 

This study combines results from technical measurements and simulations from two 
dwellings, qualitative interviews with the project team, and a questionnaire survey 
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covering the residents’ experiences of their indoor climate. This socio-technical 
approach provides a larger picture of the thermal comfort in a low-energy refurbished 
building with dwellings with an improved energy performance by 50%. Further studies 
need to include measurements and simulations on the building level too and more in-
depth studies of resident experiences. Continuing refurbishments into low-energy 
dwellings need to take several aspects into account.  The outcomes from this study 
indicate that the residents were more satisfied with their refurbished dwelling 
compared to non-refurbished dwellings, but information about the functionality of the 
technical system should be improved in order to keep a low-energy demand and to 
avoid high indoor temperatures. Information that a low-energy refurbishment can also 
result in a better indoor environment should also be provided to the residents in order 
to avoid complaints about the extent of a low-energy refurbishment. The results show 
that it is important to be aware of the high indoor temperatures during summertime. A 
suggestion of a way to avoid overheating and maintain low-energy demand is to  
add shade in front of the windows in order to obtain a lower indoor temperature  
during summertime. Another suggestion is to lower the indoor temperature during 
summertime by adjusting the predetermined supply air’s temperature in the HRX 
system from 21oC to 20oC during summer.  
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Occupancy-Driven Supervisory Control  
Strategies to Minimise Energy Consumption  

of Airport Terminal Building 
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Abstract. The most cost-effective way to improve the energy efficiency of a 
building is often achieved through efficient control strategy. Such strategies 
may include shutting down plant or setting back/up setpoints of indoor 
environment systems as the case may be during the period that the building is 
not occupied and providing optimal setpoints for comfort during occupancy. In 
most cases, airport terminal indoor environment systems run on designed 
conditions and do not have fine control based on detailed passenger flow 
information. While opportunities for complete shut-down of HVAC and 
lighting systems are limited in busy airport terminals due to round-the-clock 
operations, this paper uses a professional building software to examined the 
potentials of applying appropriate setpoints during occupancy conditions and 
setback operation during inoccupancy conditions as an energy saving strategy 
for the indoor spaces of airport terminal. Based on some acquired site 
information, existing HVAC and lighting control system, a thermal model of a 
real UK airport terminal building was constructed. This base model was 
upgraded to a more energy efficient model based on real-time passenger flow. 
Results showing improved energy and CO2 savings are presented. 

Keywords: Building Control, Indoor Comfort, Airport Terminal’s CO2 
emission savings, Airport Terminal’s Energy Consumption. 

1 Introduction 

HVAC and lighting systems in buildings must be augmented with a good control 
scheme to provide comfort under any varying load conditions. Efficient control is 
often the most cost-effective way to improve the energy efficiency of a building. 
Airport buildings contain many spaces that are different in function and structure and 
the operations within these buildings are round-the-clock. These leads to a 
complicated building system such as heating, ventilation, air-conditioning, electric 
lighting and hot water systems that is difficult to predict. This complexity is further 
compounded by the non-linear and time-varying nature of the variables inside and 
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outside of the building affecting these systems. As a result, the HVAC and Lighting 
systems are run on full schedules thereby leading to a substantial waste in energy. 
This paper examines the potentials, in terms of energy savings, of applying Chartered 
Institution of Building Services Engineers (CIBSE) recommended setpoints for visual 
and thermal comfort with setback operation in a real UK airport terminal. 

2 Comparison and Selection of Simulation Tools 

Computer based building design and development is beneficial in studying complex 
buildings such as the airports but the fragmentations within the building industry has 
reflected in the development of these tools, such that whole-building simulation is still 
an open issue (Salsbury 2005). For example, simulating advanced controller is still 
limited in most state-of-art building simulation tools. Some are better at specifying 
local controllers such as TRNSYS and ESP-r while EnergyPlus offer ease in 
specifying supervisory control (Pan et al 2011). Although domain independent 
simulation platforms such as MATLAB/SIMULINK, LABVIEW, SIMBAD and 
Dymola are efficient in design and testing of controllers but they do not have all the 
models to accurately simulate buildings forms and systems (Trčka & Hensen, 2010).  

The complex nature of airport terminal building and systems has caused the trial 
with several building modelling tools in order to develop an accurate model. 
EnergyPlus, a new generation building-energy-analysis tool, that was suitable for 
analysing building performances with unusual building systems (Yiqun et al 2011) 
such as airport was selected.  Indeed, Griffith et al (2003) used the earliest form of 
EnergyPlus (Version 1.0.3) to study the influence of advanced building technologies 
such as optimised envelop system and schedules for a proposed Air Rescue and Fire 
Fighting Administration Building at Teterboro Airport and find that the results 
obtained compare well with those obtained using DOE-2.1E. Ellis and Torcellini 
(2005) confirmed the reliability and accuracy of EnergyPlus in simulating tall 
buildings.  

Standard control tools within EnergyPlus includes low level control, high level 
control and the Energy Management System (EMS) based on the EnergyPlus runtime 
language (Ellis et al 2007). The Low-Level Control simulates a particular closed-loop 
hardware controls that has a specific task to accomplish. They are usually found in the 
input of an EnergyPlus object. High-Level (Supervisory Control) operates at a higher 
level than the local loop in control hierarchy. This type of control affects the operation 
of local control and can jump across system boundaries and can be used to manage 
and control the running of other component objects, part of or the entire system.  

The major shortcoming of EnergyPlus was that it does not have a friendly user 
interface. To overcome this problem, DesignBuilder was used for the modelling 
process. DesignBuilder was the first and most comprehensive user interface to the 
EnergyPlus dynamic thermal simulation engine. It combines rapid building geometry, 
HVAC and lighting modelling and ease of use with state-of-the-art dynamic energy 
simulation based on EnergyPlus. Through the DesignBuilder (DB 2011) and for the 
first time, the advanced HVAC and Dayligthing features in EnergyPlus are now 
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accessible in a user-friendly graphical environment. The latest DesignBuilder v3 
provides a powerful and flexible new way to model both air and water sides together 
in full detail with a good range of components including all ASHRAE 90.1 baseline 
HVAC systems. 

3 Results of HVAC Probe 

The indoor temperature of an airport terminal was monitored from 26th October to 2nd 
November 2011. Fig. 1 show results for the baggage reclaim area of the arrival 
concourse. It can be seen that the indoor temperature for this area hovers between 20-
22 degree Celsius throughout the week under review as against the 12 – 19 degree 
Celsius recommended by Chartered Institution of Building Services Engineers 
(CIBSE) for such spaces. The same situation was observed for all the other spaces 
monitored in the terminal.  

 

 

Fig. 1. Temperature and lighting setpoint for the baggage reclaim 

 

Fig. 2. Temperature and lighting setpoint for the Departure hall (Airside) 
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For example, in fig. 2 for the departure hall on the airside the temperature band is 
between 21-24 degree Celsius as against the CIBSE recommended 19-20 degree 
Celsius and the temperature swings for all the spaces monitored does not vary in 
consonance with passenger flow information for the period under review.  

4 Real-Time Flight Schedules 

In addition, fig. 3 below shows real time plane arrival times plotted against the time-
interval between any two consecutive arrivals for the period 26th October to 3rd 
November 2011. Here, it was assumed that it took two hours to complete processing 
of arriving passenger to accommodate any delays, although the actual time 
recommended by International Civil Aviation Organisation (ICAO) was 45 minutes 
for international arrival passenger processing from disembarkation to completion of 
last clearance process (ICAO 2005). For domestic passengers, it is much less. Using 
the very conservative 2 hours benchmark, Up to 40 hours opportunity exist for the 
week under review to implement setback operation. When this is extrapolated across 
the airport terminals and for a whole year, the savings in energy will be significant. 
 

 

Fig. 3. A plot of plane arrival time versus arrival time intervals 

In addition, Fig. 4 shows that similar opportunity to save energy using efficient 
controls exists in the departure areas of the terminal especially in the airside where 
only boarding passengers were allowed. Four hours minimum was selected to 
accommodate the up to three hours check-in time allowed for international flight and 
any delays that might occur. Although, ICAO recommends only one hour from 
presentation at first processing point to the scheduled time of flight departure. Even 
by this very conservative minimum time, about fifty hours (two days of the week) 
opportunity exists to implement energy saving strategy. It can also be clearly seen that 
there were only two departures flights between 22.00 hours to 6.00 hours and no 
flight at all between 0.00 hours and 6.00 hours for the entire week.  
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Fig. 4. A plot of plane Departure time versus Departure time intervals 

5 Case Study – Building Layout 

This UK airport is composed of three terminals (Terminal 1, 2 and 3). Our case study 
is Terminal 2. This terminal was constructed in 1992 on the North-West part of the 
airport site. The terminal is made up of five-floor central building covering a gross 
floor area of about 18,000 m2 and has two piers of four floor levels measuring about 
5,400 m2 spanning to the left and right direction of the central building. The ground 
and the first floor contain the arrival halls, the third floor, the departure halls, and the 
fourth floor is made up of lounges, offices and the control room on the central 
building it mainly housed the plant rooms on the piers. The fifth floor is mainly plant 
rooms. 

The terminal is heated by gas boilers located in the central and eastside of the 
terminal. There are air-cooled chillers externally located on steelwork frames in the 
main plant rooms. The air handling units comprises of Inlet damper, mixing box, 
HPHW Frost Coil, Panel Filter, Bag Filter, Carbon Filter, Cooling Coil, HPHW Re-
heat Coil, Supply Fan, Extract Fan. The building has no lighting and Dayligthing 
control but the luminaries are currently being upgraded and Introduction of lighting 
control is also being considered. For the purpose of this study, lighting control will be 
introduced into the energy efficiency model.  

6 Modelling of Building Geometry and HVAC Systems 

The building geometry was modelled in DesignBuilder by importing the 2D 
AutoCAD drawings in the dxf format and tracing the external walls and defining the 
zones based on the functions and type of the HVAC system in the indoor space for 
each of the floors. Fig. 5 provides 3D geometric form of the building.  
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Fig. 5. 3D view of the designed model 

The HVAC and Dayligthing modelling was done using a recently approved 
Version 3 which allows access to a wide range of EnergyPlus HVAC systems through 
an easy to use diagrammatic interface and calculations with integrated graphical 
daylight distribution contour plots and reports for LEED, BREEAM and Green Star.  

 

 

Fig. 6. Schematics of the HVAC system 

For this case study, there are twenty-two thermal zones in the building. However, 
these zones are further sub-grouped into six zone groups according to the HVAC 
system type (see fig. 6). The building model was zoned according to passenger flow 
such that the areas accessible to the public were separated from the areas that were 
restricted to only passengers and staff. Occupancy in the restricted areas such as the 
Check-in, Customs, Security, passport control and baggage reclaim areas can easily 
be linked to arriving/departing passenger planes. However, in the public spaces such 
as the booking hall, some retail areas and some offices, the flow of people needs to be 
estimated and therefore more complicated to control. Generally, terminal arrival 
process is also less complicated as passengers are mostly interested in picking their 
baggage and checking-out quickly (see fig. 7).  

Boilers 

Zone Groups AHU

Chiller

Condenser 
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Fig. 7. A generalised airport passengers’ arrival process 

The departing process takes longer time since passengers spend more time at 
airport terminal. A typical passenger flow for departure is shown in fig. 8 below. 

 

  
Fig. 8. A generalised airport passenger’s arrival process 

The model was checked by ensuring that occupancy data was inherited correctly so 
that changes at block and building level produce the needed effect.  

7 Simulations 

The base model of the terminal was constructed as described above. For the entire 
week under review, HVAC and lighting systems were scheduled to run for 24 hours 
and a temperature setpoint of between 21 - 23 degree Celsius was applied to all the 
indoor spaces of the terminal building to simulate an average condition of what was 
observed from the indoor monitoring results as shown in fig. 1 and 2. For the energy 
saving scenario, CIBSE recommended setpoints were applied to the various indoor 
spaces. HVAC and lighting systems were scheduled to vary with arrival and departure 
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flight time in the restricted areas of the terminal building while the public areas were 
scheduled to run for 24 hours. When passengers vacate an area, the heating energy 
was reduced and indoor temperature is allowed to fall back to 12 degree Celsius and 
general indoor lights are in energy saving mode. Fig. 9 shows how the internal gains 
vary correspondingly with passenger flow. 
 

 

Fig. 9. Internal gains for the week under review 

8 Results 

The results are summarised in figure 10, 11, 12 and 13. It can be seen that selectively 
relieving HVAC and lighting setpoints to energy saving mode during passenger  
 

 

Fig. 10. Comparison of energy consumptions 



45  Occupancy-Driven Supervisory Control Strategies to Minimise Energy Consumption 487 

 

Fig. 11. Comparisons of Co2 Emissions from Energy Use 
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Fig. 12. energy saving potentials of retrofit options 

inoccupancy period has great potentials in saving energy and reducing carbon 
emission in airport buildings. From fig. 10 and 11, Up to 60% energy savings and 
from figure 12 and 13, about 70% carbon emission savings results was achieved for 
our case study in the period under review. Providing the right setpoints as 
recommended by CIBSE for the various indoor spaces in the terminal is responsible 
for about 40% energy savings and 30% CO2 emission savings. 



488 D.A. Mambo, M. Efthekhari, and T. Steffen 

 

69% 
2% 

1% 

12% 

16% 

CO2 Emmission Savings Scheduled, Setback, as measured setpoints

Scheduled, Setback, maximum thermal comfort
setpoint

Scheduled, Setback, minimum thermal comfort
setpoint

Scheduled, Setback, minimum thermal comfort
setpoint, maximum light setpoint

Scheduled, Setback, minimum thermal comfort
setpoint, minimum light setpoint

 

Fig. 13. CO2 emission saving potentials of retrofit options 

9 Conclusions 

This paper presented a case study of an existing airport terminal building aimed at 
developing HVAC and lighting control strategies that ensures sufficient comfort and 
optimal energy use. With professional building software, various supervisory control 
retrofit options were investigated. These options include; setback operation based on 
real time flight schedule and minimum comfort setpoint application for both HVAC 
and lighting in airport terminal building. Through integrated simulation, the building 
HVAC and lighting control systems setpoints were optimised and rated in terms of 
energy and CO2 emission savings. The result shows that setback operations based on 
realtime passengers’ occupancy profile has a huge potential in reducing energy used 
and carbon emission from the airport terminal building investigated. This 
investigation is a precursor proof for the design of an intelligent indoor environment 
control system for airport building, which is currently under further investigation. 
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Abstract. The Energy Performance of Buildings Directive (EPBD) 2002/91/EC 
introduced various obligatory requirements intended to achieve the reduction of 
use of energy resources in buildings and consequentially the reduction of the 
impact of energy use in buildings. Article 7 of the directive formally specified 
the current European requirement for the energy certification of buildings. In 
order to implement this requirement, a general framework for establishing a 
methodology of calculation of the total energy performance of buildings became 
necessary. The Maltese methodology for the issuance of energy performance 
certificates for residential property was developed and introduced by the 
Ministry of Resources and Rural Affairs in 2010. This methodology differs from 
that of most other European countries since the energy used for cooling in 
summer is taken into consideration when carrying out the calculation.  Most 
states only consider the energy for heating in winter for residential energy 
certificates. A study of the results produced by the Maltese certification process 
is being used to identify whether the methodology implemented is an accurate 
tool for environmental monitoring of energy use in Maltese residential property. 
The analysis is utilised to establish a benchmark for energy use in different 
residential property typologies. This analysis is developed further to highlight the 
strengths and weaknesses of the certification procedure as a design tool, and  
to understand whether the procedure can be effectively applied in the cost 
optimisation of residential construction or refurbishment projects.  

1 Introduction 

Malta covers just over 300 km2 in land area, and is the smallest and most densely 
populated country in the European Union. It is also one of the southernmost states in 
the European Union. Possibly as a result of the mild Mediterranean climate, 
traditional building practices were not as formally regulated as in other European 
Union states, and until the implementation of the EPBD in 2006, there were no energy 
related building regulations (Buhagiar 2007). 

Residential property in Malta is generally constructed with a flat concrete roof, 
with walls in either limestone or concrete brick. The use of insulation in walls is not 
common, although traditional construction consists of a double leaf limestone wall 
with a central air gap. The application of insulation on roofs is increasingly more 
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widespread although this is a practice which has become established over the past ten 
years. The introduction of the Minimum Performance of Buildings Regulations in 
2006 stipulated maximum U-values for walls at 1.57 W/m2 K, and for roofs at 0.58 
W/m2 K (Building Regulations Office Malta 2006). The maximum value for windows 
is 5.8 W/m2 K but these are limited to a maximum of 20% of the wall area, and lower 
U-values are required for any increase in the glazed area above the 20% maximum. 
These U-values are significantly higher than those stipulated in other EU states. 

The national calculation tool for the Energy Performance Rating of Dwellings in 
Malta (EPRDM) is the basis for the Maltese official procedure for calculating the 
energy performance of dwellings. The procedure takes account of the net energy 
required for space heating and cooling, water heating, lighting, and ventilation, after 
subtracting any savings from energy generation technologies. It calculates the annual 
values of delivered energy consumption (energy use), primary energy consumption, 
and carbon dioxide (CO2) emissions, both as totals and per square metre of total 
useful floor area of the dwelling per annum (Ministry for Resources and Rural Affairs 
Malta 2011). 

The procedure consists of a monthly calculation within a series of individual 
modules. The individual modules contain equations or algorithms representing the 
relationships between various factors which contribute to the annual energy demand 
of the dwelling.  

The procedure was developed locally and is based on ISO EN 13790:2008 Energy 
performance of buildings – energy use for space heating and cooling, using a monthly 
calculation step. 

The calculation does not differentiate between new and existing buildings and to 
date there are no benchmark values established. Some countries have had considerable 
experience with building certification but these are in North and Central Europe  (Poel 
et al 2007) and their results cannot be applied to a Mediterranean climatic conditions 
and building types. Registration of Energy Performance Certificates (EPCs) in Malta 
commenced in January 2011. 

After the methodology had been implemented for twelve months, the certificates 
registered were analysed in order to obtain an understanding of the calculated energy 
performance of residential property in Malta.   

2 Data Analysis 

2.1 Data Collection 

A total of 249 EPCs were registered with the Ministry for Resources and Rural 
Affairs during 2011, and this analysis is based on the data extracted from these 
certificates. The certificate data was obtained from the data registry where all 
certificates are lodged electronically. The certificates were first analysed on the basis 
of property type and EPRDM values. Further analysis was carried out on the 
properties of the building envelope, the properties of the heating, cooling, hot water 
and lighting systems, and any alternative energy installations. 
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Forty three certificates were asset type assessments, i.e. based on actual as-built 
properties, whilst 206 certificates were design type assessments, i.e. assessments based 
on the plans of a proposed construction. Table 1 shows the distribution of certificates 
by property type. The majority of certificates are for single storey dwellings in multiple 
dwelling units, namely flats, maisonettes, and upper floor flats, accounting for just over 
two thirds (68%) of certificates issued. Terraced houses and duplex flats account for 
approximately one quarter (26%) of certificates, whilst the quantities of bungalows, 
villas, and identical units are too low to be statistically significant.  The distribution of 
certificates issued reflects the predominance of flats and maisonettes in the Maltese 
housing market (National Statistics Office Malta 2005). 

Table 1. Distribution of EPCs issued in Malta 2011 

Type of Dwelling No of Certificates 

Average EPRDM 

 kWh/m2yr 

     

Bungalow 1 125.3 

Duplex Flat 19 116.2 

Flat 107 136.8 

Fully Detached Villa 8 98.7 

Semi Detached Villa 2 303.5 

Maisonette 40 137.8 

Identical Units 4 113.1 

Terraced House 46 117.2 

Upper Floor 22 168.6 

 
The Maltese EPC does not define the energy performance in terms of a band as is 

the case with many other housing energy certificates, and indeed for white goods also. 
The certificate denotes the energy performance of the property numerically using the 
EPRDM (Energy Performance Rating of Dwellings in Malta) indicator. The EPRDM 
is the calculated value of the primary energy requirement of the dwelling for heating, 
cooling, lighting and hot water per square metre per annum, net of any alternative 
energy produced on site. The certificate values of the EPRDM range from 24.0 to 
395.7 kWh/m2yr, with an average value of 133.0 kWh/m2yr. This is equivalent to an 
average Dwelling CO2 Emission Rate (DCER) of 33.2 kgCO2/m

2yr. The calculated 
energy demand for heating, cooling, lighting and hot water actually varies between 
6.95 and 114.69 kWh/m2yr, with an average value of 37.89 kWh/m2yr. In order to 
place these values in context, the requirements for a Passive House in Central Europe 
are a maximum of 120 kWh/m2yr of primary energy for heating, hot water and 
household electricity (Passive House Institute 2010).  

Table 1 demonstrates that the average EPRDM values for flats and maisonettes 
(single storey dwellings) are remarkably comparable at 136.8 and 137.8 kWh/m2yr 
respectively. Similarly, terraced houses, which have two or more storeys, and duplex 
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flats have average EPRDM values of 117.2 and 116.2 kWh/m2yr respectively. As 
expected, properties on the upper floor have a higher average EPRDM of 168.6 
kWh/m2yr.  

The subsequent analysis presented hereunder is based on the extraction of the 
relevant figures by the lead author of this paper from the 249 certificates registed in 
Malta during 2011. 

2.2 Alternative Energy 

Examination of the makeup of the calculated energy values shows that the 
contribution of photovoltaic and wind turbine installations accounts for just 0.5% of 
domestic primary energy demand, with the total contribution from alternative energy 
rising to 1% due to an energy benefit in the methodology for the use of second class 
water, claimed by 63 properties (25%). Just five properties, all at the design stage, 
have included a photovoltaic installation and two of these five also included a wind 
turbine. The contribution of solar water heating is intrinsic to the domestic hot water 
calculation within the methodology and is not identified separately as ‘alternative 
energy’. This also applies to the contribution from heat pumps for space heating.   

2.3 Heating 

The main component of the primary energy requirement calculated for Maltese 
dwellings is heating, which accounts for over 40% of the demand, followed by 
cooling at 30%, and domestic hot water at 18%.  Lighting contributes to 10% of the 
primary energy demand.  

The relatively high proportion of primary energy demand arising from heating can 
be attributed to the fact that Maltese homes typically do not have a heating system 
installed, and hence the default heating system, electric heating, is applied. Out of the 
certificates submitted, 109 (44%) had electric heating, 133 (53%) had heat pumps 
with an average coefficient of performance of 3.67, and just 7 (3%) had heating 
systems using gas or wood. The average EPRDM for all properties with heat pumps 
installed reduces to 91.15 kWh/m2yr whilst the average EPRDM for properties with 
the default electric heating installation is practically double at 184.44 kWh/m2yr. 

2.4 Domestic Hot Water 

The second largest component of the primary energy load is domestic hot water.  
Only 60 (24%) of the certificates include solar water heaters.   The average EPRDM 
for properties with solar water heaters is 102.2 kWh/m2yr, with an average primary 
energy requirement for water heating of 7.44 kWh/m2yr whilst the average EPRDM 
for the 189 properties (76%) without solar heating  installed is 142.7 kWh/m2yr with a 
primary energy requirement of 49.23 kWh/m2yr.  Sixteen properties (6.4%) use gas as 
a fuel for water heating whilst all the others use electricity. 
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Fig. 1. Breakdown of Residential Delivered Energy and Primary Energy by Component 

2.5 Cooling 

Whilst cooling accounts for 18% of the primary energy in residences, this is generally 
provided by a heat pump for both cooling and heating, having a positive effect on the 
overall energy performance. The default coefficient of performance for cooling was 
applied in 56 of the certificates, implying that these properties either did not have a 
cooling system installed or planned, or that data on the cooling system was not 
available. The overall average coefficient of performance for cooling was 3.02 which 
is marginally higher than the default value of 2.8. The average primary energy for 
cooling is 24.64 kWh/m2yr.   

2.6 Lighting 

The lighting load is 10% of the overall primary energy with an average value of 13.45 
kWh/m2yr. This value corresponds to an average of 80% of all light fittings installed 
indicated as being fitted with energy saving bulbs.  

2.7 Building Envelope 

In order to investigate the effect of the opaque building envelope, the sum of the 
product of the U-Values (U) and areas (A) for the envelope elements was plotted 
against the sum of the heating and cooling loads. Both parameters were divided by the 
total floor area (TFA) of the property. Figure 2 does not show any direct correlation 
between the properties of the opaque building envelope (UA)  and the heating and 
cooling demand. This could be due to the effect of solar radiation which contributes 
considerably to reducing the heating load in winter, as well as driving the cooling load 
up in summer. Investigation of the effect of the glazing properties and orientation is 
an area for further analysis by the authors of this paper. 
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Fig. 2. UA/TFA plotted against Heating and Cooling Load/TFA 

3 Development of Benchmarks 

Prior to the introduction of the EPRDM methodology, no formal assessment of the 
energy use in Maltese dwellings was available  Although the directive indicates that 
the certificate should indicate typical values for comparison purposes, these values 
have not been provided. On the basis of this analysis, carried out on the first set of 249 
certificates registered at the Ministry of Resources and Rural Affairs during 2011, the 
following benchmark values are being proposed for different Maltese dwelling types. 

 
Flats and Maisonettes    137 kWh/m2yr 
Terraced Houses and Duplex Apartments  117 kWh/m2yr 
Upper Floor Properties    168 kWh/m2yr 
 
The data collected was insufficient to propose values for bungalows, semi-detached 
and fully detached villas. However it is clear that the properties of the building 
envelope are not the most significant variables affecting the EPRDM. It is therefore 
proposed that bungalows can be categorised together with upper floor properties, 
whilst semi- and fully-detached villas be considered under the same category as 
terraced houses and duplex apartments. 

3.1 Comparative Values 

From the certificate data collected, the average floor area for Malta is calculated at 
136m2, and the average delivered energy is 5,175 kWh/yr. This is the value of the 
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energy delivered to the residence for heating, cooling, lighting, and domestic hot 
water excluding appliances. The primary source of energy to Maltese dwellings is 
electricity, with LPG also used for some heating and cooking. In a previous study on 
energy use in Maltese dwellings (Abela 2011), the actual average delivered energy to 
Maltese homes was estimated at approximately 6,000 kWh/yr. This figure is for all 
consumption including appliances.  

Table 2. Comparison of statutory limitations for primary energy consumption in dwellings 

Category Primary Energy Constituent Components 

Passive house  120 
heating, cooling, hot water, household 
electricity 

France RT 2005 Region H3  
Electric Heating including 
heat pumps 

130 heating, cooling, hot water 

France RT 2005 Region H3     
Heating using fossil fuels 

80 heating, cooling, hot water 

France RT 2012 Region H3 40 
heating, cooling, hot water, lighting, 
auxiliaries 

Spain maisonette/apartment 
Almeria mainland 

52 heating, cooling, hot water 

Spain single family dwelling 
Almeria mainland 

79 heating, cooling, hot water 

Malta maisonette/apartment 
Proposed current benchmark 

137 
heating, cooling, hot water, lighting, 
auxiliaries 

Malta all typologies             
Proposed future benchmark 

70 
heating, cooling, hot water, lighting, 
auxiliaries 

Italy Region A and B 40 
cooling only (not yet implemented in 
methodology) 

4 Discussion 

Analysis of the certificates submitted shows that the most effective measures in 
reducing the calculated primary energy requirements of Maltese dwellings are the use 
of heat pumps for heating and the use of solar water heaters.  Just over half of certified 
properties have heat pumps installed whilst just under a quarter have solar water 
heating installed. The average EPRDM for properties with both heat pumps and solar 
water heating installed calculated on the basis of the existing data is 57.2 kWh/m2yr. In 
view of the fact that not all properties have access to sufficient roof space to install  
a solar water heater, the target EPRDM value for proposed benchmarking is 70 
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kWh/m2yr as an immediate short-term goal for 2016, representing a reduction in 
calculated energy use of nearly 50% over the current average value. 

The methodology used for calculation of primary energy use in Maltese dwellings 
suggests that passive energy saving measures are not as effective as active measures. 
The mild climate with relatively low temperature differences between indoors and 
outdoors results in the benefits of reducing U-values not being as pronounced as in 
more northern climates. Shading techniques could be used to reduce cooling loads, 
but the methodology indicates a corresponding increase in the winter heating loads. 
This could be due to the fact that the methodology does not allow for the use of a 
monthly shading factor but only permits the input of an annual value. Both shading 
and ventilation are areas where further development of the methodology could result 
in the production of more accurate results. 

5 Conclusions 

The certification methodology applied in Malta provides a reasonable approximation 
of the actual pattern of energy use in dwellings. The results obtained from the first 
group of certificates both match actual data and fall within the bands indicated by 
other regions with a similar climate (CSTB 2006) (Salmerón et al 2011). The 
calculation procedure is based on EN 1SO I3790:2008, and it is therefore logical to 
expect that although the calculation gives correct results on an annual basis, the 
results for individual months close to the beginning and the end of the heating and 
cooling season can have large relative errors (BSI 2008), although this has not been 
verified for Mediterranean climates.  In the Mediterranean region the relationships 
between energy demand calculation and building design and operation become more 
complex (Tronchin and Fabbri 2008). 

The data analysis indicates benchmark values that can be considered representative 
of average Maltese properties.  These benchmarks can be applied to provide a ranking 
for certified properties, allowing owners and developers to place their properties on a 
scale. The benchmark values identified are comparable to those established by other 
Mediterranean countries with more mature certification systems (see Table 2). 

The results of this analysis indicate that the most effective interventions for 
improving the energy performance of Maltese dwellings are the use of heat pumps for 
heating and solar water heating for domestic hot water. Whilst these will not bring 
residential energy consumption down to the ‘Nearly Zero’ value indicated as a target in 
the recast directive 2010/31/EC, these two measures together can result in a reduction 
of the order of 50%. The recast also places an emphasis on cost optimization, and the 
introduction of ‘active’ measures for energy efficiency is expected to be more cost 
effective than passive measures for existing housing.   

Whilst research in other countries indicates that discrepancies are expected between 
the calculated energy consumption of homes and what actually happens when people 
live in them, it is acknowledged that these discrepancies are confusing for a household 
that needs to use the EPC when applying for subsidies, for example (Sunikka-Blank 
and Galvin 2012). Further investigation into the data is required to examine the effect 
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of energy saving measures in greater detail, specifically on the operation of the 
property on a monthly basis, and consequently to understand whether these are being 
handled accurately by the calculation methodology. In most circumstances, the Energy 
Performance Certificate is the only available tool for the public to gauge the energy 
efficiency of a residence, and hence the accuracy of the certificate has economic and 
social implications.   
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Abstract. The paper presents the results from a Building User Study (BUS) 
survey undertaken as part of the Technology Strategy Board’s (TSB) Building 
Performance Evaluation project. The results are from a mixed-used academic 
building on the University of Bath campus and are presented in relation to the 
design strategies used within the two distinct parts of the building, the new 
build and the refurbished, joined by an atrium. The summary indices from the 
BUS survey for both parts of the building are presented along with the results 
from twelve overall variables. The variables are then discussed in terms of the 
use and operation of the building in six sections: air quality; lighting character-
istics; sources of noise; satisfaction with temperature; comfort, productivity and 
perceived health; and design and image to visitors. The paper concludes by 
highlighting potential changes to the redevelopment of buildings of this type in 
the future, many of which are more widely applicable.  

1 Introduction 

In depth post-occupancy evaluation is being undertaken on a mixed-use academic 
building on the University of Bath campus as part of an £8 million Technology Strat-
egy Board (TSB) project, Building Performance Evaluation (BPE) [1]. The aim of the 
project is to learn lessons from a wide range of new build and refurbished buildings 
across the UK that can be used to inform the construction industry to enable lower 
carbon buildings to be delivered.  This paper focuses on presentation of the results of 
a Building User Studies (BUS) [2] survey for the case study building. 

2 Research Methodology 

  This paper focuses on the performance of a case study building in terms of the occu-
pants’ perception of the building, however, data from a number of sources used as part 
of the post-occupancy evaluation are presented. The methodologies utilised include: site 
visits; interviews and meetings with external design team members and internal stake-
holders; a detailed survey of the building; a design process review; technical review; 
review of controls; Building User Studies (BUS) survey; analysis of energy demand and 
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building occupancy profiles; heat flux measurements; thermal imaging survey; com-
puter modelling; and TM22. Occupants’ perceptions are focused on as conditions within 
a building have an effect on their productivity as well as wellbeing and can impact on 
business costs and result in failure to reach efficiency targets [3]. 

The case study used in this paper is a 5200 sq.m mixed-use academic building on 
the University of Bath campus, referred to as 4 West. The building comprises two sec-
tions joined by an atrium, the new building, built on part of the footprint of the existing 
1960s CLASP (Consortium of Local Authorities Special Programme) building, and the 
refurbished part of this same building, which fronts onto the university’s main walk-
way (the parade), shown in Figure.1. The building is predominantly concrete frame 
with concrete floors and the main block of the new section contains an innovative cast-
in ducted cooling system. The new section consists of clad brick walls, cavity, metal 
frame and plasterboard, shown in Figure.2. The new section of the building houses a 
five-storey academic office block and two-storey office block, three lecture theatres, a 
three-storey atrium connecting the two sections, as well as plant rooms, server rooms 
and showering facilities. The refurbished section houses a one-storey office area, a 
student information centre, a café, plus plant room and laboratories. 

 

     

Fig. 1. Refurbished façade and parade  Fig. 2. New-build section 

Quantitative and qualitative data are collected as part of the BUS survey on occu-
pant feedback of buildings in relation to 65 variables [2], including: design; image; 
needs; thermal comfort; lighting; noise; air quality; control; health; and productivity. 
The survey uses a benchmarking database of approximately 80 buildings within the 
UK for comparison. The BUS survey was undertaken in November 2011, approxi-
mately 20 months after the initial occupation of the building. A total of 126 occupants 
completed the survey, 86 from the new building and 40 from the refurbished areas, 
which represents over 80% of occupants on site. 

3 Design Strategy 

The 1960s CLASP system buildings make up a significant amount of the building 
stock on the University of Bath campus, all of which are in need of refurbishment. 
The 4 West project was the first of these building to be tackled and it was envisaged 
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that this would be an exemplar for redevelopment. This process started in 2001 with 
the removal of asbestos within the building to be demolished and the treatment of the 
asbestos in the refurbished part of the building. A feasibility study was undertaken to 
establish if the building should be dismantled and at the time it was seen as both more 
economical and efficient to demolish a large proportion of the building and create a 
new ‘statement’ building in the centre of the campus. The redevelopment of the build-
ing was delayed and it is now thought that redevelopment of similar buildings in this 
way may well be unachievable. The lessons learnt from this process have been incor-
porated into the procedure and practices at the university and will be vital to the  
refurbishment of similar aged building.   

The superstructure of the building is reinforced concrete and the floor/ceiling slabs 
for the new office blocks include a Kiefer natural cooling and ventilation system, 
which comprises ducts cast into the slab. The Kiefer cooling system [4] delivers air 
through finned ductwork in the slab where heat exchange takes place between the 
slab, space and supply air. The majority of the concrete soffits are exposed to work 
more effectively with the ventilation and cooling strategy. Services are concealed in 
corridor areas using a metal panel ceiling system, whereas in the seminar rooms  
suspended ceilings are used to aid acoustics, in other rooms acoustic absorption is 
provided by the room fittings. Raised access floors are also provided throughout the 
new building, except the atrium and the main stairwell space. Ventilation is mixed 
mode, with the Kiefer cooling system providing mechanical ventilation and cooling to 
the majority of the new building. The areas within the building that are served by the 
Kiefer cooling system also have openable windows, providing occupants with natural 
ventilation. These are operated by the occupants and are not integrated with the me-
chanical ventilation system. Openable windows and louvres are also available on the 
second floor of the refurbished part of the building and on the south façade of the 
parade level, which includes the café and student services. The lecture theatres have 
air handling units (AHUs) to regulate temperature within these areas, which is 
achieved through floor distribution. Heating is provided through a traditional wet 
system that is serviced from the district heating system on the campus.  

The annual carbon emissions for 4 West were 77.7 kgCO2/m
2/year for the period 

1st December 2010 to 30th November 2011. This figure was calculated using a modi-
fied version of CIBSE’s TM22 [5] developed for the TSB Building Performance 
Evaluation studies, and is based on a Gross Internal Area (GIA) of 5571 m2 and car-
bon factors of 0.550 kgCO2/kWh for electricity and 0.194 kgCO2/kWh for gas.  
 
Table 1. Carbon emissions, in kgC02/m

2/year, for 4 West compared to good practice and 
typical buildings outlined in Energy Consumption Guide 19 [7] 

Building 4 
West 

Naturally venti-
lated, cellular 

Air-
conditioned, 

standard 

Air-
conditioned, 

prestige 
Carbon  
Emissions 

Good 
practice 

Typ-
ical 

Good 
practice 

Typ-
ical 

Good 
practice 

Typ-
ical 

kgCO2/m
2/yr 90 32 57 85 151 143 226 
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Carbon Buzz’s benchmark for University Campus’ is 89.6 kg CO2/m
2/year with a 

database average of 131.0 kg CO2/m
2/year [6]. Using Energy Consumption Guide 19 

[7] and the carbon factors (0.52 kgCO2/kWh for electricity, 0.19 kgCO2/kWh) and 
area (treated floor area; 95% of GIA, 5292m2), provides the figure of 90.24 
kgCO2/m

2/year for comparison, shown in table 1.  

4 Results 

4.1 Summary of Occupants’ Perception 

BUS survey response data from the case study building are compared to the bench-
marked mean as well as the scale midpoint and their respective 95% confidence upper 
and lower intervals [2]. Each one of the 65 variables is also given a traffic light (Red, 
Amber, Green) colour code in relation to how the case study building has performed 
compared to the benchmarked data and the scale midpoint. Red represents worse per-
formance, amber the same performance and green better, these are also represented by 
different shapes on the scale, diamond, circle and square respectively [2]. 

To compare building performing in relation to benchmarked data a number of indi-
ces are created using the BUS data. The summary index is the average of the comfort 
and the satisfaction indices. The comfort index is the average of the standard or  
z-scores, which present variables on a common scale, with mean=0 and standard de-
viation=1 [8], for overall comfort, lighting, noise, temperature and air quality in 
summer and winter. The satisfaction index is the average of the z-scores for design, 
needs and productivity [8]. Figure 3 shows the summary index for the new building 
(1.12) which lies in the 93rd percentile and the top quintile. Figure 4 shows the same 
index for the refurbished building (0.64) which lies in the 85th percentile and the top 
quintile. These figures show graphically these values and highlight how well they 
perform overall compared to the other buildings used in the benchmark (shown by the 
rings on the chart) as well as each other.  

 

Fig. 3. Summary index, new [8] Fig. 4. Summary index, refurbished [8] 

4.2 Occupants’ Perception in Relation to Aspects of the Design Strategy 

There are a number of overall variables that give an impression of how the two sec-
tions of the building are performing. These overall variables are presented for the new 
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part of the building in Figure 5 and represent an easy way to show that the new sec-
tion of the building performs better than the benchmark in all these variables, with 
only perceived health performing in the same range as the benchmark. The perform-
ance of the refurbished section of the building, shown in Figure 6, shows the same 
trend as that for the new section, although the majority of the scores are lower, with 
air in summer and winter, perceived health, productivity and temperature in winter all 
in the same range as the benchmark. This provides a simple way of indicating how 
this section of the building is performing.  

 

     

Fig. 5. Overall variables for new section [8] Fig. 6. Overall variables for refurbished [8] 

This section discusses a selection of these overall variables in relation the design 
strategy, highlighting issues that influence occupants’ experience in the building. 

Air Quality 

Occupants were asked about specific elements of the air in both summer and winter, 
including whether it was dry, humid, fresh, stuffy, odourless, smelly, still or draughty. 
In the majority of the new building ventilation is mixed mode with the Kiefer cooling 
system providing mechanical ventilation and cooling and restricted openable windows 
available for natural ventilation. The majority of the variables for air were seen as satis-
factory by the participants in the new part of the building, however, two variables per-
formed below the benchmark with air is summer seen as too dry by 36% of participants 
and air in winter too still by 50%. The first of these could relate to the comments in 
relation to the Kiefer cooling system, which was perceived by many as full air condi-
tioning and was thought to “dry my skin and give me headaches” as well as being “dry 
and making my eyes sting”. There were a number of comments seeking fresher air into 
the offices, with one respondent finding themselves “needing to get some fresh air a 
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couple of times a day” and another stating that “it would be better if we could open 
windows at night to change the air”. As occupants appear to want to open their windows 
to get fresh air, like one respondent, they find that “in winter it is too cold to open the 
windows while in the office” this may result in the feeling of still air in winter. There 
were also comments about cooking and cigarette smoke smells coming through the 
ventilation system, which may be related to the location of air intakes for the AHUs, 
which, for many areas, are cited in an under croft below the parade, where pollutants 
such as vehicle exhaust and cigarette smoke could infiltrate the system.  

Lighting Characteristics 

Lighting in both parts of the building is controlled by a mix of user operated switches 
and motion detector sensors. As well as the overall lighting question there were four on 
other lighting variables: artificial light; glare from lights; natural light; and glare from 
sun and sky. The respondents within the new part of the building rated these above 
(glare) and at the benchmark (natural and artificial lights). A similar trend was seen in 
the refurbished part of the building, but the artificial lighting was rated below the 
benchmark, 31% of respondents felt there was too much artificial lighting. Comments 
from occupants highlighted that the main lights were often too bright, with one saying 
that the “lighting in my office was so bright it hurt my eyes so I requested it to be made 
dimmer”. The majority of offices within the building are relatively large individual 
rooms with two sets of twin fluorescent strip lighting and although the controls for these 
had, in some cases, been modified, they were still too bright for some and there was a 
desire for better individual task lighting, one occupant stated that there is “no individual 
lighting of each desk in shared offices; some colleagues (away from windows) need 
lighting but then it’s too glaring for those sitting by a window”.    

Sources of Noise  

Specific questions about noise related to colleagues and other people, noise from in-
side and outside, and unwanted interruptions. Overall the new part of the building 
performed slightly better than the refurbished part, with a score of 4.95 compared to 
4.9. However, the results highlight two areas where the respondents felt that there was 
too much noise in the new part of the building, with only one area in the refurbished 
part. In both parts of the building, occupants reported that there was too much ‘other 
noise from inside’, with 38% and 33% of occupants reporting this in the new and 
refurbished parts respectively. This seem to originate mainly from events taking place 
in the atrium, as there are internal windows that open into this space from both parts 
of the building, this disturbance was described by one respondent; “if I have my win-
dow open it is really noisy as it opens into the atrium, I hear all the people going in 
and out, conversations etc. Far worse is when the atrium is booked for events”. The 
atrium has developed to be used for functions and was not designed for this and so 
these issues were not considered when the building was designed. The ventilation 
system was also a popular complaint from occupants in the new part of the building, 
with one respondent highlighting this and giving a reason why this might be the case, 
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“the building is generally very quiet, which makes the hum of the ceiling 
fans/colleagues headphones etc. all the more distracting”. In the new building, hand 
dryers, toilet flushing and the talking lifts were also mentioned as being disturbances, 
again, probably more noticeable as the academic block is often very quiet. In the re-
furbished part the majority of noise complaints came from those working in the cafe, 
which related to the coffee making equipment used, with one respondent stating that 
“because 4 West Café is very busy, lots of people gathered makes a noise that is un-
comfortable, as well as the equipment that we use in the café (especially the coffee 
grinders)”. ‘Noise from outside’ was seen as being too much by 33% of respondents 
in the new building, which when reviewing the written responses tended to come 
from the atrium when events were held as well as the student bar and one respondent 
thought that “Samba bands should be banned from practicing anywhere near the 
building”. There seems to be some discrepancy as to whether the atrium is inside or 
outside space by different users of the building, as events in this space were men-
tioned in relation to both of these categories.  

Satisfaction with Temperature 

Temperature in summer and winter was assessed through two further variables, 
hot/cold and stable/varies. The results from these show that in the new part of the 
building only ‘Temperature in winter: hot/cold’ was on the benchmark, the others 
were above. In the refurbished part of the building the temperature in winter was 
deemed as too cold by 60% of respondents, with 24% rating it as ‘7’, the lowest score 
on the scale. This did not translate to a poor score on the overall winter variable, 
which was 5.15, for this part of the building, which is in the 97th percentile of the 
benchmarked results. There is no comments section specifically for temperature, but 
the cold environment was mentioned within the following section of the questionnaire 
(with typical quotes from respondents provided after each): Behaviour change (“have 
to bring extra clothes to work”); Comfort (“in winter it is freezing”); Health (“Apart 
from the coldness in winter I don’t feel any influence for my health”); Hinder (“the 
front door, during cooler days and in winter lets lots of cold air in and draught takes it 
directly to our working area”); Perceived productivity (“Ability to concentrate is low-
ered when it’s cold”); and Requests for changes (“to have heating checked as it can be 
quite cold”). These mainly relate to the cafe, where the automatic door opens when 
people walk past and from queues for service, and from an office in student services 
which is mainly glass. 

Comfort, Productivity and Perceived Health 

The new part of the building obtained an average score of 5.41 (89th percentile) for 
overall comfort with 82% of respondents being satisfied with the building, this com-
pares with 4.85 (64th percentile) for the refurbished part of the building, where 63% 
were satisfied with the building. The average perceived productivity increase was  
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3.09% for the new part and 1.11% for the refurbished part, both above or at the 
benchmark. Comments dealt with locality of facilities, which increased productivity 
in the new part, due to “cups of tea being readily available” for one respondent, as 
kitchens are provided at regular intervals, especially in the academic block where 
there is one per floor. This was seen to decrease it in the refurbished part with “staff 
spending a great deal of time coming and going from counter space to 4 West 
kitchen”, cold was also cited as an issue. Perceived health within the new part of the 
building averaged at 4.07, just about the mean score with 18% of respondents perceiv-
ing their health to have improved and 14% declined. The score for the refurbished 
building of 3.9 for perceived health, is just below the mean score, but still within the 
benchmark, 26% of respondents felt less healthy within the building, whereas 19% 
felt more healthy. The comments related to health in the new building mentioned 
general aspects such as, “my work involves sitting down at a desk all day, this does 
not make me feel healthy”. In the refurbished part of the building the comments  
focused mostly on cold.    

Design and Image to Visitors 

The design of both building was seen as satisfactory by the respondents, with both 
scores above the benchmark. The score for the new part of the building was 5.38, 
slightly below the 5.49 average score for the refurbished building. Again, both build-
ings were seen as having a good image to visitors and performed better than the 
benchmark and again the refurbished building scored slightly higher, 6.18, than the 
new building, 5.97. Comments made by respondents in relation to design of the new 
part of the building focus on the feeling that there is “little communication across 
floors” in the main five-storey block, which seems somewhat to be blamed on the 
provision of kitchens on each floor. There were also several complaints about wasted 
space and observations that the individual offices could have been a bit smaller to 
increase the number of occupants. There was also a few people who commented that 
the design was “a bit sterile” and that the “design is general purpose and hence soul-
less”, many others did appreciate the design with comments such as “I like the height 
and space”. The comments for the refurbished part of the building seemed to also 
incorporate parts of the new building, as the only entrance for the second floor offices 
is through this space, focusing on the feeling of space, light and the modern design, 
present in the atrium. 

5 Conclusions 

In the new part of the building there seemed to be three related issues, the Kiefer cool-
ing system being perceived as an air-conditioning system that meant respondents 
wanted to open windows in order to obtain fresh air. This causes noise issues from 
events in the atrium, summarised by one respondent; “If left open the internal window 
generates a lot of noise from a large number of people using the atrium for example,  
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if closed this is not a problem but it gets very stuffy”. Several respondents also attrib-
uted some aliments to the “air-conditioning”, with people complaining of increasing 
headaches, dry skin and sore eyes. To be certain of the air quality within the building 
an air quality test could be undertaken as well as checks on the air flow of the ventila-
tion fans. 

In the refurbished part of the building the issues highlighted related to the bright 
lights and cold temperatures, these caused both lack of concentration and lower pro-
ductivity than the new building and increased health issues, such as colds. These is-
sues seemed to be concentrated around the café and student services office areas, 
surrounded on two sides by a glass curtain wall. The former has an automatic door 
that opens when people are queuing or walking past.  

The refurbished part of the building scored slightly higher than the new part of the 
building in terms of both design and image to visitors, although as the two parts are 
attached via the atrium and those on the second floor of the refurbished part have to 
access their offices through it this might have affected their response. This does, how-
ever, suggest that as well as being much more expensive than originally thought to 
dismantle the old building, the image of the new building is perceived by occupants as 
not quite as good as the refurbished part. This might have consequences on future 
redevelopments of these types of buildings, in terms of user satisfaction and economy, 
as well as embodied carbon. 

There are a number of lessons that can be learnt from these findings that are appli-
cable to both further developments on campus as well as redevelopment of similar 
buildings around the UK. The main lessons identified are listed below:  

• The interaction between openable windows and mechanically ventilation systems 
needs to be considered. 

• Users need to be provided with more information about how mechanical ventila-
tion systems work, so they are aware of what is being provided to them and how 
it’s set up to operate. This may enable the system to work more effectively as well 
as the users to feel happier with their environment.  

• Location of intake units for air supply should be carefully considered, with actions 
taken to ensure that unwanted odours do not infiltrate the system. 

• The lighting system for the building should have been thoroughly assessed to en-
sure that spaces were not over-lit and that lighting can be switched in sets to allow 
more flexibility of use. Task lighting should also be considered in shared offices, 
especially if flexibility of the main lighting is low.  

• The use of spaces should be thought through carefully and communicated by the 
client to the design team, so that items such as acoustic buffering can be added to 
atrium spaces during design, if appropriate.  

• If buildings are likely to have a lower than average background noise, such as aca-
demic departments, then the specification of products and additional sound proof-
ing to bathrooms should be considered.  

• Possible buffer spaces should be taken advantage of or designed into buildings or 
ideas generated as to how to avoid doors being open for considerable amounts of 
time during winter, especially in café areas with lots of footfall. 
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Chapter 48 

The Human as Key Element in the Assessment and 
Monitoring of the Environmental Performance of 

Buildings 
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TU/e, Technical University Eindhoven, Faculty of the Built Environment, Netherlands 

Abstract. To further reduce the environmental load future buildings must be 
much more sustainable than the existing buildings. Currently most decisions 
about the building sustainability are made by applying sustainability assessment 
tools. However these tools are not really suited for monitoring the environmen-
tal performance of buildings during its whole life cycle. New methods and ap-
proaches are necessary to asses and monitor the environmental performance of 
buildings. Optimizing comfort for occupants and its related energy use is be-
coming more important for facility managers. Presently however HVAC instal-
lations often do not operate effectively and efficiently in practice, because the 
behaviour of occupants is not included. This result in comfort complains as well 
as unnecessary high energy consumption. As the end-user influence becomes 
even more important for the resulting energy consumption of sustainable build-
ings, the focus should be how to integrate the occupants in the building's per-
formance control loop. This leads to new approaches which enable the inclusion 
of occupant's behaviour in the process control of the building's performance to 
help facilities managers operate and maintain their sustainable buildings more 
efficiently. In an experiment in a real in-use office building a wireless sensor 
network was applied to describe user behaviour. The results showed that it is 
possible to capture individual user behaviour and to use this to further optimize 
comfort in relation to energy consumption. Based on our experiments we could 
determine the influence of occupants’ behaviour on energy use and determine 
possible energy reduction by implementing the human-in-the-loop process  
control strategy. 

Keywords: Sustainable assessment, monitoring, human behaviour, energy 
management. 

1 Introduction 

Buildings represent a significant contribution to energy use and consequent green 
house emissions (1). Following the Kyoto summit, and all the other summits on  
sustainable development, it is clear that one of the driving forces in the design and 
refurbishment of the building stock is determined by sustainability factors (2). The  
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European Union and its Member States have a large number of on-going policy  
initiatives directly aimed at supporting of sustainability of the built environment. The 
climate and energy strategies are aimed, so that by 2020 renewable energy will 
represent 20% of energy production; a reduction of greenhouse gas emissions by 20% 
(base 2005) and achieving energy savings of 20%. The targets go even further: to 
reduce CO2 emissions by 80-90% (Nearly Zero) by 2050. In addition, Directive 
2006/32 EC requires Facility Managers to reduce energy consumption and operational 
costs of existing buildings. A recent report of the Pacific Northwest National Labora-
tory (PNNL) gave the results of a post-occupancy evaluation of 22 ‘green’ federal 
buildings from across the United States. PNNL found that, on average, green build-
ings, compared to commercial buildings in general use 25% less energy, emit 34% 
less carbon dioxide, cost 19% less to maintain and have 27% more satisfied occupants 
(3). So sustainability is a way to reduce energy consumption and reduce operational 
cost as well. Therefore conducting (sustainability) performance based assessments of 
buildings operation is of great importance. 

There are many sustainable assessment tools available to support design teams in 
their quest for green effective buildings (4), which makes it difficult to choose, which 
tool should be used to implement the new business strategy most effectively.  There is 
a pressing need for practical tools for sustainable facilities management (5). The 
priority for the near future is to provide insight into the consequence of building de-
sign decisions on building sustainability performance. Facilities managers need deci-
sion support tools to make their (future) building more resilient to risk, cost-effective 
to maintain and run, use less energy and other resources and are more comfortable 
and better places to work. Only then, progress can be made towards more effective, 
productive as well as more sustainable buildings.  

Some of the current sustainability assessment tools like BREEAM recognize the 
importance of such an operational analysis, by granting points when such analysis is 
performed and the results are implemented into the design. This way must become 
possible to carry out a operational analysis-study fulfilling the requirements of 
BREEAM-NL (BRE Environmental Assessment Method for the Netherlands) credit 
MAN 12 (6).  

2 Methodology: Facility Management and User Behaviour 

According to the CEN definition facilities management is the integration of processes 
within an organisation to maintain and develop the agreed services which support and 
improve the effectiveness of its primary activities (European Committee for Standar-
disation).  There is more attention to the importance of people as part of its remit, as 
can be seen in the definition of facility management by the International Facility 
Management Association: Facilities management is a profession that encompasses 
multi disciplines to ensure functionality of the built environment by integrating 
people, place, process and technology (7). Finch takes even a step further by stating 
that 'care' of people should be preeminent in any definition of facility management. 
By putting the user first, organizational efficiency will follow (8). 
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The energy management within buildings can improve by applying the latest de-
velopments from ICT technology (9). The potential savings of energy due to better 
use of ICT technology is well documented by Røpke (10), however, in most of the  
research focusing on improved ICT often overlooks the role of user in reducing the 
energy consumption. Overall the role of the occupant in relation to the energy con-
sumption is important (11): occupant presence and  user behaviour have a large  
impact on space heating, cooling and ventilation demand, energy consumption of 
lighting and room appliances (12) and thus on the energy performance of a building 
(13). An analysis of occupant behaviour on the energy consumption (14), shows that 
conservation oriented behaviour of occupants can reduce energy consumption by  
one-third in normal buildings, while in more efficient buildings, by nearly half (47%). 
Reduction of or optimizing of energy use is often done without really taking in to 
account the goal of the energy consumption, human comfort. However, trying to op-
timize energy efficiency, without addressing occupant comfort, is not going to work 
(15). Several models have been developed to describe human behaviour and to  
include it in building performance analyses (12, 16, 17, 18). However, only a few 
studies successfully demonstrate energy reduction from real occupancy behavioural 
patterns that have been determined (19).   

Still, as until now user behaviour has not been part of the comfort system control 
strategy in offices. As there are not many specific research results of the effect of user 
behaviour in existing office buildings, first a user-actions analysis was performed in 
cooperation with Royal Haskoning, one of the major Dutch HVAC engineering  
consulting companies.   

3 Analysis of Human Behaviour on Energy Consumption  

In the 3th floor of one of their office was chosen as it is a characteristic and represent-
ative example of their office working space. Fig. 1 shows the floor of the building and 
Fig. 2 illustrates the parameters which might have an influence on the personal  
actions. For the calculation of the effects of the user behaviour on the energy con-
sumption of the building, the latest version of the VABI Elements heat/cooling load 
calculation tool was used. VABI (Vereniging voor Automatisering Bouw en Installa-
ties, Society for Automating Building Construction and Building Services) is the most 
important Dutch software developer of tools for building systems, with emphasis on 
HVAC systems, thermal aspects, electricity and solar energy. The 3rd floor of the 
case study office was modeled in the VABI model, see Fig. 1, this made it possible to 
calculate the effects caused by actions of the occupants.   

To determine the importance of these behavioural actions on the energetic building 
performance, the spread in outcomes resulting from the behaviour interactions were 
determined by basic calculations, see Fig. 3 and Fig. 4. The input parameters were 
based on observations of the occupants during a week.  To test the sensitivity of the 
process outcome, in relation to specific user actions, input parameters were changed 
within an acceptable and realistic bandwidth based on the observations. The output 
results from the VABI model for the office space 3.20 – 3.22 are shown in Fig. 3 and 
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represent the total sum of the heating and cooling demand for a year. A high band-
width means that the parameter is an interesting factor of the occupants' behaviour as 
it has a major impact on building performance. 

 

Fig. 1. Test case 3rd floor of an existing office building 

 

Fig. 2. Personal actions and parameters in an example office 

Based on the above results in Fig. 3, it is concluded that some of the parameters re-
lated to user behaviour (occupancy, lighting, electrical appliances and temperature 
setting) have a clear and high influence (up to plus or minus 30%) on building  
performance. The results of the first measurement period are used for estimating the 
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energy saving potential applying the new proposed bottom-up approach. Therefore 
the building is modelled in HAMBase, making use of the Matlab Simulink software 
environment:  

- Energy demand using input parameters as assumed in the design phase of the 
building systems 

- Applying real data obtained from the measurements in the case study building, 
using the gained temperature set points, and profiles of electrical appliances en-
ergy use; 

- Implementing the new approach where energy is sent to those spots where needed, 
e.g. the positions of the building occupant. 

The measurements are during the winter, when there was only a heating demand. The 
acquired profiles for electrical appliances use and occupancy patterns are also applied 
in the summer situation. The applied values in the simulation are presented in Table 1.  

 

Fig. 3. Bandwidth of results from VABI elements for the total energy demand room 3.17 as 
caused by changing the specific input parameter 

Table 1. Simulation input data with three different reference data 

 
 
Fig. 4 shows the simulation results of heating and cooling of the building as  

designed, the actual profiles as measured in the building and the new individual  
controlled conditioning based on occupancy. For all the three different situations \ 
both heating and cooling situation. The actual measured energy demands are higher 
than designed in both situations, while in the new approach the heating and cooling 
demand is lower. This illustrates that the actual energy use is higher than designed. 
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Mainly the cooling demand shows an increase (+43%) compared to the designed 
situation. Based on the first data it can be concluded that energy savings can be 
gained, especially for the cooling demand.  

 

Fig. 4. Results of the HAM Base simulation  

4 Approaches to Include the User in the Control Loop 

This underlines the importance for focusing within facilities management on the in-
clusion of human behaviour to improve building process control performances. 
Therefore it was necessary to think about a way to integrate the human in the process 
control loop on the level of room/floor and even building. The concept of how the 
position of the building occupant could be leading in the system control is presented  
in Fig. 5.  

 

Fig. 5. Proposed block diagram of the controlled system and the intelligent coordinator for 
taking the human in the control loop of building systems 

This makes it possible to apply the individual preferences for HVAC process  
control by determining the occupant position and behaviour. In order to control the 
operation of building systems, local intelligent field controllers send their signal to the 
intelligent supervisor. The input signals are diverse, including the user position but 
also other external variables like weather data. The intelligent coordinator makes its 
decision and sends acknowledge signals to the individual building systems. To apply 
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the individual preferences while maintaining the comfort level, individual controlled 
systems with local HVAC options show high potential, as developed in recent re-
search. The human in the control loop of building services systems, can only be done 
if users can be located within the building. Low-budget wireless sensor networks with 
portable nodes show high potential for real-time localization and monitoring of build-
ing occupants. Therefore static wireless sensor nodes were mounted on the walls and 
communicate with mobile nodes (or in the future smart phones) carried by the occu-
pant to determine the position of the occupant on workplace level. The measurement 
set-up is shown in Fig. 6.  

 
Fig. 6. Schematic representation of the measurement set-up with the mobile node (1) determin-
ing his position based on the signal strength from the static nodes (2), where the mobile node 
updates its position to the server via the receiver (3). The most important user influence on 
building performance, electrical appliances (4), is measured and the thermostat control (5) to be 
applied in future building energy simulations  

The measurements were performed on the fourth floor of Royal Haskoning, an in-
ternational engineering company in The Netherlands, Rotterdam. The wireless static 
nodes for position tracking of the occupants were placed on points of interest e.g. the 
workplaces, printer, coffee machine and toilet (Fig.7). Based on the signal strength 
the nodes identify in which zone the occupant is located, Fig. 8. 

 

 

Fig. 7. Wireless sensor nodes used as well as a user with mobile sensor 

Using MATLAB the data is put into usable information. Figure 9 shows the mean 
occupancy level (i.e., presence on the office floor or at workplace) with standard dev-
iation for the case study over the course of a reference day (representing the entire 
observation period). There can be considerable differences amongst offices, though 
this occupancy shows a comparable pattern with occupancy patterns found in litera-
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ture (20). The mean occupancy level is low as it never exceeded 50%. It is likely that 
occupancy patterns vary from one day to another day during a week. Figure 9 shows 
the occupancy level between 7AM and 7PM, with the highest occupancy on Tuesday 
and the lowest on Thursday. 
 

 

Fig. 8. Floor plan with calculated and measured grid formed by 30 static nodes 

 

Fig. 9. Mean occupancy level and standard deviation over a week  

5 Conclusion 

Big steps need to be made to reach future targets regarding the reduction of energy 
consumption and maintaining the requested comfort level in the built environment. 
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With increasing energy performances, the influence of the occupant becomes signifi-
cant and should be looked into. This is still not sufficiently done within current as-
sessment tools. In the used case study the human influence is 3-5 times higher than 
variations in building parameters. From measurements of 20 employees during 6 
weeks on an office floor it is clear that individual occupant’s behaviour can be distin-
guished. Further research towards integrating the actual effects of human behaviour 
on the energy performance of a building is necessary to determine the actual perform-
ance (energy/comfort). This could form the basis for new insights that could lead to 
new ways for energy management leading to further reduction of the energy con-
sumption as well as adjustments to the present assessment tools. 
 
Acknowledgements. Royal Haskoning Consultants supported this research by allow-
ing the experiments in their Rotterdam office. Sense Observational systems enabled 
the use of their wireless sensor appliances. 
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Chapter 49 

The Effects of Weather Conditions on Domestic  
Ground-Source Heat Pump Performance in the UK 
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Queen Square Court, Leeds LS2 8AJ 

Abstract. Unpredictable and variable weather is often cited as one of the 
factors which may contribute to the underperformance of heat pumps in the UK, 
compared with other European countries. In this study, 10 similar ground-
source heat pump systems, installed in existing social housing in North 
Yorkshire, were monitored intensively over a period of almost two years. A 
weather station, closely co-located with six of the ten dwellings, was also 
established giving data on local external temperatures and other parameters. 
Differences in the performance characteristics of the heat pump systems over 
2010 and 2011 are assessed with particular reference to differences in local 
weather conditions. 

Keywords: Ground Source Heat Pumps, Seasonal Performance Factor, Energy 
Monitoring. 

1 Introduction 

Evidence is emerging that heat pumps in the UK may be tending to exhibit slightly 
poorer in-situ system performance, than is generally the case in Europe (Huchtemann 
and Müller 2012), (EST, 2010). Differences have been attributed variously to 
occupant behaviour, design and sizing issues, poor installation practice, uncertainties 
with respect to building fabric, and last but not least, the rapidly variable and 
unpredictable nature of UK weather conditions compared to conditions found in other 
parts of Europe. All of these factors may have a part to play, but this paper focusses 
primarily on the effects of weather conditions. 

Data is analysed from 10 similar single-dwelling heat pump systems, over a period 
of almost two full calendar years (2010 and 2011). The winter periods of 2010, and 
the early part of 2011 in the UK encompassed some particularly severe cold weather 
conditions, while the latter months of 2011 were relatively mild. The details of the 
monitoring systems have been published elsewhere (Boait et al. 2011) but a brief 
overview is given below for convenience. Weather data was obtained from a weather 
station co-located with six of the ten dwellings monitored, and located less than 15 
miles (24 km) from three of the remaining four, and less than 25 miles (40 km) from 
the fourth. 
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System performance, expressed as a monthly performance factor (SPF) according 
to the equation given below, was calculated for each dwelling. This calculation 
method is in accordance with the definition of SPF4 given by Nordman et. al. (2010), 
in that the system boundary includes the energy consumed by a supplementary back-
up electric heater which is integral to the heat pump, but does not include the 
distribution pump energy. 

SPFmonth = Qmonth/Emonth 

where Q is the total heat output of the heat pump over the period (in this case a given 
calendar month), and E is the electricity consumption over the same period. 

The system performances are assessed with reference to both average external 
temperatures, and degree days (to base 15.5).  

2 Brief Description of Systems and Monitoring Protocols 

2.1 Dwellings and Heat Pump Systems 

The systems studied were all installed during the winter of 2007-2008 in small social 
housing bungalows near Harrogate in North Yorkshire. All but one of the dwellings 
were off gas-grid. All were of similar size and construction, dating from between 
1967 and 1980, and had received fabric upgrades to at least the UK “Decent Homes” 
standard (i.e. 300mm loft insulation, cavity wall insulation and double-glazing) 
(DCLG 2006). 

The heat pumps supplied both space-heating (SH) and domestic hot water (DHW) 
and were connected to a conventional wet radiator heating system, with radiators 
oversized by about 30% to compensate for the lower output temperatures associated 
with heat pumps. The DHW production of the heat pumps was, in all cases but one, 
supplemented by the presence of a separate electric shower. Secondary space-heating 
in the form of an electric fire was also present in all cases, but occupants reported that 
these were rarely or never used on grounds of cost. The 6kW IVT Greenline C6 heat 
pump systems (IVT 2012) were capable of providing the required internal demand 
temperatures, even during severe weather, and may in fact have been somewhat 
oversized for the dwellings. 

2.2 Monitoring Protocols 

The electricity consumption of the heat pumps, disaggregated into various 
components, was monitored, together with the total heat output and the heat output to 
the SH circuit. (Thus heat output to DHW could be obtained by subtraction). In 
addition, system flow and return temperatures, DHW storage temperatures and cold 
water flow into the storage tank (equivalent to hot water volume usage) were 
monitored. Inside the dwellings, data collected included room temperatures, relative 
humidity and CO2 levels. 
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All data was recorded at 10 minute intervals via radio transmission to a logger 
located in the dwelling or in a neighbouring dwelling. Data from the logger could be 
downloaded via GSM modem, thus minimising disruption to the occupants. 

2.3 Review of Weather Conditions over the Monitoring Period 

The monitoring period for the heat pumps extends over most of the two calendar years 
of 2010 and 2011. Monitoring equipment was installed in 9 of the 10 dwellings during 
December 2009, and in the final dwelling in February 2010. At this time a weather 
station was also established, on the site of six of the ten dwellings. This location 
corresponds approximately to latitude 54.16°N, longitude 1.65°W with an elevation of 
about 140m above sea level. Data was recorded on external air temperature, humidity, 
pressure, wind-speed, wind-direction rainfall and insolation. The weather station was 
dismantled on 13th December 2011. 

Figure 1 shows the variation in daily average and monthly average air temperature 
over the monitoring period. 

 

 

Fig. 1. Daily and Monthly Average External Air Temperature  
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The plot of monthly average temperatures gives a clearer picture of the differences 
between the two years. 2011 tended to be somewhat warmer in the late winter and 
spring compared with 2010, and considerably warmer in the latter part of the year, but 
slightly cooler in June and July. In August, the average monthly temperature was 
virtually identical in both years. Note that the average temperature shown for December 
2011 relates only to the period 1st- 13th, as the weather station was dismantled after this 
date, and so is less reliable than the other figures. However, the Weather Underground 
station at Jennyfields, Harrogate (Weather Underground 2011) around 20 km distance 
from the project weather station, reports a monthly average value of 4.8 °C for 
December 2011, which is reasonably close to the value shown in Figure 1.  

3 Results 

3.1 Relationship of System Performance to External Air Temperature  

Heat pump performance depends to a large extent on temperature difference. The heat 
pumps studied were all weather compensated systems controlled via a target radiator 
return temperature which varied with external temperature in order to keep internal 
demand temperatures constant. Temperature lifts tend to be larger when the system is 
delivering domestic hot water (DHW), as this typically has a higher demand 
temperature compared with space-heating output temperatures. Thus the variation of 
SPF throughout the year is bi-modal with the highest SPFs occurring in the spring and 
autumn, when space heating dominates but temperature lift is lower than in mid-
winter, as shown in Figure 2. 
 

 

Fig. 2. Monthly Seasonal Performance Factor averaged over all systems  

For 2011, only 9 of the systems are included in this calculation, since it was not 
possible to disaggregate the distribution pump energy in the case of the tenth system. 
Slightly better performance was obtained in all months of 2011, compared with the 
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same month in 2010, except for March, September and October. Considerably better 
performance was obtained in the summer months and in November.  

The marginally poorer performances recorded in March, September and October 
2011 may be partially attributable to factors such as reduced reliability of weather 
data due to weather station issues (September, both years), a heat pump system 
breakdown leading to loss of data for one system (September and October 2011), and 
to the fact that although average air temperature for March 2011 was slightly higher 
than for 2010, the degree days value (to base 15.5) was also slightly higher. However 
the performance differences in these months are very small. 

Over the summer months, the heat pump output is dominated by DHW production. 
This project was conceived as an action research project, and as the project 
progressed, average DHW tank storage temperatures (set-point temperatures) tended 
to be reduced in a number of systems as Harrogate Borough Council and participating 
tenants acted upon feedback from the project regarding the influence of this parameter 
on performance. Figure 3 shows the difference in average storage temperatures over 
the two years. 

 

Fig. 3. Comparison of average DHW storage temperatures (top of tank) for July 2010 and 2011  

The mean reduction in DHW temperature from July 2010 to July 2011 is 1.125°C, 
with three dwellings having reductions of over 2°C. This demonstrates the importance 
of DHW storage temperatures, especially in these dwellings where many of the heat 
pumps (and integral DHW storage tanks) were located outside the thermal envelope 
of the dwelling due to space constraints. Although the tanks were well-insulated, this 
location will inevitably lead to increased tank losses. Tank losses are also dependent 
to some extent on DHW usage with higher losses for low volume users (Stafford 
2011). However, the reductions in storage temperatures clearly resulted in improved 
summer performances, even though the summer months in 2011 were cooler than 
2010 (June and July), or similar (August). 
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In November 2010, ground loop temperatures were particularly low after the first 
week of the month, due to rapidly falling external temperatures during that month, 
and generally lower autumn temperatures than 2011. In 2010, night-time temperatures 
below freezing were observed in November on several occasions, and temperatures 
remained almost constantly below freezing from the 26th of the month onwards. The 
difference in ground-loop temperature is shown in Figure 4. 

 

 

Fig. 4. Temperature of fluid to Ground-loop (averaged over all 10 systems) for November 2010 
and 2011  

3.2 Relationship of Energy Usage to Degree Days 

Perhaps more useful way of assessing the effects of temperature is to plot total heat 
pump energy usage vs degree days (i.e. the time and temperature-differential measure 
of heating requirement assuming no space-heating is required above a given baseline 
temperature, in this case 15.5 °C.) Figure 5 shows that there is an approximately 
linear relationship between monthly average energy consumption and degree days, 
with a residual average energy consumption of at least 22.7 kWh per month which 
accounts for water heating and controls etc. when no space-heating is required.  

Separating out the time periods March 2010-December 2010, and Jan 2011-Nov 
2011, the line slope and intercept varies as shown in Figure 6. 

The slope for 2011 is slightly higher than that for 2010. Interestingly this suggests 
a slightly poorer general heat pump performance, and may be due to part-loading 
issues. However, the intercept also changes from 30.165 to 12.458 kWh/month, which 
over twelve months would represent an additional electricity consumption of around 
212 kWh in 2010, compared with 2011. The change in intercept may give an 
indication of the change in residual DHW heating consumption due to reduction of 
DHW set-point temperatures. However, the DHW consumption figures derived in this 
way are indicative only, since the usage of DHW produced by the heat pump in these  
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Fig. 5. Monthly energy consumption as a function of degree days  

 

Fig. 6. Energy Consumption as a function of degree days for 2010 and 2011  
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dwellings tends to be very low, as occupancy is single or two persons, and separate 
electric showers are present in 9 of the 10 cases. This means that tank and pipework 
losses become significant. We might expect therefore that there will be a seasonal 
variation in the DHW element of consumption also. 

3.3 Internal Temperatures and Occupant Comfort 

Internal conditions in all 10 dwellings were monitored along with heat pump 
performance. Temperature and relative humidity was measured (at 10 minute 
intervals) in 4 rooms of each dwelling, i.e. living room, kitchen, occupied bedroom 
and bathroom, and CO2 levels were monitored as a proxy for air quality in 1 location 
within the dwelling. In most cases this sensor was located in the occupied bedroom, 
but in 2 cases it was in the living room. 

Internal temperature data shows that the heat pump system was easily capable of 
maintaining internal demand temperatures up to around 25 °C, and in fact even where 
high internal temperatures were required, the supplementary electric cassette was 
never, or hardly ever brought online (except during the weekly pasteurisation cycle). 
This suggests that the systems may have been somewhat oversized for the 
requirements, and indeed part-loading may be to some extent responsible for relatively 
low SPFs. 

In November 2010, internal demand temperatures ranged from around 17°C to 
around 25°C depending upon occupant preferences and heat pump control settings. 
By November of 2011 however, some alterations to settings had been made, and a 
narrower range of demand temperatures had evolved (between around 19°C and 23-
24°C). When the heat pumps were first installed, many of the tenants were advised 
not to attempt to alter settings themselves, but to call for assistance if alterations were 
required. This may have led to tenants tending to tolerate non-optimal conditions at 
first, because of a reluctance to request minor adjustments. 

In most cases the living room temperature is stable within a degree or so. Higher 
variations are observable in the case of House 6b during 2011, but this is due to a 
technical intervention (which was installed in March 2011), allowing for the possibility 
of a limited night-time temperature set-back without energy penalty, via an intelligent 
control system (Boait et al. 2011). 

Occupants sometimes report that late afternoon and evening temperatures are lower 
than desired, which they attribute to the heat pump’s lack of reactivity when 
temperatures fall rapidly. However, this is not borne out by particularly low late 
afternoon and evening measured temperatures, and may be a psychological response 
to a falling temperature profile or diurnal metabolic variations.  

There is little evidence of significant overheating on bright summer days for these 
dwellings. Some morning or afternoon temperature rises can be observed, depending 
on dwelling orientation, but they are generally modest, remaining within a degree or 
two of demand temperatures.  
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4 Discussion and Conclusions 

Although this paper concentrates on the effects of variable weather conditions, the 
results suggest it may be difficult to separate this factor clearly from others. The 
systems studied here showed overall performances which were broadly in good 
agreement with the findings of the EST UK major heat pump field trials (EST 2012) 
and it was evident that the systems were easily capable of supplying sufficient space-
heating, even in unusually cold conditions. In itself this suggests that for the most part 
the systems are running at part-load, and raises the question of system sizing. Part-
loading and frequent cycling are both factors which can lead to performance 
degradation. Given the variability of conditions to be found in the UK, a better 
solution may be to use a heat pump operating close to optimum loading to provide 
background space-heating, together with an additional point heat source to cope with 
peak requirements. All the dwellings in this study had additional electric fires fitted, 
but these were not used on the grounds of expense, and indeed it may well be that 
there is at present a tendency for system designers to over-size to ensure adequate 
heating, especially in the case of vulnerable occupants such as the elderly.  

Furthermore, in most of the 10 systems studied, the losses arising from DHW tanks 
and associated pipework were relatively high. It has been shown that even a modest 
reduction in DHW storage temperature can improve the overall performance 
significantly in the summer months. (Savings are to be expected in the winter months 
also, but of course this represents a smaller fraction of the total energy usage) Once 
again, however, this could be regarded as a system design issue, in that provision of 
DHW by the heat pump may not be the optimum solution under these circumstances, 
despite the fact that the heat pump operates at a higher nominal efficiency than an 
electric immersion heater. 

An effect of weather conditions can be seen clearly in the lower performance 
resulting from rapid and early onset of cold weather in late 2010 compared with 2011. 
This was reflected in the system performances and clearly shown in the different 
ground-loop conditions. This suggests that while there may be a tendency to oversize 
the heat pumps themselves, this tendency was not necessarily reflected in the external 
ground-works which may possibly have benefitted from additional heat collection 
area (though it should be emphasised that the ground-loops were sufficiently sized to 
enable full recovery of temperatures following both winter periods).       
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Abstract. This paper aims to evaluate the asset and operational energy 
performance rating of a modern apartment in Malta, by comparing modelling 
results of DesignBuilder-EnergyPlus and the Energy Performance Rating of 
Dwellings Malta (EPRDM) software, to actual energy consumption of the 
apartment. Results showed that EPRDM results compared favourably with the 
DesignBuilder results, although, the latter one showed higher energy 
consumption for cooling. This is attributed to the fact that EnergyPlus considers 
the hottest week in the sizing of cooling systems and the simulation is carried 
out dynamically for every hour of the day. Actual energy consumption for 
heating and cooling is generally lower than modelled results, which augurs well 
for the overall energy consumption in Maltese buildings. The thermal mass of 
Maltese buildings plays an important role in reducing peak loads. 

Keywords: Malta, asset rating, operational rating, DesignBuilder, EPRDM. 

1 Introduction 

Following Malta’s accession to the EU in 2004, the EU Directive on Energy 
Performance of Buildings has been transposed into local legislation (Legal Notice 261 
of 2008), which has also adopted the Minimum Requirements on the Energy 
Performance of Buildings (Technical Guidance Document F). Eventually, LN 
261/2008 will have to be updated to reflect the new requirements of the EU Directive 
Recast 2010/31/EU (EU-Malta, 2011).  

Malta has developed software for calculating the energy performance of domestic 
single-zone buildings known as the Energy Performance Rating of Residential 
Dwellings Malta (EPRDM), as other countries have done. For example, Spain has 
developed its own programmes LIDER and CALENER (EU-Spain, 2011), but has 
kept the doors open for the use of other auxiliary programmes, such as the well-
known DesignBuilder–EnergyPlus software, provided that it fulfils a series of 
requirements. The UK and Portugal have also adopted DesignBuilder interface for 
their energy performance rating. 
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This paper mainly deals with the comparison between the actual measured energy 
consumption (operational energy performance rating) of a recently-built apartment 
located in the centre of Malta and the modelled outcomes of DesignBuilder-
EnergyPlus and EPRDM software (Asset Energy Performance Rating). It also 
attempts to validate the EPRDM software outputs, given that it is the official software 
for issuing energy performance certificates for residential buildings in Malta. Within 
this study, it was also intended to find answers to frequently asked questions such as 
the real energy consumed for heating and cooling and the energy consumption of 
specific appliances. Lastly, this work has aimed at developing the first EnergyPlus 
Weather (EPW) file for Malta, which is necessary to be able to operate 
DesignBuilder-EnergyPlus software. 

2 The EPW File 

The EnergyPlus Weather (EPW) file is a weather data format used in DesignBuilder-
EnergyPlus software to carry out simulations of energy use in buildings. This file 
contains headline information written in keywords along eight consecutive lines, 
followed by hourly weather data in 8760 lines, representing a whole year (Crawley et 
al., 1999; US DOE, 2010). 

The EnergyPlus website has loads of EPW files for different sites but not for 
Malta. Research has identified alternative sources of EPW files but they are not fully 
guaranteed, as representing the climate in Malta, since they are either based on 
interpolation or simply found in internet discussion groups. Hence, a new EPW file 
for Malta was created using actual data for the year 2010, sourced from the 
Meteorological Office of the Malta International Airport and the Institute for 
Sustainable Energy, of the University of Malta. Also, some design data such as the 
typical hottest and coldest weeks for the year and other typical design data for heating 
and cooling, including temperatures and degree days, were sourced from ASHRAE 
(ASHRAE, 2009). 

In order to complete the weather information for the EPW file for Malta, other 
parameters were calculated such as the extraterrestrial direct normal, and 
extraterrestrial horizontal and total opaque cloud cover. For the headline information, 
some of the data required was not available in the ASHRAE document, so this was 
complemented by automatic generation of data by the Auxiliary Energy-Plus “Weather 
Convert” Programme, in order to calculate ground temperatures, typical/extreme 
periods as well as the horizontal infrared radiation intensity values. The Weather 
Convert Editor may be found within the set of auxiliary programmes of EnergyPlus 
(EnergyPlus, May 2012). 

The next step was to amalgamate the data into a file that has the same format as an 
EPW file. This was carried out by using an existing EPW file from Energy-Plus, 
converting it to a CSV format file by the “Weather Convert” editor and replacing the 
data points with Malta’s data. Finally, the modified .csv with the information of Malta 
was introduced again in the programme and reconverted to .epw file to obtain the final 
EPW file for Malta. 
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3 Description of the Case Study 

The apartment selected for this study is situated in the town of Santa Venera, Malta. It 
forms part of a block of apartments that was completed in 2009. The building block 
has three floors, each having three dwellings, left, centre and right. There are also two 
penthouses on the top of the building. The dwelling under study is situated on the first 
floor to the right and has an area of around 100 m2. It was selected because it was the 
first dwelling to be occupied, or in other words, it was possible to take real data based 
on the actual behaviour of the occupants. There were three occupants, an elderly but 
active couple and their adult working daughter. 

The dwelling comprises of three bedrooms, combined sitting/kitchen, store room, 
small ensuite bathroom and main bathroom. There are two terraces, one located in the 
sitting room and the other in Bedroom 3. At the same time, Bedrooms 1 and 2 and the 
main bathroom have windows overlooking an internal shaft oriented at 67º NW, while 
the combined sitting/kitchen room and store room overlook a narrow service shaft. 
The façade on the main road is oriented at 23º NE. 

In order to implement the asset energy performance rating of the apartment under 
study, the Maltese EPRDM software and the international DesignBuilder-EnergyPlus 
software were selected to simulate the energy demand for the apartment. Detailed 
background information of the software has been given in a previous publication 
(Yousif et al., 2011).  

On the other hand, operational energy performance rating requires measurement of 
the actual energy consumption. For this purpose, a series of data loggers were placed 
in the apartment to log the individual energy usage in each zone for one year (March 
2011-February 2012), as shown in Figure 1. 

 

Fig. 1. Type of data loggers used and their position in the different zones within the apartment, 
as identified in the DesignBuilder-Energy Plus model 

4 Results of the Asset Energy Performance Rating 

The EPRDM software is able to simulate the energy demand in Maltese buildings 
with respect to space heating, space cooling, water heating, lighting, other auxiliaries 



534 C. Yousif, R.M. Diez, and F.J.R. Martínez 

(ventilation, water pumping), as well as energy production from renewable energy 
sources and savings from the use of second class water. On the other hand, it is not 
capable of simulating the energy demand of the different electrical appliances 
normally used in residences. For this reason, the comparison of the asset energy 
performance rating between EPRDM software and DesignBuilder-EnergyPlus 
software was carried out by only comparing the main energy demands of energy 
performance certificates, which are common to both software. 

Given that the EPRDM software assumes a single zone of the dwelling, it was 
necessary to use the “merged zones” option of DesignBuilder, to be able to compare 
between the two outcomes. Thus, the schedules and the characteristics for the 
different types of energy consuming appliances, use of rooms in terms of lighting and 
HVAC systems had to be assumed as common to all. 

Due to the versatility and flexibility of DesignBuilder-EnergyPlus, two simulations 
were carried out. The first case used the default values in the operation timetable of 
HVAC system of DesignBuilder (07:00-09:00 and 16:00-23:00), while the second 
simulation was referred to the operation timetable as adopted in EPRDM (06:00-
08:00 and 17:00-23:00). Both simulations have a set temperature for cooling of 26.8 
ºC and for heating of 18.2 ºC. Table 1 shows the results obtained and is compared to 
the actual energy usage in the apartment. 

Table 1. Summary results of Asset Energy Performance Rating (kWh/m2-year) 

Software Actual EPRDM 
DB Merged Zones 

1st Case 
DB Merged Zones 

2nd Case 
Space Heating 64.4 45.9 75.5 42.5 
Space Cooling 3.6 4.8 44.4 27.1 
Water Heating 39.0 52.4 49.1 49.1 
Lighting 3.2 10.2 4.6 3.4 
*EPC 110.2 113.3 172.6 122.1 

*EPC is the Energy Performance Rating based on a total floor area of 100 m2 and primary to 
electrical energy generation efficiency for Malta of 0.28 (Enemalta, 2006), given that all of the 
dwelling’s energy demand is based on electricity. 

 
It is clear that by matching the timetables for both programmes, better results are 

obtained from DesignBuilder. Energy for cooling of DesignBuilder was always high 
for all simulations, since EnergyPlus uses a dynamic approach to calculate the cooling 
load, while it only uses the minimum external temperature as a sizing limit for the 
heating load. On the other hand, EPRDM uses monthly average data for calculating 
the energy demand for heating and cooling. Other limitations of EPRDM included the 
fact that shading is assumed constant throughout the year and is only caused by 
horizontal shading elements, while DesignBuilder calculates the effect of shading in 
all directions every 20 days. 

Water heating was simulated in EPRDM considering the number of residents 
(which is an inbuilt feature based on a ratio of the internal floor area of 60 m2 per 
occupant, with a minimum of 2 persons and a maximum of 7 persons) and assuming a 
constant hot water temperature of 60 ºC, while DesignBuilder can take into account 
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the inlet/outlet temperature and be set based on the volume of hot water consumed. 
This, together with the fact that EPRDM considers a constant heat loss of 15 % per 
month, while DesignBuilder calculates these losses on an hourly basis, could explain 
the difference between the two results. 

For the case of lighting, the EPRDM over-estimated the requirement for lighting, 
while DesignBuilder was very close to the actual consumption as will be explained in 
Section 6.2. DesignBuilder takes into consideration shadows, reflection from floor, 
ceiling and internal walls. Also, there is a specific option for lighting control, which 
allows the user to set DesignBuilder to switch on artificial lighting, only when the lux 
level of daylighting within a zone is below the set minimum value. Such features are 
not available in the EPRDM software. 

5 Results of Operational Energy Performance Rating 

In order to implement the operational energy performance rating of the apartment, 
DesignBuilder-EnergyPlus was used to compare its results to a full year of real data 
collected from the dwelling, between March 2011 and February 2012. 

Different simulations were carried out using different operation schedules for the 
HVAC system (Table 2) and the time usage of the appliances in each room (Table 3). 

Table 2. Updated schedules for simulated HVAC system 

 Default Values of 
DesignBuilder 

Updated Values of 
DesignBuilder as set in 

EPRDM 
Heating/Cooling 

(Operational schedule) 
7:00 – 9:00 

16:00 – 23:00 
6:00 – 8:00 

17:00 – 23:00 

Table 3. Real time schedules for appliances in each room as input to DesignBuilder-EnergyPlus 

Zone Time of Use Percentage of Use 
Zone 1 11:00 - 12:00, 15:00 - 16:00, 17:00 - 18:00 10 % 
Zone 3 5:00 - 8:00, 14:00 - 15:00, 19:00 - 20:00 50 % 
Zone 4 11:00 - 12:00, 14:00 - 15:00, 19:00 - 20:00 10 % 
Zone 2 6:00 - 7:00, 11:00 - 12:00, 14:00 - 15:00 100 % 

Zone 5 
5:00 - 6:00, 11:00 - 12:00, 14:00 – 15:00 

19:00 - 20:00 
100 % 
50 % 

Zone 6 6:00 - 7:00, 20:00 - 21:00 100 % 
Zone 7 6:00 - 8:00, 17:00 - 20:00 50 % 

5.1 Heating and Cooling Demand 

In the case of energy demand for space heating and cooling, several simulations 
were carried out with the aim of finding which one would produce results that 
reflect the real lifestyle of the occupants in the dwelling and the real usage of the 
HVAC system. 
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DesignBuilder was used to simulate the apartment using the non-merged zones 
approach, whereby each room is simulated as a separate thermal zone. Two cases 
were studied, Case 1 refers to the use of the operational timetable given in Table 2 for 
the HVAC systems and Case 2 refers to the case when the timetables of Table 3 were 
used, which reflects the real lifestyle of the users. Moreover, Table 4 indicates 
separate operational timetable for the remaining appliances and lighting specified for 
each room. 

Table 4. Operation timetable for the appliances in each room 

Non-Merged Zones Table 2 
Non-Merged Zones using Actual (New) Timetable Table 3 
Non-Merged Zones using Actual (New) Set Temperatures Table 2 
Non-Merged Zones Actual (New) Timetable & Temperatures Table 3 

 
The first two simulations used a set temperature of 18.2 ºC for heating and 26.8 ºC 

for cooling, which are the standard settings of the EPRDM software. The remaining 
simulations used a set temperature of 19.5 ºC for heating and 26 ºC for cooling, which 
were the average measured internal temperatures for the coldest and warmest months 
during one year, respectively, weighted according to the temperatures and areas of 
each zone. 

Figure 2 shows the results of the comparison between the different simulations 
carried out and the real energy demand in the apartment for space heating and 
cooling, respectively. DesignBuilder generates less consumption for space heating in 
the majority of the simulations except for Case 1 of “New Temperatures” and “New 
Timetable & New Temperatures”. This discrepancy could have occurred because the 
EPW file used in DesignBuilder was for the year 2010, while the actual data gathered 
in the apartment was between March 2011 and February 2012, with external 
conditions that were probably different from 2010. This could be seen from Figure 3, 
when comparing the external temperatures for 2010 and 2011. 
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Fig. 2. Comparison between real data and simulated space heating and cooling demands, 
respectively 
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Fig. 3. Comparison of ambient temperatures for the years 2010 and 2011 

For this particular apartment, solar gains during winter do not have a strong effect 
on the energy performance of the building as much as the actual external temperature. 
This is because fenestration from where direct sunshine can penetrate is only found in 
Zone 6 (Bedroom 3) and its area is small, while all walls were single brick walls 
except for the façade. 

It is interesting to note that the use of actual timetables and actual set temperatures 
have a considerable bearing on the results obtained from DesignBuilder and makes 
them converge towards the actual energy consumption in the apartment, as seen when 
comparing Case 1 and Case 2 to the actual consumption. 

On the other hand, the overestimation in space cooling demand for both 
simulations with respect to the actual data is also shown in Figure 2. When the 
operational timetable for the HVAC system and for the other appliances (which 
generate some heat within the apartment) are updated (Case 2), the difference is still 
much higher than the actual consumption. One notes that Maltese buildings are 
categorised as very heavy buildings with large thermal mass, with the result that 
extreme external temperatures do not fully penetrate the building, but EnergyPlus 
does not seem to take the thermal mass into consideration. Secondly, it has been noted 
that users and indeed most Maltese residents, do not resort to air-conditioning until 
the temperature within the apartment reaches around 28 or 29 °C, since they 
extensively use electric fans that create evaporative cooling effect. Such a 
consideration is not considered in DesignBuilder-EnergyPlus. 

Once again, one would need to appreciate that the external temperatures for 2011 
in summer were different from the EPW file of 2010 and this would also have some 
bearing on the results of the simulations, as was shown in Figure 3. 

5.2 Lighting Demand 

The energy consumption for lighting varied according to the seasons, with least 
artificial lighting used during the months with higher solar intensity and longer days. 
Exceptionally, November had more lighting demand than December. This is 
attributed to the fact that November 2011 was particularly cloudy in Malta. 
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Two simulations were carried out using DesignBuilder. In the first simulation, the 
operational timetable for lighting was chosen according to the template of “Domestic 
Family Week Day” (Switch on 7:00 – 9:00 and 16:00 – 23:00) in all the rooms, while 
in the second simulation, the operational timetable for each room was chosen taking 
into consideration the real usage of lighting in each room (Table 3). 

Figure 4 shows the operational energy performance for the case of lighting, when 
comparing the real consumption of lighting and the results of the simulations with 
DesignBuilder. The second simulation provided total results that were closer to the 
real lighting consumption (90.44 kWh vs. 97.20 kWh, respectively). 

0

10

20

30

40

Ja
nu

ar
y

M
ar

ch

M
ay

Ju
ly

Se
pt

em
be

r

N
ov

em
be

r

kW
h

Real Lighting

Simulated Lighting

New Simulated Lighting

 

Fig. 4. Comparison between real, simulated and new simulated lighting consumption 

5.3 Water Heating Demand 

There were two electric boilers in the dwelling that were studied jointly, one of 10-
litre capacity situated in the combined kitchen/sitting room and another one of 50-litre 
capacity in the main bathroom. For this purpose, two simulations were carried out at  
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Fig. 5. Comparison between real and simulated water heating consumption  (60 ºC and 50 ºC) 
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the set temperatures of 60 ºC and 50 ºC. The motive of this decision was that water 
heaters are normally set at 60 ºC to avoid the growth of legionella bacteria in the 
system and deliver hot water at a temperature of around 50 ºC at the outlets. 
DesignBuilder and EPRDM consider a standard temperature of 60 ºC, but the water 
heaters in the dwelling were set at 50 ºC. Figure 5 shows these simulations with the 
real energy demand for water heating. 

In this diagram, it is seen that during the months of January and February 2012, the 
energy demand for hot water was high. This is attributed to the fact that these months 
were particularly cold and also the cold water supply was colder than normal, since it 
comes from a large external storage tank (750 litre capacity), which is subjected to the 
cold external temperatures on the roof of the building. Placement of mains water 
storage tanks on top of roofs is a traditional practice in Maltese buildings. The total 
consumption for water heating was 1153.33 kWh for the actual data, 1381.68 kWh for 
the simulation at 60 ºC and 1041.53 kWh for the simulation at 50 ºC. Again, it is seen 
that DesignBuilder does not take into consideration the seasonal variations in the 
energy demand for water heating. 

5.4 Washing Machine Demand 

Washing machines are indispensable in modern homes and could consume significant 
amounts of energy. Figure 6 shows the comparison between the simulation and the 
real consumption, taking into consideration a power of 10 W/m2 with a radiant energy 
fraction of 0.2 and an operation of one hour every Tuesday, Thursday and Sunday at 
full load. 

0

4

8

12

16

Ja
nu

ar
y

M
ar

ch

M
ay

 

Ju
ly

Se
pt

em
be

r

N
ov

em
be

r

kW
h

Real Washing Machine

Simulated Washing
Machine

 
Fig. 6. Comparison between real and simulated washing machine load 

5.5 Appliances Demand 

The electric oven, extractor fan, fridge/freezer and other appliances were analysed 
separately and simulated jointly with a power of 2.5 W/m2 of plan area. Table 5 shows 
the results of the simulations and the real energy consumption for the appliances. 
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Table 5. Energy Consumption of the appliances 

Appliance Real Consumption (kWh/year) Simulated Consumption 
(kWh/year) 

Electric oven 128.34 - 
Extractor Fan 8.87 - 
Fridge/Freezer 271.35 - 
Television 164.25 - 
Computer/Printer/Radio 182.50 - 
Microwave (since August) 21.00 - 
TOTAL 776.32 823.92 

 
In the case of the fridge, it is interesting to note that the energy demand of this 

appliance increases in the warmer months due to the extra load on the compressor 
caused by higher ambient temperature and more frequent opening of the fridge, as 
seen in Figure 7. 
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Fig. 7. Seasonal energy consumption of the fridge/freezer 

As from October, the energy demand of the fridge started rising again. This was 
attributed to the accumulation of ice on the evaporator tubes of the freezer, following 
the humid months of September and October. In January, the freezer was defrosted, 
since the freezer door could not close properly anymore. 

5.6 Overall Summary of Results 

Table 6 focuses on the comparison between the actual operational and simulated 
energy performance rating for the different cases. The over-estimation of 
DesignBuilder for modelling space cooling demand requires further analysis. Several 
indications may explain the difference between modelling and actual consumption. 
First, the thermal mass of the building itself is not modelled in DesignBuilder. 
Second, natural ventilation and the use of forced evaporative cooling appliances (such 
as fans) have been extensively applied but these practices are not modelled in 
DesignBuilder either. One could also add that adaptive behaviour and energy 
conservation could have played a role in reducing energy demand for cooling. 
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The effect of using the actual temperatures within the building has a more 
prominent effect on heating and cooling than using the actual schedule for the 
appliances. It was also useful to understand the effect of external temperatures on the 
energy rating of the dwelling, which for this case, had a more marked effect than solar 
gains. 

Table 6. Summary results of energy performance rating (kWh/m2-year) 

Simulations Actual 
Data 

Non-MZ 
1st  Case 

Non-MZ
2nd Case 

Non-MZ 
1st Case 

Non-MZ 
2nd Case 

Non-MZ 
1st Case 

Non-MZ 
2nd Case 

Non-MZ 
1st Case 

Non-MZ 
2nd Case 

Variations   
 New (Actual) Templates New (Actual) Temperatures New Templates & 

New Temperatures 

Heating 64.4 49.8 27.8 50.2 28.6 77.7 44.0 78.1 45.3 

Cooling 3.6 23.9 14.1 23.7 14.1 30.1 18.6 29.9 18.5 
Water Heating 39.0 49.3 49.3 49.3 49.3 49.3 49.3 49.3 49.3 

Lighting 3.2 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3.5 
*EPC 110.2 126.5 94.7 126.6 95.5 160.6 115.4 160.8 116.6 

Washing Machine 6.0 5.7 5.7 5.7 5.7 5.7 5.7 5.7 5.7 
Total Appliances 27.2 29.4 29.4 29.4 29.4 29.4 29.4 29.4 29.4 

*EPC is the Energy Performance Rating based on a total floor area of 100 m2 and a primary electrical 
energy efficiency for Malta of 0.28, given that all of the energy demand is based on electricity. 

6 External Temperatures 

The external temperatures were measured on the main street (N23ºE) and in the 
internal shaft (N67ºW), respectively. Figure 8 shows representative months for the 
variations between them. The internal shaft exhibits higher external temperatures than 
the street side during summer. Since the sun’s position is higher in the sky during 
these months, it manages to reach deeper into the shaft and heats up the walls. Since 
there is no air draft, heat accumulation occurs. Moreover, it is common practice to 
install the condenser of the split-type air-conditioning units in these shafts, thus 
adding to the heat generation within the immediate vicinity of the apartment’s walls in 
zones 2, 3 and 5. This brings out the necessity for insulating these walls, which are 
single brick walls with a high typical U-value of 2.24 W/m2K. The heat trap effect 
would have been beneficial for winter, but since the elevation of the sun is lower, the 
internal shaft remains as cold as the ambient temperature. Once again, the insulation 
of these single walls is required to stop the heat escaping from the rooms. 
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Fig. 8. Comparison between external temperatures on the main street and in the internal shaft 
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7 Conclusion 

This paper has presented the methodology to be used to create an Energy-Plus 
Weather Data (EPW) file and has generated one for Malta based on data for the year 
2010. This same data set is also being adopted by the Building Regulations Office of 
the Ministry for Resources and Rural Affairs, for the development of national energy 
performance software for non-residential multi-zone buildings. Since weather 
variations are to be expected from one year to another, the use of more years would 
make the EPW file more credible for use in simulation software. However, climate 
change has affected the global weather and therefore, the typical meteorological year 
should ideally use recent years of data rather than historical databases of decades ago.  

With regards to the asset and operational energy performance rating, the simplicity 
of the Maltese EPRDM software may be taken as an advantage, as there is less 
possibility of making errors in the input of data. On the other hand, it is not flexible 
and the results provide yearly outputs, which are sufficient for the production of the 
energy performance certificate, but may not provide adequate information for the 
analysis and improvement of energy performance in buildings. On the other hand, 
DesignBuilder provides a more powerful tool to analyse any type of building, but it is 
important to ensure that the input parameters are correctly set by the assessor. Some 
countries have already adopted DesignBuilder in their scheme of approved software 
for the production of energy certificates, such as the UK and Portugal. This should 
also be considered in Malta. 

The behaviour of the residents in the dwelling has affected the total energy 
consumption in the majority of cases. The quantity of times of opening windows and 
doors, use of artificial lighting and ventilation fans, air-conditioning and water 
heaters, are all human actions that are hard to predict, as they depend on the particular 
lifestyle. Nevertheless, the overall simulations showed that this can be quantified to 
an agreeable level of accuracy. 

The operational energy performance rating produced lower results than the asset 
ratings of EPRDM and DesignBuilder. In practice, this means that energy 
performance certificates are on the higher rather than the lower end of the energy 
rating scale, which is commendable. 
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Abstract. Recent research into occupant behaviour in low carbon housing indicates 
that for the same type of house, energy and water use can vary by up to fourteen 
times between different households. This paper assesses the information and train-
ing the occupants received in two contrasting building performance evaluation case 
studies of exemplary low carbon housing. Key findings showed a lack of a coordi-
nated set of guidance for occupants and poor understanding on the trainers’ part on 
specifics of the centralised heating and mechanical ventilation systems. As a con-
sequence occupants were unable to operate or maintain these systems with confi-
dence. Recommendations are made to develop guidance and “hands on” training 
that keeps usability in mind and empowers occupants to contribute to reductions in 
carbon emissions. 

Keywords: low carbon housing, occupants, guidance, usability, procedures. 

1 Introduction 

All new-build housing in the UK is required to be “zero-carbon” by 2016 (DCLG, 
2007) when all regulated carbon emissions, associated with heating, ventilation and 
lighting, must be minimised and offset if necessary. Recent research shows that for 
the same type of low carbon house, energy and water use can vary by up to fourteen 
times between different households (Pilkington et al, 2011). Why is this happening? 
One area to examine is how well occupant are guided towards understanding the use 
of their homes, and how this affects energy consumption. 

Current England and Wales Building Regulations require some provision of informa-
tion to occupants on the efficient operation and maintenance of domestic building ser-
vices (HMG 2010a and 2010b) (DCLG 2010b and 2011) . The preparation of a guide for 
occupants containing details for everyday use in a form easily understood is also recom-
mended in the Code for Sustainable Homes (CfSH) (DCLG 2010a). Little guidance, 
however, is given as to what the preferred format would be, and manuals are generally 
too complicated (Monaham and Gemmel, 2011).  Gill et al (2010) found that only 1 out 
of 11 households used the guide successfully to find out how to control their heating,  
and 64% of the households did not use the guide at all. This lack of control capability 
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contributed to above average energy consumption.  In 2008, the ground –breaking proto-
type low carbon Sigma Home at the Building Research Establishment in the UK was 
inhabited by a family during four fortnight periods.  The home introduction tour and 
home guide proved relatively ineffective with the occupants resorting to a trial and error 
process while exploring the controls.  They still could not use them as intended by the 
end of their stay (Stevenson and Rijal, 2010).    

The Scottish Government reviewed guidance provided by house builders and social 
landlords in order to derive best practice, which has been adopted as part of their sil-
ver sustainability standard (SG 2011a, 2011b). However, the handover process was 
not reviewed in detail and there is further scope for testing the relationship between 
the written guidance and the usability of controls.  The UK Good Homes Alliance 
requires developer members to sign up to a sustainability standard. This does not yet 
cover home guidance but a number of developer members have key personnel in-
volved in the handover process with occupants to familiarise them with their new 
homes energy efficient features (pers comm., GHA 2012)1. Clearly, there is still some 
way to go in this area. 

This paper assesses the guidance given to occupants in two new build housing case 
studies where extensive building performance evaluation (BPE) studies were carried 
out.  It looks at the roles of different players in providing information and explores 
how the induction process influences user behaviour. Specifically, it builds on the 
above precedents and aims to draw out key issues and lessons regarding the organisa-
tion, content, accuracy and effectiveness of the home demonstration and home user 
guidance. 

2 The Case Study Housing Developments  

The two chosen case studies reflect the extreme scales of development and types of 
private housing developer. This makes them “paradigmatic” case studies which can 
be generalised from (Flyvbjerg, 2006). The characteristics of the two case studies are 
described briefly below: 

Large Developer - Crest Nicholson (Photo 1.1 Left) 
Operating nationally, their case study development in Kent was designed in 2006 and 
completed in early 2011. It was based on the winning design entry for an Affordable 
£60K Home in the UK government’s Design for Manufacture competition and  
designed to achieve an Eco-Homes Excellent level2. The low carbon technologies 
deployed included thermally efficient building envelope using structurally insulated 
panels (SIPs), a roof lantern, a central services core with mechanical ventilation with 
heat recovery (MVHR) system and condensing boiler, as well as low energy  
appliances and lighting The BPE project evaluated one end terrace house in depth 
together with further evaluations related to the development process. 

                                                           
1  4 of developer members corresponded with the authors between 20th and 25th April 2012. 
2  Ecohomes was the precursor to the CfSH. 
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Fig. 1. Left - Crest Nicholson’s development, Right - Ecos Homes development 

Small Developer - Ecos Homes (Photo 1.1 Right) 
Based in the South West of England, their case study development in a small Somer-
set village was substantially completed in 2009. It comprised two detached houses 
and three terraced homes situated around a courtyard. Designed to CfSH Level 5, it 
deployed a substantial number of low carbon technologies including a 2 kWp photo-
voltaic system, solar thermal panels, a 11.3 kW wood pellet boiler, an indirect,  
unvented 250 litre domestic hot water cylinder with immersion heater, a mechanical 
extract ventilation (MEV) system and rainwater harvesting system. The BPE project 
evaluated one terraced house in depth together with further evaluations related to the 
development process.  

3 Developers Approaches to Occupant Guidance 

The large developer organization has a very professional customer care service ap-
proach.  The dedicated development sales team interacts with each customer and 
guides them through the purchase.  A home demonstration is planned a week prior to 
legal completion and it is carried out by the sales team together with the site manager 
to explain more technical details. The information pack with operating manuals and 
warranties is programmed to be handed over during the home demonstration.  After 
handover, the after sales team provides support and the service includes a 24hour 
emergency repair service. (Crest Nicholson, 2012).  

By contrast, the small developer is relatively inexperienced, having been in exis-
tence for only a few years and with only a very small team of staff. For their customer 
care, they have relied heavily on the installers and a relatively inexperienced project 
manager to carry out the handover and troubleshoot problems as they emerge.   

4 Methodology 

The evaluation of handover procedures and guidance in the case studies borrowed 
from ethnographic observational techniques to gain a ‘Thick description’ (Geertz 
1973). A multi-method approach was used to build up a complex context-rich picture 
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of the homes in use. Six semi structured interviews and walkthroughs with the occu-
pants took place in their homes (four in the large development and two in the small 
development), which allowed for ‘traces’ to be gathered that informed the analysis of 
the occupants’ behaviour (Zeisel 1984) and efficacy of the guidance and handover 
procedures. These were cross-related to a construction audit, a review of design inten-
tions with the design teams, commissioning processes, user questionnaires and a us-
ability study reported elsewhere (Stevenson et al, 2012). 

The evaluation of the home demonstration process (Table 1) correlated written 
guidance and procedures with direct observation by the researcher and the impres-
sions of the home owners.  The demonstration was tape recorded and any errors, 
omissions and deviations from the written procedure noted. Photographs were also 
taken during the home demonstration and semi structured interviews to record any 
significant aspects.   

Following Bordass et al’s (2007) usability criteria, the manuals and other written 
guidance were evaluated for their clarity of purpose, usefulness of labelling and anno-
tation and ease of use (Table 2). The written guidance was effectively viewed as an 
overall control ‘touchpoint’ for the dwelling and should therefore follow these usabil-
ity criteria.  The need for congruent natural mapping that Norman (1988) applies to 
product design also applies to home guidance. One should be able to tell which bit of 
guidance goes with each part or system of the house and this was also evaluated. The 
findings of this evaluation are discussed next. 

5 Handover Demonstration Process 

Generally, there was very little hands on demonstration of controls and the technical 
accuracy was poor to medium, providing confusion amongst the occupants (Table 1).  
There were also significant differences in the attitude and clarity of procedure  
followed by the two developers: 

Large Developer  
It was observed that the home demonstration team was charismatic and gained the 
trust of the future occupants. The demonstrators had not used their procedural check-
list before and, being unfamiliar with its contents, they missed some items. Both the 
sales demonstrator and site manager present attempted at times to cover for each 
other’s omission of content. This sounds like good team work but actually led to some 
unclear messages being communicated to the occupants.  Firstly, this was because the 
sales demonstrator did not fully understand that the roomstat controls the temperature 
setting and the thermostatic radiator valves (TRVs) are subservient to it. Secondly, the 
demonstrator thought the MVHR would “balance” the heat of the house, when it can-
not do this on its own, as supplementary heating is needed. This led occupants to 
think that the MVHR was a heating source in itself. 

The future occupants handled opening windows and doors and bathroom fittings 
but there was no demonstration of how to set the boiler programmer or of how to get 
into MVHR unit for cleaning the heat exchanger filter.  Occupants also had no hands 
on experience of any of the heating or ventilation controls. 
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Overall, the occupants were content with the handover process, but it became ap-
parent through interviews they did not actually understand some of the environmental 
control systems in their home, in particular the controls and filter cleaning procedure 
of the MVHR.  

Table 1. Handover demonstration features evaluated 

Handover Demonstration 
feature 

Small Developer Large Developer 

Organization no clear strategy Very Good ordered impression. 
Shared- technical and sale staff 

Completeness No No 

Technical accuracy Poor Medium - some confused mes-
sages 

Hands on demonstration of   

Windows/doors No Yes - but not rooflights 

Taps No Yes 

Heating controls Not possible - expected from 
supplier 

No 

Heating maintenance/ 

cleaning 

Not possible - expected from 
supplier 

No 

Hot water  Not shown - no access to loft No 

Ventilation controls Not shown - no access to loft No 

Ventilation filters n/a No 

Rainwater harvesting Not possible - expected from 
supplier 

n/a 

Solar Hot water Not shown - no access to loft n/a 

Photovoltaic panels meters shown n/a 

Timeliness Rushed on moving in day Handover process part of sales 
process 

Follow up troubleshooting Yes by site manager and cus-
tomer services 

Small Developer 
The occupants interviewed were dissatisfied with the handover process as it was dis-
organised and not thorough enough. The timing of the home demonstration was un-
suitable, coinciding with their moving day while the builders were still finishing the 
flooring.  It was hurried by the project manager, who simply pointed at items and 
stated their function. The occupants would have liked a more detailed explanation a 
week or so after moving in, especially as their home had a lot of relatively unusual 
kit.  They found the written guidance confusing and too technical, and experienced 
significant troubleshooting when items malfunctioned.   
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To try and unlock what the problems with the handover were, a “mock up” hand-
over3 was organised in one of the unoccupied properties.  Although the house features 
were all pointed out, the customer had no hands-on experience of window operation.  
There was no access to the loft to demonstrate the MEV and solar hot water tank.  
The demonstration was given by a sales person, who did not know enough about the 
operation of the installed products.  The developer expected the various installers to 
provide information and demonstrate their products to the customer. This proved 
unrealistic as tradesmen were often also unfamiliar with the innovative installations 
provided, and when sales delayed, the installers moved to another job, and were not 
available to return and provide a demonstration.   

6 Home User Guidance  

Generally, both developers relied on the manufacturer’s technical manuals that were 
too technical for the occupants and were not interpreted for the specific dwelling  
(Table 2). 

Large Developer 
No detail construction drawings were included in the home user guidance box, even 
though the dwellings were not of traditional construction. This could create problems 
for occupants in future if they decide to extend their homes.  There was no strategic 
explanation of the heating strategy.  Manuals for three items (boiler, programmer and 
TRVs) were included in the box but in dispersed locations, and the overall heating 
system operation was left unexplained. 

Although the MVHR manual explained what the icons on the control screen dis-
play were, it did not explain what buttons to press to change between modes of opera-
tion.  It had no illustrations to identify and locate the equipment in the specific house. 
The occupants did not always know how or when to change MVHR filters or what the 
control screen display symbols meant. 

Small Developer 
The occupants commented that all the information seemed to be in the guide and 
handover folder of collated warranties and manuals but it was too technical and not 
aimed at the end user.  In particular, they found it difficult to understand the guidance 
for the operation of the wood pellet boiler controls and for its cleaning. The document 
had clearly been translated from Italian and covered different models, even describing 
cleaning procedures that were not possible for their stove. 

The ventilation strategy changed during construction but details of the earlier  
system still appeared in the folder which was confusing. The mechanical extract  
ventilation with natural air intake through trickle vents was not adequately explained, 
with no mention that trickle vents needed to be opened or that the door undercuts 
were needed to allow air movement through the house.   

                                                           
3  An independent volunteer was recruited to act as home buyer. 
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Table 2. Home User Guide features evaluated 

Home User Guide feature Small developer Large Developer 

Clarity of purpose   

Presentation Logical but 2 documents Good presence: document + box
- too precious? 

Completeness  Medium Medium 

Certificates and warranties Yes Yes 

Timeliness Some late certificates Part of sales process 

Usefulness of labelling and annotation 

Diagrams specific to house? No No 

Ease of use 

Simplified guidance No No 

Summary of strategy No No 

Manufacturer's information Yes  Yes 

Technical accuracy Raw manufacturer's guidance Raw manufacturer's guidance 

Relevance of information Fair - Some obsolete items.  Fair 

Comprehensive coverage of features 

Construction Yes No 

Windows/doors Yes No 

Heating controls No specific energy efficient
advice for product. Mix of instal-
lation and user manual for vari-
ous models. Not specific enough. 

User guide and installer manual 
for boiler - too technical. Pro-
grammer controls sheet easily 
misplaced. No explanation of 
system (thermostat and TRVs) 

Heating maintenance/  

cleaning 

Mix of installer and user manual 
for various models. Not specific.

Manufacturer's servicing manual
- too technical 

Hot water  3 sources of heat described Installation manual not for user 

Ventilation/ controls Inconsistent between documents Manufacturer's guide - uncertain
how to operate different modes. 

Ventilation filters n/a Manufacturer's guidance - no 
visual aids 

Rainwater harvesting no filter maintenance advice n/a 

Photovoltaic panels Installed system not as per guide n/a 

7 Discussion 

Analysis of tables 1 and 2 above highlights three key areas where handover processes 
and guidance can be improved, taking into consideration the dramatically different 
sizes of the developers involved.  

I. Process Development and Training Needs 
A key difference between the case studies lies in the organisation of the handover pro-
cedure. The customers of the larger developer were satisfied the handover induction 
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and following customer care arrangement.  This is the strength of a larger organisation, 
with resources to test and evolve these procedures.  Smaller developers need to find 
ways of providing a similar level of customer care, but lack the man power or expertise 
which adds pressure to their organisations. 

To ensure accurate information provision, the demonstrators need a clear technical 
understanding of all the functions of the systems installed and the design strategy.  
Good Homes Alliance members have created “champion” roles to help reaffirm the 
messages and provide training with success (GHA members 2012). 

Complexity increases when the low carbon technologies used are unfamiliar to 
both demonstrators and users. Thus, the level of technical knowledge and training 
needed by home demonstrators needs to be considered from the start of a develop-
ment, including adding a usability dimension to briefing and design processes, with 
questions such as “How would people actually use it?” (Way et al 2009) and setting 
responsibilities within the team to keep usability in mind.  Controls’ touchpoints and 
training guidance need testing on real people other than the designers.  

II. A Systematic Approach  
Repetition of new information is essential for it to be retained and to develop further 
knowledge (Medina 2008).  Retention depends on the conditions of the event when 
the information was first given, such as intensity of attention and interest (Ebbinghaus 
1913). 

Home inductions are often that first point of contact with the user and the home 
guidance becomes the repeated information. However, in the case studies the lack of 
linkage and coordination between the two parts reduced their effectiveness.  Often, 
the demonstrators did not impart the information but referred the customer to the 
guide which defeats the purpose of the home induction.  A highly visual quick start 
guide as the initial information source can point to further information when neces-
sary (SG 2011b).  Pictures recognition doubles that of text but our brains pay more 
attention when more than one sense is engaged (Medina 2008), which makes hands-
on experience a key part of the learning process.  Whatever the starting point, a  
systematic approach is needed with all the parts of the information “package” fully 
co-ordinated to promote learning and avoid mixed messages.  

III. Clear and Relevant Visual/written Guidance  
Congruent mappings (Norman 1988) need to be developed within written guidance to 
facilitate ease of use.  House specific visual diagrams were absent from the case stud-
ies manuals but they are essential to provide this clear link between the house and the 
guidance.  The case studies used manufacturers’ information to provide user instruc-
tions which was often generic.  Sometimes various models were covered in the same 
document which caused confusion.  In addition, the manufacturers’ information did 
not show where the installed item was located in the house or when and how the user 
should interact with the controls for optimum performance. The strategic designers’ 
intentions for efficient use were also missing, as the overall design combined various 
products, whereas the trade manuals were for single items. This disjunction was typi-
fied in the small development, with no guidance on how to optimise three separate 
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modes for heating hot water (biomass boiler, solar hot water or immersion heater); 
occupants had to develop their own method of decision-making by trial and error.  

Understanding the way occupants interact with technology is crucial to be able to 
give relevant instructions. Pink (2011) argues that as energy use is invisible to ordi-
nary consumers, new ethnographic methods need developing to link the sensory ex-
perience of the home to energy use.  As guidance manuals are part of the technology, 
for greater usability, they need also be tested in the real world. 

8 Conclusion 

These paradigmatic case studies have shown that guidance and handover processes in 
housing clearly need further development to facilitate occupants understanding of 
complex low carbon strategies and technologies. Key recommendations include:  

1. Clearer handover process within developer organisations that follow a system-
atic approach focused on usability, from the outset. 

2. Training of all home demonstrators so that they are familiar with all technical 
aspects of the appliances within the home and know how to operate them in an 
efficient manner.  

3. Provision of clearly structured and coordinated home user packages that avoid 
generic manufacturers information,  

4. Evaluation of the effectiveness of all guidance given for usability and consider 
various modes of presenting the information such as visual diagrams, short 
films, web links, to simplify the learning process.   

Currently there is no legislated standard for home user guidance and processes with 
regards to accuracy or user friendliness.  The above recommendations could be the 
starting point of a user centred handover and home user guidance initiative leading to 
a best practice benchmark in the domestic sector. These recommendations need fur-
ther testing to check their effectiveness and acceptance by occupants. Research is also 
needed concerning the influence of home user guidance on occupant behaviour, the 
effectiveness of communication (charts, visual, written, video, hands – on) in provid-
ing rapid understanding of key issues and methods for early engagement of occupants 
in the energy efficient control of homes. 
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Abstract. This paper appraises the utility of embodied energy as an indicator of 
environmental impact through the use of life cycle assessment (LCA). This util-
ity is considered in terms of its use for the preferential selection of materials 
and for hotspot analysis for the purposes of identifying reduction opportunities. 
An appraisal of the peer-reviewed LCA of BlazeMaster® CPVC fire sprinkler 
system and subsequent LCA work commissioned by the Lubrizol Corporation 
is conducted to investigate the utility of embodied energy as an environmental 
indicator. Embodied energy is assessed using the Cumulative Energy Demand 
(CED) method and environmental impacts are appraised using the ReCiPe  
method. Embodied energy is found to reflect the impact results in terms of  
preference for CPVC when compared to steel sprinkler systems. However, the 
inability of CED to identify hotspots consistently, or to provide a reliable meas-
ure of relative performance for individual environmental impacts, indicates  
limited utility. 

1 Introduction 

Building regulations across the globe require the installation of fire sprinkler systems 
for fire protection, in buildings above a certain volume or floor area. According to the 
National Fire Sprinkler Association, in the United States, mercantile buildings over 
1,115 square metres or over three stories; high-rise buildings over 22.9 metres high; 
and residential apartments, except those with individual street exits, have to carry 
sprinkler systems (NFPA, 2010). Building Regulations in England and Wales are 
accompanied by documents making specific reference to the use of sprinklers  
(HM Government, 2010). New residential blocks over 30 metres high; and un-
compartmentalized shop and storage areas in buildings over 2,000 square metres must 
be fitted with sprinklers in order to comply. Corresponding regulations apply to indus-
trial buildings, with the largest permitted compartment without sprinklers being 
20,000 square metres. Recent years have seen a growing trend for sprinkler systems to 
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be installed in smaller buildings, including residential homes, as evidenced by the 
legal requirement in Wales for all new homes to be fitted with fire sprinkler systems 
(NAW, 2011).  

Sprinkler systems are made up of three components: a water supply system deliver-
ing sufficient pressure and flow rate, a water distribution pipe network, and fire sprin-
klers attached to the pipes. While designing new buildings, or refurbishing existing 
buildings, architects make a choice regarding sprinkler systems and associated  
materials. The choice of material has a bearing on environmental impact, installation 
time and maintenance requirements, lifetime and cost. The primary materials used for 
fire sprinkler systems include steel, copper and fire-resistant plastics, such as polybuty-
lene and chlorinated polyvinyl chloride (CPVC) with steel being the more traditionally 
used material. 

Chlorinated polyvinyl chloride (CPVC), a thermoplastic, was invented in 1959 by 
the Lubrizol Corporation, formerly BFGoodrich Performance Materials. 

CPVC exhibits corrosion and heat resistance as well as mechanical strength and 
ductility (Table 1) and is commonly used in pipes and fittings, electrical components, 
and sheet applications.  

In 2010, Lubrizol commissioned Environmental Resources Management to conduct a 
peer-reviewed life cycle assessment (LCA) in order to establish the environmental im-
pacts of the of the BlazeMaster® Fire Sprinkler System (Aumônier et al., 2010a).  

Table 1. Physical and Thermal Properties of CPVC (Tyco 2008) 

Property Value 

Specific Gravity 1.53 

IZOD Impact Strength (ft.lbs./inch, notched) 3.0 

Modulus of Elasticity, at73°F, psi 4.23 x 105 

Ultimate Tensile Strength, psi 8,000 

Compressive Strength, psi 9,600 

Poisson’s Ratio 0.35 – 0.38 

Working Stress at 73°F, psi 2,000 

Hazen Williams “C” Factor 150 

Coefficient of Linear Expansion in/(in °F) 3.4 x 10-5 

Thermal Conductivity BTU/hr/ft2/°F/in 0.95 

Flash Ignition Temperature 900 

Limiting Oxygen Index 60% 

Electrical Conductivity Non Conductor 

 
The study appraised the ‘cradle to grave’ environmental performance of BlazeMas-

ter® CPVC piping used in light hazard fire protection applications, in accordance with 
United States National Fire Protection Agency (NFPA). The following environmental 
impacts were considered in the study: 

• Metal depletion 
• Fossil depletion 
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• Terrestrial acidification 
• Freshwater eutrophication 
• Climate change 
• Ozone depletion 
• Human toxicity 
• Freshwater eco-toxicity 
• Terrestrial eco-toxicity 
• Photochemical oxidant formation 

A subsequent LCA study was conducted to investigate the performance of BlazeMas-
ter® CPVC piping in comparison with other sprinkler pipe materials (Aumônier et al, 
2010b). This study included embodied energy (cumulative energy demand) as an 
environmental indicator of interest. 

These two studies enabled the value of cumulative energy demand as an indicator 
of wider environmental impact to be evaluated in the context of fire sprinkler system 
material choices. 

2 Methods and Data 

Life Cycle Assessment (LCA) is a standardized technique for measuring and compar-
ing the environmental consequences of providing, using, and disposing of, a product 
or a service. The method employed is defined by the International Standards for Life 
Cycle Assessment (ISO, 2006ab). 

LCA attempts to trace back to the environment all of the resources consumed at all 
stages in the manufacture, use, and disposal, of products. This includes all of the 
emissions to air, water and land at each of these stages. These data represent an inven-
tory of exchanges of substances between the product and the environment, from the 
'cradle’ to the ‘grave’.  

Cumulative energy demand (CED) is an assessment of the energy consumed by a 
product’s life cycle through its consumption of resources. This energy consumption is 
sometimes referred to as the embodied energy of a product. 

Embodied energy is frequently reported in life cycle studies of building products 
and numerous databases exist which report embodied energy figures (e.g. the Univer-
sity of Bath Inventory of Carbon and Energy Database (University of Bath, 2011). In 
these cases, embodied energy is frequently provided on a cradle to gate basis and 
relates to the life cycle up to the point of use. 

At the impact assessment stage of an LCA a calculation is made of the potential con-
tribution made by each of these environmental exchanges to important environmental 
effects such as global warming, acidification, photochemical smog, human- and eco-
toxicity, eutrophication and the depletion of non-renewable fossil fuel resources. 

Lubrizol commissioned the two LCA studies to explore the cradle to grave envi-
ronmental impacts associated with BlazeMaster® CPVC fire sprinkler pipes and to 
benchmark with traditionally used materials, such as steel. LCA was chosen as the 
most useful tool for assessing the fire sprinkler pipes due to the ability to provide a 
holistic view of environmental impacts. 
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The LCAs were undertaken to provide insight into the environmental hotspots, to 
identify reduction opportunities, and to benchmark the BlazeMaster® product with 
traditionally used materials. 

The relationship between embodied energy and other environmental impacts is dis-
cussed in this context. 

The functional unit used for the two studies was: 1,000 feet (304.8 metres) of piping 
installed and used in a high rise multi-residential dwelling in the United States (US) for 
a 50 year time period. Figure 1 details the life cycle stages included in the cradle to 
grave assessment. Hangers, screws and solvents were included; however the sprinkler 
nozzles and water used by the sprinkler system were excluded from the assessment. 

Production  Distribution & 
wholesale 

Installation 
& use 

Raw 
materials 

Conversion Removal & 
disposal 

 

Fig. 1. Life Cycle Overview of BlazeMaster® Pipe 

The products assessed include both a CPVC and steel pipe product as described below. 

Table 2. Products Considered in the Assessment 

Product Description 

BlazeMaster®  SDR 13.5 Iron Pipe Size (IPS) CPVC pipe 

Steel pipe Schedule 10 IPS carbon steel pipe 

 
The assessment included cradle to grave life cycle stages including extraction of 

raw materials, manufacturing, distribution, installation, use, and disposal. The burdens 
for removal of the sprinkler systems were excluded from the study. 

To assess the environmental impacts of the BlazeMaster® pipe, primary data were 
collected from Lubrizol production operations and key suppliers. Published life cycle 
data were used for the remainder of the life cycle stages (Aumônier et al, 2010). 

The assessment of steel pipes was based on published life cycle inventories, com-
bined with sprinkler system installation requirements provided by Lubrizol Corporation. 

The mass of materials included for the two systems to describe the functional unit 
is detailed in Table 2. 

The system excludes the fire sprinkler nozzles and any materials and energy con-
sumed during use of the sprinkler systems. 

SimaPro1 Life Cycle Assessment software was used to model the product life 
cycles. Cumulative Energy Demand (CED) and ReCiPe impact assessment methods 
were used to assess the products. CED accounts for the energy consumed by the 
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Table 3. Mass of Piping Materials Considered (per 304.6m ~ 1,000 ft) 

Component 
BlazeMaster® Pipe  

Mass of Materials (kg)

Steel Pipe  

Mass of Materials (kg)

Pipes 118.87  763.6 

Fittings 19.24 52.3 

Solvent cement 1.85 - 

Hangers and screws 11.34 54.5 

Total 151.30 870.4 

 
system throughout all life cycle stages considered from raw material extraction to 
disposal. The CED method reports energy consumption as a total and broken down by 
energy source i.e. non-renewable fossil, non-renewable nuclear, non-renewable bio-
mass, renewable biomass, renewable wind, solar, geothermal and renewable water. 
Results for CED are summed into non-renewable and renewable energy categories 
and presented in the following sections (Hischier et al 2010). 

ReCiPe was developed as a life cycle impact assessment method which comprises 
harmonized category indicators at midpoint and endpoint level. The method includes 
three cultural perspectives based on the approach previously employed in Eco-
indicator 99. The hierarchic view was considered and the impact categories assessed 
included metal depletion, fossil depletion, terrestrial acidification, freshwater eutro-
phication, climate change, ozone depletion, human toxicity, freshwater eco-toxicity, 
terrestrial eco-toxicity and photochemical oxidant formation (Goedkoop, 2009). 

No weighting or end point assessments were undertaken as part of the assessment. 

3 Results 

Table 4 and Table 5 present the impact assessment and embodied energy results for 
the BlazeMaster® and steel pipe fire sprinkler systems. 

Table 4. ReCiPe Results for the BlazeMaster® Pipe and Steel Pipe (per 304.6m ~ 1,000 ft) 

Impact category Unit 
BlazeMaster® Pipe 
System Steel Pipe System 

Metal depletion kg Fe eq 1,780 4,090 

Fossil depletion kg oil eq 314 459 

Terrestrial acidification kg SO2eq 4.61 8.96 

Freshwater eutrophication kg P eq 0.0109 0.214 

Climate change kg CO2eq 874 1,790 

Ozone depletion kg CFC-11 eq 1.74E-04 1.26E-04 

Human toxicity kg 1,4-DB eq 109 624 

Freshwater eco-toxicity kg 1,4-DB eq 4.42 34.1 

Terrestrial eco-toxicity kg 1,4-DB eq 0.0844 0.405 

Photochemical oxidant formation kg NMVOC 2.88 7.82 
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Table 5. Cumulative Energy Demand Results for the BlazeMaster® Pipe and Steel Pipe (per 
304.6m ~ 1,000 ft) 

Impact category Unit 
BlazeMaster® Pipe 
System Steel Pipe System 

Non-renewable energy MJ 15,600 22,600

Renewable energy MJ 710 1,060

Total MJ 16,310 23,660

 
Results by life cycle stage for the BlazeMaster® piping system are presented be-

low. The ReCiPe method is presented in Figure 2 and Table 6. The CED method is 
presented in Figure 3 and Table 7. Results are shown by life cycle stage to identify the 
high level ‘hotspots’ of the system. 
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Fig. 2. ReCiPe Normalised Results for the BlazeMaster® Pipe (per 304.6m ~ 1,000 ft) 
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Table 6. ReCiPe Results for the BlazeMaster® Pipe (per 304.6m ~ 1,000 ft) 
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Metal depletion kg Fe eq 1,780 1.58 1.3E-02 2.8E-05 - 4.3E-04 8.5E-02

Fossil depletion kg oil eq 236 58.9 3.03 1.1E-02 - 2.2E-01 15.7

Terrestrial acidifica-
tion kg SO2eq 

2.97 1.33 6.8E-02 2.4E-04 - 5.3E-03 2.3E-01

Freshwater eutro-
phication kg P eq 

7.7E-03 2.8E-03 7.6E-05 1.7E-07 - 8.9E-07 2.8E-04

Climate change kg CO2eq 601 211 10.9 0.35 - 8.16 42.8

Ozone depletion kg CFC-11 eq 1.6E-04 5.9E-06 3.0E-07 3.9E-09 - 8.2E-08 5.2E-06

Human toxicity kg 1,4-DB eq 57.3 13.9 0.693 1.43 2.8E-02 33.6 1.98

Freshwater eco-
toxicity kg 1,4-DB eq 

1.21 6.3E-01 2.9E-02 9.7E-02 3.4E-06 2.29 1.7E-01

Terrestrial eco-
toxicity kg 1,4-DB eq 

6.0E-02 1.4E-02 7.2E-04 2.6E-04 5.6E-06 6.2E-03 2.8E-03

Photochemical 
oxidant formation kg NMVOC 

1.83 5.2E-01 2.6E-02 4.9E-04 1.5E-01 1.1E-02 3.5E-01
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Fig. 3. Cumulative Energy Demand Normalized Results for the BlazeMaster® Pipe (per 304.6m 
~ 1,000 ft) 
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Table 7. Cumulative Energy Demand Results for the BlazeMaster® Pipe (per 304.6m ~ 1,000 ft) 

Impact category Non renewable energy Renewable energy Total 

Unit MJ MJ MJ 

Raw material production 11,300 560 11,860 

Manufacturing 3,370 118 3,488 

Wholesale /distribution 174 6.05 180.05 

Installation 0.542 0.0221 0.5641 

Use - - - 

Removal - - - 

Disposal 11 0.352 11.352 

Transport 461 0.663 461.663 

Packaging 236 27.8 263.8 

Total 15,600 710 16,310 

4 Discussion 

One aim of the analysis was to investigate CED as an indicator of scale for environ-
mental impact. The relative difference between CED and other environmental life 
cycle impacts for the BlazeMaster® and steel pipe systems was investigated to under-
stand the ability of CED to represent environmental impact. 
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Fig. 4. Normalised ReCiPe and CED Impacts for BlazeMaster® and Steel Pipe Systems 
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For the majority of environmental impacts assessed, the preference for BlazeMas-
ter® correlates with the results for CED, with the exception of ozone depletion. When 
determining high level conclusions to identify an environmentally preferable product 
this suggests it is reasonable to use CED as an indicator.  

When comparing the relative difference between the CED of the products, Blaze-
Master® is 30% lower, and does not correlate with the relative difference for the indi-
vidual impact categories. From this comparison it is clear that, although CED may 
provide a useful initial indicator of preference, it is neither foolproof nor accurate in 
its ability to reflect relative performance.  

The relative difference between products for fossil depletion impacts does appear 
to correlate with CED. This can be explained by the use of fossil resources as a fuel 
for energy generation. However, should fossil resources not be the main energy feeds-
tock for the systems, then these relationships would likely be significantly different. 

The second aim of the analysis was to investigate the use of CED for hotspot iden-
tification. ReCiPe and CED methods have both been utilized to analyze the Blaze-
Master® sprinkler system to identify the hotspots i.e. the main contributing life cycle 
stages and processes. Hotspot identification is often the first step in identifying reduc-
tion opportunities. The percentage contribution for each life cycle stage to CED and 
the impact categories considered are shown in Table 8 and Table 9. 

Table 8. BlazeMaster® System Percentage Contribution by Life Cycle Stage per ReCiPe 
Impact Category 
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Metal depletion 100.0% 0.1% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Fossil depletion 75.2% 18.8% 1.0% 0.0% 0.0% 0.0% 0.1% 3.5% 1.5% 

Terrestrial acidification 64.4% 28.9% 1.5% 0.0% 0.0% 0.0% 0.1% 4.3% 0.8% 

Freshwater eutrophication 70.7% 26.1% 0.7% 0.0% 0.0% 0.0% 0.0% 0.0% 2.5% 

Climate change 68.8% 24.1% 1.2% 0.0% 0.0% 0.0% 0.9% 3.6% 1.3% 

Ozone depletion 93.7% 3.4% 0.2% 0.0% 0.0% 0.0% 0.0% 2.8% 0.2% 

Human toxicity 52.6% 12.8% 0.6% 1.3% 0.0% 0.0% 30.8% 0.4% 1.4% 

Freshwater eco-toxicity 27.4% 14.2% 0.7% 2.2% 0.0% 0.0% 51.8% 0.3% 3.5% 

Terrestrial eco-toxicity 71.4% 16.7% 0.8% 0.3% 0.0% 0.0% 7.3% 2.6% 0.7% 

Photochemical oxidant 
formation 

63.5% 17.9% 0.9% 0.0% 5.1% 0.0% 0.4% 11.1% 1.1% 
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Table 9. BlazeMaster® System Percentage Contribution by Life Cycle Stage per CED Impact 
Category 
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Non renewable energy 72.4% 21.6% 1.1% 0.0% 0.0% 0.0% 0.1% 3.0% 1.5% 

Renewable energy 78.9% 16.6% 0.9% 0.0% 0.0% 0.0% 0.0% 0.1% 3.9% 

Total 72.7% 21.4% 1.1% 0.0% 0.0% 0.0% 0.1% 2.8% 1.6% 

 
An investigation into the BlazeMaster® system identifies that raw material produc-

tion is the most significant contributor to all impact categories, with the exception of 
freshwater eco-toxicity. Manufacturing is the second most significant contributor, 
accounting for up to 29% of the total impact. Disposal of CPVC in landfill is a signif-
icant contributor to the human and aquatic toxicity impacts. The impact of wholesale, 
transport, and packaging is very low relative to the other life cycle stages.  

The results from the LCA broadly align with the embodied energy results pre-
sented in the CED method in that they identify raw material production (73%) and 
manufacturing (21%) as significant contributors. However, there is significant varia-
tion between impacts in the contribution of each life cycle stage. CED is a poor indi-
cator of hotspots for human toxicity, freshwater toxicity and photochemical oxidant 
formation. There are few similarities as to the magnitude of impact contribution from 
each life cycle stage across the different impact categories. 

5 Conclusions 

For a high level assessment to understand whether products are environmentally pre-
ferable overall, the use of embodied energy appears to enable similar conclusions to 
those of LCA to be drawn. However, this would appear to be a consequence of the 
systems assessed, and their particular hotspots, rather than a universal conclusion. The 
danger of using CED as an indicator of more detailed results for individual environ-
mental impacts, such as climate change, is highlighted by the inability of CED to 
identify hotspots consistently or to provide a reliable measure of relative performance. 
It is likely that CED will become even less reliable an indicator of environmental 
impact as the use of fossil fuel declines and energy consumption is decoupled from 
some environmental impacts. Climate change is a specific example of this as, with the 
advent of carbon capture and storage (CCS), the CED of products is likely to increase 
due to loss of energy efficiency but greenhouse gas emissions are likely to reduce due 
to their long term storage.  
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Understanding the Gap between ‘as Designed’  
and ‘as Built’ Performance of a New Low Carbon 

Housing Development in UK 

Rajat Gupta and Dimitra Dantsiou 

Low Carbon Building Group, School of Architecture, Oxford Brookes University, Oxford 
rgupta@brookes.ac.uk  

Abstract. This paper investigates forensically the discrepancy between ‘as de-
signed’ and ‘as built’ performance of exemplar low carbon housing in UK, since 
this performance gap has the potential to undermine zero carbon housing policy. 
Driven by the UK Government Technology Strategy Board’s Building Perfor-
mance Evaluation (BPE) competition, a BPE study is undertaken by the authors 
during post construction and initial occupancy stage of a Code level 5 housing 
scheme (Swindon, UK) focusing on two house typologies. The performance of 
the building envelope and service systems are evaluated through a detailed re-
view of design and construction specifications and processes, fabric performance 
evaluation, observation of handover processes and mapping of occupant satisfac-
tion. This reveals unintended fabric losses, installation and commission issues 
associated with low carbon technologies, lack of co-ordination and proper se-
quencing of the building works, and complexity of control interfaces. Lessons 
from different elements of the BPE study are pointed out and recommendations 
are drawn for councils, developers, house builders, designers and equipment 
suppliers to reduce the gap between ‘as designed’ and ‘as built’ performance of 
future low carbon housing developments. 

Keywords: Building Performance Evaluation, Energy efficiency, Low carbon 
housing. 

1 Introduction 

Energy used in domestic housing in the UK produces over a quarter of UK’s total 
carbon dioxide emissions which drive climate change (DECC, 2010). Under the scope 
of an 80% CO2 reduction target that the UK government aims to achieve by 2050, a 
lot of effort has been put in towards the improvement of the efficiency of new-build 
and existing housing. This is why the Government has set ambitious targets for in-
cremental changes to building regulatory standards, which are intended to achieve 
zero carbon new housing from 2016 onwards (DECC, 2011). With the application of 
improved fabric measures (such as better insulation), improved efficiencies in build-
ing services (including more efficient heating and hot water systems, lights and  
appliances and better controls) and the addition of low and zero carbon renewable 
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energy generation, this is theoretically possible. However, many of these solutions are 
at present untested, and there is growing concern within the housing industry that, in 
practice, even current energy efficiency and carbon emission standards are not being 
achieved i.e. that there is a gap between as-built performance and design intent. Fur-
thermore there is concern that this performance gap has the potential to undermine 
zero carbon housing policy (Zero Carbon Hub, 2011).  

Despite the growing interest and the abundance of design solutions for the construc-
tion of zero and low carbon housing in the UK, there is limited knowledge on the way 
homes perform post construction, except on air-tightness (Bordass and Leaman, 2005, 
Gupta and Chandiwala, 2010). Initial studies, such as Low Carbon Housing: Lessons 
from Elm Tree Mews suggests a deficiency can exist between design and actual per-
formance of the building fabric and services (Bell et al, 2010). Further research by 
Wingfield et al (2008) has shown many of the new homes in the sample they tested 
were not achieving their design energy and ventilation performance standards. There is 
also growing concern regarding the lack of a systematic feedback approach to monitor, 
assess and benchmark the modern construction methods and technology. 

To address the growing concern that performance of buildings in use is highly va-
riable and does not match the predictions, UK Government’s Technology Strategy 
Board (TSB) launched its Building Performance Evaluation (BPE) competition in 
2010 aiming to understand the cause and effects of this discrepancy and enable im-
provements in the performance of new built low carbon dwellings (TSB, 2010b). A 
total of £8m was allocated to fund the costs of new built domestic and non-domestic 
buildings during their construction, initial occupation and in-use phase and create a 
knowledge base which will enable setting up performance driven standards for the 
design of sustainable homes.  

This paper investigates the impact of the design and build processes on the discre-
pancy between the as designed and as built performance of low carbon dwellings, using 
a ‘post completion and initial occupation’ BPE study of a Code Level 5 housing scheme 
called Malmesbury Gardens located in Swindon (UK). The aim of the study was to 
evaluate and compare the performance of the building envelope and systems (before the 
residents move into their new homes) with the design intent, and correlate it with the 
resident experience during their first weeks of occupancy.  

2 Background to the Low Carbon Housing Development 

Malmesbury Gardens is a social housing scheme that was intended to provide an in-
novative approach to affordable mixed tenure housing design, procurement and 
finance, with large scale delivery potentials. It consisted of 13 council houses built to 
Code for Sustainable Homes level 5 criteria aiming to a low energy performance 
along with space flexibility and design excellence.  

The general design approach targeted a Code level 5 rating by a combination of an 
optimized and airtight building envelope supported by an innovative space and water 
heating solution and the use of renewables.  The construction was based on the applica-
tion of hempcrete cast into a timber frame in order to achieve high thermal mass levels 
in combination with optimized U-Values  and a maximum airtightness of 2 m3/(h.m2) 
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under pressure of 50 Pa. Heating, hot water and mechanical ventilation was provided by 
an Exhaust Air Heat Pump (EAHP) while the systems were supported by a solar ther-
mal and pre-heat hot water cylinder and Photovoltaic panels on the roof (Table 1).  

Table 1. Design and occupancy characteristics of the case study dwellings 

Case study design characteristics 
Location Swindon, UK 
Dwelling 
type(s) 

1  End terrace, 5 bedroom, 9 person 
3  End terrace, 3 bedroom, 6 person  
3  Mid terrace, 3 bedroom, 6 person  
6  Mid terrace, 2 bedroom, 4 person 

Main  
construction 
elements 

Walls: Prefabricated timber frame wall panels with solid cast in situ 
hempcrete around the frame (Design U-value 0.18 W/m2K) 
Roof: Timber panels with hemp fibre insulation bats within depth of 
beams (Design U-value: 0.15 W/m2K) 
Windows: Timber frame, double glazed (Design U-value: 1.4 W/m2K) 

Space heating 
system 

Heat is supplied from an exhaust air heat pump to the underfloor heating 
coils via a flow and return heating pipe circuit. 

Hot water 
system 

A solar thermal system installed in each property will pre-heat the domes-
tic hot water supplied to the EAHP. Two roof mounted vacuum tube heat 
pipe solar collectors of 4m2 are placed in each house. 

Air tightness 2.0 m3/(h.m2) when pressure tested at 50 Pascal 

Ventilation 
strategy 

Mechanical ventilation through exhaust air heat pump. NIBE fighter 410 P 
product with 260% efficiency. 

Renewables Average of 4 kWpk of Photovoltaics in each property. 

Sustainability 
rating 

Code for Sustainable Homes level 5 

Age/ Date of 
completion 

March 2011 

Other  
information 

The 3 and 5-Bed houses use the roof space as a living area adding an extra 
floor to the design. 

Occupancy All the 13 houses are fully occupied by families or single parents with 
children.   

Photos 
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3 Building Performance Evaluation Study  

To identify any deviation from the design intent and map the initial occupants’ reac-
tions, the BPE study was organised in two key stages covering the design and con-
struction stage as well as the post construction and early occupancy phase of the new 
homes. The starting point was a review of the design and specification records that 
coincided the construction while right after completion the fabric and systems’ per-
formance and the occupants’ first reactions were established. The parties involved in 
the process consisted of the research team, the owner (Swindon Borough council) the 
design team and the contractors (Swindon Commercial Services) owned by SBC. 

Table 2. The evaluation framework and methods used in the different stages of the TSB 
Building Performance Evaluation post construction and initial occupancy study on the case 
study dwellings (TSB, 2010a) 

Stage of investi-
gation 

Project activities Methods 

Design  Design and construction audit
 

SAP calculation review 
Drawings and specifications review 
Semi-structured interviews with design team 
Walkthroughs with client and  developer 
Observation and review of control interfaces 
Initial walkthrough with the developer 
(client) 

Post construc-
tion  

Fabric testing 
 

Co-heating test 
Air permeability test  
Thermography 
In situ U-value measurement 

Review of commissioning 
process 

Review of systems performance and commis-
sioning  

Early Occu-
pancy 

Observation of the handover 
process 

Review of Home User Guide  
Observation of handover process 

Occupancy evaluation BUS questionnaire survey 
Walkthrough and interviews with occupants 

3.1 Design and Construction Stage  

An important insight on the project’s design and procurement process as well as its 
intended performance aspiration was provided by the design and construction audit that 
took place in the beginning of the BPE study. The initial audit revealed key differences 
between the final performance and design intent which were investigated with those 
responsible for delivering the dwellings so as to establish the reasons for any deviations.  

Through a SAP calculation review, different ratings came out between the existing 
and recalculated ratings for the same dwellings. The drawings review along with a 
walkthrough in the dwellings, identified issues with usability of the air source heat 
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pumps and their controls. The interview with the design team and walkthrough with 
the developer also revealed key lessons concerning the use of Hempcrete and the 
provision of drying period, as well as the impact of successful liaison between the 
different parties involved in design and construction. Finally a critical review of con-
trol interfaces addressed the issue of the usability of heating system controls. 

Review of design specification and procedures 
A review of the design documentation was undertaken which included a variety of 
drawings, reports and specification documents that were provided by the design team. 
The study was complemented with a walkthrough that revealed several issues that 
were not obvious just from the drawings. Unplanned extrusions intersecting with door 
and window frames trying to cover ventilation system ducting was one apparent no-
tice along with inability to access the handle of the roof windows without the use of a 
poll or a small ladder. The latter was a result of the PV panels fitted on the roof on the 
space right underneath the window.   

SAP review 
The Standard Assessment Procedure (SAP) is the official UK Government’s method-
ology for assessing and comparing the energy and environmental performance of 
residential dwellings (Department of Energy and Climate Change, 2011). A review of 
the SAP calculations aimed to ensure that the existing estimates accurately reflected 
the design of the dwelling and identify any design aspects that were not captured ac-
curately by the calculations. The SAP calculations were repeated for four different 
dwelling types and correlated with the existing specification notes, drawings and re-
ports. By the time of the study, the initial calculations were not updated to changes in 
the design  resulting in a discrepancy between the existing and recalculated ratings 
(Table 3) that in the case of one dwelling type it lead to its degradation to level ‘B’ of 
the rating scale (Table 4).    

Table 3. Discrepancies between SAP calculations and specification notes 

SAP Specification notes 

PVC framed windows (Design U-value 1.3 W/m2K ) Timber framed windows 

Hot water cylinder volume 170ltr in all houses Hot water cylinder volume 210 ltr (2-bed) 
or 300 ltr (3-bed and 5-bed) 

In the 3Bed-End terraced house the east side wall 
and windows were not calculated 

 

Internal partitions are stated as masonry partitions 
with plasterboard on dabs 

Internal partitions are plasterboards on 
timber stud  

Table 4. Discrepancy between the design and recalculated SAP rating 

Dwelling type Provided SAP rating  STROMA SAP rating 
Recalculated by an OBU research-

er as a part of the BPE 
3-bed mid-terrace 99 (A) 88 (B) 

3-bed end-terrace 98 (A) 92 (A) 
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Design team interviews 

In order to gain background knowledge on the scheme and gather information that 
could not be gleaned through direct involvement of the research team, the key mem-
bers of the design and development team were interviewed. The qualitative interview 
approach comprised of open-ended semi structured questions providing a significant 
insight on the basic aspirations and targets of the design team, the effectiveness of 
certain strategies and experiences gained through the project development and the 
examination of emerging issues that came through the design documentation review. 
The unplanned extension of the construction phase was highlighted by the interview-
ees as a result of the tight funding program, difficulties with the assembly of the tim-
ber frame and a considerable delay in hempcrete drying. The lack of a consistent 
communication base between the contractors, specialists and design team led to 
changes of the initially chosen suppliers and specialists ending up to a restart of coor-
dination processes and delay in construction. 

Review of control interfaces 
Control interfaces are the part where the users meet the technology of the building. 
The usability of local controls for lights, heating, cooling and ventilation largely dic-
tate the performance of a house in various ways such as energy efficiency, occupant 
satisfaction and thermal comfort (BSRIA, 2007).  A review of the control interfaces 
took place some days before the official handover to investigate the relationship be-
tween the design and usability of controls and the potential effect that they could have 
during the dwelling’s occupancy. The use of two different design approaches for the 
house masterstat and the room thermostat (Table 5)  along with an oversimplified 
interface lacking clear labelling and indication of system’s response has set questions 
on their future usability and degree of control.  

Table 5. Usability grading of a room thermostat 

Room thermostat Image 
Usability criteria Ranking  

Poor      Excellent 

 

Clarity of purpose  

Intuitive switching  

Labeling and annota-
tion 

 

Ease of use  

Indication of system 
response 

 

Degree of fine control  
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3.2 Post-construction Stage and Early Occupancy Stage 

An important objective of the post construction phase was to understand the physical 
performance of the building fabric and services since it is a fundamental factor for the 
final energy consumption. Two selected case study houses in the development, went 
through co-heating and airtightness test to provide a clear image of the post-
construction fabric performance. An assessment of the installation and commissioning 
processes was undertaken to understand where variances from design stage to instal-
lation stage had occurred and to determine whether manufacturers’ guidelines had 
been followed. The next step was to assess the induction process through the observa-
tion of the handover sessions and the Home User Guide evaluation. Qualitative  
information were gathered through a BUS questionnaire survey, semi-structured in-
terviews and walkthroughs that were carried out with selected households to capture 
the residents’ experience and understand the behavioural impact to the energy per-
formance of their houses. The findings gathered from the previous activities provided 
the evidence base for the second study phase, a two year in-use study which aims to 
explore the energy and environmental performance of the dwellings as well as the 
behavioural and social patterns developed on the long term.  

Fabric testing (Co-heating test, Air permeability test, Party wall bypass test, thermo-
graphic survey)  
The fabric performance of Malmesbury Garden houses was determined by two whole 
house co-heating tests on a three-bed end of terrace (Plot 7) and a three-bed mid terrace 
(Plot 6) dwelling (Fig. 1) complemented by air-permeability tests and additional meas-
urements of the physical properties of the study dwellings according to ATTMA  
standards (ATTMA, 2010). The equipment used is summarised in Table 6. 

 

Fig. 1. Site plan highlighting the co-heated plots 6 and 7 as well as the just heated plot 5 

The main objective of a co-heating test is to measure the total house heat losses in W/h 
(fabric loss and background ventilation loss) in attribute to an unoccupied building. The 
main finding of the whole house heat-loss test was the discrepancy of approximately 20% 
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between the simplified SAP prediction and the one calculated after the co-heating test for 
both plots (Table 7). In order to quantify the air-leakage rate through the building envelope 
two standard air leakage tests were carried out before and after the co-heating tests. In both 
cases the values were well above the design target of 2 m3/(h.m2) suggesting noticeable 
heat losses due to air leakage paths ( Table 8 ). 

Table 6. Fabric testing equipment information 

Test Description Manufacturer 

Coheating test 
set(s) 
 

Tripod mounted test set(s) comprising of an air 
temp/rh transmitter, electrical power meter and 
pulse transmitter, CO2 sensor and transmitter, 
circulation fan(s) and a fan heater (s) 

Vaisala / Radio-Tech / 
BSRIA 

External air temperature / humidity transmitter 
(located at same position as weather station) 

Radio-Tech 

Wi5 data hub Radio-Tech 

Weather station and data logger recording wind 
speed / direction, rainfall, barometric pressure 
temperature / humidity & solar radiation 

Davis / Kipp & Zonen / 
Grant 

Heat flux monitor-
ing 

Data loggers with Hukseflux and temperature 
sensors 

Eltek and Hukseflux 

Thermographic 
survey 

P640 model, 640x480 pixel, 0.04K thermal 
resolution infrared camera set on Rainbow co-
lour palette 

FLIR 

Type PT100 digital thermometer Testo 
Weather station Davis 

 
The calculation of the hempcrete wall U-values also fell short of expectations with 

heat flux levels rising well above those intended for the hempcrete walls at the design 
stage (Table 9). A series of thermographs confirmed the high heat loss values provid-
ing a quick and visual indication of heat losses and air leakage paths through the roof 
apex, poor fitting of openings and skirting boards and not properly sealed system 
pipes detailing further investigation of those elements (Figure 2). A limitation related 
to this method was the difficulty of keeping the dwellings unoccupied during the three 
week test period due to cost implications and construction related activities. This 
resulted in distorting the monitoring values which needed to be ‘cleaned’ afterwards 
by keeping an uninterrupted sample of days. 

Table 7. Summary of calculated heat loss coefficients 

Plot No. 
 

Measured heat loss 
coefficient (Co-heating) 
(W/K) 

Designed heat loss coef-
ficient  predicted SAP 
(W/K) 

Designed heat loss 
coefficient  corrected 
SAP (W/K) 

6 115.79 133.65 94 

7 146.69 151 123.7 
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Table 8. Summary of the air permeability measurements at ±50 Pa 

Air-permeability values Plot 6 Plot 7 

Design air permeability  m3/(h.m2) 2.00 2.00 

Pre-coheating test final average measured air permeability m3/(h.m2) 3.30 4.69 

Post-coheating test final average measured air permeability m3/(h.m2) 3.70 4.72 

Energy Saving Trust Recommendation for CSH Level 5 (EST, 2008) 3.00 3.00 

UK Building Regulation Best practice 5.00 5.00 

UK Building Regulation Good practice 10.00 10.00 

Table 9. Summary of the designed U-values and the measured U-values 

Location Wall design  
U-value 
[W/(m2K)] 

Wall final meas-
ured U-value  
Average of two 
sensors [W/(m2K)]

Energy Saving 
Trust 
100% and zero 
carbon solutions 

UK Building 
Regulation 
Typical sce-
nario 

Plot 7 external 
north facing 
wall 

0.180 0.471 0.15 0.25 

Plot 6 to plot 5 
party wall 

Not stated on 
drawings 

0.292 - - 

 

 

Fig. 2. Left: Plot 7 side upper elevation thermogram indicating heat losses through the roof 
apex. Right: Plot 7 side upper elevation digital photo. 

Observation of commissioning process 
A commissioning review undertaken in one of the properties aimed to ensure that the 
services and equipment’s commissioning had been complete and the design and op-
erational strategy was capable of creating the desired conditions. The onsite inspec-
tion revealed that most of the systems remained to be fully commissioned while for 
those that had undergone pre-commissioning there was no documented evidence on 
site.  In addition, all the installation, commissioning and H&S checklists were missing 
by the time of the inspection and could not be provided by the site manager. The PV’s 
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inverter was still to be installed while the underfloor heating system was out of  
operation on the first floor and the related control circuit disconnected. A number of 
installation issues were highlighted, mostly associated with co-ordination and  
accommodation of the services within the structure. 

Evaluation of handover process and Home user guide 
The evaluation of the homes handover process involved the observation of the two 
handover sessions and the evaluation of the Home User Guide documentation. A walk 
through demonstration of the building features a few weeks before the move in day 
intended to familiarise the occupants with their homes and systems before use to en-
sure their proper operation. During the walkthrough, the tenants seemed to be scepti-
cal of the thermostat interface and found the linear scale rather confusing. A Home 
User Guide was provided in two phases, a week prior to the move in and during the 
second training day. It was generally clearly organised but lacking of informative 
illustrations, maps and diagrams that would help an easier content take up. The Occu-
pant’s training day helped most of the households to adjust their heating system and 
address the first in-use issues revealing a series of commissioning faults and a lack of 
understanding of the heating and hot water system.  

Arup Bus Questionnaire survey 
Occupants’ satisfaction was measured using the established Building Use Studies 
(BUS) methodology analysis of which was covered centrally by the Technology 
Strategy Board (TSB, 2010a). The BUS analysis method is a quick and thorough way 
of obtaining feedback data on building performance through a self-completion occu-
pant questionnaire (Bordass et Leaman, 2005) the results of which are compared 
against an annually updated benchmark database based on results of other building. 
The survey took place approximately six weeks after the official move-in mapping the 
first impression of the tenants rather than long term occupation findings. Within this 
short tenancy period, the houses proved to be very successful with the tenants being 
appreciative of the location, space, layout and overall appearance. However, a high 
‘forgiveness factor’ stemming from the dwellings’ design values appeared to posi-
tively ‘trade off’ against more functional aspects such as the lack of storage space and 
the limited control over their mechanical ventilation system. 

Initial walkthrough and interviews with the occupants  
Approximately six weeks after they moved in their new homes five different house-
holds went through a semi-structured interview followed by a walkthrough to map the 
occupants’ first impression of their houses. The interviews and walkthrough observa-
tions revealed a common approach pointing clearly the positive aspects of the houses 
as well as some needing further improvement. The houses have been less successful 
in delivering adequate storage space and an effective troubleshooting mechanism. 
Most of the tenants were complaining about finishing issues, system fine-tuning prob-
lems and construction mistakes which were yet to be resolved.  

4 Discussion of Findings 

The post completion and early occupation study of ‘Malmesbury Gardens’ provides 
insights into the issues that emerge and lessons to be learned in relation to the design, 
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construction, commissioning, handover and occupation of a low carbon new built  
housing.  

The difference between design aspiration and as-built performance was highlighted 
by most of the study elements and the findings were found to be correlated to each 
other and passed through the different construction phases. Table 10 summarises the 
key findings from the BPE activities undertaken and the key messages that they  
convey. The main findings were mostly related to the difficulty of the contractors to 
engage with new materials and technologies, complications in the communication 
between the different project parties, lack of proper system commissioning and  
inadequacy of the induction process. 

Table 10. Key findings of the Building Performance Evaluation study and main reasons for 
discrepancy between as designed and as built 

BPE Study Elements Findings Key messages 
SAP calculation review 
 

- Discrepancy between SAP calcula-
tions and specification notes 

 
 
 
 
 
 
 
 
 
 
 
Lack of effective liaison 
between  
different parties 
 
 
 
 
 
 
 
 
 
 
 
Difficulty in engaging 
with new materials and 
technologies 
 
 
 
 
 
 

Drawings and specifications 
review 

- Unplanned plasterboard soffits to 
cover ductwork and cables 

Semi-structured interviews 
with design team 
 

- Lack of effective communication 
base between design team, contrac-
tors and suppliers 

- Difficulty of contractors to engage 
with new materials and technolo-
gies 

Walkthroughs with client 
and  developer 
 

- Tight access to services  leading to 
unplanned design solutions 

- Discrepancy between hempcrete 
laboratory and as-constructed per-
formance enclosures 

Observation and review of 
control interfaces 
 

- Lack of clear labelling and annota-
tion of room thermostat and house 
masterstat 

- EAHP and DHW interface not 
accessible by tenants 

Co-heating test 
 

- 20% discrepancy between the as 
designed and as built heat loss coef-
ficient values 

Air permeability test  
 

- Air-permeability rate for both 
dwellings fail to meet the design 
criteria 

Thermography - Air leakage paths behind various 
construction elements (skirting 
boards, panels and penetrations, fit-
tings, system cupboards) 

In situ U-value measure-
ment 

- Measured wall U-value is double 
from the material specifications 
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Table 10. (continued) 

BPE Study Elements Findings Key messages 
Review of systems perfor-
mance and commissioning  

- Incomplete system commissioning 
- Missing installation, commissioning 

and H&S checklists  
- Tight access to plant, pipework and 

pipes for the EAHP and DHW sys-
tem 

- Incorrect  installation of room 
thermostat 

- Negligence to insulate primary 
pipework 

- Operation of ventilation system 
during sanding activities 

 
 
 
 
 
 
 
 
 
Lack of proper system 
commissioning 
 
 
 
 
 
 
 
 
 
 
 
 
Inadequate induction 
process 

Review of Home User 
Guide  

- Inadequate graphic presentation 
(lack of informative illustrations, 
maps, diagrams) 

Observation of handover 
process 

- Tenants were uncertain and con-
fused from the demonstration of the 
control interface 

- Lack of Home User guide or rele-
vant  documentation 

BUS questionnaire survey - Lack of storage space  
- Limited control over MVHR 

Walkthrough and interviews 
with occupants 

- Unavailability of troubleshooting 
mechanism 

- Complains on finishing issues, 
system fine-tuning and construction 
mistakes 

 
The difficulty of the contractors to engage with new materials and technologies 

had obvious implications from the beginning of the project with a delay in the timber 
frame construction and the drying of Hempcrete walls. The lack of proper training of 
the workforce in combination with a poor liaison with the design team and system 
specialists resulted in significant construction faults, unplanned design solutions and 
wrong system commissioning highlighted in the fabric testing and commissioning 
process review. Finally, the difficulty to fine-tune the newly installed systems and the 
construction faults were pointed out through the walkthroughs and interviews with the 
occupants. The lack of understanding of systems and control interfaces could also be 
attributed to the inability of the induction process to provide a clear and comprehen-
sive guidance to the new houses and systems. 

5 Conclusions and Key Lessons for Future 

As there is a growing evidence for the energy underperformance of low carbon 
houses in the UK the need to uptake the lessons learned from the relevant studies  
is imperative if a change is to be made. Through the findings of the Malmesbury  
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Gardens the following recommendations are drawn for councils, developers, house 
builders and equipment suppliers, affecting the design and construction stage of a new 
housing development. 

• Design: a robust design framework where design specifications and dwelling 
layouts consider the accommodation of services within the structure, reflect 
the needs of the occupants and provide intuitive and easy to use control  
interfaces would be the first step for the improvement of the design of low 
carbon housing. The design drawings and energy calculations should be 
carefully updated to reflect any changes in all design stages. 

• Construction: The case study experience has revealed that proper selection, 
coordination and liaison of the project’s design team, contractors and system 
specialists is implied from the initial design stages to avoid faults and omis-
sions during construction. The proper training of the construction workforce 
is implied for the proper application of new innovative materials while an 
early liaison with the system’s specialists is important to procure for ade-
quate space to accommodate systems within the properties (cupboards, 
shafts, etc.). Greater co-ordination from first-fix onward between trades 
should be encouraged and need for better management, control and constant 
feedback loop between the different parties related to the project from its ini-
tial conception till the period after the handover.  

• Handover: the establishment of a comprehensive  easy-to-use guidance and 
troubleshooting framework could prove valuable in addressing the induction 
needs of residents once they move into their new houses.  

It is vital that these evidence-based lessons on the as built performance of new  
low carbon housing are taken on board on an iterative basis and embedded into 
knowledge management systems of councils, developers, house builders, designers 
and equipment suppliers.   
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Abstract. The paper presents preliminary evaluation of a design approach and 
solutions applied in the first sustainable school complex in Wroclaw, Poland. 
The scope of this paper is focused on health and wellbeing of the occupants. 
The building completed in the year 2009 is planned for an in-depth POE to start 
this year – the first such broad evaluation project to be carried out in Poland. 
Measurements taken already and the feedback from the occupants received so 
far indicate whether certain design intentions have been met. Selected usability 
problems that have already occurred are discussed as well as the way the occu-
pants cope with them. Selected details that proved to be successful are also pre-
sented. An overview of the process of the building delivery, handover and 
maintenance is also presented as in the authors opinion it has a major impact on 
the building's overall performance. The paper concludes that most usability 
problems are lessons to be learned indicating improvements that can be made in 
a building’s life early stages. 

1 Introduction 

Sustainability discourse introduced analysis of a building in its whole life cycle: brief-
ing, design, construction, handover, occupancy and possible demolition (Preisner and 
Schramm 2012). Well-being and user satisfaction with a building are most influenced 
by delivery stages in which the actual occupants do not participate. Unless participa-
tive design is introduced, everything is decided for the users by the specialists, basing 
on their knowledge and experience. The evidence for participative design being an 
efficient method for finding successful solutions is growing (Day et al. 2011). On the 
other hand the benchmarking system and growing amount of viable data from re-
search on building's performance evaluation put designers in a good position to treat 
many solutions as double checked and “satisfaction guarantee” type. Regardless of 
the method selected for the design process the user's perspective should be fundamen-
tal for a building's performance evaluation, as many claim today (Baird 2010). 

This paper analyses the design solutions introduced to enhance well-being and 
health in a public school complex recently built in Wroclaw, Poland. The solutions 
introduced are grouped according to a design goal they apply to. The user's perspective 
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is present through the results of a questionnaire survey for pupils, analysis of all the 
records documenting the defects claimed by the users since the building's opening in 
September 2009 and semi structured interviews with crucial occupants (head of school, 
head of preschool, staff representatives, including the building technician responsible 
for the building maintenance). Measurements of noise and lux levels in classrooms 
were also taken.  

Employment of green features into the analyzed building made the whole delivery 
process challenging and not fully “as usual”, as it was the first school in the region to 
rely partly on renewable energy sources. Launching a competition for the school's 
design was the first sign of a 'special treatment', as it is not a daily procedure in Pol-
and. Most school designs are commissioned through tender with the lowest price as 
the main choice criterion. The construction and maintenance cost for Suwalska school 
was to be kept at an average Polish level. 

2 The Case Study Building 

The 6000-square-meters building accommodates 450 pupils and 100 preschool child-
ren. There are 80 employees in the building including: teachers, administration and 
technical staff. The schools population is divided between two classroom wings with 
shared entrance lobby, library, sport and dining facilities (see Fig. 1). The third wing 
with a separate entrance is dedicated to the preschool. The dining area serves as a 
connection point between the school and the preschool. The school is located on a 
greenfield site at Suwalska Street in a currently developing suburban housing district 
of Wroclaw.  

The process of delivering the building was complex. The major groups involved 
were the Department of Municipal Development (DMD), Department of Education 
(DE), the design team, contractors, building authorities and commissioners. The main 
groups using the building are the school staff, pupils, their parents and local commu-
nity. Keeping everyone focused on the wellbeing of the building's users as an ultimate 
objective of the whole process was not easy. Introducing the Softlandings procedures 
might have improved the process. The brief was to be developed solely between the 
DMD and DE. Head of the school and local community council representative were 
invited for presentations on the current state of design. Though the architects insisted 
that the future occupants comment on the development of the brief their influence was 
little. Anna Bac and Krzysztof Cebrat from Grupa Synergia architectural office were 
commissioned the design in result of presenting the winning competition entry. It 
included clear signs that the users' well-being and integration of the new development 
with the local community were among the most important design goals. However, as 
they admit today, the design was not fully integrated as specialist teams worked paral-
lel with the architect coordinating the whole process. The contractors were selected in 
a tender process according to the lowest price offered. The commissioning process 
during pre-occupation stage was under strong time pressure, as the building had to 
open with the beginning of a school year and no delays were possible. The handover 
stage did not leave the occupants with full understanding of the functioning of the 
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systems that were to assure both thermal comfort and savings in CO2 emissions. A 
place for improvements at each stage of the building's delivery results in certain usa-
bility problems further described. 

 

Fig. 1. Visualization of the school complex. © Grupa Synergia 

3 The Context and the Stage of Data Collection 

The building has been occupied since September 2009. In the year 2009 a question-
naire survey for the children of 9-12 years of age was personally distributed and col-
lected by the architects to learn about the reception of selected issues of the school's 
design. In 2012 it was repeated with the 12-year-olds. A total of 104 questionnaires 
were collected for analysis in 2009 and 26 questionnaires in 2012. The questionnaire 
was developed by the architects themselves based on Rittelmeyer’s research on child-
ren’s perception of the school environment (Rittelmeyr 1994). It comprised of one 
page with 13 questions: 4 open ended questions and 9 closed-ended questions with a 
possibility to add explanation of the choice made. Table 1 summarizes key findings 
form the pupils' questionnaire (see Table 1). The questionnaires were accompanied by 
semi-structured interviews with 7 key representatives of the technical, administrative 
and teaching staff. The records of all faults claimed by the occupants covering time 
from the handover to February 2012 were shared with the authors by the Head of 
School. It became an important source of information on usability issues. The selec-
tion of design targets and details introduced is based on an in-depth knowledge of the 
building's design (Bac 2005) and procurement phases. Further research is planned 
however and a Polish translation of Probe questionnaire of users satisfaction devel-
oped by Usable Buildings Trust, UK is to be licensed and used to compare the build-
ing's perceived performance against collected benchmark examples from other coun-
tries (Baborska-Narozny 2011). As a part of planned POE research IAQS measure-
ments of CO2 levels, humidity and temperature will be taken. Building's energy con-
sumption is analyzed in a chapter “Comparison of design intentions and construction 
solutions delivered to enhance environmental performance and minimize carbon 
emissions of a new public school in Wroclaw”. 
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Table 1. Pupil satisfaction and comfort 

Parameters Criteria Nos. of pupils rating this 
at top of scale (1-7)  

  2009 2012 
Design overall satisfactory 92% 90% 

Meeting my needs very well 85% 84% 

Lasting impression very good 89% 91% 

Safety inside very high 79% 82% 

Safety outside very high 69% 70% 

Space use effectively 80% 83% 

Functional program adequate 54% 59% 

Comfort overall satisfactory 62% 72% 

Light comfort overall satisfactory 43% 69% 

Noise comfort overall  satisfactory 79% 80% 

Source: Adapted from Stevenson and Humphris (2007: 42-44) 

4 Health and Well-Being Design Targets and Solutions Applied 

To provide an efficient learning environment Anna Bac referred to her precedent 
research. In her PhD thesis (Bac 2003) she made an insight into various education 
systems and their influence on school architecture, psychology of child development 
and perception, psychology of architecture and the presence of schools in urban struc-
ture (Posch and Rauscher 1996). The foreseen preferences of future space users were 
an important design motive. To enhance user’s health and well-being through archi-
tectural form, functional distribution and materials the following design targets areas 
were identified: 

• target: Safety and easy orientation  

design: distinct division between public and restricted access zones and enabling 
insight into most spaces, extensive glazing, keeping visual links between inside and 
outside (see Fig. 2). Clear functional disposition with distinct color patterns for differ-
ent sections of the building to facilitate orientation (see Fig. 3). 

  

       

Fig. 2. The main school hall – keeping visual links between inside and outside 
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Fig. 3. Clear functional disposition with distinct color patterns for different sections of the 
building to facilitate orientation. The following colors are used in corridors and classes: space 
for pupil from classes 4-6 in yellow, classes 0-3 in orange, kindergarten in green. 

• target: Individual character of architecture to induce a feeling of identity of place 
and community and prevent vandalism 

design: vivid colors, various surface textures and gloss and not all perpendicular 
shapes across the outside and inside of the building to prevent bore and enliven the 
space, custom detailing of selected load bearing structure elements, heater covers. 

• target: Sharing selected school facilities with the local community. An integration 
of local community with the school was proposed at the competition stage through 
inclusion of several public functions into the school: a public library, community 
club, local community council and a city guard office. The sport facilities were al-
so to be let to local community after school working hours. 

   

Fig. 4. Distinct volumes with separate entrances for different functions shared with local com-
munity a) View towards entrance area, b) School and community shared library 

design: Separate entrance to sport facilities, library and a multi purpose room. The 
main lobby may also function as a space for public events after the school is closed 
(see Fig. 4). 

• target: Design adjusted to the child-scale wherever possible 

design: the complex is no higher than two floors (one floor in the preschool part), 
windows with external views are designed at eye level in all areas including pre-
school, appropriate size of furniture was selected. 
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• target: Exploiting the educational potential of the substance of the building 

design: wherever possible the construction, electrical and ventilation systems are 
left visible to show how the building functions, porthole windows in most internal 
doors to allow the children an insight into most spaces including ancillary technical 
rooms, staff rooms and classrooms (see Fig. 5). 

usability issues: the insight into some of the spaces i.e. head of the school's office, 
technical rooms is sealed. 

 

       

Fig. 5. Across the building the construction, electrical and ventilation systems are left visible to 
show how the building functions. a) Dining area b) Entrance hall. 

• target: All parts of the building wheelchair accessible, sanitary facilities for handi-
capped users 

design: no stairs at the entrance areas, internal lift. 
usability issues: a telephone connection was not included into the brief for the 

school and thus the school was not equipped with a telephone. In result the lift was 
not to be commissioned as long as an emergency phone was not installed inside. The 
problem is not yet solved. 

All the above solutions are generally very successful and appreciated by all users. 
The questionnaire surveys among the children show their satisfaction with the indi-
vidual character, appearance and functional disposition of the building (see Table 1). 
The school did not suffer from any vandalism acts so far. There are many local com-
munity events organized indoors and outdoors. The only claims concern the limited 
number of outside benches. 

• target: Visual comfort in day-lit interiors 

The use of daylight affects both energy demand as it restricts the need for artificial 
lighting and also enhances the occupants well being. 

design: wherever possible all internal spaces are day-lit, including changing rooms 
adjacent to sport facilities and technical rooms. All classrooms have south facing 
extensive glazing. 

In the preschool area there is a shed roof allowing direct eastern daylight into the 
rooms and also into half of toilets (see Fig. 6). The rest of the toilets receive dispersed 
light through translucent upper part of partition walls. The partition walls are glazed 
from 2m up. Thus the need to use artificial light in the toilets is limited. 
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Fig. 6. In the preschool area there is a shed roof allowing direct eastern daylight into the rooms 
and also into half of toilets. a) the shed roof from outside, b) the natural light penetrating the 
classrooms, c) the restroom illuminated by natural light 

how it works: the artificial light in the day-lit toilets is sometimes on even when it 
is sunny – the lighting scheme needs fine tuning. The modeling of direct light pene-
trating the interiors, particularly classrooms and sport halls, performed at design stage 
were insufficient; they proved the exclusion of direct sunlight by fixed horizontal sun 
louvers on the 20th of June at midday only. Lower angles of solar light were not taken 
into account. In result in all the classrooms and sport halls glare and over heating 
became an instant problem. Internal blinds were installed and are in constant use. In 
the sports hall were the blinds have not been mounted so far the windows are tempo-
rarily sealed with paper. Another thing is that shading by trees was an important as-
pect of solar protection scheme. As the trees were only planted when the school 
opened the plan doesn't work yet. 

Since the handover the school suffered from faulty functioning of external roller 
blinds that stay open regardless the weather conditions – they were to react to sun to 
protect the interiors from overheating and the BMS control was to open them in case 
of strong wind. A probable cause of malfunctioning is wrong location of the wind 
sensor. The contractor for the blinds is to solve the problem. 

• target: Acoustic comfort 

design: acoustic ceilings Herakustik covering ca. 82 % of ceilings area across the 
building. 

usability issues: The section on acoustic comfort requires some explanation. Even 
though research data shows that the noise in schools reaches a level of 90 dB is it an 
issue neglected in all school designs to date in Poland (EIAS 2011). Polish building 
standards do not include requirements concerning the maximum noise level in school 
circulation areas. In Polish schools the only acoustically protected areas are sport 
halls. For Suwalska school the architects insisted, opposing the DE, to perform a 
study of acoustic quality of the design and in result acoustic ceiling were installed 
across the school. The measurements of noise levels taken in the classrooms with a 
group of 25 pupils actively participating in the class was 65 dB and when they worked 
individually it was 46 dB. At the corridor playing at recess children produced noise at 
the level of 76 dB. The only acoustic problem claimed was the noise from mechanical 
ventilation. 
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• target: Assuring thermal comfort and good indoor air quality 

design: Two ground source heat pumps serve as a heating source to the building, 
one providing the preschool with space heating and domestic hot water and the other 
pump serving the school premises. The total heating capacity of the source is 187 kW. 
Ground heat exchanger comprises of the 26 vertical piles providing 140 kW maxi-
mum. Additionally, solar collectors are used to supplement hot water generation. 
Space heating distribution divided into 5 zones, all equipped with variable speed 
pumps and radiators with thermostatic valves. Each zone has a heat meter connected 
to BMS. The building is divided into 5 ventilation zones. Supply ventilation provides 
minimum 25m3/h per person and is controlled in function of programmed occupancy 
schedule and door locks. All parameters of the building controls can be defined in the 
BMS. The return air path is arranged via transfer grilles into the corridors and to the 
air handling units (AHU). All AHUs are equipped with the plate heat recovery units 
and air source heat pumps, which control supply temperature and recover the heat 
from rejected air. Excellent acoustic performance was to be achieved by lowering the 
air velocity in the ducts below 5m/s and by applying noise attenuation in the AHUs. 

usability issues claimed: A problem claimed by all interviewees is low personal 
control of mechanical ventilation. The manual control for each classroom is possible 
at the hight of over 2.5m and requires a screwdriver and assistance of technical staff. 
In result the teachers experiencing a problem tend to cut the MV off and open the 
windows rather then try to adjust the air flow rate. In the summer achieving comfort 
temperature in the classrooms requires a maximum air flow rate that causes disturbing 
noise. The temperature in the dining area and sport halls falls down to 13oC when the 
outside temperature drops below -10oC. The problem is yet to be solved. MV in the 
kitchen was not working and there was no user guide to control it. It took a few 
months to solve the problem. In the server room the designed air exchange was too 
little and the equipment overheated. Local air conditioning was introduced to solve 
the problem. Due to frequent short power outages the mechanical ventilation units are 
faulty. Precise measurements of air temperature, moisture and CO2 level are yet to be 
taken as a part of a planned POE project.  

5 Other Usability Issues 

Most of the usability problems reveal some weaknesses of the building's delivery 
process. Initial lack of coordination of public transport stops location and pedestrian 
crossings with the new school's site is one of them. The improvements made were a 
result of the official complaints of the school community.  

Some faults, particularly the rising damp and penetrating damp, are the result of 
basic faults at construction stage that could have been easily avoided. They are now 
very difficult to repair and if persisting present danger to the occupants health. Minor 
faults with exterior plaster and fitting of sinks were gradually repaired. Roof leaks are 
almost all repaired, only one problem spot remaining. The other group of faults that 
influence the usability of the building are most likely the result of installing cheaper 
equivalents of various elements instead of the ones designated in the design or the 
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cheapest elements available if there was no precise specification. Lack of warm tap 
water is one of the issues claimed by all users interviewed as the most inconvenient 
and still not answered; using different than specified heaters are the most suspected 
reason behind this problem and checking that out is the next step. Solar collectors for 
water heating were installed in the preschool. Initial lack of their fine tuning was re-
sponsible for heating tap water in the preschool up to 80oC. This problem was effi-
ciently solved. Unlike repeating problems with doors and door-locks. 

Other issues seem to be a result of lack of efficient communication between DE 
and the school staff. On request of the DE shower taps for sport facilities were in-
stalled as fixed to the wall with no individual adjustments possible. The water was 
spilling in all directions. The time limit set for three minutes was perceived as too 
short. The DE refused to agree to change the wall mounted tabs. In result the showers 
are locked and out of use.  

6 Conclusions 

The school's design and landscaping proves to be very much appreciated by its users. 
The building is not free from faults however and that causes certain problems with its 
usability. An in depth post occupancy evaluation is planned to be performed this year. 
The planned POE is to become the first element to build a benchmarking system that 
would enable comparison and evaluation of what has been built. Seeking the reasons 
behind certain usability problems shows area for improvements in a public building's 
delivery process and maintenance. 

Acknowledgments. The authors would like to thank the head of the school at  
Suwalska Ewa Glinska for her co-operation and support to research activities  
concerning the building. The authors would also like to thank all the other staff and 
pupils who kindly gave their time for interviews or completed the questionnaires. The 
authors would like to express their deepest gratitude to prof. Fionn Stevenson from 
the University of Sheffield for sharing her knowledge on POE and BPE research.  

References 

Bac, A.: Wytyczne projektowania wspolczesnych szkol. In: Wiadomosci - Izba Projektowania 
Budowlanego 1, 1232-1541:15-18 (2005) 

Posch, P., Rauscher, E.: Schul-Raume als gebaute Paedagogik. In: Chramosta, W. (ed.) Das 
neue Schulhaus. Schueleruniversum und Stadtpartikel. A.F. Koska, Wien-Berlin, pp. 16–23 
(1996) 

Baird, G.: Sustainable buildings in practice. Routledge, Oxon (2010) 
Ruminska, A. (ed.): 101 najciekawszych polskich budynkow dekady. Agora, Warszawa: 130 

(2011) 
Rittelmeyr, C.: Schulbauten positiv gestalten. Wie Schueler Farben und Formen erleben. Bau-

verlag GmbH, Wiesbaden, Berlin (1994) 
 



590 M. Baborska-Narozny  and A. Bac 

Baborska-Narozny, M.: Oceny POE i BPE – postulowany standard w brytyjskiej praktyce 
projektowej w okresie transformacji do architektury zero emisyjnej. In: Kasperski, J. (ed.) 
Dolnoslaski Dom Energooszczedny. Oficyna Wydawnicza Politechniki Wrocławskiej, pp. 
24–29 (2011) 

Preisner, W., Schramm, U.: A process Model for Building Performance Evaluation. Mal-
lory_Hill S (ed) Enhancing Building Performance, pp. 19–30. Wiley_Blackwell (2012) 

Day, L., Sutton, L., Jenkins, S.: Children and Young People’s Participation in Planning and 
Regeneration (2011), http://www.crsp.acuk (accessed April 12, 2012) 

EIAS. Ecophon International Acousticians’ Seminar (2011),  
 http://www.acousticbulletin.Com/EN/2011/07/ 

ecophon_international_acoustic_1.html (accessed March 27, 2012)  
Humphris, M., Stevenson, F.: A post occupancy evaluation of the Dundee Maggie Centre 

(2007), http://sust.org/pdf/new_maggiecentre.pdf (accessed September 
25, 2012) 

Miejskich, Z.I.: Konkurs na Zespol Szkolno-Przedszkolny na Maslicach we Wrocławiu (2006), 
http://www.zim.wroc.pl/przetarg/Przetargi-dokumenty/ 
20060929013834rozstrzygniecie.pdf (accessed September 6, 2009)  

Bac, A.: Wybrane zagadnienia projektowania szkol na przykladzie szkol wiedenskich lat 90. 
XXw. Dissertation, Wroclaw University of Technology (2003) 



A. Håkansson et al. (Eds.): Sustainability in Energy and Buildings, SIST 22, pp. 591–600. 
DOI: 10.1007/978-3-642-36645-1_55               © Springer-Verlag Berlin Heidelberg 2013 

Chapter 55 

Comparison of Design Intentions and Construction 
Solutions Delivered to Enhance Environmental 
Performance and Minimize Carbon Emissions  

of a New Public School in Wroclaw 

Magdalena Baborska-Narozny  and Anna Bac 

Faculty of Architecture, Wroclaw University of Technology, Poland, B. Prusa Str. 53/55  
{magdalena.baborska-narozny,anna.bac}@pwr.wroc.pl 

Abstract. The paper presents an analysis of the first public school complex in 
Wroclaw, Poland to use renewable energy sources with an introductory sum-
mary of low emissions constructions in Poland. Described is the process of the 
building's delivery and a preliminary evaluation of selected design solutions. 
The building, completed in the year 2009, is planned for an in-depth POE to 
start this year – the first such broad evaluation project to be carried out in Pol-
and. An in depth knowledge of the design and construction process, measure-
ments taken already, feedback from the occupants, and tracks of all faults  
reported so far, allow a preliminary evaluation of the building's environmental 
performance. A comparison of total energy consumption and CO2 emissions be-
tween the analyzed building and two other selected schools from Wroclaw is 
included. It is based on energy bills for all fuel sources used. It indicates energy 
efficiency of the building and relatively high CO2 emissions due to its sole  
dependence on electricity. 

1 Introduction 

Architecture following the triple bottom line guidelines is only now emerging in Pol-
and. High energy efficiency and low carbon emissions are not yet major concerns for 
architects and clients. They are neither required by building regulations nor economi-
cally viable so far. The year 2010 saw first commercial developments receive 
BREEAM and LEED certificates1. The first detached house certified by Passivhause 
Institut (Bac 2006) was completed in 2006 in Smolec, near Wroclaw and has no suc-
cessors so far. The first public building within passive standard - a sports hall adjacent 
to a secondary school building in Slomniki, Little Poland, was completed in February 
2011. The first passive school in the country is currently under construction in a vil-
lage of Budzow in Lower Silesia. Only single public investments use renewable ener-
gy sources (RES) so far. The building analyzed in this paper is one of them. There are 

                                                           
1  BorgWarner Turbo Systems Poland – LEED Silver (PGS Software 2012) and Trinity Park III 

BREEAM very good (Grontmij 2012). 
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signs of interest in both low and high tech ecological solutions among individual 
clients but still at a limited scale. Polish construction industry, the clients and  
occupants are all at an early learning stage in terms of low emissions building, though 
Poland as a member of the EU is obliged to implement the EU energy efficiency  
objectives i.e. the 20-20-20 targets. 

The early learning stage means that there are numerous green-bling solutions 
available, strongly promoted by their manufacturers, promising zero-energy construc-
tion at hand, but little practice in their actual delivery and performance, maintenance 
requirements, usability for the occupants combined with scarce financial or legal  
incentives for building green and no support for microgeneration. No in-depth POE or 
BPE research has been conducted on the few green buildings constructed so far. 

2 The Background for the Case Study Building Design 

Having all that in mind, it is easier to understand the environmental targets set by the 
Wroclaw City Council's vote in the year 2006 for the analyzed public school building, 
though limited and general: the school was to make use of RES, must nevertheless be 
regarded as a 'green avant-garde'. They were the first and so far the last environmental 
targets set for a public investment in Wroclaw to go beyond the legal requirements in 
that respect. An architectural competition followed that vote but no further details in 
terms of environmental performance were articulated: the school was to make use of 
renewable energy sources but the type, extent or energy targets were not specified (Zar-
zad Inwestycji Miejskich 2006). An integration of local community with the school was 
proposed at the competition stage through inclusion of several public functions into the 
school: a public library, community club, local community council and a city guard 
office. The sport facilities were also to be let to local community after school working 
hours. A greenfield site at Suwalska street, in a currently developing suburban housing 
district of Wroclaw was designated. The 'sustainable' direction for the development was 
taken when the jury selected the winner of the 1st prize – a design by Grupa Synergia 
architectural office, led by Anna Bac and Krzysztof Cebrat, experts in sustainable con-
struction and landscaping at Wroclaw Faculty of Architecture. 

3 The Choice of Case Study Example  

The choice of the case study example reflects the fact that it is the first, and so far the 
last, public investment completed in Wroclaw that was to make use of renewable ener-
gy sources. Dissemination of evidence based evaluation of its performance may have a 
major influence on both public opinion and the shape of local policies towards sustain-
able architecture. The building is presented in a book on recent Polish architecture 
(Ruminska 2011) and received three local architectural prizes2. 

                                                           
2  2010 – II prize in the category of a public building in a competition “Beautiful Wroclaw”, 2011 – 

PLGBC award I prize in the category of “Green building of the Year” and honorable mention in 
the category “Green Interior of the Year”, 2011 - honorable mention in a competition organized by 
a local branch of Polish Society of Architects SARP in the category “user friendly space”. 
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The competition entry's environmental scheme was developed in cooperation with 
environmental engineer Wojciech Stec from First Q Amsterdam office. 

Grupa Synergia was commissioned all design stages until the handover of the build-
ing. The architects invited Eko Energia System for environmental engineering. Eko 
Energia System developed a feasibility study for the competition entry scheme, which 
proved many of the proposed 'green' features not be economically viable and in result 
were dropped from the final design (see Table 1 and Table 2). Department of Municipal 
Development (DMD) (the client), though strongly represented in the competition jury, 
had no previous experience in the procurement and management of energy efficient 
buildings, and in the course of the design proved not to be a partisan of a 'green' design 
approach. DMD was responsible for the organization of the tender process and as usual 
the lowest price was the main criterion for the choice of the contractor.  

 

     

Fig. 1. a) View towards school entrance zone with distinct volumes housing different functions. 
b) View towards a courtyard between school and preschool wing. A copper volume with dining 
room is shared by the two functions. 

The 6000-square-meters building accommodates 450 pupils and 100 preschool 
children. There are 80 employees in the building including: teachers, administration 
and technical staff. The school's population is divided between two classroom wings 
with shared entrance lobby, library, sport and dining facilities. The third wing with a 
separate entrance is dedicated to the preschool. The dining area serves as a connection 
point between the school and the preschool (see Fig. 1). 

4 The Context and the Stage of Data Collection 

The building has been occupied since September 2009. Some observations, measure-
ments and troubleshooting were performed up to date. In the year 2010 a question-
naire survey for the children of classes 3-6 was personally distributed and collected by 
the architects to learn about the reception of selected issues in the school's design.  
After the first winter the leading environmental engineer Andrzej Bugaj was commis-
sioned a year of continuous supervision and fine tuning of the building's environmen-
tal systems. The results of his supervision is not clear to the building's users, including 
the head of the school Ewa Glinska, who was not given any written reports on its 
progress and outcome. Some problems that had been occurring persisted. An in-depth  
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POE research is thus planned to start this year using PROBE investigation techniques 
developed by the UK's Usable Buildings Trust (Baborska-Narozny 2011). It is in-
tended to deliver evidence-based evaluation and indicate ways for improvements. A 
three year contractor's warranty ends in June 2012, thus it is vital for the head of the 
school to trace and repair construction defects and systems malfunctions before that 
date. In result a thermo-graphic survey has already started. The presented evaluation 
is based on an in-depth knowledge of the building's design and procurement phases, 
semi structured interviews with crucial occupants (head of school, head of preschool, 
staff representatives, including the building technician responsible for the building 
maintenance), questionnaire survey mentioned above and detailed analysis of all 
records documenting the defects claimed by the users to DMD, who manages  
construction warranty. 

5 Design Targets and Solutions as Built 

Comparison of early design stages and as built design solutions to lower the building's 
energy demand and environmental footprint is presented in Table 1. It is followed by 
selected usability issues. Table 2 includes preliminary and as built solutions concern-
ing sustainable landscaping and the selection of construction materials. 

Table 1. Design targets and solutions as built 

Design solution Competition 
entry 

As 
built 

Improved energy performance of the building's envelope  

Building's envelope thermal insulation exceeding building regulations 
requirements. (see point A following Table 1) 

V V 

Building's air tightness V X 

Outdoor staircases and glazed roofs covering entrance areas are separate 
from the construction of the building to avoid thermal bridging. (see point 
B following Table 1) 

V V 

Additional insulation framing windows V V 

Functional disposition to incorporate solar gains and losses 

Double glass facades on south-facing classrooms V X 

Reduced heat loss through north-facing walls with smaller openings in 
the corridors  

V V 

The use of exposed thermal mass V V 

Excessive solar gain and glare protection 

Fixed horizontal brise solei above south-facing openings. (see point C 
following Table 1) 

V V 

Skylights and east and west facing glazing of public areas and adminis-
trations facilities with external textile roller blinds 

V V 
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Table 1. (continued) 

Design solution Competition 
entry 

As 
built 

Use of renewable energy sources to cover energy demand for  heat-
ing/cooling and hot water 

Heat recovery from a major municipal sewage collector that crosses the 
site underground 

V X 

Heat pump with geothermal loop vertical V V 

Earth tubes V X 

Solar collectors for water heating (see point D following Table 1) V V 

Floor heating in the preschool, dining and sport hall V X 

Ventilation system  

Natural ventilation with the stack chimneys and double glass facades  V X 

Automatic controls to enhance natural ventilation V X 

Mechanical ventilation with heat recovery to support natural ventilation 
when required, particularly in the summer and winter periods 

V X 

Mechanical vent. with heat recovery (see point E following Table 1) X V 

Energy management system 

Partly automated individual comfort management integrated with natural 
ventilation 

V X 

BMS system with the possibility to make individual adjustments in most 
interiors (see point F following Table 1) 

X V 

Use of daylight 

All interiors day-lit (excepts for school toilets) V V 

Daylight entering classrooms from two sides: direct with views outside 
and indirect through clerestory widows opening to the corridors 

V V 

In the preschool extensive glazing to the south and clerestory windows to 
the east, allowing daylight also to the toilets 

V V 

In the two story communication zone daylight reaches the lower floor 
through openings in the floor slab under the roof lights 

V V 

Controlled use of artificial lights  

Occupancy sensor control in the restrooms  V V 

Zoning of artificial lighting scheme according to the distance from the 
windows 

V X 

 
The users’ comments and faults which were reported concerning selected design 

solutions listed in Table 1 are as following: 

A) A severe problem i.e. frost on the inside of wall and window occurred at one 
point during the first winter. A thermographic survey revealed a major gap in the 
thermal insulation layer that was soon repaired. A second thermographic survey  
carried out this winter revealed only one minor defect in the consistency of thermal 
insulation.  

B) Thermography proved those details to be efficient (see Fig. 2). 
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Fig. 2. a) Thermographic picture taken at outside temperature -5 oC, inside +19 o C, wind 1 m/s, 
at 11 p.m. on 27 Feb.2012, low moisture, dry surfaces, camera Varioscan 3021ST. b) Daytime 
view. 

C) Glare was an immediate problem in the classrooms from the early occupancy. 
Internal roller blinds were installed. The modeling of daylight performed at design 
stage proved to be insufficient. 

D) The solar collectors are supplemented by electric water heaters. Even so there 
are persistent problems with warm water across the school. The problem is still to be 
solved. 

E) Mechanical ventilation produces noise that is perceived by the teachers as dis-
turbing and annoying. Limiting the air flows in turn lowered the air quality. 

F) Precise measurements of air flows, internal temperatures and indoor air quality 
are yet to be taken. The overall evaluation indicates poor usability of the system. It 
was meant to be controlled by the BMS, but lack of facility manager and lack of com-
petence of the users causes frustration. Separate controls of the air flow rates are pro-
vided for each classroom, however their location at the corridor at ceiling height and 
the need to use a screwdriver makes it impossible for the teachers to make adjust-
ments in air flow rates. The need to call for technical assistance often results in asking 
for turning the ventilation off and opening the windows (see Fig. 3). 

 

     

Fig. 3. a) Classroom with MV ducts visible, b) Corridor with MV ducts visible, c) Location of 
the control gear for MV at ceiling high 
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Table 2. Sustainable materials and landscape design targets and solutions as built 

Design solution Competition 
entry 

As  
built 

Sustainable water management 

Water retention ponds as a landscape feature V X 

Rain water for watering the plants on site V V 

Gray water for flushing toilets V X 

Using water permeable surfaces V V 

Time-limited taps V V 

Sustainable landscaping 

Local plants V V 

Shading the building through proper planting V V 

Experimental garden for the pupils V V 

Extensive green roof  V X 

Light color of roof membranes and landscape surfaces for heat island 
effect reduction 

V V 

Local materials with low embedded energy where possible 

Use of wood for facades V X 

Use of wood and wood products for structure and interior, mineral wool 
for thermal insulation 

V V 

Gabions filled with local stones as the base for outside benches V V 

 
The school was commissioned and designed as a highly innovative building, mak-

ing use of renewable energy sources, thus lowering its environmental footprint. It is 
equipped with sophisticated installations that were to deliver healthy indoor environ-
ment while being energy efficient. The change form preliminary design stages to-
wards the built result brought a shift form a co-existence of passive and active  
methods of IAQ control towards focusing on active ones. What seems to be missing 
from the user's perspective is a lack of handover stage that would leave them with 
awareness of the systems installed and the technical skills for their control. There is 
no professional facility manager employed. Lack of proper fine-tuning of systems 
installed during the early occupancy and lack of awareness of the expected results in 
terms of overall comfort result in staff frustration. Detailed measurements of building 
energy performance are yet to be taken however at this stage of data collection  
and problem solving it is probable that the building is not yet making full use of its 
potential in terms of energy efficiency and user's comfort. 

6 The Building's Total Energy Consumption and CO2 
Emissions as Compared to Two Other Schools in Wroclaw 

A robust check whether the aim to reach energetically and environmentally efficient 
building is met can be performed by comparing the bills for media of school at  
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Suwalska Street (see Fig. 4a), with two other schools in Wroclaw. The bills for water 
are not included as there are too many factors to take into account to explain the re-
sults. The focus is on energy consumption and CO2 emissions (see Table 3). The two 
other schools selected represent two building types. The school at Rumiankowa Street 
is a recently retrofit building from the seventies of the XX century to meet “highest 
European standards” (Hussak 2012) (see Fig. 4b). It is heated with local gas heating. 
The school at Aleja Pracy is a historical building built in 1934 (Harasimowicz 1998) 
that is not yet retrofitted (see Fig. 4c). It is heated with co-generation. The first type 
indicates what can be achieved through retrofitting of the existing building stock and 
the second represents the many historical buildings before any major modernization. 
Data on type and amount of energy used by each school were collected and shared by 
the City Council Office.                                                                                                              

Reference carbon emissions for electricity production in Poland is 0,812 Mg 
CO2/MWh = 225.44 kg CO2/GJ (as in June 2011 – applicable for calculations in the 
year 2012) (KOBiZE 1 2011). It is among the highest in Europe. CO2 emissions fac-
tor for co-generation heat in Poland is 93.97 kg CO2/GJ, and for gas it is 55.82 kg 
CO2/GJ (KOBiZE 2 2011). 

Table 3. Comparison of total energy consumption and CO2 emissions for three selected schools 
in Wroclaw 

 2009  2010 2011 Average  

1. Suwalska  

5800 m2 

450 pupils 

1626 kWh   

(Sep-Dec) 

(5.8 GJ)(*) 

182,817 kWh 

(658 GJ/pa) 

252 130 kWh 

(908 GJ/pa) 

0.12 GJ/m2/ pa 

Annual 

CO2 emissions  

1320 kg CO2/pa 148 371 kg CO2/pa 204 625 kg CO2/pa 26 kg CO2/m
2/pa

2. Rumiankowa

5000 m2 

407 pupils 

1842 GJ 1813 GJ 1286 GJ 0.33 GJ/m2/ pa 

Annual 

CO2 emissions 

143 555  
kg CO2/pa 

139 027  kg CO2/pa 110 797  kg CO2/pa 17.6 kg 
CO2/m

2/pa 

3. Aleja Pracy 

3567 m2 

165 pupils 

2 744 GJ 3 478 GJ 2 721 GJ 0.84 GJ/sq.m/pa 

Annual 

CO2 emissions 

298 478  
kg CO2/pa 

348  kg CO2/pa 365 278 042  
kg CO2/pa 

88 kg CO2/m
2/pa

(*) The electricity meter for the school was faulty in 2009 and underestimated the energy demand. 
The difference between the real and the calculated energy consumed was added to the bills for 2011 
hence the substantial difference in energy demand shown in the bills for 2010 and 2011. Source: 
Energy consumption based on unpublished data shared with the authors by the Municipal Depart-
ment of Education, Wroclaw (Municipal Department of Education, Wroclaw 2011) 
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Fig. 4. a) School complex at Suwalska, b) School complex at Rumiankowa, c) High school at 
Aleja Pracy 

7 Conclusions 

The analyzed school in Wroclaw is built according to energy standards well exceed-
ing even current building regulations. It is equipped to make use of renewable energy 
sources. Its environmental impact was a major decision factor for the architects. The 
novelty of many design solutions proposed together with the feasibility study per-
formed were the main reasons for changes introduced to the initial scheme for the 
building's energy management. A comparison of the resulting building's energy de-
mand and CO2 emissions with data for two other selected schools in Wroclaw proves 
it’s excellent quality in terms of energy efficiency and at the same time relatively high 
CO2 emissions due to coal-fired electricity covering 100% of the building's energy 
demand. Retrofit school heated by gas, though consuming almost three times more 
energy, produces 32% less CO2

 emissions than the analyzed building heated by 
ground heat pump. A more detailed evaluation of the whole building's performance 
must wait for the results of the planned POE research. 
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Cardiff Metropolitan University 

Abstract. Pembrokeshire Housing Association (PHA) a registered social lan-
dlord, based in Haverfordwest, Wales, UK, have developed six low carbon 
houses to meet Code for Sustainable Homes (CfSH) level four, as part of an ex-
emplar scheme for the Welsh Government’s CfSH pilot project. A tried and 
tested methodology was adopted in developing the PHA’s pilot project houses 
that meant alternative low and zero carbon design methods were not fully ex-
plored. This paper employs comparative analysis to evaluate the final PHA 
scheme against other design options in order to assess alternative low energy 
approaches that might have been considered during the design of the project. 
Dynamic thermal modelling is used to assess and compare the design options in 
which the following are considered: building form; use of the thermal mass 
within the building fabric; design of the external envelope; and passive solar 
design strategies. The discussion considers the implications of the results with 
regard to approaches to low carbon design, as part of a doctoral research 
project, by the lead author on to develop innovative, affordable, low carbon 
housing in rural areas of Wales, UK. 

1 Background 

In 2010 Pembrokeshire Housing Association (PHA) completed a development of six 
two bedroom, semi-detached houses on Britannia Drive, in Pembrokeshire, west 
Wales, UK, built to the Code for Sustainable Homes level 4. The project was devel-
oped as part of the Welsh government’s Code for Sustainable Homes (CfSH) pilot 
project to promote the construction of low and zero carbon housing through the Reg-
istered Social landlord (RSL) framework (Welsh Government 2011). The Britannia 
Drive design team took the decision to use a tried and tested methodology for the 
design and construction of the houses and utilised photovoltaic panels to meet the 
requirements for CfSH code level four. 

The use of a tried and tested methodology meant that alternative design options for 
the low carbon design of the houses were not fully examined and this provides re-
search opportunities to explore alternative approaches. In addition, dynamic thermal 
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modelling was not used to examine the energy performance of the design. The fact 
that design options were not explored and dynamic thermal modelling was not used 
on this scheme provides opportunities to assess the thermal performance of different 
passive design approaches through dynamic thermal modelling. 

2 Methodology 

Dynamic thermal modelling predicts the energy performance of buildings using  
mathematical models to determine the interplay of heat exchange (Jankovic 2012).  
Dynamic thermal modelling software is frequently used to provide a prediction of the 
final energy usage of a scheme based on range of inputs including local climate, pat-
terns of occupancy, building geometry, and building fabric (Morbitzer et al. 2001). 
However, the aim of this study was not to predict or compare the energy efficiency of 
the built project against a model, but rather to create variations of a control model, 
based on the as-built project; to assess design solutions with the potential to minimise 
energy consumption for space heating. 

A comparative analysis approach was used whereby different design options were 
benchmarked against the original scheme rather than against an absolute standard, 
such as a representative dwelling built to a zero carbon standard (Bryman 2008; 
Creswell and Clark 2011). The disadvantage of the comparative analysis approach 
was that it was difficult to set the building design options within the broader context 
of aspirations by the British and Welsh Governments to develop zero carbon dwel-
lings (Welsh Assembly Government 2009). However, the use of comparative analysis 
meant that design solutions developed for the study would be relevant to PHA’s  
current approach and would not significantly deviate from the affordability and  
build-ability of the original scheme. 

Two studies were undertaken; one exploring the design of individual dwellings, 
and a second investigating alternative approaches to the development of all six resi-
dential units. The first study investigated the impact of upgrades and adjustments to 
building fabric, such as introducing thermal mass, providing additional glazing on 
the south façade and improving the u-value of the building fabric. For the first study, 
the physical shape of the building, such as plan form and overall massing was not 
adjusted. The second study investigated the impact of developing the dwellings as a 
terrace rather than semi-detached houses. For this second set of studies the buildings’ 
form was adjusted; however, the floor area of the original scheme was maintained as 
a constant, since any significant increase in floor area would undermine the afforda-
bility of any alternatives and any reduction would reduce the ability to compare  
results. 

The designs from these two studies with the lowest sensible heating load were then 
amalgamated into two final schemes. These two final schemes represented optimum 
solutions, within the scope of the study, with regard to reducing sensible heating load 
and maintaining affordability. 
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2.1 Climate, Heating and Cooling and Occupancy Profiles 

The site for Britannia Drive is located in Pembroke Dock, in Pembrokeshire; therefore 
Aberporth Example Weather Year was used as the weather file because it provided a 
data set relevant to the location in west Wales. Weather files are used by dynamic 
thermal modelling software to provide a context for thermal calculations and an Ex-
ample Weather Year matches the characteristics of a year to the average monthly 
values for a number of years of data (University of Exeter 2010). 

A continuous occupancy profile, whereby the property would be considered occu-
pied twenty-four hours, a day was adopted for these studies for two reasons. Firstly it 
was decided to minimise the multiple independent variables where possible. Secondly 
from discussions with PHA staff it was apparent that near continuous occupancy is 
not uncommon in social housing. However, future models will be calibrated with data 
from thermal monitoring of PHA’s properties to allow occupancy profiles to be based 
on actual tenancy occupancy patterns. 

With regard to annual heating profiles the heating period was set from 1st Septem-
ber to 30th April. A heating set point was set at 19 degrees centigrade (°C); thus, when 
internal temperatures fell below this threshold during the heating period the boiler 
was activated. The cooling set point was set at 22°C; thus, when internal temperatures 
rose above this threshold from 1st May to August 31st cooling was provided by addi-
tional natural ventilation through opening windows.  

2.2 Building Geometry  

The design of the Britannia Drive development had the principle elevations on the 
north and south facades. A south façade with three windows faces the street, and a 
north façade with four windows faces the back garden and the east and west facades, 
while significant in area, contain no glazing (see figures 1 and 2 below). This north-
south orientation was maintained for all of the models.  

All of the projects were subjected to a Suncast analysis in the Integrated Environ-
mental Solutions (IES) dynamic thermal modelling software package. This compo-
nent of the software package takes account of building orientation and solar shading 
to calculate solar gain. PHA’s design for the dwellings at Britannia Drive had win-
dows located immediately under the eaves (see figure 1 below) and this design feature 
was accounted for in the models, to allow Suncast to analyse the effect of shading 
provided to windows by this feature (see figure 2 below). 

       

   Fig. 1. Britannia Drive south elevation as-built,             Fig. 2. IES model north elevation 
   before installation of photovoltaic panels 
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2.3 Building Fabric Specification 

The make-up of a building’s fabric can significantly affect a building’s thermal per-
formance, but not just with regard to thermal conductivity as in u-values, but also 
through its thermal mass (Tuohy et al. 2009). Four alternative fabric specifications 
were explored for this study with variations in u-values and thermal mass.  

The first specification was based on  PHA’s standard wall construction, which con-
sisted of 140mm deep timber studs in-filled with mineral wool insulation for the inner 
skin and a rendered 100mm blockwork outer skin which provided a u-value of 0.21 
W/m2K (see table 1 below). The second specification investigated the option of re-
versing the standard PHA building fabric, so that the blockwork element was on the 
inside of the insulation; thereby following passive solar design principles (Lowndes, 
2008). Moreover, this does not increase the quantity of thermal mass within the build-
ing fabric; however it does affect the admittance value and decrement values. The 
admittance value is the ability of an element to exchange heat with the environment 
when subjected to cyclic variations in temperature and the decrement factor is the 
ratio between the cyclical temperature on the inside surface compared to the outside 
surface (The Concrete Centre 2009). Reversing the building fabric reduced the 
decrement factor, and increased the admittance value of the wall build-up by a factor 
of three (see table 1 below). 

Table 1. Britannia Drive as-built before, the installation of photovoltaic panels 

Building Fabric U value 
W/m²K 

Internal Heat 
Capacity 
KJ/m²K 

Admit-
tance 
Value 

Decre-
ment 
factor  

Standard External Wall 0.21 19.95 1.45 0.41 

Reversed Standard Wall  0.21 134.07 4.37 0.34 

PIR Insulation External Wall 0.16 19.95 1.49 0.39 

Reversed Wall w/  PIR insulation 0.16 134.07 4.37 0.32 

Standard Internal Wall  0.37 11.97 0.90 0.99 

Blockwork Internal Wall  1.62 79.00 3.28 0.59 

Standard First Floor Ceiling 0.11 11.97 1.10 0.81 

PIR Insulation First Floor Ceiling 0.08 11.97 1.03 0.61 

 
Two further specifications considered the impact of replacing the mineral wool in-

sulation between the interior wall studs with higher performance polyisocyanurate 
(PIR) insulation which is commonly used in the construction industry as a substitute 
for mineral wool insulation. This substitution of materials would have cost implica-
tions, as solid slab insulation can be as much as three times more expensive than an 
equivalent amount of mineral wool insulation (Davis Langdon 2009). Nevertheless, it  
 



56  An Exploration of Design Alternatives Using Dynamic Thermal Modelling Software 605 

represented a means of upgrading PHA’s building fabric while maintaining their cur-
rent approach of using a 140mm deep timber stud wall. As Table 1 (above) shows this 
substitution of materials raised u-values from 0.21 W/m²K to 0.16 W/m²K, but did not 
significantly impact the admittance and decrement values. The fourth fabric specifica-
tion combined a reversed building fabric with PIR insulation thus the exterior wall 
benefited from increased admittance and u-values.  

3 Results 

Two principle outputs were examined to gain an understanding of space heating and 
internal thermal comfort. Sensible heating load was used as the principle measure of 
operational energy and was considered both as a total measure and as a percentage 
reduction over the control building. With regard to thermal comfort, peak dry resul-
tant temperature and number of hours over 25°C were taken as the most significant 
measures. Heating season temperatures were generally governed by the heating set 
point, which ensured that internal temperature were maintained within the comfort 
range; thus, it was only in summer (1st May to 31st August) that internal temperatures 
exceeded 25°C. In addition, because summer cooling relied on natural ventilation 
provided by opening windows the houses are reliant on the building fabric to keep 
temperatures within the comfort range of 19°C to 25°C. 

3.1 Modelling of the Individual Buildings  

An initial set of models (models A to G in table 2) considered the impact of individual 
improvements such as increasing solar gain, increasing thermal mass to interior spac-
es or improving the insulation. The results from these initial models demonstrates that 
reversing the building fabric (as in model D) can provide modest (2.0%) reductions in 
sensible heating load, reduce the peak internal temperature by 1.45°C and reduce the 
number of hours that the house was warmer than 25°C by 34 hours (see Table 2 and 
graph 1, below). Increasing the thermal mass with the addition of internal concrete 
blockwork walls in model E doubled this percentage reduction in heating load and 
eliminated internal temperatures above 25°C (see Table 2 and graph 1, below).  

Increasing glazing on the south facade by 1.68m² (model B) produced a reduction 
in sensible heating load of just 0.6%. Increasing the glazing also increased the number 
of hours where temperatures were above 25°C by 44hours (see table 2, and graph 1, 
below). Additional glazing (a further 1.68m² on the south façade, as in model C) ag-
gravated the problems and produced a peak internal dry resultant temperature of 
29.74°C, 2.19°C higher than the original model, (see Table 2, and graph 1, below). 
These results indicate that passive solar gain can be advantageous in providing ‘free’ 
space heating and reducing heating loads; however, in lightweight construction  
temperatures above comfort can occur when measures are not taken to address  
overheating.  
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Date: Sat 13/Aug to Fri 19/Aug

Dry-bulb temperature: AberporthEWY.fwt (AberporthEWY.fwt)

Dry resultant temperature: Original (britannia drive.aps)

Dry resultant temperature: Reversed External Wall (britannia drive.aps)

Dry resultant temperature: Solar Gain (1.68m²) (britannia drive.aps)

Dry resultant temperature: Mid terrace (britannia drive.aps)

Dry resultant temperature: Internal Blockwork (britannia drive.aps)

Dry resultant temperature: Additional Solar Gain (3.36m²) (britannia drive.aps)

Dry resultant temperature: PIR Insulation (britannia drive.aps)
 

Graph 1. Britannia Drive individual improvements peak dry resultant temperatures for main 
bedroom (south facing) during peak (external) dry bulb temperature week 

Table 2. Britannia Drive single house, individual improvements table of results 

Scheme  Annual 
Sensible 
Heating 
Load 
(MWh) 

% reduc-
tion in 
sensible 
heating 
load 

Peak 
internal 
Tempera-
ture (°C) 

Time/Date 
of peak 
internal 
tempera-
ture 

No. of 
hours 
above 
25°C 

Original  

(Model A) 4.51 0.0 27.55 

17:30 

15th Aug 53 

Solar Gain (1.68m²)  

(Model B) 4.48 0.6 28.48 

17:30 

15th Aug 97 

Additional Solar Gain 

(3.36m²) (Model C) 4.48 0.7 29.74 

17:30 

15th Aug 209 

Reversed External Wall  

(Model D) 4.42 2.0 26.10 

16:30 

15th Aug 19 

Internal Blockwork  

(Model E) 4.32 4.0 24.84 

13:30 

16th Aug 0 

Improved Insulation  

(Model F) 4.06 10.0 27.82 

17:30 

15th Aug 69 

Mid Terrace  

(Model G) 4.03 11.0 27.86 

17:30 

15th Aug 78 



56  An Exploration of Design Alternatives Using Dynamic Thermal Modelling Software 607 

Sat Sun Mon Tue Wed Thu Fri Sat

45
40
35
30
25
20
15
10
5
0

-5

T
em

pe
ra

tu
re

 (
°C

)

Date: Sat 13/Aug to Fri 19/Aug

Dry-bulb temperature: AberporthEWY.fwt (AberporthEWY.fwt)

Dry resultant temperature: PIR Insulation and  Thermal Mass (britannia drive.aps)

Dry resultant temperature: PIR Insulation, Thermal Mass and Solar Gain (1.68m²) (britannia drive.aps)

Dry resultant temperature: Original (britannia drive.aps)

Dry resultant temperature: Thermal Mass and Solar Gain (3.36m²) (britannia drive.aps)

Dry resultant temperature: Thermal Mass and Solar Gain (1.68m²) (britannia drive.aps)

Dry resultant temperature:  PIR Insulation and Solar Gain (3.36m²) (britannia drive.aps)

Dry resultant temperature: PIR Insulation, Thermal Mass and Solar Gain (3.36m²) (britannia drive.aps)

Dry resultant temperature:  PIR Insulation and Solar Gain (1.68m²) (britannia drive.aps)  

Graph 2. Britannia Drive composite improvements peak dry resultant temperatures for main 
bedroom (south facing) during peak (external) dry bulb temperature week 

Table 3. Britannia Drive single house, composite improvements table of results 

Scheme  Annual 
Sensible 
Heating 
Load 
(MWh) 

% reduc-
tion in 
sensible 
heating 
load 

Peak 
internal 
Tempera-
ture (°C) 

Time/Date 
of peak 
internal 
tempera-
ture 

No. of 
hours 
above 
25°C 

Original  

(Model A) 4.51 0.0 27.55 

17:30 

15th Aug 53 

PIR Insulation  

and Thermal Mass (Model H) 3.90 13.6 26.08 

13:30 

16th Aug 21 

Thermal Mass and  

Solar Gain (1.68m²)  

(Model I) 4.12 8.6 25.46 

 

13:30 

16th Aug 10 

Thermal Mass and Addi-

tional Solar Gain (3.36m²) 

(Model J) 4.06 10.1 25.94 

 

13:30 

16th Aug 20 

PIR Insulation and Solar 

Gain (1.68m²) (Model K) 4.04 10.5 28.5 

16:30 

15th Aug 105 

PIR Insulation and Solar 

Gain (3.36m²) (Model L) 4.04 10.5 29.14 

16:30 

15th Aug 171 

PIR Insulation, Thermal 

Mass and Solar Gain 

(1.68m²) (Model M) 3.76 17.9 25.94 

 

13:30 

16th Aug 11 

PIR Insulation, Thermal 

Mass and Solar Gain 

(3.36m²) (Model N) 3.71 18.0 25.97 

 

13:30 

16th Aug 22 
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A second set of models (models H to L) combined approaches such as additional 
south facing glazing and thermal mass to internal walls (models I and J); or thermal 
mass with higher performance insulation (model H); or additional glazing on the 
south façade with higher performance insulation (Models K and L) (see Table 3). The 
most significant energy savings from this set of models was achieved through the 
combination of thermal mass with PIR insulation which not only reduced the sensible 
heating load of the original scheme by 13.6% and reduced the number of hours over 
25°C and peak internal temperature to 21hours (see table 3). 

The results of table 3 indicate that the successful application of passive solar gain 
to reducing heating load is related to the provision of thermal mass both for address-
ing thermal discomfort but also for storing and releasing heat when required. This was 
demonstrated by the fact that the difference in heating reduction between the 
lightweight models of the initial study (models B and C) with 1.68m² and 3.36m² of 
extra glazing was 0.6% and 0.7%; however, for the higher thermal mass composite 
models the respective reduction in sensible heating load was 8.6% (model I) and 
10.1% (model J) (see tables 2 and 3). 

The use of higher performance insulation and passive solar gain without thermal 
mass achieved a 10.5% reduction in sensible heating load (see table 3). However, this 
approach produced a significant increase in internal temperatures over the original 
model with an additional 52 hours of temperatures in excess of 25°C over the control 
model (model A) (see table 3). Maintaining the lightweight building fabric, but in-
creasing the glazing from 1.68m² to 3.36m² with higher performance insulation (see 
models K and L) produced almost no decrease in sensible heating load and substan-
tially increased the number of hours which internal temperatures were above 25°C to 
171 hours (model L) (see table 3). These results suggest that there is an upper limit at 
which passive solar gain can be employed as a strategy for reducing space heating 
without the aid of thermal mass to store heat and moderate overheating. 

Combining all of the passive strategies (models M and N); thermal mass, addition-
al glazing and insulation proved to be a useful strategy achieving a 17.9% and 18% 
reduction in sensible heating load compared to the control model (model A) (see table 
3). The evidence suggests that the use of thermal mass successfully addressed any 
problems that might have occurred with regard to overheating as the internal tempera-
tures and the number of hours where temperatures were above 25°C was lower than 
the original model at 11 hours  in model M (see table 3). 

3.2 Modelling of the Site 

The second study took advantage of the fact that the gable ends on the east and west 
elevations did not have doors or windows and thus, in principle, could be butted 
against each other to create a terrace (model 2). In practice it would be problematic to 
abut the houses against each other due to the requirement for the provision of car 
parking spaces between the units; therefore, a terraced option was explored that uti-
lised a shallow, but wide floor plate (5.04m x 10m) for each dwelling, which located 
the houses in a 5.05m zone between a front parking zone and rear gardens (model 3, 
figure 3). A further terraced model (model 4, figure 4) was developed based on a cube 
form, with a square floor plate (7.1m x 7.1m), to examine the impact of further mini-
mising the ratio of external surface area to internal volume. 
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Fig. 3. IES visualisation of site model - narrow    Fig. 4. IES visualisation of site model - compact 
terrace south façade (model 3)                               terrace south façade (model 4)  

Table 4. Britannia Drive site model table of results 

Scheme  Annual 

Sensible 

Heating 

Load 

(MWh)  

% Energy 

Improve-

ment over 

Base Mod-

el  

Peak 

internal 

Tempera-

ture (°C) 

Time/Date 

of peak 

internal 

tempera-

ture 

No. of 

hours 

above 

25°C per 

house 

Original  

(Model 1) 27.05 0.0 28.56 

17:30  

15th Aug 61 

Terrace  

(Model 2) 25.07 7.3 28.75 

17:30  

15th Aug 73 

Narrow Terrace (Model 3) 21.4 20.9 30.17 

17:30  

14th Sep 303 

Compact Terrace (Model 4) 21.5 20.8 29.10 

17:30  

15th Aug 90 

 
The results from the first terrace model (model 1) indicated the benefit of minimis-

ing the external surface and produced a 7.3% saving in overall sensible heating load 
for all six houses (see table 4 above). Whilst, a compact form, minimising the external 
fabric surface area was one of the most significant factors in reducing heating it was 
the narrow terrace (model 3) that achieved the lowest annual sensible heating load of 
21.5MWh, slightly lower than the compact terrace (Model 4) with 21.4MWh. This 
result was due to the fact because of the shallow floor plan it was possible to put al-
most all of the windows on the south facade. This result confirms the findings from 
the composite models studies (models H to N) which identified the benefits of com-
bining passive design strategies; however, the fact that the majority of the windows 
were on the south façade meant that this design had significantly more hours (303 
hours) where internal temperatures were above 25°C than the original design (see 
table 5). 

3.3 Amalgamated Models 

A final set of options took the site model (model 3) and the individual building model 
(model M) with the lowest sensible heating load to create an optimum solution within 
the limited context of the two studies. These amalgamated models (see 3Ma and 3Mb 
in table 5) combined a narrow compact terrace form with PIR insulation, thermal 
mass and 3.36m² of additional glazing. Amalgamated model 3Mb achieved a 40% 
decrease in sensible heating load for a mid-terrace option and model 3Mb achieved a 
36% decrease in sensible heating load for an end terrace over the original model 
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(model A). However, this model did have siginifcant problems with regard to 
overheating with 348 hours where internal temperatures would be higher than 25°C 
and peak temperatures of 32.99°C. Further development of the design would be 
required to address overheating issues to take advantage of energy and carbon savings 
without reducing  thermal comfort. 

Table 5. Britannia Drive Amalgamated model results  

Scheme  
Sensible 
Heating 
Load 
(MWh) 

% Energy 
Improve-
ment over 
Base 
Model  

Peak 
internal 
Tempera-
ture (°C) 

Time/Date 
of peak 
internal 
tempera-
ture 

No. of 
hours 
above 
25°C 

Amalgamated End Terrace 

(Model 3Ma) 2.89 36 31.82 

15:30 

14th Sep 384 

Amalgamated Mid Terrace 

(Model 3Mb) 2.71 40 32.99 

15:30 

14th Sep 454 

Affordable End Terrace 

(Model 3Ea) 3.40 25 27.62 

15:30 

14th Sep 65 

Affordable Mid Terrace 

(Model 3Eb) 3.11 30 28.50 

15:30 

14th Sep 99 

 
An affordable solution was also developed that omitted PIR insulation,  maintained 

the glazing at the same quantity as the original scheme but increased thermal mass (as 
model E). This design produced  a reduction in sensible heating of  25% for an end 
terrace and 30% for a mid-terrace (see table 5). In addition, the peak internal 
temperature  of 27.62°C for the end terrace was only 0.17°C higher than the original 
scheme, which indicates that this solution would not require significant design 
development to address overheating problems. 

4 Conclusion  

The study indicates that significant energy savings (25% - 40%) in sensible heating load 
can be achieved even on an exemplar low carbon project with little or no additional 
capital cost. Measures such as specifying thermal mass to internal walls, considering the 
ratio of external area to internal volume and the massing of the buildings on the site can 
provide considerable savings in heating load with apparently little or no addition to the 
capital cost of a project. The use of designs features to allow internal rooms to capture 
passive solar gain can also be used to reduce heating load; however it can be problemat-
ic with regard to maintaining thermal comfort unless measures to mitigate overheating 
(Orme et al. 2010) and store heat within the fabric are considered.  

The study also indicates that overheating will increasingly become a problem as 
buildings become more become more effective at reducing sensible heating load 
through building form and fabric based approaches. Thus, considering measures to 
address overheating, such as the specification of thermal mass, as in this study, and 
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perhaps ventilating strategies like night cooling or stack ventilation, will become 
more important in low carbon house design.  

The study indicates the benefits of combining approaches rather than being overly 
reliant on one strategy; however the interplay of these approaches requires careful 
consideration to maintain reasonable levels of internal comfort and dynamic thermal 
modelling should be considered to investigate any potential issues.  The results indi-
cate that the application of thermal mass, passive solar gain, high levels of insulation 
and a terrace form should be considered to produce significant savings in energy in 
dwellings that comply with social housing design standards in Wales, UK.  
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Abstract. In this paper three different structural alternatives (wooden frame, 
solid wood and concrete) for multifamily buildings are compared in terms of 
global warming potential (GWP) due to material production and bought energy-
in-use from a life-cycle perspective using the ENSLIC tool [1]. The work has 
been performed in the pre-programming phase of a real construction project, 
aiming at achieving passive house standard and certification with the Swedish 
environmental rating tool Miljöbyggnad (MB). 

The results suggest that the wooden structural alternatives are better in terms 
of GWP (1.8 to 1.9 kg CO2-e/m2, year) compared to the concrete alternative 
(4.9 kg CO2-e/m2, year). Having said that, there is considerable uncertainty in 
key input parameters in the calculation. Firstly, construction contractors in 
question could not supply standardized data for GWP and lifetime for their 
structural elements, and a combination of generic data and assumptions were 
used. Secondly, GWP for different energy sources was not available in such a 
way that it could be analyzed for reliability.  

1 Introduction 

Key barriers to the application of life-cycle assessment (LCA) in the process of de-
veloping and constructing new buildings have been identified in [1]. Practitioners cite 
the complexity and arbitrariness of the procedure (in spite of the well-known interna-
tional standardization of the LCA process) as well as the lack of LCA tools that are 
integrated with standardized software applications that are used by architects. It is 
further pointed out in [2] that in the building sector LCA methodology is perceived as 
data- and knowledge-intensive and too time consuming. 

A recommendation made in [1] is that the identified barriers may be overcome 
with a simplified LCA-tool that nevertheless highlights significant environmental 
impacts over important life-cycle stages for the building in question.  

This paper presents and discusses a case study the of the aim of which was to  
improve knowledge for decision-support in the early stages of a residential new build 
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development in Greater Stockholm, Sweden with respect to life-cycle greenhouse gas 
emissions from building material production and total demand for bought energy-in-use.  

The objective of the work is to apply the ENSLIC tool (ENergy Saving through the 
Promotion of LIfe Cycle Assessment in Buildings, developed in the project of the 
same name, [1])  for comparing lifetime GWP for three structural alternatives that are 
being considered for the project. These alternatives are solid wood, wooden frame and 
concrete. 

The work is of particular interest because it is performed in a real development 
project with high environmental goals. These goals are expressed by the fact that the 
developer has established that the buildings achieve a high rating according to the 
Swedish environmental assessment tool Miljöbyggnad (MB) [3] and be classifiable as 
a Passive House according to the Nordic definition of the term (bought energy-in-use 
of 45 kWh/m2 (HFA),year not including user electricity [4]).  

The work presented here has been supported by the developer in question as well 
as by the EU FP7 project LoRe-LCA - Low Resource consumption buildings and 
constructions by use of LCA in design and decision making. The author is grateful for 
the collaboration in this work to the developer, architect and local authority that are 
working on this project. 

2 Method 

2.1 The ENSLIC Tool 

The ENSLIC tool was established to calculate life-cycle global warming potential 
(GWP) due to material production and energy demand during the use phase for a 
building [1].  

Required input data for the tool are basic dimensional data for the building (peri-
meter of outer walls, number of storeys, percentage glazed surface area), materials 
used and dimensions for important building elements (outer walls, inner walls, slabs, 
roof, windows) as well as lifetimes for said materials. 

The ENSLIC tool contains default data for GWP for material production (cradle to 
gate) for the most common building materials. A large proportion of these values 
have been established by collaboration with Swedish product manufacturers during 
the EcoEffect project [5]. For materials where this data is not available, data has been 
collected from a Danish database established by the Danish Building Research Insti-
tute (SBi) or from the EcoInvent database [6]. The tool also allows users to input 
values specific for a given manufacturer or sub-class of material. 

Also included in the tool are default data for GWP for energy-in-use (in kg CO2-e 
/kWh, such as Swedish or Nordic electricity mix, electricity from thermal coal power, 
Swedish average district heating). Custom values may also be inputted by the user 
here. 

Output from the tool is the building’s energy demand in kWh/m2 (HFA), year 
(HFA – heated floor area) and GWP due to the material production and energy-in-use 
in kg CO2-e/year. 
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2.2 Overall Procedure for Case Study 

Simple but accurate architectural sketches were drawn for two types of building – one 
with a rectangular plan cross section (here called “long”, see Figure 1) and the other 
with a square plan cross section (here called “square”). Dimensions for both building 
types are shown in Table 2. 

 

Fig. 1. Architectural sketch for plan cross-section “long” including elevation sketch 

In parallel, during November 2011 one specific construction contractor for each of 
the three structural alternatives in question was contacted and requested to provide 
information about materials and dimensions for the following building elements: 
floor/basement slab, load bearing internal wall, non-load bearing internal wall, exter-
nal walls, floor structure, attic/roof structure. External doors and windows were  
assumed to be the same in all structural alternatives. Each of the three contractors 
were also asked to  provide data describing the lifetime of particular elements eva-
luated according to procedures given in ISO 15686-2 Buildings and constructed assets 
- Service life planning - Part 2: Service life prediction procedures [7] or data for 
cradle-to-gate GWP from material production according to ISO 21930:2007 Sustaina-
bility in building construction -- Environmental declaration of building products  [8] 
(environmental product declarations – EPDs). If such lifetime and GWP data was  
not available, building lifetimes of 50 and 100 years, and GWP data for materials 
from the ENSLIC database were used by default. Each of the three contractors has a 
well-established national presence. 
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Dimensions for building elements based on the architectural sketches and on in-
formation from construction contractors were inputted into the ENSLIC tool. Thermal 
properties for the elements calculated by ENSLIC based on these dimensions are 
shown in Table 1.  

Table 1. U-values for external building elements calculated by ENSLIC based on dimensional 
data (thicknesses and material types) from contractors 

 U-value, W/K, m2 
 Solid wood Wooden frame Concrete 

Foundation 0.09 0.08 0.09 
Attic/roof 0.05 0.05 0.05 
External wall 0.10 0.12 0.14 
Windows 1.00 1.00 1.00 

External Doors 1.20 1.20 1.20 
 
In the standard version, ENSLIC uses a degree-day method in calculating active 

space heating demand. Since such a standard method is not relevant for a passive 
house, a new module for the ENSLIC tool was created and linked appropriately in the 
ENSLIC spreadsheet. This module is described further in section 3.3 below. 

Table 2. Dimensions for each building type 

Structural alternative (see section 3.2) 
Square Long

Heated Floor Area, m2 383 452
Total facade area  m2    428 548
Total window area, m2 68 90
Area, external doors, m2 4 5
Area, attic floor, m2 128 151
Area, basement slab, m2 128 151
Area internal walls, m2 358 343
Number of storeys 3 3

Attic 
Unconditioned attic 

space Unconditioned attic space 

Floor plan per storey 1 x 5 bedroom flat 2 x 2 bedroom flats  

Total window area as pro-
portion of total facade, % 

15.9 16.5 

Glazed area as proportion
of total HFA, % (based on
requirements in MB) 

15 15 

 
The ENSLIC tool calculated kWh/m2 (HFA), year and kg CO2-e/year (from ma-

terial production and energy-in-use). In total six alternatives were compared, based on 
the three construction alternatives (solid wood, wooden frame and concrete) that were 
used for two specific building designs (“long” and “square”).  
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2.3 Energy Demand 

The following balance was used to calculate the active space heating demand: 

(Active space heating) = (transmission losses through climate envelope) + (Venti-
lation losses) + (Infiltration losses) – (User electricity) – (Solar gains) – (Heat gains 
from occupants) 

Eq.  1 

Data from peer-reviewed sources relevant for Swedish conditions were used as input 
data in the balance, as shown in Table 3 ([9] and [10]). 

Transmission losses through the climate envelope are calculated according to the 
building surface area, average U-value for the surface area and monthly average out-
door temperatures for Stockholm [11]. Ventilation losses are calculated based on an 
airflow of 0.5 ACH in kg/h, a maximum heat recovery efficiency in the ventilation 
system of 85 % and monthly average outdoor temperatures for Stockholm [11]. Heat 
loss from infiltration is based on the standards established for Nordic passive houses 
[12] and monthly climate data for Stockholm [11]. 

Other parameters used to calculate the demand for active space heating as shown  
in Eq.  1 are given in Table 3. The indoor temperature in all cases was assumed to be 
21 oC.  

Table 3. Energy demand and internal gains used in the methodology 

User electricity Assumed to amount to 28 kWh/m2 (HFA).  
see for example [10] 

Property electricity Assumed 7 kWh/m2 (HFA) [9] 
Domestic hot water 
(DHW), from dis-
trict heating 

Assumed 17 kWh/m2 (HFA) [9] 

Solar radiation Solar radiation into the buildings is calculated from data 
for solar radiation on vertical surfaces in different direc-
tions (North, South, West and East) [11] and an average 
solar heat gain factor for the windows of 0.38. 

Heat gains from  
occupants 

According to [12] the sum of user electricity and heat 
gains from occupants is a constant 4 W/m2, (HFA). Based 
on this requirement, with user electricity at 28 kWh/m2 
(HFA) as shown in the row above, heat gain from occu-
pants has a value of 7 kWh/ m2 (HFA), year. 

2.4 GWP Due to bought Energy Demand 

In consultation with project developers, it was assumed that all electricity is provided 
by Swedish hydropower (this is the current supply mix available from the local elec-
tricity distribution monopoly). Likewise, all bought heat (active space heating and 
DHW) is provided by the local district heating network. Specific GWPs for these 
energy sources are shown in Table 4. 



618 N. Brown 

A sensitivity analysis was performed where average Stockholm district heating 
(107 g CO2-e/kWh) and average Nordic electricity mix (85 g CO2-e/kWh) were subs-
tituted for the values shown in Table 4, based on [13]. 

Table 4. GWP for energy sources used in the study 

Energy type GWP Source 
Swedish Hydroelectricity 5.2 g CO2-e/kWh  [14] 
Heat from Local district 
heating network 

5.2 g CO2-e/kWh Data from energy 
supply company 

3 Results 

None of the 3 construction contractors contacted could supply element lifetime data 
according to the ISO 15686-2 [7] or GWP due to material production for their specific 
building elements based on an EPD [8]. As such ENSLIC calculations were per-
formed using default data as described in sections 3.1 and 3.2. 

Figure 2 shows the yearly bought energy demand for each of the 6 cases evaluated 
using the ENSLIC tool. As pointed out in section 3.3, the only part of the above ener-
gy demand that is calculated (rather than assumed, see Table 3) is for active space 
heating. The tool shows that the concrete alternatives have a higher demand for active 
space heating than either of the wooden alternatives. This is simply due to the fact 
that the average U-value for wooden alternatives is lower due to more insulation (see 
also Table 1). Figure 2 also shows that the space heating demand is lower in the 
“square” than the “long” alternatives due to fact that the square design the climate 
envelope is smaller in ratio to the heated floor area. Figure 2 shows that each of the 
alternatives is below or slightly above the energy requirement for passive houses in 
the Nordic region (see section 2 and [12]) , validating that such requirements can be 
met by any and all of the structural alternatives with at most slight changes to certain 
building elements.  

Figure 3 shows that base case alternatives with wooden construction have dramati-
cally lower GWP than the concrete alternative. Figure 3 further shows that this is 
mainly due to the fact that impacts from production of building materials are signifi-
cantly greater for the concrete alternative. That impacts from bought energy demand 
are so much lower than for production of building materials is due to the fact that in 
these cases, bought energy demand from the use phase is renewable (hydropower and 
biofuel-based district heating, see Table 4), in contrast to material production where it 
may be assumed that a greater proportion of fossil-based energy is used. This also 
explains the contrast with studies such as [15] and [16] where a high proportion of 
fossil based energy is assumed for energy-in-use. The result on the other hand is cohe-
rent with [17] where renewable energy-in-use is also assumed.  Impacts for a lifetime 
of 100 years are shown in Figure 4. Not surprisingly the GWP in kg CO2-e/m2 (HFA), 
year reduces significantly compared to Figure 3. Such a difference highlights the im-
portance that the building lifetime may play in terms of assessment of lifetime GWP. 
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Fig. 2. Yearly bought energy demand for calculated alternatives (assumed constant over build-
ing lifetime, no start year defined) 

 

Fig. 3. GWP for production of building material and bought energy during the use phase for 
base case alternatives (50 year lifetime, assumed constant over building lifetime, no start year 
defined) 

The sensitivity analysis for GWP from energy supply alternatives (see section 3.4) 
obviously showed considerably higher GWP from each of the structural alternatives, 
and furthermore (for an assumed lifetime of 100 years) the concrete alternative was 
demonstrated to have only 30 % higher total GWP (9.6 kg CO2-e/m2(HFA), year for 
concrete versus about 7.5 kg CO2-e/m2(HFA), year for the wooden alternatives). 
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Fig. 4. GWP for production of building material and bought energy during the use phase  
for base case alternatives (100 year lifetime, assumed constant over entire lifetime, no start year 
defined) 

3.1 Discussion 

The results suggest that that the use of EPDs [7] and standardized lifetime measure-
ments for building elements [8] to communicate about products is not commonplace 
amongst well-established contractors such as those contacted. 

This case study shows the power of the ENSLIC tool in demonstrating the differ-
ences between considered alternatives at an early stage in the construction process. 
However, the specific GWPs for energy sources were not established according to a 
uniform standard and are very low, even by the standards of Swedish renewable ener-
gy. Since the value used for GWP from district heating was supplied by the district 
heating company itself, without supporting information it is difficult to analyze its 
accuracy and precision or how it might compare to GWP for other heat sources. Such 
information is important for decision making in the ongoing development project in 
question.  

Taken at face value, results such as those presented in figures 2, 3 and 4 suggest 
that lower GWP may be achieved by reducing impacts due to material production 
(e.g. by decreasing the quantity of insulation) at the expense of increased impacts due 
to energy in the use phase. Having said that, in this case this is not possible due to the 
requirement that the buildings reach passive house standard. This highlights the im-
portance of establishing goals in the development process for both energy-in-use and 
total GWP. 

In light of the demonstrated uncertainties that exist in this calculation process, it is 
important to discuss what stakeholders in the development process could do to im-
prove the decision support that is provided by such calculation procedures. It seems 
firstly important to establish comparable standards by which the GWP of a unit of 
bought energy is calculated in the process. This was not possible here, though an at-
tempt has been made by the Swedish Association of Municipal Housing Companies 
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to apply a common methodology for electricity production and district heating net-
works in Sweden [13] that was used in the sensitivity analyses. 

Other key input data that construction contractors could provide comprises lifetime 
data for key building elements based on e.g. ISO 15686-2 [7] as well as the more 
widespread use of EPDs [8]. It may be attractive to certain construction contractors to 
apply these standards to establish a market advantage. 

4 Conclusions 

The work presented here has demonstrated how a relatively simple calculation tool 
(ENSLIC) can provide valuable information about the life-cycle GWP for different 
structural alternatives in the early stages of a construction project in Greater Stock-
holm, Sweden. The results suggest that wooden alternatives are favorable to concrete. 
However there are many uncertainties in input data for specific GWP for a unit of 
bought energy-in-use and the GWP due to production of specific materials from spe-
cific contractors.   

Experience from the work suggested that construction contractors are not used to 
providing standardized data (based on [7] and [8] in this case). Such data would assist 
greatly in life-cycle calculations of this sort and further strengthen the usefulness of 
the results obtained. 

An interesting comparison to the results presented here could be with those from 
an otherwise identical study where building components are specially selected on the 
basis that they have low GWP according to a standardized EPD [7], and where life-
time has been assessed according to ISO 15686-2 [8]. This could be added to by se-
lecting specific GWPs for energy sources based on well-established standardized 
projections for future energy supply over the buildings’ lifetimes rather than simply 
using current energy mix.   
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Chapter 58 
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Buildings in Tehran, Iran and Swansea, UK 
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Abstract. Like the UK, the residential sector in Iran has a significant share of 
the national energy consumption. Therefore, efforts are needed to reduce energy 
use and greenhouse gas (GHG) emissions from dwellings. This paper discusses 
two case studies for residential apartment buildings and explores the cooling 
strategies which could be adopted to reduce energy usage and the associated 
GHG emissions. For case study one (in Tehran) results from dynamic thermal 
modelling and simulation tests are presented that assess the effectiveness of a 
number of design cooling strategies. These include appropriate orientation, so-
lar shading and thermal mass with night time ventilation. These strategies are 
seen as effective methods to control heat gain and to dissipate excess heat from 
the residential apartment building during the summer. For case study two (in 
Swansea) pilot results from spot tests undertaken during interviews with apart-
ment occupants are presented. These spot results illustrate that dynamic thermal 
modelling should have been undertaken by the design team to inform the design 
decisions for this building, which was completed and occupied in November 
2011, since internal conditions exceed recommended comfort conditions for 
level four (of the code for sustainable homes) dwellings. Furthermore, measures 
such as solar shading may need to be retrofitted and combined with a change to 
the ventilation strategy to reduce overheating during the year.  The basis for the 
paper is to compare the results of two residential apartment buildings that both 
experience similar problems of overheating, even though they are located in 
two different countries and adopt different methodologies for recording the 
data. Lessons adopted as part of case study one to reduce overheating are being 
considered as potential solutions for case study two.   

1 Introduction 

It is widely acknowledged that buildings, including dwellings, are major contributors 
to climate change caused by GHGs and in particular carbon dioxide. Irrespective of 
climate and location, the majority of dwellings depend on non-renewable energy 
sources to provide comfortable indoor conditions; whilst traditionally, human ingenu-
ity was able to create architecture in response to the climatic conditions of various 
regions on the planet (Krishan 2001). Residential buildings in Iran and the UK and the 
activities undertaken within them, are responsible for approximately 33% and 25% of 
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total energy consumption and therefore a significant amount of CO2 emissions 
(Building and Housing Research Centre of Iran 2010 and National Statistics 2010). 
This paper discusses two case studies (one in Iran and one in the UK) for residential 
apartment buildings and explores the cooling strategies, which could be adopted to 
reduce energy usage and the associated GHG emissions. Case study one in Tehran, 
Iran explores effective cooling strategies in a climate with hot summers and cold win-
ters; whilst case study two in Swansea, UK documents an emerging overheating prob-
lem in a new (completed in November 2011) airtight, highly insulated, multi-storey 
residential building. Problems of overheating in new low carbon residential buildings 
in the UK needs to be addressed, particularly when considering climate change pre-
dictions. The Tehran case study is presented as a reference to cooling strategies for 
the Swansea case study.     

2 Context to Case Studies 

2.1 Case Study One – Tehran, Iran 

Tehran the capital of Iran, is the largest city in the Middle East, is the 16th most popu-
lated city globally with over 8 million residents (Statistics Centre of Iran 2009).  
Urban development has a fast pace in Tehran because of the growing number of im-
migrants seeking better education, job opportunities and life conditions; thus, there 
has been a continuous increase in the demand for residence (Tehran Municipality 
2012). From the first author’s experience of working in Tehran as an Architect she 
has observed that buildings new and existing consume substantial energy for heating 
and power. This is in part due to inefficient building fabric and inadequate implemen-
tation and enforcement of building regulations, especially in residential buildings. The 
climate makes the situation worse; in addition to the need for 1.5 million dwellings by 
2015 in Iran and the majority of which are in Tehran (Young Cities Project website 
2010). Current residential buildings have poor environmental performance and there-
fore improvements will have a significant impact on reducing energy consumption 
and associated carbon emissions. In this paper, a simulated box with two exposed 
walls representing a typical apartment in Tehran was modelled as a case study to be 
used for parametric tests. 

2.2 Analysis of Tehran’s Climate 

Tehran is situated in the north of the central plateau of Iran, latitude 35.7° and longi-
tude 51.2°. According to the Koppen map, the Tehran climate is semi-arid and conti-
nental (Szokolay 2008). Weather data from Mehrabad weather station in Tehran for 
1961-1990 period (Meteonorm v. 6) shows that the annual average air temperature in 
Tehran is 18.4°C with monthly average swings of 17.2K. The coldest month of the 
year is January and the hottest month is July, with the average air temperatures of 
4.9°C and 31°C and average daily swing of 17.1K and 17.3K respectively. In winter 
temperatures can reach as low as -4°C, but may peak as high as 40°C in summer. 
Average humidity fluctuates during a year from almost 60% during cold months to as 
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low as 30% during June, July and August. Direct solar radiation is high during each 
climatic year and diffuse solar radiation is a noticeable amount (Fig. 1). Three cli-
matic periods can be defined in this city. Firstly, a heating season during which the 
outdoor temperature is below comfort temperatures (18-32°C was considered as the 
comfort zone according a study of thermal comfort of people in Tehran by Heidari 
2008) and solar and internal gains cannot bridge the difference between indoor and 
comfort temperatures unless specific measures are undertaken, such as space heating. 
Secondly, a cooling season during which the outdoor temperature is above comfort 
temperatures, or the gains from sun or internal heat sources make the internal tem-
perature uncomfortably warm, unless specific measures are taken, such as mechanical 
cooling systems are used. Thirdly, a free-running season during which the indoor 
temperature is comfortable and there is no need for additional heating or cooling 
(Yannas 2000). Thus, the aim of a low to zero carbon dwelling in Tehran should be 
the extension of the free-running season, while the possible conflict between passive 
heating and cooling strategies should never be neglected. 

 

Fig. 1. Monthly diurnal averages for Tehran (Source: Meteonorm v. 6, Weather tool) 

High solar radiation in Tehran can cause overheating in hot months if not avoided. 
Moreover, internal heat gains from occupants and equipments may result in the exten-
sion of the cooling season. Since the main source for cooling energy in Tehran is 
electricity produced from fossil fuels, design for summer comfort needs special atten-
tion to reduce cooling energy demand. 

2.3 Case Study Two – Swansea, UK 

Swansea is the second largest city in Wales, UK with a population of 232,500 (City 
and County of Swansea 2012). There has been a great deal of urban regeneration in 
Swansea since 2000, particularly in the dockland area known as the waterfront at SA1. 
There are plans for business, retail, leisure and residential developments in the Swan-
sea Bay region with an estimated value of over £2 billion until 2022 and thus Swansea 
has been named the fastest growing city in the UK for business (Swansea Bay 2012a). 
Swansea Bay accounts for 15% of Wales’ total land area and with 547,000 residents in 
2008, over 18% of its total population. Furthermore, 1.5 million people live within one 
hour of Swansea. With the estimated £2 billion of investment, it has led to a considera-
ble number of new apartment buildings (ibid). The majority of residential buildings in 
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Swansea were mainly built before 1919 (Hopper et al 2012) and therefore have a poor 
environmental performance. Works to improve their environmental performance are 
discussed in Hopper et al (2012).  Since 2010, much of the development of new dwell-
ings in Swansea has been undertaken by social housing developers, including Coastal 
Housing Group (Coastal Housing Group 2012). Indeed, Coastal have built a number of 
apartment buildings to meet a range of enhanced environmental assessment standards. 
Case study two is of a timber frame construction and was designed and built to level 
four of the code for sustainable homes; includes 66 two bedroom and 2 one bedroom 
apartments across five floors and occupation commenced in November 2011 (ibid). 
Case study two is one of a number of case studies being monitored as part of Cardiff 
Metropolitan University’s contribution to work package six (monitoring the perform-
ance of low carbon buildings and products) of the Low Carbon Built Environment 
project (Anon, 2010, Littlewood et al 2011 and Littlewood, 2013). Since occupation 
internal conditions have been recorded by researchers from Cardiff Metropolitan  
University, which exceed recommended comfort conditions; where occupants observe 
that the circulation corridors and their apartments are uncomfortably warm. Therefore, 
case study two provides a good example to compare with case study one, in terms of 
the need for cooling strategies, albeit post completion.  

2.4 Analysis of Swansea’s Climate 

Swansea is situated in south-west Wales at latitude of 51.6° and longitude of -3.9° 
(Travelmath 2012). Fig 2 illustrates the average monthly temperatures and average 
monthly sunshine for Swansea Bay, UK (Swansea Bay 2012b and 2012c). On average 
the warmest month is August; the highest recorded temperature was 41 °C in 1980, 
the average coolest month is January; the lowest recorded temperature was -18 °C in 
1985; and the most precipitation occurs on average in November (ibid and The 
Weather Channel 2012). Whilst, the temperatures are on average much cooler than 
Tehran in Iran the climate in the UK is becoming more unstable, with unpredictably 
warm weather at unusual times of the year. For example, in 2012, March was the third 
warmest March since records began in 1910, where the highest UK temperature was 
23.6 °C and in Swansea was 19.8 °C (Met Office 2012 and Weather Online 2012).  

 

 

Fig. 2. Monthly averages for Swansea (Swansea Bay, 2012b) 
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3 Test Methods 

3.1 Case Study One - Modelling 

Thermal sensitivity studies were undertaken using dynamic thermal simulation soft-
ware (EDSL Tas v.9.1.3a). A 10*10*3 metre cube was created as the base model to 
represent an apartment, with two opposite exposed walls and the construction specifi-
cations according to the building culture and regulations in Tehran as follows: 

• Model Area: 100 m²; Orientation: South; Façade Area: 60 m²; External Wall 
Construction: (inside)110mm brick+20mm cavity+110mm brick; 

Internal Wall Construction: (inside) 110mm brick+20mm cavity+110mm 
brick (no heat transfer between adjacent flats); Ceiling Construction: (inside) 
150mm concrete, 30mm concrete, 10mm tile; Window-to-floor ratio: 15%; Win-
dow: Double glazed uncoated air-filled; Infiltration: 0.35 ach; Ventilation: 0 ach; 
Glazing U-value: 2.7 W/m²K; External Wall U-value: 0.85 W/m²K; Internal 
Gains (from intermittent occupancy of four occupants and appliances): 3700 
KWh/yr; Cooling set point temperature: Internal T>32°C; Shading: None;  
Windows opening schedule: None. 

Based on the climate analysis, passive cooling strategies were tested on the study 
model through parametric tests to investigate suitable strategies for hot summer  
conditions.   

3.2 Case Study Two - Interviews and Spot Measurements 

Ethics approval was granted in April 2012, for researchers from Cardiff Metropolitan 
University to interview all the occupants in the 68 apartments at case study two, every 
three months between May 2012 and April 2013. The aim of the interviews is to col-
lect information on climatic data, internal comfort conditions in each apartment and 
circulation spaces, occupant behaviour and occupant attitudes towards the apartment 
building and individual apartment design and construction; comfort; control of heat-
ing, appliances and lighting; hot water and energy use; noise and control of noise; 
security; natural daylight and control of daylight; household bills; health and wellbe-
ing; and home management. The U values for the key construction components at 
case study two are 1.8 W/m2 oC (interior door and windows), 0.2 W/m2 oC (exterior 
wall), 0.26 W/m2 oC (separating floor and wall) and 0.2 W/m2 oC (roof) (Littlewood 
2013). Interviews commenced in May 2012 and each occupant was provided with an 
information sheet and consent form explaining the study and was asked a series of 
questions. In addition, researchers recorded the air temperature, CO2 emissions, solar 
radiation, air movement and daylight levels in each apartment, on the exterior  
balcony, in the circulation corridor immediately outside the apartment, the stairwells 
and exterior to the building at street level. Data was recorded using the instruments 
illustrated in Table 1 below. 
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Table 1. Instrumentation used to take spot measurements at case study two 

Variable Instrument Accuracy 
Air temperature Vent check plus ±0.1 oC 
CO2 emissions  Vent check plus ±30ppm, ±5% 
Solar radiation TM-206 Solar power 

Meter 
±10W/m2 or ±5% (highest 
value is correct) 

Air movement  PCE-TA-30 ±3%, ±0.2 m/s 
Daylight Testo 540 ±3% 
Relative Humidity Vent check plus ±3% (10~90%), ±5% (others) 

4 Results  

4.1 Case Study One Results - Heat Gain Control through Orientation, 
Shading and Thermal Mass  

Orientation, shading and thermal mass are passive strategies tested to establish how 
effective they are in reducing cooling energy demand, for case study one in Tehran. 
Simulations were undertaken on different models – to north, south, east and west 
orientations, without and with shading- to test the effect of orientation and shading 
upon the internal comfort conditions on an apartment building in Tehran. Fig. 3  
below, illustrate that east and west oriented spaces have much higher temperatures 
compared to north and south orientations, with approximately 17.0 °C and 13.0 °C 
difference between indoor maximum and outdoor temperature respectively. 

 

Fig. 3. (Left) Indoor temperatures of models 
with unshaded and closed windows to north, 
south, east and west orientations during 
three hot days-21st to 23rd July. (Window-to-
floor ratio: 25%). 

Fig. 4. (Right) Indoor temperatures of the 
same models after applying an external 
venetian blind with 29% of solar 
transmittance 
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Fig. 5. (Left) Difference between cooling 
energy demand of spaces in the two 
conditions tested 

Fig. 6. (Right) Difference between indoor 
temperatures as an effect of various shading 
conditions (windows are closed) 

 

    
 

 

Fig. 7. Indoor thermal conditions in low and high mass models during an 11-day hot period 
with changing outdoor conditions- windows closed and unshaded (Above left), windows closed 
and shaded with an overhang (Above right), shaded windows are open from 10pm till 7am 
(Below left) (After Givoni, 1994).  
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Fig. 8. (Below right) Indoor thermal conditions in a high mass model during three typical 
summer days 

The indoor temperatures in the two models with north and south windows have 
roughly similar trend with much less elevation above the outdoor temperature. The 
north oriented apartment has the lowest temperature.  Fig. 4 shows that shading using 
exterior Venetian blinds on the windows is able to minimize overheating and the tem-
perature differences between various orientations. However, east and west oriented 
apartments still have higher temperatures. Providing shading to apartments orientated 
towards the south leads to similar performance to apartments orientated north and 
50% less cooling energy demand than east and west oriented apartments (Fig. 5). An 
external Venetian blind can reduce indoor temperatures by 1.0 °C more than an exte-
rior window overhang during most of the three days tested (almost from 7:00 to 
24:00). This is because blinds cut more direct, indirect and diffused solar radiation 
and also improve the thermal resistance of the glazing, compared with overhangs 
(Fig. 6).  

A third parametric test was undertaken to study the performance difference be-
tween a low thermal mass model and a high thermal mass (after a test by Givoni 
(1994) on an experimental box). In the former, 110 mm brick layer in the walls was 
replaced by 15 mm plaster boards and the concrete of the ceiling is also covered by 
15mm plaster boards; thus, there is no available mass in floor or ceiling while the 
latter is made of brick walls and concrete ceiling  –common building materials in 
Tehran. Fig 7 illustrates the performance of the two above models in three different 
conditions, closed windows without shading, closed windows with shading and also 
shaded windows with night ventilation (between  21st till 31st of July, with daily 
temperature differences of 9 K to 12 K. This period was chosen because of combined 
hot days). 12% window-to-floor ratio is due south and 3% due north to provide cross 
ventilation. Results are similar to those reported by Givoni (1994 & 1998) and Shaviv 
et al (2001) where low thermal mass buildings respond quickly to external tempera-
ture fluctuations. This is because they have a low thermal capacity; compared with 
high thermal mass buildings. It is clear that low thermal mass buildings are more 
likely to overheat during hot summer days and therefore would need more cooling, 
prompting the occupants to use cooling devices powered by electricity, generated 
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from fossil fuels. Thereby, increasing CO2 emissions and contributing to climate 
change. However, high thermal mass buildings are less affected by the temperature 
swings, providing more constant and stable internal temperatures. These buildings are 
heated slowly, since some of the building elements store heat and they also cool down 
slowly. This is why the indoor temperature is closer to the average outdoor tempera-
ture, when the building is night vented. Heavy weight buildings with night ventilation 
can provide cooler spaces in hot days, since they absorb the heat gains of the building 
during day and dissipate it to the outdoors during the night when the external tem-
perature is lower than internal temperature. Applying thermal mass with night time 
ventilation results in up to 7 K reduction in the indoor maximum temperature in days 
9 and 11. 

The temperature patterns of the model with closed shaded windows show that  
thermal mass without night ventilation cannot bring the indoor temperature comfortably 
below the outdoor maximum temperature, especially during less warm days – days 5 
and 6- within the hot period (see fig 7 above right). Another important issue is minimiz-
ing the solar gain during summer that can lessen the indoor temperature as much as 
almost 2K in both low and high-mass models. Fig. 8 shows the thermal performance of 
the high thermal mass model during three typical summer days in Tehran, 14th to 16th 
of June. It is understood that the reduction in outdoor maximum temperature is lower 
compared to the hot days (almost 4K compared to 7K). The temperature swing in both 
mentioned periods are more or less the same, approximately 12K; which shows that 
high thermal mass is more helpful in hotter days. 

4.2 Case Study Two Results 

Spot measurements recorded using the instrumentation illustrated in Table two above, 
were undertaken during interviews with occupants at apartments A, B and C and illus-
trated in Table 2 to 4 below. These results are initial findings from the piloting stage 
of a questionnaire interview process commenced in May 2012 and which will be 
completed in April 2013. Therefore, the results presented are a snap-shot of the prob-
lems encountered thus far, which will be supported by a more detailed set of results 
(from a 12 month monitoring and interview process) and will be documented in  
further publications. 

Table 2. Spot measurements recorded in the corridors across five floors, at case study two on 
29/05/12  

Corridor. Date: 29/05/2012 
Variable Ground 

floor 
1st 
floor 

2nd 
floor 

3rd 
floor 

4th 
floor 

Exterior 

Air temperature °C 25.1 30.3 30.5 31.3 31.6 22.4 

CO2 level ppm 640 520 1142 621 677 438 
Relative humidity % 47.9 33.2 32.9 33.7 33.3 55.7 
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Table 3. Spot measurements recorded in the central staircase across five floors, at case study 
two on 29/05/12  

Central staircase. Date: 29/05/2012 
Variable Ground 

floor 
1st 
floor 

2nd 
floor 

3rd 
floor 

4th 
floor 

Exterior 

Air temperature °C 23.2 23.0 23.5 24.7 28.7 22.4 
CO2 level ppm 540 575 539 530 584 438 
Relative humidity % 53.6 54 51.3 47.4 39.8 55.7 

Table 4. Spot measurements recorded in apartments A, B and C on the 1st and top floor at case 
study two, on 29/05/12  

Apartments. Date: 29/05/2012 
Variable Ap. A*  

(at 
12.06)  

Ap. B**  
(at 
14:13) 

Ap. C*** 
(at 
15:15) 

Exterior 
at 
12.06 

at 
14:13 

at  
15:15 

Air temper-
ature °C 

25.8 22.2 23.2 21 21.1 22.4 

CO2 level 
ppm 

479 507 577 441 442 438 

Solar radia-
tion  W/m² 

33 4 7.2 809 821 Above 
1999 

Air move-
ment  m/s 

0 0 0 3.67 2.15 3.17 

Daylight lux 130  96 176 90430 Above 
99999 

96420 

Relative 
humidity % 

42.7  55.9 54.6 55.6 59.6 55.7 

*east orientation & top floor; ** north orientation & 1st floor; *** north-west orientation and 1st floor  

5 Discussion 

The climatic analysis and thermal simulation of case study one revealed a number  
of effective passive cooling design strategies in Tehran. However, some strategies 
suitable for the cooling season may conflict with the energy requirements in the heat-
ing season. Table 5 illustrates how each cooling strategy may negatively affect the 
thermal performance of a residential building in the heating season (Tehran). The 
difference between the two seasons encourages adjustable shading to allow maximum 
and minimum solar radiation in winter and summer, respectively. 

When the spot measurements were taken at each of the apartments at case study 
two, the heating systems were not activated and the internal windows had all been 
open (24 hours a day) since March 2012. This is because the occupants stated that 
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they found the apartments were always warm. This is not surprising when observing 
the temperatures recorded in the corridors on the 1st floor and top floor are between 
30.3 and 31.6 °C and in the central staircase on the 1st floor and top floor between 
23.0 to 28.7 °C. Yet, the external temperature was only between 21.0 and 22.4 °C. 
The reasons for this might be heat gain from piped hot water (communal heating) in 
the corridors; as well as high air tightness values, high thermal insulation, low thermal 
mass in the construction elements and lack of adequate ventilation, especially in the 
corridors. These internal temperatures indicate the need for further investigation, 
which will include detailed monitoring 24 hours per day (at ten minute intervals) 365 
days per year, for three apartments, to commence in July 2012. In addition, the spot 
measurements will be re-recorded on three further occasions when the interviews are 
repeated. Furthermore, dynamic thermal simulation will be undertaken to investigate 
potential cooling strategies, since the results indicate that the ventilation and heating 
strategy for the building is not currently satisfactory as internal conditions exceed 
recommended maximum comfort temperatures of 25°C and even 28°C (CBSE, 2006). 
Indeed, overheating is unexpected in such moderate outdoor temperatures. Potential 
solutions to be investigated include optimising the passive ventilation strategy of the 
building, the communal heating systems and retrofitting external solar shading and 
thermal mass into the building. Indeed, the continued and more detailed monitoring at 
 

Table 5. Summary of the tests results and recommendations considering heating season  

Tested  
parameters 

Passive strategies 
for cooling season  

Considerations 
for heating 
season 

Recommendations 

Orientation North performs 
better 

North receives 
the least solar 
radiation 

South with external 
venetian blinds to mi-
nimise overheating in 
summer 

Shading external venetian 
blinds to cut unfa-
vorable solar radia-
tion   

Fixed shading is 
an obstacle to 
receiving solar 
radiation  

Adjustable: allows win-
ter solar radiation & 
reduction of summer 
solar radiation 

Window 
area 

10%* Window-to-
floor ratio 

Small windows 
let less solar 
radiation in. 
25%  window-
to-floor per-
forms the best  

25%* window-to-floor 
with external venetian 
blinds, thermal mass and 
night ventilation to mi-
nimise overheating in 
summer 

Thermal  
inertia 

High (if night venti-
lated) 

High (if sun-
oriented) 

High with sun-oriented 
windows  

Night  
Ventilation 

Helpful  NA Activate during war 
summer nights 

* only 10%, 15%, 20% and 25% window-to-floor ratio were tested in this research  
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case study two will lead to further publications, to document the extent of the over-
heating, the occupant attitudes and behaviour as a result of the overheating, and the 
methods adopted to reduce the overheating. 

6 Conclusion 

The case study one has recognised heat gain control and excess heat dissipation as  
effective passive design strategies for minimizing thermal stress in multi-storey resi-
dential buildings in Tehran, Iran. Most of the strategies to reduce the cooling energy 
demand may extend the heating period; so a balance between heating and cooling 
demands should always be considered. Secondly, flexibility in design (e.g. adjustable 
shading) is encouraged, so the strategies for the cooling season do not have negative 
effects in the heating season. Thirdly, design for summer comfort in Tehran in the 
multi-storey housing typology can be simple if considered at early stages of design, as 
passive strategies can make considerable reductions in energy consumption of these 
buildings while providing the designers with freedom in design. The initial results 
presented for case study two could indicate that the design and modelling of the build-
ing and heating systems were not detailed enough. As a result of applied heating 
strategies, regardless of the thermal conditions of the cooling season, the internal 
temperatures of the case study two are closer to what happens in warmer climates, 
such as in case study one and if the future weather in Swansea is to be warmer, as an 
effect of the climate change, there will be even more similarities between the two 
cases. It is notable that both case studies have to deal with severe winter under heating 
as well as summer overheating that shows the importance of finding optimised strate-
gies.  Considering all the above, the next step in case study two would be investigat-
ing passive cooling strategies through dynamic thermal simulation similar to the  
case study in Tehran, so as to propose solutions to uncomfortable thermal conditions 
during warm periods of each year. 

Acknowledgements. Case study one is based on findings of the first author’s MSc 
dissertation in Sustainable Environmental Design at the Architectural Association 
School of Architecture (AA) – Design guidelines for low energy multi storey housing 
in Tehran, Iran- in 2010 which was funded by British Foreign and Commonwealth 
Office through the Chevening Scholarships programme. Case study two is part of 
Cardiff Metropolitan University’s contribution to Work Package six of the Low Car-
bon Built Environment project, funded by Cardiff Metropolitan University, Coastal 
Housing Group and the European Research Development Fund’s Convergence, Re-
gional Competitiveness and Employment programmes; administered by the Low Car-
bon Research Institute for the Welsh Government.  
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Amendments to Meet the Referees’ Comments 

Referee One and Two 

1. The paper has been updated to better discuss the validity of comparing the meth-
ods and results from case study one with those of case study two. This includes 
updates to the abstract, introduction, case study two results,  and the discussions 
sections. 

2. The paper has been updated to better explain why case study two’s results are not 
discussed to the same depth as case study one. This includes amendments to case 
study two results and the discussion section. 

3. The discussion section has been updated to discuss why the authors believe the 
corridors are overheating in comparison to the external temperature. 

4. The discussion section has been further updated to ‘unpack’ the statement that 
some of the strategies used to prevent overheating can conflict with the energy 
requirements in the heating season. 

5. The discussion section has been updated to discuss how the results from case 
study two will lead to further publications. 

 



A. Håkansson et al. (Eds.): Sustainability in Energy and Buildings, SIST 22, pp. 637–648. 
DOI: 10.1007/978-3-642-36645-1_59                © Springer-Verlag Berlin Heidelberg 2013 

Chapter 59 

An (un)attainable Map of Sustainable Urban 
Regeneration 

Linda Toledo and John R. Littlewood 

The Ecological Built Environment Research & Enterprise Group (EBERE), 
Cardiff Metropolitan University, Cardiff School of Art & Design, 

Cardiff, CF5 2YB, UK 

Abstract. Reuben et al. (2010) suggests that ‘before we can effectively change 
a system, we must first improve our understanding of the system’.  In this spirit, 
the paper attempts to evaluate the knowledge obtained from interviews with key 
stakeholders engaged on an urban regeneration project in Swansea, UK known 
as ‘Urban Village’. Urban regeneration is an activity that is largely character-
ised by complexity, uncertainty and ambiguity. The tacit knowledge acquired 
from the interviews with the stakeholders of the Urban Village project have 
been mapped out with IDEFØ language in order to record data and processes 
that have characterised the project. The intermediate goal of this effort is to re-
cover the connections missed by a first fragmentary subdivision of the collected 
interviews. In order to achieve this goal, we have re-mapped out the previously 
collected responses, by so creating a decision-making process tool aimed to ori-
ent professionals. In the process we have managed to create a device for the 
guidance and assessment of the decision making process in urban regeneration. 
The ultimate goal will be hence reflected in the provision of a tool that provides 
more scope for auditing the decision process in urban regeneration rather that 
leaving it up to expert individuals. 

This paper fits into the sub-theme ‘validation of design and environmental 
assessment tools and modelling with performance in use - through physical 
and/or social assessment’, at SEB12 conference. 

Keywords: sustainability assessment tools, validation, environmental assess-
ment tools, urban regeneration, IDEFØ. 

1 Introduction 

The mapping of urban regeneration is a matter as complex as the activity of urban re-
generation itself. By enclosing it into a rational systematisation, it is not only frag-
mented its urban organic reality is often scattered and disconnected and therefore it is 
also possible to miss the strategy (or series of correlations) behind the project (Lefebvre 
1998). On the spirit of this challenge, this paper discusses the development of a deci-
sion-making process tool aimed at orientating professionals and stakeholders in their 
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decision making on urban regeneration projects. The tool presented in this paper has 
been developed from a) the tool presented in Fox et al. (2011) and b) the analysis of  
interviews with the stakeholders of the Urban Village regeneration project in Swansea 
(UK) using IDEFØ language. This paper is targeted at the sub-theme ‘validation  
of design and environmental assessment tools and modelling with performance in  
use - through physical and/or social assessment’; of the invited session ‘assessment and 
monitoring of the environmental performance of buildings’, at the SEB12 conference. 

1.1 The SURegen Project 

The SURegen project is an Engineering Physical Sciences Research Council 
(EPSRC) funded research project, which has been undertaken between 2008 and 2012 
in the UK. In this context, researchers from Cardiff Metropolitan University (CMU) 
have been working with the stakeholders engaged in the ongoing urban regeneration 
project in the city centre of Swansea (Fox et al. 2011).  

The SURegen project has aimed to provide support for all those who are engaged 
in urban regeneration, through a web based application (SURegen 2012a). This appli-
cation, or set of integrated decision support tools in the form of a regeneration work-
bench, is aimed to help new and professionals working in the urban regeneration field 
to make critical decisions, and help those who are new to the field acquire the skills 
needed to meet the challenges (SURegen 2012a). This workbench can be defined as 
an online prototype that provides a framework for a regeneration programme ‘based 
on a regeneration knowledge framework, glossary of terms, ontology and underlying 
data models’ (SURegen 2012b).  

The focus of the collaboration between SURegen and the stakeholders engaged in 
the Urban Village - Swansea regeneration project is on making an explicit explana-
tory guide for people new to the “visioning” stage of urban regeneration. However, 
experienced people have knowledge, which is tacit and implicit and not explained, so 
the major challenge and first stage of this process was to tease out that tacit knowl-
edge; which is documented in Fox et al. (2011) and is illustrated in fig. 1 below. The 
next stage was to have the validity of the tacit knowledge, which has been made  
explicit, confirmed by Coastal Housing Group stakeholders.  

1.2 The Urban Village Case Study 

Since the early 2000s, Coastal Housing Group has been in the process of regenerating 
an area of the city centre of Swansea (UK). Coastal Housing Group has packaged this 
regeneration scheme into a series of projects, including “Urban Village”, situated in 
the Lower Super Output Area (LSOA) of Castle Two. Castle Two is ranked 11 out of 
1896 for the most deprived areas in Wales, according to the Welsh Index of Multiple 
Deprivation, 2008 (Welsh Government 2008). For more information on the Urban 
Village case study see Fox et al. (2011). 
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The Urban Village project is a multi-purpose inner-city regeneration scheme, in-
cluding residential, office, retail and leisure facilities and has been designed and is 
being built following sustainable and one planet living principles (Fox et al. 2011 and 
Coastal Housing Group 2012).  

2 Methods 

Between 2010 and 2011, researchers from CMU conducted interviews with a number 
of key stakeholders engaged in Coastal’s Urban Village project in order to establish 
the visioning behind this project. In addition, the objectives were to determine the key 
triggers and issues for the project to create a decision map for sustainable urban re-
generation. The decision map was to be the first stage in developing a tool to allow 
regeneration practitioners when visioning other urban regeneration projects. This 
initial coding of the interviews, presented in the first EBERE Decision map is  
reflected in Fig.1 below, which can be classified as open coding. Open coding  
consists of breaking down and categorising data; and it is largely influenced by the 
reflection of the researcher’s perspective (National Institute of Standards and Tech-
nology, 1993). The EBERE decision map aimed to make explicit the tacit knowledge 
in the Urban Village project. Within the EBERE decision map the five key triggers in 
the Urban Village project are: a) personal motivation, b) housing demand, c) finance, 
d) competition, f) deprivation. These triggers acted as a starting point for the final 
vision of the Urban Village project.  

Following a presentation of the first EBERE Decision map at a SURegen work-
shop in February 2011; to validate the map, the feedback provided by some of the 
stakeholders was that the map was too complex and cluttered and did not accurately 
reflect decision making on the Urban Village project. Therefore, in 2012 the inter-
views have been re-analysed and the data has been reassembled, in order to bring 
coherence to the coded data; leading to re-coding the triggers. This second phase of 
coding is referred as axial coding (National Institute of Standards and Technology, 
1993). Hence, firstly, axial coding1 has been performed by the authors of this paper in 
order to map out the missing interconnections in the first open coding (first EBERE 
Decision map, fig.1) of the tacit knowledge collected from the interviews, in 2010/11. 
More specifically, axial coding is conducted to recover the interconnections between 
different triggers as shown in fig. 2. One of the outcomes of this re-codification of 
interviews data has led to the refinement of triggers. However, the corresponding 
links remain of the EBERE decision map (i.e. key questions) have been lost; which 
demonstrates that the axial coding, in this case, was not sufficient. Therefore,  
this created the opportunity for the next step in the development of this work. This led 
to the use of IDEFØ which is an advanced level of sophistication for knowledge  
encoding. (National Institute of Standards and Technology 1993) 

                                                           
1  Axial coding is the type of coding practice that brings together the different categories (sepa-

rated by the previous open coding) by making connections between those categories (Na-
tional Institute of Standards and Technology, 1993). 
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Fig. 1. EBERE Decision map for sustainable urban regeneration (Fox et al. 2011) 
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Fig. 2. Axial coding of the triggers in urban regeneration 

Secondly, IDEFØ2 is been used to create a data flow tool with the knowledge col-
lected from the interviews. IDEFØ standard offers a language able to model complex 
functions and thus the use of IDEFØ is justified by the fact that one of its most impor-
tant features is that it gradually introduces greater levels of definitions (or detail) 
within a complex process. Furthermore, IDEFØ has been demonstrated to be useful in 
establishing the scope of an analysis, in this case represented by urban regeneration 
decision-making process. In fact, whether as a communication tool, IDEFØ enhances 
involvement and consensus decision-making through simplified graphical devices, at 
the same time as an analysis tool, it assists the modeller in identifying what functions 
are performed, and what is needed to perform those functions, and (consequentially) it 
highlights what the current system does, and what the current system does not. 
(Knowledge Based Systems Inc., 2010). 

 

Fig. 3. Elementary information of a basic IDEFØ diagram. (Knowledge Based Systems Inc., 
2010) 

 
                                                           
2  As stated in the IDEF website, IDEFØ is a ‘method designed to model the decisions, actions, 

and activities of an organization or system… Effective IDEFØ models help to organize the 
analysis of a system and to promote good communication between the analyst and the cus-
tomer’. (Knowledge Based Systems Inc. 2010). 
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The translation of the interview data into an IDEFØ map has made use of the proc-
ess map of urban regeneration as documented in the SURegen workbench. (SURegen 
2012c). In order to achieve this, firstly the information contained in the SURegen 
workbench has been sectioned into a data flow, with IDEFØ (see fig. 4 to 7), through 
the identification and sorting of information and whether it relates to an input, or out-
put, or control or mechanism of a function, as per IDEFØ language (see fig. 3). This 
procedure has enabled the creation of the upper levels of the diagram, in which, on 
second place, the specific interviews data for Swansea case study is framed, as shown 
in fig. 8. This is the refined EBERE decision map using IDEFØ language. 

3 Results 

The initial axial coding performed a review of the interviews to obtain the interrela-
tionships between the triggers such as a) previous bad design, that has disrupted the 
organic patterns of the city; b) deprivation; c) housing need, including lack of residen-
tial activity or suitable accommodation missing for certain age ranges; d) interest 
from the local authority to revitalise the city; e) cultural interest on one or more 
buildings; f) desire of competition, within the developers; g) the seize of an opportuni-
ty (momentum). In fact, most of the respondents have indicated the fact that there is 
more than one trigger concurring at the same time, such as the concurrence of the 
housing need and the interest from the local authority to revitalise the city. Therefore, 
these triggers cannot be considered as separated entities since each trigger influences 
and at the same time is influenced by another trigger (see fig. 2). This example is 
represented by the trigger housing need which is influenced by the trigger previous 
bad design. Another revealing point of the axial coding was that triggers do not have 
a pre-established succession; this succession changes according to each respondent’s 
point of view. Also it became clear that some triggers were more influencing than 
others triggers such as previous bad design more influencing that housing need, al-
though housing need being the most recurring trigger, according to the stakeholder’s 
point of view and profession. 

The subsequent creation of the IDEFØ map, which is composed by the figures 4 to 
7, led to the creation of a contextual/generalised map (a) and then to the creation of a 
specific map for the Swansea case study (b), by transferring the knowledge collected 
from the interviews in the appropriate level of detail of the more generic diagram (a). 
The generic map (a) is actually a system of different diagrams (fig. 4, 5, 6 and 7) 
whereas the correspondent of the EBERE Decision map (as per fig. 1) is now repre-
sented in fig. 8. In detail:  

• Level 0 in fig. 4, shows the activity under analysis and discussion of the SURe-
gen project, which is urban regeneration; (Knowledge Based Systems Inc. 2010; 
SURegen 2012a). 

• Level 1 in fig. 5, shows the level below level 0, which is the SURegen categorisa-
tion of urban regeneration; (SURegen 2012c). 
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• Level 2 in fig. 6, shows the level below level 1, which is the expansion of the 
strategy formulation stage; (SURegen 2012c). 

• Level 3 in fig. 7, shows the level below the level 2, which is the expansion of the 
key triggers of urban regeneration; (SURegen 2012c). 

• Level 3 in fig. 8, is illustrated with the re-codified interview data from the  
Swansea case study.  

 

Fig. 4. Level 0: urban regeneration as the SURegen scope of analysis, (Knowledge Based 
Systems Inc., 2010; SURegen 2012a) 

 

Fig. 5. Level 1: the SURegen categorisation of urban regeneration 
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Fig. 6. Level 2: expansion of the strategy formulation stage 

 

Fig. 7. Level 3: expansion of the key triggers of urban regeneration 
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Fig. 8. Level 3: expansion of the key triggers of urban regeneration with the re-codified inter-
view data from the Swansea case study 
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4 Discussion 

The triggers of urban regeneration do not have a pre-established succession and they 
change according to each respondent’s point of view, as demonstrated by the axial 
coding (fig. 2). This underlines the fact that priorities within an urban regeneration 
project can vary subjectively, according to the people and professional background, 
but also to their role within the urban regeneration project. Nevertheless, although 
axial coding clarified the interrelationships between the triggers, it was not sufficient 
as a method to analyse all of the information correlated to each trigger. In addition, 
the fact that some triggers appear to be more influencing means that unless urban 
regeneration is carefully considered, triggers can remain unsolved and escalate; and 
therefore they will cause further need for urban regeneration. An example of where 
triggers contradict the needs of each trigger can be found in the case emerging from 
the interviews discussed above; where the most influencing trigger in Swansea in the 
late 1990s was the disruption of the organic patterns of Swansea’s. This fracture in the 
city was driven by the physical separation of the train station and bus station and 
therefore led to depravation, in this part of Swansea, known as Castle two. This  
deprivation in one of Swansea’s key parts of the city (High Street) consequently led 
Coastal Housing Group to commence Urban Village in the early 2000s. 

However, the fragmentation of a complex reality, such as urban regeneration con-
ducted with IDEFØ presents a reality in which the processes are less encapsulated, 
hence more open to variations (see fig. 7 and 8). Also it shows how an idealised map 
(see fig. 7 and 8) can be manipulated to better represent a specific reality, without 
obliterating the first general categorisation shown in fig. 7. 

These results are confronted with some specific theoretical literature concerning 
models and tools for sustainability; and this has enabled to define the limits of validity 
of the new EBERE decision map, for both generic and Swansea case study cases. In 
fact, these facts confronted with specific studies on sustainability confirm positions 
that embrace the science of the city as something irreducible to a simple model. In-
deed, by studying the complexity of sustainable development, Reuben et al. (2010) 
argue that the complexity of cities cannot solve their ‘sustainability’ by reaching a 
balance between a number of identified factors. Instead the position of Reuben et al. 
(2010) remains on the perspective of unpredictable control, ‘as an emergent property 
resulting from the quality and pattern of relationships within the systems of sustain-
ability’. For this reason Reuben et al. (2010) recognise a parallel between sustainable 
development and complex adaptive systems (CAS). This helps to embrace sustain-
ability not as a goal to be reached through the achievement of balance but as a dy-
namic process of continuous evaluation, action and re-evaluation, something better 
called as a “continuous cycle of co-evolution” (Reuben et al.  2010), as is successfully 
represented by the transposition of the interview data into an IDEFØ map (fig. 8). 

5 Conclusions 

The first EBERE decision map confirms the criticism of coding, which is the loss of 
context following fragmented data analysis (fig.1), and the axial coding subsequently 
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performed (fig.2). In addition, the axial coding initially performed has not sufficiently 
made sense of the data collected from the responses.  

IDEFØ sufficiently enabled the codifying of urban regeneration as an activity and 
the interview responses, without creating a static decision making tool. Indeed, it has 
been argued through the review of literature that within complex sciences one must 
avoid to assume that reality is static (Reuben et al, 2010). This is because disturbance 
is a natural component of ecosystems that promotes diversity and renewal processes 
(Scheffer et al. 2011). Therefore, only process oriented approaches will work and the 
EBERE IDEFØ map of urban regeneration in Swansea (fig.8) successfully embraces 
that permeability. More generally, one of the major obstacles is that traditional ap-
proaches to sustainable development focus on the achievement of sustainability and 
typically assume that once sustainability is reached, the problem is solved.  The proc-
ess oriented approach to sustainable urban development finds place on the IDEFØ 
map for urban regeneration, where uncertainty is not analytically reduced but encour-
aged, and taken as a learning source of reality as it unfolds. 
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Abstract. The Municipality of Venlo is building new municipal offices based 
on the guiding principles of C2C. A case study is presented on the townhall 
Venlo preformed in the LCA tool GreenCalc+ V2 (GC+) in a comparison with 
two GC+ studies on the offices of TNT and townhall Utrechtse Heuvelrug. In 
concluding, the MIG (Environmental Index Building)  score of townhall Venlo, 
TNT Green Office and townhall Utrechtse Heuvelrug were calculated which 
showed that  making a good comparison is very difficult. This indicates that  
is important to know how to deal with specific characteristic aspects when  
calculating the environmental assessment score. 

Keywords: Sustaianble assessment tools, LCA, GreenCalc, C2C. 

1 Introduction 

The Municipality of Venlo is building new municipal offices, however Venlo is not 
building just any building. Venlo is building a city hall that is characterized by excel-
lent services to the inhabitants and companies of the municipality of Venlo and based 
on the guiding principles of C2C.  So very important are pleasant and healthy 
workplaces for all the employees of the municipality of Venlo. It should become an 
icon of the cradle-to-cradle design (C2C), a building that exudes what the municipal 
organization wants to be: open, transparent, accessible and sustainable. The new city 
hall is designed by Kraaijvanger Urbis architects of Rotterdam. In 2009 this firm of 
architects won the European public tender in which Venlo did not ask for a detailed 
design but for a vision. One of the advantages of this is that the municipality of Venlo 
will be at the table right at the start of the design process and is not bound by the 
choice of a sketch which could determine the final picture to a great extent. The as-
signment for technical system advisor was definitely awarded in April 2010 to the 
international agency Royal Haskoning. The technical systems adviser gives advice on 
how the various cradle to cradle aspects can be given shape from a technical perspec-
tive in the new design. This includes such things as advice in the area of type of sys-
tems, new developments in the area of systems technology, insulation, etc. but also 
calculating whether the design and the materials and systems do in fact result in a 
responsible internal climate and whether the building also satisfies the C2C ambition. 
Royal Haskoning (RH), has embraced the C2C concept as C2C inspired design and is 
currently designing City hall Venlo, as C2C inspired office building for the munici-
pality of Venlo. In addition, the life cycle analysis (LCA) recently emerged in the 



650 W. Zeiler, R. Pelzer, and W. Maassen 

building sector. It is a method which can measure the sustainability of a building by 
calculating the environmental impact of its life cycle through data analysis. In fact, 
the program GreenCalc+ (GC+) is a well-known LCA program in the Netherlands, 
which RH could use to analyze the life cycle of this office. The development of 
GreenCalc started in 1997. The Greencalc+ assessment method is a questionnaire 
which allows you to estimate how much land it takes to run and maintain your office. 
It that can be used to calculate what the developers call the environment index of a 
building. This is done by calculating the environmental impact of the buildings by 
Life Cycle Analysis (LCA). The GreenCalc+ software consists of four modules, each 
representing a different aspect of the building characteristics; mobility, materials, 
water and energy. The input values for this program are divided in the following four 
groups: Materials: Energy: Water: Travel to and from work: 

Detailed information of the office design on these four aspects needs to be im-
ported in the computer program. The program is able to calculate the amount of emis-
sions, rate of exhaustion, land use, and the degree of nuisance involving these aspects. 
These values are then expressed in environmental hidden costs using Euros per year 
and per square meter.  Furthermore an environmental index is given, that expresses 
the relation between the newly imported (environmental friendly) design and an au-
tomatically derived reference design. The score is given within a scale from 1 to 
2,000. The reference design shows how the building traditionally was designed in 
1990 having an index of 100. With the introduction of GreenCalc+ in 2005 program 
became more user friendly, resulting in a time reduction of importing the data of the 
building construction into the computer program (13). Despite these developments, 
RH did not use LCA on City hall Venlo in their consulting and design strategies, be-
cause they questioned the methods of GC+. In this article, a LCA study on City hall 
Venlo is presented performed in GreenCalc+, one of the most popular sustainability 
assessment tools in the Netherlands. In addition, the outcome of the study was com-
pared with two other offices which were studied in GreenCalc+; TNT Green Office 
and City hall Utrechtse Heuvelrug.  

2 Methodology 

The LCA is an approach to make a life cycle analysis of a product by addressing the 
environmental impact which is created during its life time. Most LCA tools are based 
on the international standard ISO 14040/14044. In addition, for buildings, special 
building LCA tools are developed of which GreenCalc+ (GC+) is an eminent exam-
ple. In general, LCA tools are difficult to compare because of large individual differ-
ences. The EPA( 1) defines a LCA as a technique to assess the environmental aspects 
and potential impacts associated with a product, process, or service by: 

 Compiling an inventory of relevant energy and material inputs and environmental 
releases;  

 Evaluating the potential environmental impacts associated with identified inputs 
and releases;  

 Interpreting the results to help you make a more informed decision (1). 
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The ISO guideline describes the framework and terminology of the LCA, by defining 
four phases; goal and scope, inventory analysis, impact assessment and interpretation 
phase, viewed in figure 1. In short, the ISO guidelines are also applicable for  
buildings; GC+ is based on these guidelines (2).    

 

Fig. 1. An example of ISO framework; The goal and scope and inventry analysis (LCI) (3) 

The LCA of a building starts with an inventory analysis of the materials and energy 
needed for the construction, service and demolition of the building. Then, the in- and 
outputs of the inventory analysis are sorted by characterization models to impact cat-
egories. In fact, several characterization models can be used to weight the in- and 
output towards a specific impact category. Lastly, all impact categories are norma-
lized towards one value, an environmental impact value; several normalization  
methods can be applied.  

In addition, a numerous of different impact categories and environmental impact 
normalization value types can be found in literature and in international guidelines. 
For instance, in an extensive normalization study presented by Sleeswijk et.al. (2007), 
which studied 860 environmental interventions, 15 impact categories were found (4). 
While the LCA-CML2 model, used in the Dutch harmonized method, only reports on 
14 impact categories (5). In addition, the LCA tool GreenCalc+ accounts for 17 im-
pact categories and in the European guideline CEN/TC 350 (ENSLIC model), pre-
sented in Malmqvist et al. (6), 12 impact categories were suggested. Also, Malmqvist 
et al. (6) suggested that the impact categories should also address the recycling poten-
tial of a building product and the embodied water, in contrast to most sources who did 
not address these items. Moreover, in the extended literature study of Finnveden et al. 
(7) it is found that the impact of land use and water use and weighting methods are 
still discussed in scientific literature.  

In GC+, the inventory analysis is based on a material, water and energy inventory, 
followed by the weighing of the inventories toward different impact categories and 
eventual normalization of the impact categories towards environmental impact costs. 
Since buildings can differ in lifetime and building component can be replacement 
during service, the environmental impact costs are expressed per year to be able to 
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compare building. The three modules (material, water and energy) are separately in-
ventoried and computed. The materials in the building are inventoried by indentifying 
the quantities in square meter material or counting the numbers of building elements 
in the building, based on the GC+ product catalogue. In addition, water use is esti-
mated by using the 'Water Prestatie Normering' model created by the bureau Opmaat 
en Boom. The energy inventory is done either by using the internal computation 
module of GC+, based on norm NEN 5128:2004, or the by entering the EPC of the 
building (based on NPR 5129).  

The characterization is based in several characterization models. The eventual nor-
malization of the impact categories is based on the TWIN-model developed by NIBE. 
In GC+, the impact categories are normalized toward the environmental impact cost of 
a building. These are the fictional costs that represent the cost for resolving the nega-
tive environmental impacts of the construction, service and demolition of the building 
to an acceptable level. Lastly, GC+ uses the environmental impact cost to calculate a 
sustainability score for a building, based on a reference which is generated (2).  

Based on the works of A. Dobbelsteen, GC+ expresses the sustainability of a build-
ing in a score rather than in the environmental impact costs with is initially calculated. 
According to the PhD thesis of A. Dobbelsteen, a building should be characterized by 
a reference based score rather than by an absolute value, such as the total environmen-
tal impact cost (8). He argues that representing the sustainability of a building through 
a score has several additional advantages in relation to an absolute value, such as the 
environmental impact score.  

First, he argues that a score can be expressed in a value with a low number of di-
gits, whereas the environmental impact cost are expressed in more digits. Secondly, 
he states that a score can provide insight into the environmental performance of the 
building towards a specific target or show an environmental improvement with re-
spect to a reference or situation. Lastly, Dobbelsteen argues that a score would be 
easier to use in the categorization and labeling of buildings. In the following section, 
the score computation for office buildings is further explored. 

In order to calculate a score, a reference is generated by GC+, based on a reference 
building model. The reference generation method allows the computation of the MIG 
(NL: Milieu-Index-Gebouw). The MIG score is computed by comparing the imported 
office with the generated reference office by using an average number of occupants. 
Therefore, the score calculates the degree of sustainability of the imported office in-
dependent of the occupants. An average occupant is estimated to use 28 m2 GFA/FTE 
(Gross Floor Area per Full-Time Equivalent) (8). The MIG score use the reference 
office model of GC+, except that the given input of the reference office model varies 
per score type. Based on the calculated environmental impact cost (Ecost) of both the 
imported office and the generated reference office, the score is calculated. In fact, the 
MIG score is calculated by the same equation;  

           ; ⁄ · 100   (1)  

In eq.1, the score computation of an random office i is expressed with respect to the 
corresponding reference (stated by the subscript i;ref ). The Ecost are expressed in €/ . In addition, the value obtained as final score is a dimensionless number. 
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3 Case Study: City Hall Venlo 

City hall Venlo is part of Maaswaard, a redevelopment project which include multiple 
building projects with the city of Venlo as client. Although the building is mainly 
composed out of offices, the building is divided in a low-rise, high-rise and basement 
section, were the main function is designated as meeting function, office function and 
parking function respectively.  

 

Fig. 2. Two views on the facades; the eastern orientated view (left) and western orientated view 
(right) (9) 

Below the ground floor are located an additional basement layer and three parking 
layers. Since, GC+ does not take into account the parking space in the reference of-
fice, the parking layers are not taken into account.  The structural elements of the 
building are designed as concrete floors and columns. The elevator shaft is conducted 
as a stiff concrete core to counter wind forces which act on the building. The floors 
are conducted as bubble deck floors which save on the average 35% mass by using 
special HDPE (High Density Polyethylene) balls in the floors in order to conserve 
concrete. The concrete columns in the building create an open spaces in the offices 
spaces where no additional interior walls are present allowing a flexible layout. In 
addition to the flexibility and material saving concepts in the structure elements, the 
cradle to cradle concepts are applied into climate control and materialization system 
of the building design, the main points are addressed.  

Firstly, the office’s hybrid ventilation concept consists out of two parts, the sum-
mer and winter situation, represented in Fig. 3. In both situations, the air is mechani-
cally pumped into the building and naturally ventilated through the green façade out 
of the building. In addition, a small amount of the air is extracted through the sanita-
tion facilities and kitchen. In the summer, the solar chimney, located on the roof of 
the office, is employed to extract additional air from the building due temperature 
differences. In the winter, the solar chimney is not used, but thermal energy from  
the air is recovered through the air handlings unit (AHU). The air is blown into the 
building by swirl diffusers vents. 
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Fig. 3. (Left) The ventilation concept for the summer situation; (Right) The ventilation concept 
for the winter situation 

Approximately 50% of all the working spaces (e.g. offices, meeting rooms, public 
working rooms, call-centre) are fitted with climate panels which both heat and cool these 
spaces. In addition, glass covered facades in the high-rise and low-rise section are heated 
with radiators in order to prevent cold down-drought. The base heat and cooling demand 
in the low-rise section of the building is being met through concrete core activation 
(CCA).The thermal energy distribution through the building is based on water. The ther-
mal energy needed for the climate control is extracted through a heat pump from collec-
tive geothermal storage. The thermal storage both used to supply the cooling and heating 
needs for the building. There is an air-water heat pump is present as auxiliary to provide 
extra capacity during peak hours. By using control values in the climate ceiling, in the 
offices spaces are functioning as flexible workspace format; the framework allows for 
customization within a grid of every 1.80 m and controllability every 3.60 m. 

City hall Venlo is partly self-sufficient in by generating electric and thermal energy 
by ca. 25 m2 solar collectors and 1000 m2 PV cells. The heat generated by solar col-
lectors is used to heat tap water. The PV cells are used to power the low-voltage grid. 
The PV cells are applied onto the building as external solar blinds and cladding on the 
façade facing south and on the roof of the high-rise section. The facades are designed 
with a Rc of 5 m2K/W and the windows have an U of 5 W/ m2K. The water manage-
ment system in the building for the primary water use is capable of using rainwater 
and reusing the grey water in multiple cycles resulting in less annual water demand 
and lower strains on the collective sewer system, represented.  

4 Comparison City hall Venlo with TNT Green Office and City 
hall Utrechtse Heuvelrug 

In the case study, the project City hall Venlo is calculated by GC+ and now can be 
compared with previously executed GC+ case studies on TNT Green Office and City 
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hall Utrechtse Heuvelrug on their MIG scores. For the inventory of Stadkantoor Ven-
lo, the data for the three modules (energy, water and materials) is needed; therefore 
several data sources are used. Firstly, the inventory of the materials and geometry was 
adapted from the final architectural drawings of the architect (Kraaijvanger - Ubis). 
The architectural drawings were scaled to 1:200. In addition, the installation  
specifications were adapted from the concept and final report for the building services 
produced by Royal Haskoning (9,10).  

The case study on TNT Green Office was conducted by the company DGMR (11) 
and study on City hall Utrechtse Heuvelrug by the company Peutz (12).  

An overview of the used literature resources used for obtaining the inventory for 
City hall Venlo and the computations of the other offices is presented in table 1.  

Table 1. The literature resources used for the inventory and case 

Case Element Source Reference 
City hall Venlo Basic information (e.g. 

occupants, GFA, NFA) 
Final report on building 

service 
(9) 

Installation inventory 
Concept cost estimation 

and Final report on 
building service 

(10,11) 

Geometry and materials 
count 

Final architectural 
sketches  

(12) 

Energy consumption 
EPC from the final report 

on building service 
(9) 

Water management and 
consumption 

Concept report on build-
ing service 

(10) 

Replacement of foundation 
Equations of the refer-
ence office model in 

GC+v2.20 
(2) 

TNT Green Office Output GreenCalc+ study 
Conceptual report on 

sustainable design 
(11) 

City hall 
Utrechtse Heuve-

lrug 
Output GreenCalc+ study 

Final report on building 
physics  

(12) 

 
During the research it was found that due to limitations of the GC+ catalogue, nu-

merous installation elements could not be addressed during the material inventory. In 
this inventory only 18 of the 61 elements inventoried could be addressed in the inven-
tory of GC+. 

5 Results 

The general specifications of all offices and the results are expressed the overview in 
table 2. 
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Table 2. The basic information of the three offices compared. (10, 11, 12)  

 

In conclusion, the two GC+ studies found in literature and Stadkantoor Venlo were 
compared on the MIG score. The MIG score of City hall Venlo, TNT Green Office 
and City hall Utrechtse Heuvelrug was calculated at 250, 1030 and 235, respectively. 
Due to limitations of the GC+ catalogue it was found that numerous installation ele-
ments could not be addressed during the material inventory of City hall Venlo.  

6 Discussion and Conclusions 

During the research it was found that limitations of the GC+ catalogue, numerous 
installation elements could not to be addressed during the material inventory of City 
hall Venlo. Also, the materials of the energy generation facilities in both studies from 
literature were not addressed, due to these limitations. In general, references used in 
score computations should be constant values or average values found by statistical 
analysis or, if statistical analysis is not possible, should be estimated by the best poss-
ible method. However, when mathematical models are used to generate a reference 
based on imported data of a building, deviations in the characteristics (variables such 
as GFA, Ecost, FTE) of a building can occur, since the equations in reference model 
can change proportions of these characteristics. In fact, the equations in the reference 
model are hypothetical, so these deviations, could only lead to greater deviation from 
the actual characteristics of the building which are used to calculate the score. As long 
as the reference method results in a score computation in which the reference is a 
constant used to select one of the characteristics of the building to compute to the 
score, either by division or multiplication, no deviations can occur. 

GC + provides the freedom in both the water and energy module to apply correc-
tions on the water and energy use, if the user disagrees with the calculations for the 
corresponding module. This approach offers a possibility when the inventory method 
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of GC + is too restrictive. Therefore, it may help to import the correct data of energy 
or water use in the program by using another determination method and apply a cor-
rection. However, this also gives the user a large amount of freedom in the interpreta-
tion of the inventory of both modules. In addition, the material module is much more 
restrictive, since it only offers a customization of building products based on the GC+ 
catalogue; no custom input is possible. Therefore, the PV cells and bioWKK which 
were used in the studies from the literature and case study could not be addressed in 
the material module. Consequently it is unknown how the energy generating facilities 
would affect the total Ecost of an office. However, the results showed that when the 
influence of local energy generation is disregarded, the effects in the final MIG score 
can be huge. For instance, the score of TNT Green Office changed to a score which is 
20%-25% of the MIG original score. Therefore it is advised that in future studies that 
the positive contribution of energy generating facilities due to energy savings should 
only be included in the calculation when the Ecost associated with the materials can 
also be included in the calculation; either by using the GC+ catalogue or by using a 
custom input or correction value. In addition, based in the secondary inventory of the 
installations services in City hall Venlo, the inventory showed that the v2.2 of GC+ 
can only be used to inventory a small amount of the installation services. Since, only 
14 out of 61 elements of the inventory could be entered in the material inventory of 
GC+, the quality of the output is questioned.  
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Abstract. This study aims to analyze a Solid Oxide Fuel Cell (SOFC) for 
residential heating applications by applying Life Cycle Assessment (LCA). To do 
so, three perspectives have been chosen: the producer, the user as an individual and 
the user intended as the heating demand of a building, applied by default in 
Switzerland. This SOFC is compared to other systems which fulfill the same 
function and are already inventoried in international databases (Ecoinvent). That 
are: a Stirling engine, three types of heat pump, a polyelectrolyte membrane fuel 
cell (PEMFC) and a gas boiler. The results of these analyses in SimaPro software 
have shown that from the perspective of the producer, impacts reduction should 
come from reducing the metallic parts included in the inverter unit and parts made 
of copper, there is a 7.5% reduction potential if recyclable parts are properly 
managed. From the user perspective, the choice among different heating systems 
depends strongly on the electricity mix of the country. From the buildings 
perspective, the SOFC is best suited to a family house type like the SIA-380/1 
(Schweizerischer Ingenieur- und Architektenverein) building Swiss standard, 
which consumes less energy than the current average Swiss family houses. 

1 Introduction 

The building sector accounts for approximately 40% of primary energy use and 36% 
of total CO2 emissions in most developed countries[1]. Then, this sector has to put 
efforts to design strategies that can help satisfy the same needs with less primary 
energy consumption. Co-generation systems, such as fuel cells, produce electricity 
and heat and can be applied locally to satisfy the building needs. This novel 
technology must be though assessed environmentally through comparison with 
conventional heating systems in order to see if it can contribute to a reduction of the 
impacts associated to the building sector. 

LCA studies about fuel cells have been continuously adapted over in the last 
decades, since the fuel cells are an emerging technology that it is nowadays still under 
development [2]. In this sense, literature has evolved from large-scale fuel cell 
applications, such as co-generation plants, to micro-scale technologies like mobile 
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applications [3], [4]. In the specific case of residential combined heat and power, fuel 
cells are nowadays also based on new materials in order to reach higher efficiencies 
[5–7]. 

Life-cycle assessment results depend strongly on the inventory (LCI), thus data 
collected to describe the processes involved must be consistent with the time-period 
on study. Therefore, LCA studies must be done continuously adapting to the new 
available technologies and updating data inputs, if available. Available international 
databases just contain few examples of micro-cogeneration systems, which represent 
partially the average market of products available, thus consistent updating of these 
datasets must be done.  

Most of the studies available are not building-focused or they lack impact indictors 
other than GHG emissions or primary electricity consumption [8], [9]. When they are 
building-focused, the approach is often not LCA-based [10–12]. Other studies show only 
the use phase of the fuel cell and do not include its production nor disposal, so that not all 
of the life-cycle is represented [10], [11], [13]. In these studies the co-production of 
electricity and heat has been treated with allocation, and the main focus was electricity. 

Therefore, this study aims to compare several micro-scale heating systems for 
residential applications based on a LCA methodology, in order to promote further 
comparative studies and to give new inputs to international databases, thus 
contributing to the global LCA community. 

2 Material and Methods 

2.1 Life-Cycle Assessment Approach 

In this study, an attributional LCA has been chosen, since it is the most broadly 
applied method and because modeling consequences of decisions is somewhat 
pointless when there are no decisions to be made [13].  

In order to deal with the co-produced electricity, system expansion, also called 
avoided burden, has been considered instead of allocation, which is a novel approach 
in the field of LCA of fuel cells. 

2.2 Goal and Scope Definition 

The goals of this study are: (a) to study a SOFC specific product in order to find out 
hot spots of its life-cycle; (b) to compare this SOFC with other heating supply 
systems and in different country scenarios; and (c) to assess the suitability of this 
SOFC for different building energy demand scenarios.  

In all cases the geographical representativeness set by default has been 
Switzerland. For goal (b), the SOFC is compared to other systems which fulfill the 
same function and are already inventoried in international databases (Ecoinvent). That 
are: a Stirling engine, three types of heat pump, a polyelectrolyte membrane fuel cell 
(PEMFC) and a gas boiler. The functional unit for each equipment is “1 kWh of heat, 
delivered by the system, at facility” except from the goal (c), which has been set as 
“heat demand of the building, in kWh/m2·y”. 



 61  Comparative Life-Cycle Assessment of Residential Heating Systems 661 

The scenarios in which this fuel cell has been analyzed include the disposal, the 
country of its use and the energy demand of different buildings. Regarding the 
disposal, 4 scenarios have been defined: one (1) with 70% weight recycling and the 
rest is sent to a landfill, which would be the current recycling potential of separable 
materials; another (2) with 50%-50% proportion of landfill and incineration; and two 
scenarios of 100% landfill and 100% incineration, respectively (3 and 4). 

Regarding the geographical representation, the fuel cell and the other heating 
systems have been analyzed as if they were connected to the electricity mix and 
natural gas mix of 4 countries: Switzerland, Germany, Austria and The Netherlands.  

 

Fig. 1. Scope of the SOFC system assessed in this study 

The three types of household energy demand are based in another study [14] and 
they are a Passive House following the German standards, the Swiss SIA-380/1 
construction standard, and a Swiss average building. All of them have the same 
structure (single-family house) and 188.8 m2 of usable floor. 

System boundaries are different for each goal: to study the SOFC hot spots, thus 
goal (a), it covers from the production of raw materials which are sent to the SOFC 
manufacturer, until the fuel cell has been used and disposed to the environment (Fig. 
1). However, when comparing systems, so for the rest of goals (b, c), disposal is not 
taken into account, and the focus is put on the production and use phases of the fuel 
cell. This is mainly due to lack of information about current disposal scenarios for 
neither the SOFC nor the rest of the systems. The SOFC also includes a back-up 
burner but this is not inventoried for the use phase, since it should be assessed 
following a dynamic model based on the energetic demand. 

2.3 Inventory Analysis 

Data has been obtained mainly from two sources: firstly, site specific data from the 
SOFC manufacturer and also from some of their raw materials suppliers; and 
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literature or assumptions made when no information was available. Secondly, data 
from the Ecoinvent v2 database has been used for background processes. 

2.4 Impact Assessment 

SimaPro 7.3.2. Analyst software has been used for calculating the LCA. Impact 
assessment methods used were Eco-indicator 99 hierarchist (version 2.08), for 
midpoint and endpoint impact categories, and also greenhouse gas emissions (GHG) 
set by IPCC factors and cumulative energy demand (CED), as midpoint categories. 

3 Results and Discussion 

Normalized results about the production of the SOFC assessment in Fig. 2 show that 
the most relevant impact are carcinogens (46%), which affect to the human health 
area of protection. The part of the SOFC impacting the most in all impact categories 
is the fuel processor unit (61%), which includes: the heat exchanger, the back-up 
burner, the electrical inverter, the desulphurization unit for the natural gas with a 
catalyst, and some other parts, like fans, pumps, wires and gas piping. From this unit, 
the pieces affecting the most are the inverter (33%) and the copper (35%). 

 

Fig. 2. Production of SOFC analysis with EcoIndicator 99 (H): normalized results 

Regarding the whole life-cycle of the SOFC, in the characterization analysis of the 
disposal scenarios comparison shown in Fig. 3 it is observable that scenario 1 is the 
best choice for the environment compared to landfill and/or incineration: recycling a 
70% of the fuel cell avoids carcinogens emissions (-100% instead of +40% 
approximately), mineral extractions for new pieces, because these are recycled (-
100% instead of +10%), and also ecotoxicity (-60% less than other scenarios). 
Categories barely affected by the choice of the disposal scenario are the ozone layer 



 61  Comparative Life-Cycle Assessment of Residential Heating Systems 663 

and fossil fuels (<1% of difference), because these depend on the use of energy. 
However, these results represent not a realistic situation, since in scenario 1 no energy 
has taken into account for recycling the materials. 

 

Fig. 3. Life-cycle comparison of disposal scenarios with EcoIndicator 99 (H) method: 
characterisation results 

Results in Fig. 4 show that the most important impact categories observed in the 
whole life cycle of the SOFC are fossil fuels depletion and carcinogens emissions 
(due to materials and production process), and that the use phase of the fuel cell 
accounts for more than 95% of the overall impacts, mainly in the fossil fuel depletion 
category (due to natural gas consumption). Disposal is responsible for a -7.46% of 
avoided impacts and the assembly accounts for 12.06% of impacts. 

 

Fig. 4. SOFC life cycle analysis with EcoIndicator 99 (H) method: normalization results 

The results of the comparison among different systems are shown in Fig. 5. It 
might be observed that only co-generation systems have avoided use of energy due to 
the co-production of electricity, which would substitute the nuclear power in the case 
of Switzerland (it is about 40% of the electrical mix). For 1 kWh (3.6 MJ) delivered  
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Fig. 5. Comparison among heating systems with Cumulative Energy Demand Method, by 
source of energy (Switzerland scenario) 

by each device, only these co-generation systems have a net energetic benefit, 
whereas heat pumps and the gas boiler are only net-energy-consuming. 

In Fig. 6 EcoIndicator Endpoints are shown for the different countries have been 
analyzed. The results are only shown for Switzerland and The Netherlands that 
showed the most opposite results. The results for Germany and Austria have not been 
shown, as they lay in between. 

Compared to the Swiss case, in The Netherlands all co-generation devices have 
less impact, whereas the gas boiler and the absorption heat pump remain more or less 
the same. In the resources area of protection, the PEMFC impacts reduce from 39 to 
18 mPt. The Stirling engine changes from 33 to 21 mPt. For the SOFC the reduction 
is from 34 to 17, thus a 50% reduction. On the other hand, brine-water and air-water 
heat pump would have more impact in The Netherlands. 

Following the IPCC GHG emission factors and the correspondent method 
implemented in SimaPro, greenhouse gas impacts are shown in Fig.7, in Switzerland 
the device emitting most CO2 equivalent per kWh of heat produced is the heating 
boiler (100 kg CO2/kWh), followed by the absorption pump (73 kg CO2/kWh), the co-
generation systems (45 kg CO2/kWh for Stirling, 44 kg CO2/kWh for PEMFC and 43 
kg CO2/kWh for SOFC). The air-water pump (30 kg CO2/kWh) and brine-water heat 
pump (21.47 kg CO2/kWh) are the one with less GHG emissions. But as happens with 
EcoIndicator, in The Netherlands the results differ significantly. 

The difference between countries’ impacts, for EcoIndicator Endpoints as well as 
for GHG potential, depends on the electrical mix of the country: Switzerland has a 
low-carbon profile, with nuclear and hydrothermal power, whereas The Netherlands 
has a high-carbon electrical mix profile based on natural gas co-generation plants, in 
which the substitution of the electricity given by the SOFC and fed to the grid is 
reflected as a positive effect. 
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Fig. 6. Comparison among heating devices in different countries scenarios, assessed with 
EcoIndicator 99 (H) method – Single score (Endpoints) 

 

Fig. 7. Comparison among heating devices in different countries scenarios, assessed with 
Greenhouse Gas potential by IPCC standards 

Finally, in the analysis of the SOFC in 3 building demand scenarios, the impacts 
are represented in discontinuous lines in Fig. 8. Their behavior is linear with respect 
to the heat demand. In continuous lines the area in square meters that the fuel cell 
could cover is represented, taking into account the minimum and maximum duration 
of the SOFC mentioned before. The horizontal green line represents the area 
considered for all buildings (188.8 m2). 

For the Swiss average house, the SOFC could be able only to cover between 56 
and 77 m2 of usable floor, which is less than the half of the house, so the average 
Swiss house requires another device with higher nominal power in order to cover its 
demand. For the other extreme case, which is a house following the German passive 
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standards, the SOFC could cover between 436 and 600 m2, because of its low heat 
demand. This is between 2 and 3 times greater than the usable floor area of the house. 
This means the SOFC would be only working half of its capacity, so not working 
efficiently. The best adaptable case study would be the SIA-code building, which 
represents the Swiss Standard applicable for newly constructed buildings. 

 

Fig. 8. SOFC impacts in three household energetic demands, with EcoIndicator 99 (H) method 
– Single score (Endpoints). Representation of heat demand and supply in terms of area of 
building heated 

4 Conclusions 

In this study a SOFC specific product from a Swiss company has been assessed 
environmentally using LCA methodology, looking at its main life-cycle stages 
(production, use and disposal). Several scenarios have been analyzed within the use of 
the fuel cell, regarding geographical representation and energy demand of a building, 
by comparing the SOFC with other conventional heating systems. 

It has been seen that from the producer point of view, efforts must be put on 
reducing impacts on the inverter unit and the copper components. The production step 
has more impacts on the carcinogens emissions indicator, followed by fossil fuels 
depletion, minerals depletion, respiratory inorganics and ecotoxicity. The use phase is 
the most impacting in the whole life cycle, with more than 95% of overall 
environmental burdens. Given the duration of the fuel cell the production phase takes 
less importance, but depending on the disposal scenario the overall life cycle impacts 
can change: a possible recycling of the 70% of weight could lead to -7.5% reduction 
potential on the overall life-cycle impacts. 
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From the user perspective, the choice between one heating system or another 
depends basically on the country electrical mix. It has been proven that co-generation 
systems have a better energy balance than other systems, but when looking at CO2-
equivalent emissions and overall EcoIndicator impacts, results can vary substantially 
in the two countries such Switzerland and The Netherlands due to their different 
electricity mixes. 

A stand-alone LCA study is not sufficient for analyzing the suitability of the fuel 
cell for a specific household, since all impacts follow a linear dependence with the 
energetic demand. Therefor, future studies in this field should incorporate temporal 
fluctuations due to user demand and efficiency reduction. From the comparison 
between demand and supply of different building scenarios, it has been observed that 
the most suitable single family house would be the according to the Swiss Standard 
building reference code (SIA 380/1), so it is recommendable that the manufacturer 
focuses on this type of buildings to sell the product. The present Swiss average 
demand is not suitable for the SOFC since it would use a lot the additional back-up 
energy, thus contributing to more emissions and not producing electricity. For a 
passive building, or a house with very low energetic demand, the analyzed type of 
SOFC would be over-dimensioned and not work efficiently. 

List of Abbreviations 

IPCC  International Panel on Climate Change 
PEMFC Polymer Electrolyte Membrane Fuel Cell 
LCA  Life-cycle Assessment 
LCI  Life-cycle Inventory 
SIA   Schweizerischer Ingenieur- und Architektenverein 
SOFC  Solid Oxide Fuel Cell 
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Abstract. The hospitality industry is the largest business worldwide with an 
increasing market. The energy used in this industry produces a considerable 
amount of greenhouse gas emissions. Further improvements are required to 
address climate change requirements despite various existing technologies for 
saving energy and water in hotels. Providing more energy saving options can 
encourage hoteliers to perform further suitability measures. There is a special 
requirement of methods for energy saving that suits for small and medium size 
hotels. This paper introduces a sustainable energy saving method for hotels that 
uses active engagement of the guests in energy saving process. The proposed 
method provides the guests a direct benefit from the saved energy. The paper 
presents a novel concept of green hotel deals is provide an initial design for  
the system. The sustainability analysis of the proposed method shows that the 
method is able to benefit guests, hoteliers, governments and  importantly the 
environment.  

Keywords: Energy saving, Hospitality industry, Energy efficiency, Greenhouse 
gas emission. 

1 Introduction 

Climate change is a life-threatening problem specially for next generations. There 
have been serious impacts of climate change over the past three decades with an 
increasing environmental pollution as well as extreme weather conditions around the 
world. The increase of use of fossil fuel for generating electricity and the nature of 
human life in the 21st century are the main reasons of world pollution and greenhouse 
gas emissions resulting to the climate change. There are many discussions among 
researchers, policy makers, media, and individuals to recognize, minimize and/or 
tackle the impacts of climate change. There has been also a lot of work toward 
efficiency and saving of energy and water in various applications to reduce 
greenhouse gas emission as well is pollution to the water and earth. However, much 
more research and innovative technologies are required to improve the performance 
of these method towards climate change.    
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Similar to other countries, in Australia, large-scale industries such as mining, oil, 
vehicle and coal power plants are the main greenhouse gas emitters [1]. There are 
other small and medium enterprises (SMEs) in Australia such as hospitality 
accommodations with a considerable carbon footprint. These SMEs have not been 
received enough attention [2] and the business owners are not fully aware of the 
optimal ways of energy saving as they do not have enough time and financial or 
scientific supports . The new carbon tax legislation in Australia comes into effect 
from 2112 will result to further increase of energy price. The legislation provides 
support for the SMEs to encourage them to move toward eco-sustainability and 
reduce their energy bill as well as minimize their carbon footprint.  

Environmental management systems (EMS) [3] consists of method for controlling 
the impact of organizations and communities on environment. ISO 14000 is well 
accepted EMS system consists of a series of international standards and guidelines [4] 
designed for energy efficiency of the organizations. It is obvious that improving the 
energy efficiency in different applications and the implementation of energy 
management systems are two of the fastest ways to reduce greenhouse gas emission 
with instantaneous and short term results but they are normally costly [5-7] and 
therefore not sustainable. Most of the existing methods fail to be sustainable with this 
respect that has a very low acceptance rate into energy saving in small and medium 
hotels [6]. This paper present a novel method that has sustainability property and 
therefore it is expected to receive more attention by small and medium hotels. 

From the previous studies on energy efficiency and saving for hotels, three 
categories of studies are observed. The first category includes the statistical or 
psychological analysis of energy and water use and waste product in this industries 
[8-14]. The second category discusses different technologies for energy saving for 
hotels [6-8, 11, 15-18]. The third category address some case studies on energy saving 
in different hotels around the world [5-9, 13, 17, 19].  

None of the aforementioned literature has addressed the economic sustainability of 
the proposed systems. For example while the second category provides a practical 
solution for energy saving in hotels, they do not encourage guest for further energy 
saving. Such problem is observed in the work of Simmons et al [7] where a central 
power unit system could control the lighting and air conditioning based on the human 
occupancy. This system is passive as it does not engage the guest in energy saving 
process and when he is at the room, there is no motivation for the guest to save 
energy. Tsagarakis et al in [20] addressed tourists attitudes for selecting 
accommodation and indicated that 86% of the responders would prefer the eco-
sustainable hotels. Similar study has been performed by Millar et al. in [21] but the 
human behavior in energy saving has not been addressed. They indicate that guests 
would prefer green hotels but the indication of sustainability of the guest energy 
consumption behavior is not clear. Salon et al in [5] has concluded that ‘Even though 
much work has been carried out in the field of green costumer behavior, the main 
characteristic of green customer behavior is not clear?’. Our hypothesis is that the 
existing systems do not provide a systematic control over the guest’s behavior. 
Therefore, in this paper we presents a system and an appropriate control mechanism 
that has an impact on guest’s hotel costs.      
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This paper is organized in six sections as follows. Section 1 presents an 
introduction and literature review. In section 2. The hospitality industry of Australia is 
studied and the energy and water consumption and the produced greenhouse gas 
emissions of the industry are shown. In section 3, a novel concept for active 
engagement of hotel guests in energy saving in the hotels is proposed and an system 
for the implementation of the proposed method is designed in Section 4. Then in 
section 5, the sustainability of the proposed method is discussed and finally, in section 
6 the concluding remarks are presented.  

2 Energy Use in Hospitality Industry 

There exists previous studies for energy consumption in different hotels in various 
places around the world including China [19], Hong Kong [11], Greece [17], 
Germany and Estonia [5], New Zealand [10], North American [12], and Turkey [22]. 
But there is no specific scientific paper on Australian hotels except the work in [10] 
that mainly addresses the New Zealand hospitality industry and has a minor overlap 
with Australia. The increasing price of energy in Australia and its impact on the 
hospitality industry is the key motivation for this study; however, the proposed 
method and system is applicable for any hotel anywhere.  

2.1 Australia’s Tourist Accommodation Industry 

Australian Bureau of Statistics (ABS) in the 2011 tourist accommodation report [23] 
shows that there are 4250 hotels, motels, guesthouses and service apartments with 15 
or more rooms/units in Australia. The report shows 2128.8 million dollars taking from 
hospitality accommodation for the April, May and June with 6.0 percent growth in 
compare to 2010. This survey included 226,582 rooms with 637,298 beds and shows 
average occupancy rate of 61.0%-65.5% for April to June of 2011. From the 
literature, the hotels’ energy cost varies between 4% to 10% of a property's revenue 
we assume an average of 7% in this study. Therefore, the annual energy cost of hotels 
in Australia is estimated by $596.1 million in 2011. In Australia because of the new 
carbon tax legislation and the growing tourist accommodation industry, the energy 
consumption value of this industry will be increased if appropriate energy saving 
measures are not implemented.  

2.2 Energy Saving Barriers in Tourist Accommodation Industry 

The ABS 2011 report indicated 109,246 of full time employees in tourist 
accommodation sector. This indicates an average number of 25.70 employees per 
each accommodation showing most accommodation can be considered as SMEs. 
Tourist accommodation SMEs have limited time, financial and information resources 
and they struggle to survive the business therefore they are not able to do research for 
improving their energy efficiency. Furthermore, in this industry, the subject of green 
hotels are new and most of the existing methods for energy saving are borrowed from 
other industries therefore they are not optimized for this industry. 
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2.3 Opportunities in Energy Saving for Hotels  

Any method to save only 10% energy in hotels has a value of 59.6 million dollars per 
year only in Australia. For the 226,582 number of hotel rooms, it has an average 
saving of $263.1 per room per year. Currently, different technologies are used for 
energy management and saving for the hotels including a very basic system to turn off 
air conditioning and lights when the guest leaves the room and there are several 
technologies for energy management in hotels [5, 7, 8, 15, 17, 19]. However, none of 
these technologies can actively engage the guests in energy saving process and 
therefore has no influence on the guests’ energy consumption behavior.  

3 Green Hotels  

The green hotels introduced as hotels that are environmentally friendly [12, 21, 24].  
Different measures have been proposed or used for the hotels or even for public or 
governmental buildings [3, 8, 9, 12, 16]. Researchers have also investigated economic 
sustainability of green hotels, for example Sloan et al. [5] interviewed with hotel 
executive managers and he has shown an increase in market share and profitability of 
the hotels, however  the payback period of the investment toward energy saving has 
been long. The result is justified by guests’ preferences on green hotels due to the 
increasing awareness of people from climate change [21].  

3.1 Existing Hotel Deals 

The importance of human factor in energy saving has been notices in [18], the authors 
developed a mobile application “EnergyWiz” to provide information channel to the 
users that include a comparative information between different applicants energy 
saving. This works focuses on psychology and information channels/feedback. 
Further engagement of hotel guest in energy saving process needs an innovative 
method about hotel and customers interactions and behaviors. Currently, the hotels’ 
deals are a fixed value package that include the energy and accommodation. This 
model of the deal is not able to address the guests energy consumption behavior 
whether he uses a small amount of energy or bit the model provides a same bill. Such 
deal is not encouraging guest for energy saving and the guest energy consumption 
totally depends to his/her energy consumption behavior. Any work on encouraging 
the guest for energy saving in this model will not result to any direct benefit for the 
guests and therefore it is not sustainable. Large-scale hoteliers have recognized the 
complexities of guest behaviors, therefore they have focused on the technologies and 
training of their employees to save energy.  

3.2 Green Hotel Deals 

Sustainable energy saving in hotels can be achieved if a new model could address the 
guest energy consumption behavior in the hotel deals.  The new model must have 
incentive for the guests, hoteliers and environment. Therefore, any energy saving in 
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this structure will be sustainable because all parties will have a direct benefit from the 
saved energy. In this paper we introduce a novel hotel deal method and we call it 
“green hotel deal”. In this deal, the hotel deal is divided into an accommodation 
expense and an energy expense where the first part is a fixed value and the second 
part is calculated form the guest’s energy consumption. This will be based on the 
actual or estimated energy consumption of the guest to address the uncertainties. The 
main advantage of the green deals is that, if the guests saves energy, then he/she will 
get lower hotel costing.  

3.3 Green Hotel Deals Benefits  

This method can reduce the guest’s hotel expenses and the energy costs of hotels. 
This model contributes to more green environment via energy saving and reduction in 
greenhouse gas emissions in hotels. 

4 Implementation 

The green deals  requires a technology that enables measuring the guests energy 
consumption and then integrate the information in  the hotel billing system. Such 
technology includes sensors, electronic hardware, a software. The hardware part includes 
1) electricity meter, 2) hot water meter, and 3) a communication channel with the hotel 
billing system. Then the software records the measured information and calculates the 
energy and water bill. The recorded information includes meters readings and cleaning 
staffs report. The staffs input includes 1) Reporting the room power and water 
consumption on guest arrival and vacation and 2) recording of room cleaning works.   

Such system includes an electricity meter and a hot water water meter. In our 
initial design, a power meter such as the one illustrated in Figure 1 can be easily used 
for this study. This meter has different functionality including clock and alarm 
function, measuring and displaying room temperature and humidity, measuring line 
voltage, current and power. The device can also display the total power and 
greenhouse emissions of the room. Each socket is rated as 10A outlet that is more 
than the total current use in  hotel room appliances. The power meter has been priced 
$64.90 retail price and can be considerably cheaper for mass use. 

 

Fig. 1. A wireless power meter with three main sockets from DGSS  
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In addition to the power meter, a hot water meter is required for this system 
because the hot water consists of high energy component to heat up the water. A hot 
water meter with the retail price of $178 is illustrated in Figure 2. It is a rotary water 
meter with numerical reading and pulse output and 1 pulse per meter. This system can 
be simply interfaced with a the electricity meter and enables measuring of hot water 
consumption in hotel room. However, because this work is at the early stage we study 
we performm manual reading of the meters.  

 
Fig. 2. A hot water rotary water flow measurement with pulse outputs from BMETER 

The meters’ measurements are recorded on the guest arrival and departure and are 
reported to the hotel billing system as part of room introduction and vacation 
procedure. It is possible to have an automated system that can communicate the meter 
reading with the hotel billing system by a communication channel. However, such 
channel requires further costing and can only be justified for large-scale hotels and 
not SMEs. A new software module is added to the hotel billing and management 
system the uses the guest’s arrival and vacation dates, electricity and water meters’ 
readings on arrival and vacation, room cleaning history, and number of clean towels. 
Then based on the information, it is possible to calculates the guest energy expenses 
and include it in his final bill. 

5 Sustainability Analysis 

5.1 Sustainability Chain 

For the proposed green deal model in this paper, the hotel consists of four chains 
(Figure 3) including guest, hotel, government, and environment. The hotel and  
 

 

Fig. 3. Four chains for the sustainability analysis of the energy consumption in hotels, the 
arrows shows the bidirectional or unidirectional interaction between the chains 
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environment chains consist of number of subsections for example the hotel consists of 
the building, hotel owners, hotel employees, and energy/water use. The impact of the 
hotel on environment can be assessed based on produced greenhouse gas emission, 
water use and other kinds of pollution measures however, in this paper, we only focus 
on energy consumption. 

It is important to show that all the parts of the sustainability chain as well as the 
elements of each part will have benefit from the implementation of the green hotel 
deals to ensure that this model will have much greater impact on the proposed energy 
saving in the industry. The sustainability analysis of this deal is performed here is for 
the Australian hospitality accommodation industry but is can be easily extended for 
other countries.  

5.2 Sustainability Analysis for Guests 

Firstly, in the green hotel deals model, the hotel deal is cheaper than existing deals 
because it does not include energy cost. Secondly, the guest’s expense  depends to 
his/her actual energy consumption and if the guest saves energy, then he/she will get 
lower hotel costing. Furthermore, the guests prefer green hotels than other hotels. 
These advantages for the guest provide him the incentive that guarantees the 
sustainability from the guest perspective. 

5.3 Sustainability Analysis for Hotels 

The green hotel deals model is beneficial to the hotels owners because guest prefers 
the green hotels therefore the hotels will have an increased market. Different study in 
the literature of this paper show that the green hotels means more than just a business 
from the guest perspective as they consider other benefit of the hotel to the 
environment and society. The green deal in a green hotel is much more visible than 
the other green aspects of hotels because it directly influences in the guest’s expenses. 
Furthermore, the hotels will have lower energy consumption that results to lower 
energy bills. The costing of the metering system and development of a software 
module is estimated as $250 per room that is reasonable and not expensive for SME 
hotels in Australia with the room price between $70-$250 per night. Based on this 
estimated price cost for the system, the payback time will be less than a year if this 
system only contribute to lowering of 10% energy consumption (note that  there was 
$263 saving per room per year). Furthermore, the existing Australian government 
offers several support for SMEs to help them to reduce they carbon footprint, such 
support schemes can help these SMEs in the implementation of the proposed system 
in this paper.  

5.4 Sustainability Analysis for Environment 

The green hotel deals model contributes to environmental sustainability by reducing 
the energy consumption in hotel industry. Such reduction in countrywide scale will 
result to considerable reduction in greenhouse emissions and water use. 
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5.5 Sustainability Analysis for Government 

Australian government has implemented various schemes to reduce the carbon 
footprint in Australia. In 2012, a  new carbon tax legislation has just started that is 
expected to have a significant impact on house holders and businesses. 
Implementation of the green deals model aligns with this government goal and could 
receive some attention. The government support could be used to minimize the initial 
investment required for implementation of the hardware and software for the green 
hotel deal that is the future direction of this research.    

6 Conclusions 

Small and medium hospitality accommodation has limited time, financial resources 
and accessibility to information to develop scientific and innovative methods to 
reduce their footprint on climate change. There is also a lack of specific and 
sustainable methods for energy saving in hospitality industry. The present paper 
introduced a novel hotel deal method called “green hotel deals”. This model aims to 
actively engage hotel guests in the energy saving process. Sustainability analysis of 
the green hotel deals method was performed and it was shown that it has direct benefit 
for hoteliers, guests, environment, and government. The implementation of the 
proposed method was discussed and the cost of $250 per room was estimated. In the 
future, the authors aim to: 1) Improve the initial design of the hardware for 
measuring; 2) Develop a system to accurately accounts the guest energy consumption 
including the laundry works, and 3) Perform statistical analysis on the guest energy 
consumption behaviors before and after the implementation of the green deals. 
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Abstract. Ten years ago, the primary author developed the Building Energy-
Efficient Hive (BEEHive) concept in order to demonstrate in theory that 
environmental design – which is aimed at addressing environmental parameters 
– can support the design and operation of energy-efficient office buildings. This 
was a result of his analysis of the spheroid form’s efficiency in nature, and his 
development of a spheroid-like energy-efficient office built form. The BEEHive 
incorporates environmental design principles such as: site considerations; built 
form; ventilation strategy; daylighting strategy; and services strategy. 
Furthermore, several notable environmental design advocates and practitioners 
have made significant contributions in order to improve building performance. 
However, in practice environmental design has had limited success in the 
attainment of balance and optimisation in all aspects of energy use; hence there 
is typically a gap between predicted and actual office building energy use. The 
primary author’s previous study established the impacts of contributory factors 
in the gap between predicted and actual office building energy use. It has 
contributed to this current study, which is also a part of the primary author’s 
doctor of philosophy (Ph.D) research, and it has established the role of a key 
contributory factor, that is, the role of building energy and environmental 
assessment in facilitating office building energy-efficiency. It involved a 
combination of literature reviews, multiple case study research and comparative 
studies in order to build theory. It also established the methods and tool to be 
used in the primary author’s Ph.D research for multiple case studies and 
simulation studies of office building energy-efficiency. Analysis of the literature 
revealed that the role of building energy and environmental assessment involves 
assessment of the impacts of environmental design principles, and the impacts of 
factors that contribute to office building energy use gap decreases, for example: 
solar gain minimisation orientations; energy-efficient strategies for built forms, 
ventilation, lighting and services; and decreases in hours of operation and 
occupancy. Its role also involves assessment of the impacts of factors that 
contribute to office building energy use gap increases, for example: weather 
variation and microclimates; and increases in hours of operation and occupancy. 
There are three key types of building energy and environmental assessment, and 
these are: building energy use audit method; building energy simulation analysis 
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method and tools; and building energy and environmental assessment rating 
method and tools. Their respective roles include: tracking building energy use 
over time; predicting future building energy use within multiple environmental 
design scenarios and parameters; and assessing, rating, and certifying building 
energy and environmental efficiency. However, limitations of building energy 
and environmental assessment, and impacts of factors that contribute to office 
building energy use gap increases need to be addressed in order to achieve: 
optimum building energy use assessments and predictions; optimum 
environmental design principles; and building energy use gap decreases for 
improved energy performance. This study has contributed to ideas for the 
development of a Building Management System (BMS-Optimum) for Bridging 
the Gap, which is comprised of optimum conditions and considerations such as: 
optimum environmental design principles; optimum weather and microclimate 
considerations; accessibility to reliable office building energy use data; optimum 
building energy and environmental assessment; optimum hours of operation; and 
optimum level and nature of occupancy. Future work will include further 
development of BMS-Optimum, using methods such as: multiple case study 
research supported by building energy use audits, observations, questionnaire 
surveys, interviews, benchmarking and comparative studies; building energy 
simulations within multiple scenarios, parameters and variables, and supported 
by benchmarking and comparative studies; and peer reviews and focus group 
sessions. These will also help establish and validate a Framework for Improved 
Environmental Design and Energy Performance (FEDEP).  

Keywords: Energy Assessment, Energy-Efficiency, Environmental Assessment, 
Environmental Design, Office Building, Simulation.  

1 Introduction 

Ten years ago, the primary author developed the Building Energy-Efficient Hive 
(BEEHive) concept in order to demonstrate in theory that environmental design – 
which is a philosophy aimed at addressing environmental parameters – can support 
energy-efficient office building design and operation (Osaji, 2002). This was a result 
of his analysis of the spheroid form’s efficiency in nature, and his development of a 
spheroid-like energy-efficient office built form that encloses and shades the most 
volume of office space with the least surface area possible (Osaji, 2002). The 
BEEHive incorporates environmental design principles such as: site considerations 
(location and weather, microclimate, site layout and orientation); built form (shape, 
thermal response, insulation and windows/glazing); ventilation strategy; daylighting 
strategy; and services strategy (plants and controls, fuels and metering) (Osaji, 2002). 
Furthermore, several notable environmental design advocates and practitioners have 
made significant contributions in order to improve office building energy 
performance, and these include: Arup (Cramer, 2011; and Foster and Partners, 2012); 
Norman Foster (Foster and Partners, 2012); HOK (Beautyman, 2006; and Cramer, 
2011); Ken Yeang (Greener Buildings, 2008); and several others. However, many 
modern buildings apparently do not perform well in terms of their energy use 
(Leaman et al., 2010). For instance, approximately 18 percent of United Kingdom 
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(UK) CO2 emissions are attributable to energy use in the non-domestic building 
sector, which includes offices (UK-GBC, 2011). Office buildings contribute 
significantly to energy use and CO2 emissions, and to the total energy used by 
buildings globally (Action Energy, 2003; Mortimer et al., 2000; and Wade et al., 
2003). For instance, UK office buildings are significant contributors to energy use and 
CO2 emissions whereby combined heating and cooling loads contribute about 61 
percent to total annual energy use (Mortimer et al., 2000; and Wade et al., 2003). 
United States of America (US) office buildings use the most energy of all US building 
types. The 2003 Commercial Buildings Energy Consumption Survey (CBECS) shows 
that US office building energy use represents 19 percent of all US commercial energy 
use (EIA, 2011). The expenditure associated with such energy use exceeds 15 billion 
US dollars (EIA, 2011). This is the highest energy expenditure among all US 
commercial building types, and constitutes 23 percent of their energy expenditure 
(EIA, 2011). Unfortunately, there is typically a gap between predicted and actual 
building energy use (Azar and Menassa, 2010), and such significant gaps have been 
reported to occur (Bordass et al., 2004). These include gaps between predicted and 
actual office building energy use as described in: Diamond et al. (2006); EERE 
(2004c); EERE (2006c); Tuffrey (2005); and Wellcome Trust (2011). According to 
Demanuele et al. (2010), the significant gap that exists between the predicted and 
actual energy use of buildings is mainly as a result of a lack of understanding of the 
factors that affect building energy use.  

Therefore, the primary author’s previous study sought to address this problem by 
establishing the impacts of contributory factors in the gap between predicted and 
actual office building energy use. It revealed two types of gaps, and these are a gap 
increase and a gap decrease, which are among the impacts attributable to contributory 
factors in the gap between predicted and actual office building energy use such as: the 
nature of environmental design measures implemented; weather variation and 
microclimates; unavailability of reliable building energy use data; limitations of 
building energy simulation software; level of hours of operation; and level and nature 
of occupancy. Amongst these, the key contributors to gap increases are increases in 
hours of operation and occupancy, and weather variation and microclimates. Their 
respective major impacts are discrepancy between predicted and actual hours of 
operation and increased energy use, increased heat output and uncertainties, and 
variable heating and cooling requirements. The key contributors to gap decreases are 
environmental design measures such as the use of: natural ventilation strategies; 
daylighting strategies; solar photovoltaic systems; and spheroid-like built forms. Their 
respective major impacts are: the production of more energy than an office building 
uses; and energy uses that are below, for instance, Energy Consumption Guide 19 
typical and good practice energy use for office type 4, and relevant ASHRAE 
(American Society of Heating, Refrigerating and Air Conditioning Engineers) 
standards.    

The primary author’s previous study has contributed to this current study, which is 
also a part of the primary author’s doctor of philosophy (Ph.D) research, and it has 
established the role of a key contributory factor, that is, the role of building energy 
and environmental assessment in facilitating office building energy-efficiency.  
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2 Aim and Methods of This Study 

The aim of this study – which is a part of the primary author’s Ph.D research – is to 
establish the role of building energy and environmental assessment in facilitating 
office building energy-efficiency. This study has been fulfilled using a combination of 
literature reviews, multiple case study research and comparative studies in order to 
build theory. This involved a desk based study in order to establish: the role of 
building energy and environmental assessment in facilitating office building energy-
efficiency; the methods and tool to be used in the primary author’s Ph.D research for 
multiple case studies and simulation studies of office building energy efficiency; and 
a building management system (BMS-Optimum) for bridging the gap between 
predicted and actual office building energy use. The following methods were used: 

• Data collection from literature of the types and role of various building energy and 
environmental assessment methods, building energy simulation analysis tools, and 
building energy and environmental assessment rating tools in facilitating office 
building energy-efficiency. 

• Comparative studies of the number of building energy simulation analysis tools by 
country in order to establish a case for either proliferation (decentralisation) or 
non-proliferation (centralisation) of these tools. 

• Establishment of Autodesk Ecotect Analysis – out of a choice of twenty key 
building energy simulation analysis tools – as the preferred choice for the primary 
author’s Ph.D simulation study because of its importance in simulating building 
energy performance within environmental contexts, including: whole-building 
energy analysis; thermal performance; solar radiation; daylighting; and shadows 
and reflections.  

• Comparative studies of building energy and environmental assessment rating tools 
by country in order to establish the most frequently used, that is, the key building 
energy and environmental assessment rating tools. 

• Multiple case study research of BREEAM and LEED certified office buildings in 
order to establish the role of BREEAM and LEED as key building energy and 
environmental assessment rating tools.     

• Comparative studies of the key building energy and environmental assessment 
rating tools in order to establish similarities and dissimilarities. 

• Drawing conclusions from the deduced role of building energy and environmental 
assessment methods and tools, and the ways they can be enhanced in order to 
overcome limitations and facilitate office building energy-efficiency.         

3 Findings 

This study has established the role of building energy and environmental assessment. 
Its role includes the assessment of the impacts of environmental design principles, and 
the impacts of factors that contribute to office building energy use gap decreases, for 
example: solar gain minimisation orientations; energy-efficient strategies for built 
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forms, ventilation, lighting and services; and decreases in hours of operation and 
occupancy. Its role also includes the assessment of the impacts of factors that 
contribute to office building energy use gap increases, for example: weather variation 
and microclimates; and increases in hours of operation and occupancy. There are 
three key types of building energy and environmental assessment, and these are: 
building energy use audit method; building energy simulation analysis method and 
tools; and building energy and environmental assessment rating method and tools. 
Their respective roles include: tracking building energy use over time; predicting 
future building energy use within multiple environmental design scenarios and 
parameters; and assessing, rating, and certifying building energy and environmental 
efficiency. However, limitations of building energy and environmental assessment, 
and impacts of factors that contribute to office building energy use gap increases need 
to be addressed. This is important in order to achieve: optimum building energy use 
assessments and predictions; optimum environmental design principles; and building 
energy use gap decreases for improved energy performance.   

3.1 The Role of Building Energy and Environmental Assessment Methods 

There are three key types of building energy and environmental assessment methods 
for: tracking building energy use over time; establishing building energy use baseline 
data; predicting future building energy use within multiple environmental design 
scenarios and parameters; undertaking comparative studies and benchmarking of 
building energy performance results; and assessing, rating, and certifying building 
energy and environmental efficiency. These three key types of building energy and 
environmental assessment methods are:   

• Building energy use audit (ASHRAE, 2004; Department for Communities and 
Local Government, 2007; and Opitz, 2011).  

• Building energy simulation analysis (Crawley et al., 2008; NREL, 2010; Osaji et 
al., 2010; Paradis, 2010; and US DOE, 2011).   

• Building energy and environmental assessment rating (Association HQE, 2011; 
BRE Global, 2010; CaGBC, 2011; GBCA, 2011; Roderick et al., 2009; and 
USGBC, 2011).   

3.1.1 The Role of Building Energy Use Audit 
Building energy use audit involves using an energy audit system for analysis of 
historical actual energy use that takes into consideration: operational modifications; 
climatic extremities; and other factors that affect building energy use and expenditure 
(ASHRAE, 2004; Department for Communities and Local Government, 2007; and 
Opitz, 2011). According to Opitz (2011), building energy use audit is important for 
the following reasons: 

• The need to reduce energy use and expenditure based on improved building energy 
performance. 

• The potential for significant sustainability benefits based on reduced building 
energy use, reduced expenditure, and reduced carbon emissions.  
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• The need to benchmark building energy performance, and to determine if it is not 
performing as well as similar building types and similar building energy use 
categories.  

• The need to determine strategies that should be employed in order to improve 
building energy performance. 

In describing appropriate procedures for building energy use audits, ASHRAE (2004) 
states that these are important for ensuring effective sharing of building energy use 
and performance data. ASHRAE (2004) describes different levels of building energy 
use audits that are organised into several categories, and these are: 

• Preliminary energy use analysis.  
• Level I analysis: walk-through analysis.  
• Level II analysis: energy survey and analysis.  
• Level III analysis: detailed analysis of capital-intensive modifications.  

Opitz (2011) also describes different levels of building energy use audits, and these 
are: 

• Level I (Basic): this is also known as the One-Day/Walk-Through Audit. It 
involves a quick review of a building and its strategies, and analysis of its energy 
use and expenditure data in order to determine a preliminary estimate of its energy 
performance.  

• Level II (Intermediate): this involves an in-depth review of a building and its 
strategies, analysis of its energy use and expenditure data, and system performance 
testing. A level II (intermediate) building energy use audit provides a description 
of the nature of building energy use, and its options for potential energy savings. 
Furthermore, it accounts for occupancy related parameters such as staff occupancy 
and operational hours, and their impact on energy use and potential savings. 

• Level III (Advanced): this is also known as the Investment-Grade Audit. It 
involves an in-depth review of the potential of any future large capital projects 
based on the lessons learned from previous level I and level II audits. Furthermore, 
it involves in-depth data collection from equipment, monitoring of energy use, and 
energy expenditure performance analysis.   

Therefore, the role of the building energy use audit method is to analyse historical 
actual building energy use. However, the building energy simulation analysis method 
fulfills a different role. 

3.1.2 The Role of Building Energy Simulation Analysis 
Building energy simulation analysis involves the modelling of building energy use – 
also known as calibrated simulation – and the use of complex computer software to 
predict future building energy use (Crawley et al., 2008; NREL, 2010; Osaji et al., 
2010; Paradis, 2010; and US DOE, 2011).   

According to Crawley et al. (2008), NREL (2010), Paradis (2010) and US DOE 
(2011), building energy simulation analysis is important for reasons that support 
improved building energy performance such as: 



 63  The Role of Building Energy and Environmental Assessment 685 

• The need to determine appropriate specifications for HVAC equipment and other 
key equipment. 

• The need to predict annual building energy use in order to provide insights into 
building energy performance and potential energy expenditure savings. 

• The need to support reduction in building energy demand. 
• The need to support effective decision-making during the whole-life of building 

energy performance, including from building design to building operations. 
• The need to determine the way that building control systems behave and impact on 

building energy use. 
• The need to evaluate environmental design and its potential for achieving building 

energy-efficiency.     

3.1.3 The Role of Building Energy and Environmental Assessment Rating 
Building energy and environmental assessment rating facilitates the evaluation of 
building specification, design, construction and use by using an Environmental 
Performance Indicator for the award of performance score ratings, and for the 
certification of building energy and environmental efficiency (Association HQE, 
2011; BRE Global, 2010; CaGBC, 2011; GBCA, 2011; Roderick et al., 2009; and 
USGBC, 2011).    

3.2 The Role of Building Energy and Environmental Assessment Tools 

There are two key types of building energy and environmental assessment tools, and 
these are: 

• Building energy simulation analysis tools that are used for predicting future 
building energy use within multiple environmental design scenarios and 
parameters, as well as undertaking comparative studies and benchmarking of 
building energy performance results (Crawley et al., 2008; NREL, 2010; Osaji and 
Price, 2010; Paradis, 2010; and US DOE, 2011).  

• Building energy and environmental assessment rating tools that are used for 
assessing, rating, and certifying building energy and environmental efficiency 
(Association HQE, 2011; BRE Global, 2010; CaGBC, 2011; GBCA, 2011; 
Roderick et al., 2009; and USGBC, 2011).   

3.2.1 The Role of Building Energy Simulation Analysis Tools 
According to Howell and Batcheler (2005), a key factor that facilitates the integration 
of environmental design principles into building design is technology especially the 
use of building simulation analysis tools. US DOE, (2011) describes building energy 
simulation analysis tools as databases, spreadsheets, component and systems analyses, 
and whole-building energy performance simulation tools that support the evaluation 
of energy efficiency, renewable energy, and sustainability in buildings.  

Appropriate software is important for achieving successful building energy 
simulation analysis (Paradis, 2010 and US DOE, 2011). According to US DOE 
(2011), an estimated 392 building energy simulation analysis tools that are used 
globally are described in the U.S. Department of Energy (DOE) Building Energy 
Software Tools Directory. These 392 building energy simulation analysis programs 
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are organised according to the following categories: subject; alphabetically; platform; 
and country (refer to Table 1). Table 1 is based on the US DOE (2011) Building 
Energy Software Tools Directory, and it shows that there are 392 building energy 
simulation analysis tools by 28 countries. The US has a 59.43 percent share with 233 
building energy simulation analysis tools, which is over six times more than the UK’s 
9.43 percent share with 37 building energy simulation analysis tools (refer to Table 
1). This appears to indicate that the US is more proactive in the development of 
building energy simulation analysis tools when compared to at least 27 other 
countries (refer to Table 1).  

Table 1. Number of Building Energy Simulation Analysis Tools by Country (Source: US DOE, 
2011) 

S/N Country Number of Building Energy Simulation Analysis Tools 

1 Australia 10 

2 Austria 1 

3 Belarus 1 

4 Belgium 3 

5 Brazil 1 

6 Canada 20 

7 Chile 1 

8 China 2 

9 Czech Republic 1 

10 Denmark 4 

11 Finland 3 

12 France 7 

13 Germany 18 

14 India 1 

15 Ireland 1 

16 Israel 2 

17 Italy 2 

18 Japan 2 

19 Netherlands 4 

20 New Zealand 2 

21 Portugal 1 

22 Russia 2 

23 South Africa 2 

24 Spain 4 

25 Sweden 14 

26 Switzerland 13 

27 United Kingdom (UK) 37 

28 United States of America (US) 233 

Total 28 392 
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There appears to be somewhat of a proliferation of building energy simulation 
analysis tools, and this is based on the occurrence of 392 building energy 
simulation analysis tools by 28 countries (refer to Table 1). However, this presents 
an opportunity for the adoption of either of two alternative approaches, and these 
are:  

• A proliferation (decentralisation) approach whereby the development of more 
building energy simulation analysis tools from every country is encouraged. 

• A non-proliferation (centralisation) approach whereby exemplar building energy 
simulation analysis tools are encouraged to integrate in order to achieve robustness 
and facilitate greater success.   

A starting point for the adoption of a non-proliferation (centralisation) approach is 
the establishment of the key building energy simulation analysis tools. For 
instance, 20 of the 392 building energy simulation analysis tools are described by 
Crawley et al. (2008) as major building energy simulation analysis tools, and these 
are: BLAST; Bsim; DeST; DOE-2.1E; Autodesk Ecotect Analysis; Ener-Win; 
Energy Express; Energy-10; EnergyPlus; eQUEST; ESP-r; IDA ICE; IES <VE>; 
HAP; HEED; PowerDomus; SUNREL; Tas; TRACE; and TRNSYS. One of these 
20 major building energy simulation analysis tools, that is, Autodesk Ecotect 
Analysis is described by Autodesk (2012) as a key tool for simulating building 
energy performance within environmental contexts. Furthermore, Autodesk 
Ecotect Analysis is described as a major environmental design tool and building 
energy simulation analysis tool (Autodesk, 2012; Crawley et al., 2008; and US 
DOE (2011). Therefore, Autodesk Ecotect Analysis will be used in the primary 
author’s Ph.D research for multiple case studies and simulation studies of office 
building energy-efficiency. According to Autodesk (2012), Autodesk Ecotect 
Analysis fulfils the following role:         

• Whole-building energy analysis: it supports the calculation of total annual, 
monthly, daily, and hourly energy use and carbon emissions of purpose-built 
models using a global weather database.  

• Thermal performance: it supports the calculation of heating and cooling loads for 
purpose-built models, and the analysis of the impacts of occupancy, equipment, 
internal gains, and infiltration.  

• Water usage and cost evaluation: it supports the estimation of building internal and 
external water use.  

• Solar radiation: it supports the visualisation of incident solar radiation on 
windows/glazing and surfaces.  

• Daylighting: it supports the calculation of daylight factors and illuminance levels 
at any point in purpose-built models.  

• Shadows and reflections: it supports the display of the sun’s position and path 
relative to a purpose-built model at any date, time, and location. 
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As stated earlier, there are two key types of building energy and environmental 
assessment tools, and these are building energy simulation analysis tools, and building 
energy and environmental assessment rating tools.   

3.2.2 The Role of Building Energy and Environmental Assessment Rating 
Tools 

Building energy and environmental assessment rating tools facilitate the evaluation of 
building specification, design, construction and use by using an Environmental 
Performance Indicator for the award of performance score ratings, and for the 
certification of building energy and environmental efficiency (Association HQE, 
2011; BRE Global, 2010; CaGBC, 2011; GBCA, 2011; Roderick et al., 2009; and 
USGBC, 2011).    

This study has reviewed building energy and environmental assessment rating tools 
by 29 countries (refer to Table 2). Table 2 shows that some of these building energy 
and environmental assessment rating tools are used by multiple countries. Therefore, 
this study will focus on the role of five key building energy assessment rating tools 
based on their importance (Dixon et al., 2007; Madew, 2011; and Reed et al., 2009), 
and these are:  

• BREEAM (Building Research Establishment Environmental Assessment Method) 
(BRE Global, 2010; Madew, 2011; and Roderick et al., 2009).  

• USGBC LEED (U.S. Green Building Council Leadership in Energy and 
Environmental Design) (Roderick et al., 2009; and USGBC, 2011). 

• CaGBC LEED (Canada Green Building Council Leadership in Energy and 
Environmental Design) (CaGBC, 2011).  

• GBCA (Green Building Council Australia) Green Star (GBCA, 2011; and 
Roderick et al., 2009).   

• HQE (High Quality Environmental) Standard (Association HQE, 2011).   

3.2.2.1 The Role of BREEAM 
BRE Global (2010) and Madew (2011) describe BREEAM as the most widely used 
energy and environmental assessment rating tool for the measurement of the 
sustainability of buildings. This is evident in the 200,000 buildings that have certified 
BREEAM assessment ratings, and the over one million buildings registered for 
BREEAM assessment (BRE Global, 2010). BREEAM sets the standard for 
sustainable building design best practice, and is arguably, the de facto measure for 
building environmental performance description (BRE Global, 2010). BREEAM 
evaluates the sustainability of building specification, design, construction and use by 
awarding performance score ratings using an Environmental Performance Indicator 
(EPI), which represents recognised measures of performance that are set against 
established benchmarks (BRE Global, 2010). 
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The basis for the BREEAM scheme is an individual building certificate award that 
is based on points for a set of performance criteria, and provides a categorisation in 
recognition of the energy and environmental performance of a building (BRE Global, 
2010; and Roderick et al., 2009). This certificate award can be used as an 
environmental statement for the building and its ownership. BREEAM categories and 
criteria include the following aspects: energy use; water use; health and well-being; 
pollution; transport; materials; waste; ecology; and management (BRE Global, 2010; 
and Madew, 2011). As an environmental policy scheme, BREEAM provides best 
practice guidance on the minimisation of building impacts, and the delivery of 
comfortable interior environments (BRE Global, 2010; and Roderick et al., 2009). 
BREEAM provides clients, developers, designers and others with a benchmark, and 
support for the development of low environmental impact buildings (BRE Global, 
2010). BREEAM also involves building assessment by qualified independent 
assessors that are appointed by the Building Research Establishment (BRE Global, 
2010). According to BRE Global (2010), BREEAM 2011 will replace BREEAM 
2008 for new building assessment registrations and certifications. The environmental 
section weightings for BREEAM 2011 are listed in Table 3. 

Table 3. BREEAM 2011 Environmental Section Weightings (Source: BRE Global, 2010) 

Environmental Section Weighting (%) 

Management 12 

Health and Well-being 15 

Energy 19 

Transport 8 

Water 6 

Materials 12.5 

Waste 7.5 

Land Use and Ecology 10 

Pollution 10 

  

Innovation (additional) 10 

 
Table 3 shows that Energy has the greatest weighting, which is 19 percent when 

compared to other environmental section weightings of BREEAM 2011. 

3.2.2.2    A BREEAM Excellent Rated Case Study 
Greater London Authority (GLA) (2002) identifies BREEAM as an important 
building energy assessment rating tool for the objective review of the environmental 
perspective of building design. According to GLA (2002), a BREEAM Design and 
Procurement Assessment was carried out for City Hall London. For instance, City  
 



 63  The Role of Building Energy and Environmental Assessment 691 

Hall London was awarded an EPI of 10 out of 10, and was awarded an excellent score 
rating of 76 percent under the BREEAM Design and Procurement Assessment (GLA, 
2002). However, City Hall London’s energy use during the April 2004 to March 2005 
period was approximately 50 percent greater than what was envisaged at its design 
stage (Tuffrey and David, 2005). This occurred despite City Hall London’s excellent 
BREEAM rating, and despite Foster and Partners (2002) using building energy 
simulation analysis tool(s) to develop City Hall London’s low energy use 
environmental design strategies. 

This particular case implies that the award of an excellent BREEAM score rating 
and the use of building energy simulation analysis tools might not always guarantee 
the avoidance of a gap increase between predicted and actual office building energy 
use. Therefore, this indicates that greater success might be achieved by using a 
building energy and environmental assessment integrated approach that incorporates 
all of the following: 

• Exemplar building energy assessment methods.  

– Exemplar building energy use audit. 
– Exemplar building energy simulation analysis. 
– Exemplar building energy and environmental assessment rating. 

• Exemplar building energy simulation analysis tools.    
• Exemplar building energy and environmental assessment rating tools. 

It is expected that this suggested integrated approach will provide robustness and 
likely lead to the achievement of greater success in building energy and 
environmental assessment, and building energy performance. 

3.2.2.3    The Role of USGBC LEED 
The US Green Building Council (USGBC) (2011a) describes its Leadership in Energy 
and Environmental Design (LEED) as a globally recognised green building 
certification system. Furthermore, LEED provides third-party verification that 
building performance improvement strategies across all key performance related 
metrics have been incorporated into building design and construction (USGBC, 
2011a). These key performance related metrics are: energy savings; carbon emissions 
reduction; improved indoor environmental quality; water efficiency; and stewardship 
of resources and sensitivity to their impacts (USGBC, 2011a).  

LEED provides a concise framework that supports the identification and 
implementation of strategies for sustainable building design, construction, operations, 
and maintenance (USGBC, 2011a). Furthermore, it can be implemented throughout 
the whole-life of commercial and residential buildings, that is, design and 
construction, operations and maintenance, tenant fit out, and significant retrofit 
(USGBC, 2011a).  

According to USGBC (2011b), LEED measures the following: Sustainable Sites; 
Water Efficiency; Energy and Atmosphere; Materials and Resources; Indoor  
 



692 E.E. Osaji, S. Suresh, and E. Chinyio 

Environmental Quality; Locations and Linkages; Awareness and Education; 
Innovation in Design; and Regional Priority. Through the independent Green Building 
Certification Institute, LEED delivers third-party certification that demonstrates a 
LEED building has been constructed as intended (USGBC, 2011c).   

3.2.2.4   Two LEED Platinum Certified Case Studies 
USGBC (2011) describes 7,455 LEED case studies. However, this study will focus on 
two LEED case studies because they are office buildings and are both among the 
earliest buildings to achieve LEED Platinum Certification, that is, the highest LEED 
certification. These two LEED Platinum Certified case studies are:     

• The Philip Merrill Environmental Center: its building type is a Corporate Office; it 
is located in Annapolis, Maryland, US; and it is the first building to achieve LEED 
Platinum Certification, which is the highest USGBC LEED rating offered (Clark 
Construction Group, LLC, 2011). 

• The Center for Neighborhood Technology (CNT): its building type is a 
Commercial Office; it is located in Chicago, Illinois, US; and it is the second 
Chicago project and thirteenth US project to achieve Platinum Certification in the 
USGBC LEED Rating System for LEED NC 2.1 (USGBC, 2011). 

The attributes of these two LEED Platinum Certified case studies (refer to Table 4) 
include the following: 

• The Philip Merrill Environmental Center uses 66 percent less energy than a typical 
office building with similar volume specifications (Clark Construction Group, 
2011). Its energy-efficiency and achievement of LEED Platinum Certification, that 
is, the highest LEED rating possible involved the implementation of environmental 
design strategies.  

• The Center for Neighborhood Technology (CNT) was renovated in 2003, and its 
average energy use has been 44 percent less than that of a comparable office 
building ever since its LEED Platinum Certification in 2005 (USGBC, 2011). 
However, from 2005 to 2007, its energy use increased probably due to an increase 
in its number of staff and computers (USGBC, 2011). Its energy-efficiency and 
achievement of LEED Platinum Certification (highest LEED rating possible) 
involved the implementation of environmental design strategies.  

• Based on evidence from the Philip Merrill Environmental Center, and the Center 
for Neighborhood Technology (CNT), it is apparent that LEED Platinum 
Certification facilitates building energy-efficiency and vice versa. This occurs if 
environmental design principles are successfully implemented. However, if 
environmental design principles are not successfully implemented at the design 
stage – and maintained throughout the whole-life of a building – then this might 
lead to higher building energy use.  
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Table 4. Attributes of Two LEED Platinum Certified Case Studies (Source: Clark Construction 
Group, 2011; and USGBC, 2011)  

S/N Office Building     
Case Study 

LEED 
Certification 

Key Environmental Design   
Strategies Used 

Implications 

1 The Philip Merrill 
Environmental 

Center 

 

Built in 2000 

 

Located in 
Annapolis, 

Maryland, US 

Platinum 
certification 

(highest LEED 
certification) 

It uses parallam-strand lumber beams 
that are made from new growth wood 
and can be regenerated. 

It uses rooftop cisterns for rainwater 
capture that is then used for hand 
washing and fire suppression. 

Approximately 30% of its energy 
load is via renewable energy sources. 

It uses natural ventilation and does 
not rely entirely on air conditioning. 

It uses natural lighting and does not 
rely entirely on artificial lighting. 

Its envelope, walls and ceilings use 
Structural Insulated Panels (SIPS).  

  

 

 

 

Building energy-
efficiency, that is, 
66% less energy 
use than a similar 
office building. 

2 The Center for 
Neighborhood 

Technology (CNT) 

 

Renovated in 2003 

 

Located in Chicago, 
Illinois, US 

Platinum 
certification 

(highest LEED 
certification) 

Its envelope is super-insulated. 

Cooling occurs via stored ice from 
efficient mechanical equipment such 
as an ice-chiller system. 

Its equipment is Energy Star rated.  

5% of its electricity is generated via 
photovoltaic panels. 

It achieves natural lighting, natural 
ventilation, and views via operable, 
energy-efficient windows. 

It developed a web-based tool, known 
as Green Intelligence – a Building 
Performance Analyzer. It calculates 
and displays energy use and carbon 
emissions data continuously. 

 

 

 

 

Building energy-
efficiency, that is, 
44% less energy 
use than a similar 
office building.  

Findings: It is apparent that LEED Platinum Certification facilitates building energy-efficiency and 
vice versa, and this occurs if environmental design principles are successfully implemented. 
However, these principles need to be successfully implemented by design professionals at the design 
stage and maintained throughout the whole-life of a building. Therefore, integration of exemplar 
methods and tools that facilitate the successful implementation of environmental design principles 
throughout the whole-life of a building is important for building energy-efficiency. 

3.2.2.5    The Role of CaGBC LEED 
Canada Green Building Council (CaGBC) (2011) describes its Leadership in Energy 
and Environmental Design (LEED) as a Green Building Rating System that facilitates 
the adoption of environmental design practices globally. CaGBC LEED fulfils these 
through the development and implementation of internationally accepted tools and 
performance criteria (CaGBC, 2011). As an internationally accepted benchmark, 
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CaGBC LEED facilitates the design, construction and operation of energy-efficient 
buildings, and its key beneficiaries include building owners and operators (CaGBC, 
2011). According to CaGBC (2011), CaGBC LEED also facilitates sustainability 
through a whole-building approach that measures and rates building performance in 
six key areas, and these are: Sustainable Site Development; Water-Efficiency; 
Energy-Efficiency; Materials Selection; Indoor Environmental Quality; and 
Innovation, which is related to sustainable building expertise, performance exemplars, 
and design/operational strategies. The LEED certification level awarded to a project is 
based on the overall score rating that such a project achieves after an independent 
review has been undertaken (CaGBC, 2011). CaGBC LEED has four certification 
levels, and these are: Platinum; Gold; Silver; and Certified (CaGBC, 2011). USGBC 
LEED and CaGBC LEED have several similarities (refer to Table 5).   

3.2.2.6    Comparison of USGBC LEED and CaGBC LEED 
USGBC LEED and CaGBC LEED are similar (refer to Table 5) because CaGBC 
LEED is an adaptation of USGBC LEED. However, USGBC LEED and CaGBC 
LEED are dissimilar because CaGBC LEED is adapted specifically for the Canadian 
climate, as well as the Canadian construction industry, practices and regulations. 

Table 5. Comparison of USGBC LEED and CaGBC LEED (Source: CaGBC, 2011; USGBC, 
2011a; USGBC, 2011b; and USGBC, 2011c)  

S/N Comparison 
Categories 

CaGBC LEED USGBC LEED 

1 Similarities Certification Levels: CaGBC LEED and USGBC LEED have four 
certification levels, and in order of highest to lowest LEED rating these 
are: Platinum; Gold; Silver; and Certified. 

Key Rating Categories: CaGBC LEED and USGBC LEED facilitate 
sustainability through a whole-building approach that measures and rates 
building performance in similar key areas, and these are: Sustainable 
Sites/Sustainable Site Development; Water Efficiency; Energy and 
Atmosphere/Energy Efficiency; Materials and Resources/Materials 
Selection; Indoor Environmental Quality; and Innovation in Design. 

2 Dissimilarities Key Rating Categories: these 
exclude Awareness and Education; 
Locations and Linkages; and 
Regional Priority.    

Key Rating Categories: these 
include Awareness and 
Education; Locations and 
Linkages; and Regional Priority.   

Adaptation: CaGBC LEED is 
adapted specifically for the 
Canadian climates, Canadian 
construction industry, practices and 
regulations. 

Adaptation: USGBC LEED is 
not adapted specifically for the 
Canadian climates, and the 
Canadian construction industry, 
practices and regulations. 

Findings: It is apparent that CaGBC LEED and USGBC LEED facilitate sustainability through a 
whole-building approach that measures and rates building performance in key areas. These key 
areas are: Sustainable Sites / Sustainable Site Development; Water Efficiency; Energy and 
Atmosphere / Energy Efficiency; Materials and Resources / Materials Selection; Indoor 
Environmental Quality; Locations and Linkages; Awareness and Education; and Innovation in 
Design. Furthermore, Adaptation is important for building energy assessment methods and tools 
to function efficiently for specific climates, construction industries, practices and regulations. 
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3.2.2.7    The Role of GBCA Green Star 
Green Building Council of Australia (GBCA) (2011) describes GBCA Green Star as a 
voluntary environmental rating system, which is comprehensive and national, and 
evaluates building environmental design and construction. GBCA Green Star is a key 
building energy assessment rating tool in Australia (Roderick et al., 2009). The 
Australian property and construction market is a major beneficiary of GBCA Green 
Star whereby millions of square metres of Australian space have either been Green 
Star-Certified or Green Star-Registered (GBCA, 2011). According to GBCA (2011), 
the role of GBCA Green Star includes the following:   

• The establishment of a uniform format. 
• The establishment of a green building standard of measurement. 
• The promotion of an integrated whole-building design approach. 
• The recognition of environmental leadership. 
• The identification of whole-life building impacts.  
• The increased awareness of the benefits of green building. 
• Reduction of operating costs. 
• Higher return on investment. 
• Increased tenant attraction. 
• Improved marketability. 
• Improved productivity. 
• Reduction in liability and risk. 
• Healthier spaces and places to live and work.  
• Demonstration of Corporate Social Responsibility. 
• Future proofed assets. 
• Competitive advantage. 

According to GBCA (2011), GBCA Green Star has nine categories that are divided 
into credits, and points are awarded in each credit. Furthermore, GBCA (2011) 
explains that these nine categories assess a project’s environmental impact 
attributable to its site selection, design, construction and maintenance. These nine 
categories are: Management; Indoor Environment Quality; Energy; Transport; Water; 
Materials; Land Use and Ecology; Emissions; and Innovation. GBCA (2011) and 
Roderick et al. (2009) state that GBCA Green Star has three Certified Rating 
categories – and in the order of highest to lowest rating – these are: 

• 6 Star Green Star Certified Rating: it has a score range of 75 to 100, and it signifies 
that a project has attained ‘World Leadership’ in environmentally sustainable 
design and/or construction. 

• 5 Star Green Star Certified Rating: it has a score range of 60 to 74, and it signifies 
that a project has attained ‘Australian Excellence’ in environmentally sustainable 
design and/or construction. 

• 4 Star Green Star Certified Rating: it has a score range of 45 to 59, and it signifies 
that a project has attained ‘Best Practice’ in environmentally sustainable design 
and/or construction. 
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GBCA Green Star has an important feature that the primary author refers to as 
Adaptation, which is the ability of a building energy assessment method and/or tool to 
adapt to varying contexts in order to suit specific needs. Furthermore, Adaptation is 
important for building energy assessment methods and/or tools to function efficiently 
for specific climates, construction industries, practices and regulations. For instance, 
GBCA Green Star’s environmental weighting factors vary across different Australian 
states and territories in order to accommodate specific environmental needs.   

3.2.2.8    The Role of the HQE Standard 
The High Quality Environmental (HQE) Standard is a green building standard in 
France – for improving environmental quality through certification – that validates 
environmental schemes in building development (Association HQE, 2011; and 
Concept BIO, 2008). Association HQE (2011) and Concept BIO (2008) state that the 
HQE Standard aims to mitigate impacts on the external environment while creating 
high quality internal environments, and it has the following fourteen targets: 

• Mitigating the impacts on the external environment: 

– The harmonious relationship of buildings and their external environment. 
– The choice of integrated construction methods and building materials.  
– The avoidance of pollution by the construction site. 
– The minimisation of energy use. 
– The minimisation of water use. 
– The minimisation of waste in building operations. 
– The minimisation of the need for building maintenance and repair. 

• Creating high quality internal environments for comfort and good health: 

– The integration of hygrometric control measures. 
– The integration of acoustic control measures. 
– The attainment of visual appeal. 
– The integration of measures to control smells. 
– The attainment of good sanitary conditions of the indoor spaces. 
– The integration of air quality controls. 
– The integration of water quality controls. 

3.2.2.9    Comparison of BREEAM, LEED, Green Star, and the HQE Standard 
BREEAM, USGBC LEED, CaGBC LEED, GBCA Green Star, and the HQE 
Standard have similarities, but they also have dissimilarities (refer to Table 6). 
BREEAM, USGBC LEED, CaGBC LEED, GBCA Green Star, and the HQE 
Standard have similarities in their role as key building energy and environmental 
assessment rating tools (refer to Table 6). Their role involves an ability to describe, 
rate, and certify building environmental design, construction, energy use and 
environmental performance. Furthermore, BREEAM, USGBC LEED, CaGBC 
LEED, GBCA Green Star, and the HQE Standard have similarities in their rating 
categories whereby Energy Use, Materials, and Water Use are common to all of them 
(refer to Table 6).  
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Table 6. Comparison of BREEAM, LEED, Green Star and the HQE Standard (Source: 
Association HQE, 2011; BRE Global, 2010; CaGBC, 2011; GBCA, 2011; USGBC, 2011a; 
USGBC, 2011b; and USGBC, 2011c)  

 
S/N Comparison 

Categories 
BREEAM USGBC 

LEED 
CAGBC 
LEED 

GBCA  
Green Star 

HQE 
Standard 

1 Similarities  

1.1 Building Energy & 
Environmental 

Assessment 

BREEAM, USGBC LEED, CaGBC LEED, Green Star, & the HQE 
Standard are all used for building energy & environmental assessment. 
It involves the description, rating, & certification of building 
environmental design, construction, energy use & environmental 
performance. 

1.2 Rating Categories Energy Use 
—  Indoor Environmental Quality — 

Innovation — 
Land Use   

& Ecology — — 
Land Use   

& Ecology — 

Management — — Management — 
Materials 

Pollution — — — Pollution 
— Sustainable Sites — — 

Transport — — Transport — 
Waste — — — Waste 

Water Use 
2 Dissimilarities  
2.1 Rating Categories — — — — Acoustic 

— — — — Air Quality 

— 
Awareness 

& Education — — — 

— — — — 
Building 

Maintenance 
& Repair 

— — — Emissions — 
Health & 

Well-being — — — — 

— — — — Hygrometric 

— 
Locations & 

Linkages — — — 

— — — — Olfactive 

— 
Regional 
Priority — — — 

— — — — 

Relationship 
between 

buildings & 
their external 
environment 

— — — — 

Sanitary 
condition of 
indoor space 

— — — — 
Water 

Quality 
— — — — Visual 
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BREEAM, USGBC LEED, CaGBC LEED, GBCA Green Star, and the HQE 
Standard have dissimilarities in their rating categories (refer to Table 6). For instance, 
the following rating categories appear to be synonymous with the HQE Standard: 
Acoustic; Air Quality; Building Maintenance and Repair; Hygrometric; Olfactive; 
Relationship between buildings and their External Environment; Sanitary Condition 
of Indoor Space; Water Quality; and Visual.      

4 Discussion 

The issue of the gap between predicted and actual office building energy use is 
complex and requires the best strategies in order to successfully bridge it. Therefore, 
this study has established the role of building energy and environmental assessment in 
facilitating office building energy-efficiency. 

• The role of building energy and environmental assessment methods and tools is to:       

– Assess the impacts of environmental design principles and the impacts of 
several factors that contribute to gap decreases, for example: solar gain 
minimisation orientations; energy-efficient strategies for built forms, 
ventilation, lighting and services; and decreases in hours of operation and 
occupancy. 

– Assess the impacts of environmental design principles, and the impacts of 
several factors that contribute to gap increases, for example: weather variation 
and microclimates; increases in hours of operation; and increases in 
occupancy. 

– Assess the energy-efficient built form aspect of Biomimicry.  

• The role of the building energy use audit method is to:       

– Track office building energy profile over time.  
– Determine office building baseline energy use data.  
– Determine office building energy performance from historical energy use data. 
– Compare and benchmark office building energy use against office building 

energy use good practice and/or typical practice. 

• The role of the building energy simulation analysis method and tools is to: 

– Predict future office building energy use within multiple environmental design 
related scenarios and key parameters despite the impact of limitations. 

– Assess office building energy expenditure and environmental design benefits. 
– Assess office building energy performance and potential for energy-efficiency. 

• The role of the building energy and environmental assessment rating method and 
tools is to: 

– Assess, rate, and certify office building energy-efficiency.  

• The role of building energy and environmental assessment methods and tools can 
be enhanced by:   

– Overcoming dissimilarities in order to achieve robustness through integration 
based on similarities. 
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– Overcoming format and compatibility issues in order to improve 
interoperability and integration objectives, and the accuracy of office building 
energy use predictions. 

– Overcoming barriers to accessing energy use data, including the reluctance of 
several managers to make office building energy use data available for 
building energy and environmental assessment.  

– Establishing alternative ways to undertake, for instance, a level I (basic) office 
building energy use audit even when there is limited access to office building 
energy use data.  

– Overcoming the reluctance of several clients to embrace the use of appropriate 
building energy and environmental assessment methods and/or tools.   

– Successfully implementing environmental design principles throughout the 
whole-life of office buildings in order to facilitate energy-efficiency, a 
BREEAM excellent rating, and a LEED platinum certification.        

– Overcoming limitations in order to fully represent office building parameters 
and scenarios during energy and environmental assessments. 

– Overcoming discrepancies that might occur during building energy and 
environmental assessments. 

– Overcoming limitations such as the occurrence of a gap between predicted and 
actual office building energy use despite using building energy simulation 
analysis and achieving a BREEAM excellent rating or LEED platinum 
certification.        

– Overcoming limitations such as: the occurrence of 392 building energy 
simulation analysis tools by only 28 countries; and a 50 percent gap between 
the US’ 59 percent share of these tools and the UK’s 9 percent share of these 
tools.      

– Ensuring that either the proliferation or non-proliferation of building energy 
simulation analysis tools translates to implementing environmental design 
principles for office building energy-efficiency.   

– Achieving Adaptation, which the primary author refers to as the ability of 
building energy and environmental assessment to adapt to varying contexts in 
order to function well for specific climates, construction industries, practices 
and regulations. 

• The impacts of contributory factors in the gap between predicted and actual office 
building energy use, and limitations in the role of building energy and 
environmental assessment need to be addressed in order to achieve:  

– Optimum building energy use assessments and predictions.  
– Improved environmental design principles. 
– Gap decreases and improved energy performance whereby office building 

actual energy use is less than predicted energy use. 

5 Conclusion 

This study used a combination of literature reviews, multiple case study research and 
comparative studies in order to build theory, and it established the role of building 
energy and environmental assessment in facilitating office building energy-efficiency. 
It involved a desk based study and it also established the methods and tool to be used 
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in the primary author’s Ph.D research for multiple case studies and simulation studies 
of office building energy-efficiency. These are: the building energy use audit method; 
the building energy simulation analysis method; and Autodesk Ecotect Analysis, 
which is a key building energy simulation analysis tool.   

This study also revealed that the role of building energy and environmental assessment 
involves assessment of the impacts of environmental design principles, and the impacts of 
factors that contribute to office building energy use gap decreases, for example: solar gain 
minimisation orientations; energy-efficient strategies for built forms, ventilation, lighting 
and services; and decreases in hours of operation and occupancy. Its role also involves 
assessment of the impacts of factors that contribute to office building energy use gap 
increases, for example: weather variation and microclimates; and increases in hours of 
operation and occupancy. There are three key types of building energy and environmental 
assessment, and these are: building energy use audit method; building energy simulation 
analysis method and tools; and building energy and environmental assessment rating 
method and tools. Their respective roles include: tracking building energy use over time; 
predicting future building energy use within multiple environmental design scenarios and 
parameters; and assessing, rating, and certifying building energy and environmental 
efficiency. However, the limitations of building energy and environmental assessment 
methods and tools, as well as the impacts of factors that contribute to office building 
energy use gap increases need to be addressed in order to achieve: optimum building 
energy use assessments and predictions; optimum environmental design principles; and 
building energy use gap decreases and improved energy performance whereby office 
building actual energy use is less than predicted energy use.  

This study has contributed to ideas for the development of a Building Management 
System (BMS-Optimum) for Bridging the Gap, which is comprised of optimum 
conditions and considerations such as: optimum environmental design principles; 
optimum weather and microclimate considerations; accessibility to reliable office 
building energy use data; optimum building energy and environmental assessment; 
optimum hours of operation; and optimum level and nature of occupancy.  

6 Future Work 

Future work will include further development of the BMS-Optimum, using methods 
such as: multiple case study research supported by building energy use audits, 
observations, questionnaire surveys, interviews, benchmarking and comparative 
studies; building energy simulation within multiple scenarios, parameters and 
variables, and supported by benchmarking and comparative studies; and peer reviews 
and focus group sessions. These will also help establish and validate a Framework for 
Improved Environmental Design and Energy Performance (FEDEP).    

References 

Abu Dhabi Urban Planning Council (UPC) Pearl Rating System (2010),  
 http://www.estidama.org/pearl-rating-system-v10.aspx?lang= 

en-US (retrieved January 10, 2012)  
Action Energy, Energy Consumption Guide 19: Energy Use in Offices. Action Energy, Best 

Practice Programme: UK (2003) 



 63  The Role of Building Energy and Environmental Assessment 701 

ASHRAE, Procedures for Commercial Building Energy Audits. ASHRAE - American Society 
of Heating, Refrigeration, and Air Conditioning Engineers (2004) 

Association HQE. High Quality Environmental (HQE) Standard (2011),  
 http://assohqe.org/hqe/ (retrieved March 17, 2011)  
Autodesk. Autodesk Ecotect Analysis (2012),  
 http://usa.autodesk.com/adsk/servlet/pc/index?id= 

12602821&siteID=123112 (retrieved January 10, 2012) 
Azar, E., Menassa, C.: A Conceptual Framework to Energy Estimation in Buildings using 

Agent Based Modeling. In: Proceedings of the 2010 Winter Simulation Conference (2010) 
BEAM Society. BEAM - Building Environmental Assessment Method (2011), 

http://www.beamsociety.org.hk/general/home.php (retrieved June 15, 2011)  
Beautyman, M.: HOK Earns Sustainable Leadership Award. Interior Design (2006), 

http://www.interiordesign.net/article/484923-
HOK_Earns_Sustainable_Leadership_Award.php (retrieved March 25, 2012)  

Bondareva, E.S.: Green Building in the Russian Context: An Investigation into the 
Establishment of a LEED-Based Green Building Rating System in the Russian Federation. 
Master of Arts Thesis. Cornell University (2005)  

Bordass, B., Cohen, R., Field, J.: Energy Performance of Non-Domestic Buildings: Closing 
The Credibility Gap. In: Proceedings of IEECB 2004 Building Performance Congress, 
Frankfurt (2004) 

Borong, L., Yingxin, Z., Lei, T., Youguo, Q.: Study of Several Factors for Green Building 
Assessment System in China. In: SB 2007 Seoul: Proceedings of the International 
Conference on Sustainable Building Asia, Seoul, June 27-29 (2007) 

BRE Global. BREEAM: BREEAM 2011. BRE Global (2010),  
 http://www.breeam.org/page.jsp?id=374 (retrieved June 7, 2011) 
BRE Global. BREEAM: What is BREEAM? BRE Global (2010),  
 http://www.breeam.org/page.jsp?id=66 (retrieved June 7, 2011)  
Building and Construction Authority About BCA Green Mark Scheme (2011),  
 http://www.bca.gov.sg/GreenMark/green_mark_buildings.html 

(retrieved January 10, 2012)  
Canada Green Building Council (CaGBC) Introduction to LEED (2011),  
 http://www.cagbc.org/AM/Template.cfm?Section=LEED  

(retrieved March 17, 2011)  
Clark Construction Group. Philip Merrill Environmental Center (2011),  
 http://www.clarkconstruction.com/index.php/projects/ 

feature_project/38 (retrieved May 23, 2011)  
Concept BIO FAQ - HQE Approach (2008), http://www.concept-bio.eu/hqe-

approach.php (retrieved June 5, 2011) 
Cramer, J.P.: Sustainability Leadership: From Stagnation to Liberation. Design Intelligence (2011), 

http://www.di.net/articles/archive/3616/ (retrieved March 25, 2012) 
Crawley, D.B., Hand, J.W., Kummert, M., Griffith, B.T.: Contrasting the Capabilities of Building 

Energy Performance Simulation Programs. Building and Environment 43(4), 661–673 (2008) 
Demanuele, C., Tweddell, T., Davies, M.: Bridging the Gap between Predicted and Actual 

Energy Performance in Schools. In: World Renewable Energy Congress XI, Abu Dhabi, 
September 25-30 (2010) 

Department for Communities and Local Government, A Guide for Businesses: Reducing the 
Energy Usage and Carbon Emissions from your Air Conditioning Systems (2007) 

DESA - Department of Economic and Social Affairs, Trends in Sustainable Development. 
Towards Sustainable Consumption and Production. United Nations, New York (2010) 



702 E.E. Osaji, S. Suresh, and E. Chinyio 

DGBC. Dutch Green Building Council (DGBC) - BREEAM-NL (2011),  
 http://www.dgbc.nl/wat_is_dgbc/dgbc_english (retrieved June 15, 2011)  
Diamond, R., Opitz, M., Hicks, T.: Evaluating the Energy Performance of the First Generation 

of LEED-Certified Commercial Buildings. ACEEE Summer Study on Energy Efficiency in 
Buildings (2006) 

Dixon, T., Gallimore, P., Reed, R., Wilkinson, S., Keeping, M.: A Green Profession? RICS Members 
and the Sustainability Agenda. Royal Institution of Chartered Surveyors, RICS (2007) 

EDAMA. EDAMA - Emerging Objectives (2009),  
 http://www.edama.jo/static/what_EDAMA.shtm (retrieved June 15, 2011) 
EERE. Buildings Database. Caribou Weather Forecast Office (WFO) (2004c),  
 http://eere.buildinggreen.com/energy.cfm?ProjectID=334  

(retrieved July 10, 2011)  
EERE. Buildings Database. U.S. EPA Science and Technology Center (2006c),  
 http://eere.buildinggreen.com/energy.cfm?ProjectID=323  

(retrieved July 8, 2011)  
EIA. Commercial Buildings Energy Consumption Survey (CBECS) 2003 (2011),  
 http://www.eia.doe.gov/emeu/cbecs/ (retrieved March 17, 2011)  
Foster and Partners, Foster and Partners City Hall. Foster and Partners Limited, London (2002) 
Foster and Partners. Norman Foster (2012),  
 http://www.fosterandpartners.com/Team/SeniorPartners/ 

11/Default.aspx (retrieved March 25, 2012)  
German Sustainable Building Council (GeSBC) DGNB - Deutsche Gesellschaft für Nachhaltiges 

Bauen (2012), http://www.dgnb.de/_en/index.php (retrieved January 10, 2012)  
Gomes, V., Gomes, M., Lamberts, R., Takaoka, M.V., Ilha, M.S.: Sustainable Building in 

Brazil. In: Melbourne: SB 2008 (World Sustainable Building Conference) (2008) 
Greater London Authority, Environmental Assessment of City Hall (Report Number: 7). 

Greater London Authority, London (2002) 
Green Building Council España (GBCe) LEED (2012a),  
 http://www.gbce.es/en/pagina/leed (retrieved January 10, 2012)  
Green Building Council España (GBCe) VERDE Certificate (2012b),  
 http://www.gbce.es/en/pagina/verde-certificate (retrieved January 10, 

2012)  
Green Building Council (GBC) Indonesia Greenship (2010), 

http://www.gbcindonesia.org/greenship.html (retrieved June 15, 2011)  
Green Building Council (GBC) Italy Certification (2011),  
 http://www.gbcitalia.org/certificazione (retrieved June 15, 2011)  
Green Building Council of Australia (GBCA) Green Star / Green Star Overview (2011),  
 http://www.gbca.org.au/green-star/green-star-overview/ (retrieved 

June 2, 2011)  
Green Building Council South Africa (GBCSA) Green Star SA – Office v1 (2012),  
 http://www.gbcsa.org.za/greenstar/office.php (retrieved January 10, 2012)  
Green Building Index (GBI) How GBI Works - The GBI Assessment Process (2011), 

http://www.greenbuildingindex.org/how-GBI-works.html  
(retrieved June 15, 2011)  

Greener Buildings. Green Skyscraper: The Basis for Designing Sustainable Intensive Buildings 
(2008), http://www.greenerbuildings.com (retrieved March 25, 2012)  

Green Globes Green Globes - The Practical Building Rating System (2011),  
 http://www.greenglobes.com/ (retrieved June 15, 2011)  
GRIHA Green Rating for Integrated Habitat Assessment. Welcome to GRIHA (2011), 

http://www.grihaindia.org/ (retrieved June 15, 2011)  
Hajek, P., Tywoniak, J.: Towards Sustainable Building in the Czech Republic. In: Melbourne: 

SB 2008 (World Sustainable Building Conference) (2008) 



 63  The Role of Building Energy and Environmental Assessment 703 

Howell, I., Batcheler, B.: Building Information Modeling Two Years Later – Huge Potential, 
Some Success and Several Limitations. The Laiserin Letter (2005) 

Hui, S.C.M. Building Environmental Assessment (2010), 
http://www0.hku.hk/bse/sbs/sbs0910-01.pdf (retrieved January 10, 2012)  

Hui, S.C.M. Energy Efficiency in Buildings (II). MEBS6016 Energy Performance of Buildings 
(2010), http://www.hku.hk/bse/MEBS6016/ (retrieved March 17, 2011) 

IGBC - Indian Green Building Council. IGBC Green SEZ Rating System (2008), 
http://www.igbc.in/site/igbc/testigbc.jsp?desc=233674&event= 
233670 (retrieved June 15, 2011)  

IGBC - Indian Green Building Council. LEED-INDIA for New Construction and Major 
Renovations (2008), http://www.igbc.in/site/igbc/testigbc.jsp?desc= 
22905&event=22869 (retrieved June 15, 2011)  

ITACA. System of Assessment of Sustainability Energy and Environmental Building - 
Protocollo Itaca (2011), http://www.itaca.org/ (retrieved June 15, 2011)  

JSBC - Japan Sustainable Building Consortium CASBEE - Comprehensive Assessment System 
for Built Environment Efficiency. An Overview of CASBEE (2006) , 
http://www.ibec.or.jp/CASBEE/english/overviewE.htm (retrieved June 
15, 2011)  

KGBC - Korea Green Building Council. Status of GBCS (Green Building Certificate System) 
(2000), http://greenbuilding.or.kr/ (retrieved June 15, 2011) 

Leaman, A., Stevenson, F., Bordass, B.: Building Evaluation: Practice and Principles. Building 
Research and Information 38(5), 564–577 (2010) 

LiderA. LiderA - Sustainable Assessment System (2012), http://www.lidera.info/ 
?p=MenuPage&MenuId=29 (retrieved January 10, 2012)  

Madew, R.: The WorldGBC and Green Building Rating Tools (2011),  
 http://www.dgnb.de/fileadmin/downloads/The_WorldGBC_ 

and_greenbuilding_ratingtools.pdf (retrieved January 10, 2012)  
MINERGIE MINERGIE (2012), http://www.minergie.com/home_en.html 

(retrieved January 10, 2012) 
Mortimer, N.D., Elsayed, M.A., Grant, J.F.: Patterns of Energy Use in Non-Domestic 

Buildings. Environment and Planning B: Planning and Design 27(5), 709–720 (2000) 
NABERS - National Australian Built Environment Rating System. NABERS - FAQs (2010), 

http://www.nabers.com.au/faqs.aspx (retrieved June 15, 2011)  
NREL - National Renewable Energy Laboratory. Energy Analysis and Tools (2010),  
 http://www.nrel.gov/buildings/energy_analysis.html  

(retrieved April 17, 2011)  
NZGBC - New Zealand Green Building Council. Green Star New Zealand (2008), 

http://www.nzgbc.org.nz/main/greenstar (retrieved June 15, 2011)  
NZGBC - New Zealand Green Building Council. Homestar - New Zealand’s Residential  

Rating Tool (2008), http://www.nzgbc.org.nz/main/resources/articles/ 
ResidentialRatingTool (retrieved June 15, 2011)  

Opitz, M.: Energy Audits (2011), http://www.fmlink.com/article.cgi? 
type=Sustainability&title=Energy%20Audits&pub=USGBC&id=40640&
mode=source (retrieved April 17, 2011)  

Osaji, E.E.: The BEEHive (Building Energy-Efficient Hive). Bachelor of Architecture (BArch) 
Thesis, University of Lagos (2002) 

Osaji, E.E., Price, A.D.F., Mourshed, M.: Guest Editorial. The Role of Building Performance 
Simulation in the Optimization of Healthcare Building Design. Journal of Building 
Performance Simulation 3(3), 169 (2010) 



704 E.E. Osaji, S. Suresh, and E. Chinyio 

Osaji, E.E., Price, A.D.F.: Parametric Environmental Design for Low Energy Healthcare 
Facility Performance. In: 6th International Conference on Innovation in Architecture, 
Engineering and Construction (AEC), Pennsylvania, June 9-11 (2010) 

Paradis, R.: Energy Analysis Tools. National Institute of Building Sciences (2010), 
http://www.wbdg.org/resources/energyanalysis.php (retrieved April 17, 
2011)  

Passive House Institute. CEPHEUS - Cost Efficient Passive Houses as EUropean Standards 
(2011), http://www.cepheus.de/eng/index.html (retrieved June 15, 2011)  

PHILGBC. Philippine Green Building Council (2010), 
http://philgbc.org/index.php/home.html (retrieved June 15, 2011)  

Reed, R., Bilos, A., Wilkinson, S., Shulte, K.-W.: International Comparison of Sustainable 
Rating Tools. Journal of Sustainable Real Estate 1(1), 1–22 (2009) 

Roderick, Y., David, M., Craig, W., Carlos, A.: Comparison of Energy Performance 
Assessment Between LEED, BREEAM and Green Star. In: 11th International IBPSA 
Conference, Glasgow, July 27-30 (2009), http://www.ibpsa.org/proceedings/ 
BS2009/BS09_1167_1176.pdf (retrieved April 17, 2011) 

Southern Taiwan Science Park Administration. EEWH - The Green Building Rating System in 
Taiwan (2012), http://gsp.stsipa.gov.tw/eng/main03_2.html (retrieved 
January 10, 2012)  

Tuffrey, M.: Mayor Answers to London: City Hall Energy Consumption. Liberal Democrat 
Group London Assembly Report (2005) 

UK-GBC - UK Green Building Council. Existing Non-Domestic Buildings (2011),  
 http://www.ukgbc.org/site/info-centre/display-category?id=24 

(retrieved April 17, 2011)  
US DOE - US Department of Energy. Building Energy Software Tools Directory (2011), 

http://apps1.eere.energy.gov/buildings/ (retrieved March 17, 2011)  
US DOE and US EPA. About ENERGY STAR (2012), http://www.energystar.gov/ 

index.cfm?c=about.ab_index (retrieved January 10, 2011)  
USGBC - US Green Building Council. Intro - What LEED Is (2011a),  
 http://www.usgbc.org/DisplayPage.aspx?CMSPageID=1988  

(retrieved March 17, 2011)  
USGBC - US Green Building Council. Intro - What LEED Measures (2011b), 

http://www.usgbc.org/DisplayPage.aspx?CMSPageID=1989  
(retrieved March 17, 2011)  

USGBC - US Green Building Council. Intro - What LEED Delivers (2011c), 
http://www.usgbc.org/DisplayPage.aspx?CMSPageID=1990  

(retrieved March 17, 2011)  
USGBC - US Green Building Council. LEED Projects and Case Studies (2011), 

http://leedcasestudies.usgbc.org/overview.cfm?ProjectID=468 
(retrieved March 17, 2011)  

Wade, J., Pett, J., Ramsay, L.: Energy Efficiency in Offices: Assessing the Situation. 
Association for the Conservation of Energy, London (2003) 

Wade, J., Pett, J., Ramsay, L.: Energy Efficiency in Offices: Motivating Action. Association for 
the Conservation of Energy, London (2003) 

Wellcome Trust. Environmental Report 2006 (2011),  
 http://www.wellcome.ac.uk/About-us/Policy/Policy-and-

position-statements/WTX022977.htm (retrieved June 26, 2011) 
WGBC - World Green Building Council. World Green Building Council (2011),  
 http://www.worldgbc.org/site2/# (retrieved June 15, 2011) 



A. Håkansson et al. (Eds.): Sustainability in Energy and Buildings, SIST 22, pp. 705–715. 
DOI: 10.1007/978-3-642-36645-1_64               © Springer-Verlag Berlin Heidelberg 2013 

Chapter 64 

Improved Personalized Comfort: A Necessity  
for a Smart Building  
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Abstract. The reasons for the inferior performance of many of the current 
buildings and their related energy systems are diverse and for a major part 
caused by insufficient attention to the influence of occupant behaviour. In 
Smart buildings it is necessary to implement new opportunities to integrate hu-
man behaviour in the Heating Ventilation and Air-Conditiong process control 
loop. To realize this strategy we developed an advanced control setup, based on 
the combination of ubiquitous low cost wireless sensors. The article describes 
the proof of the principle to take the perceived thermal comfort as leading prin-
ciples in the comfort/energy process control. The experiments described  
illustrate the feasibility of the approach.  

Keywords: process control, individual comfort control, energy management. 

1 Introduction 

In the Dutch built environment nearly 40% of the total energy use is used for building 
systems to provide comfort for building occupants. Traditionally, the process control 
strategy used in buildings is based on a simplified approach, were a general set point 
is taken as comfort control parameter for a whole room. This leads often to dissatis-
fied occupants and additional energy consumption. Users are shown to consistently 
over-turn actions in response to uncomfortable conditions, causing oscillations that 
can waste energy and create an uncomfortable environment [2]. The human behaviour 
can negatively influence the energy consumption by more than 100% [3], so therefore 
it is necessary to incorporate the human need better in the control strategies.  Intro-
ducing advanced control algorithms to lighting and shading control can reduce the  
energy loads with more than 45% [4]. Currently the energy management within build-
ings is far from optimal and the potential savings of energy due to improved control 
by better use of ICT technology.  Optimised process control is a necessity for the  
improvement energy performance of buildings [5]. However, in most of the research 
focusing on improved ICT often overlooks the role of user in reducing the energy 
conservation.  
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With smart energy efficient buildings, the relation between behaviour and energy 
consumption has become significant, and should be looked into [6].Until now how-
ever, the actual building occupant is not included in the control loop of comfort  
systems. There is a necessity for spatially distributed information about the location 
and the needs of occupants to provide for them a higher thermal comfort level and to 
realize energy savings at the same time. Therefore, research was done on possible and 
measurable critical indicators representing the individual perceived comfort feeling. A 
possible indicator for the individual thermal comfort is for example the skin tempera-
ture difference over time, from a specific part of the human body. 

2 Thermal Comfort     

The individual user has to become leading in the whole climatisation process, to op-
timize the necessary use of energy to supply the occupants with their own preferred 
comfort environment and energy for their activated appliances.Therefore we started 
from literature to investigate on an individual level, comfort and user behaviour. 
Thermal comfort for all can only be achieved when occupants have effective control 
over their own thermal environment [7]. Therefore, Individually Controlled Systems 
[ICS] with different task-ambient heating/cooling options are required as proposed by 
Filippini [8] and Watanabe [9]. Arens [10] proposes a distributed sensor network 
which can predict a person’s thermal state from measured skin temperatures sensed 
through contact or remotely by infrared sensors. At room scale, the control and actua-
tion could take place within the room itself by a kind of remote controller. In the pro-
posed concept user behaviour is only taken into account by an occupancy sensor. 
Human beings sense the warmth or coolness of an environment through thermo-
receptors located in the skin and core. A thermo-receptor adapts to the rate of change 
of temperature [14]. Traditionally, calculations of human thermal comfort have been 
based on the Predictive Mean Vote(PMV) /Predicted Percentage of Dissatisfied 
(PPD) model of Fanger [15]. However the comfort prediction by the PMV/PPD 
model is only valid for a large population and individual differences are not taken into 
account [18]. There are differences in the comfort perception of people [16]. The 
major reasons for those differences are: gender, clothing resistance and body fat.  

Recent studies in Heating Ventilation and Air-Conditionings (HVAC) control 
methods incorporating PMV algorithms, involving the use of smart distributed sensor 
networks to measure operative temperature, mean air speed and relative humidity 
which are the localized thermal parameters of a particular occupant [11]. Feldmeier 
and Paradiso[12] developed a personalized HVAC system consisting of four main 
components: portable nodes, room nodes, control nodes, and a central network hub. 
To assess the occupant’s comfort level it uses a portable node which senses the local 
temperature, humidity, light level, and inertial activity level of the user. The actuation 
of the various heating and cooling systems is achieved via control nodes. This  
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distributed information can be obtained by low-cost wireless sensor networks [10, 
11], low-cost infrared sensors [16], and smart badges/portable nodes [12]. Distributed 
wireless sensors networks have been employed in attempts to assess comfort by 
measuring PMV values in real-time, Tse and Chan [11] , and Revel and Sabbatini 
[13] have shown that infrared imaging (i.e. by low cost IR camera’s) can be used for 
real-time estimating heat rate and comfort parameters in a room. Combining these 
technologies could make it possible to provide real-time comfort-energy management 
based on the available distributed information.  

Thermal environments are often asymmetrical, meaning either spatially non-
uniform or transient-changing over time. However, asymmetrical environments may 
not necessarily be less desirable than thermal neutrality, but might actually produce 
better comfort than a uniform neutral condition [e.g. the identical cool face sensation 
may be perceived as more comfortable when the whole body feels warm] [17]. In addi-
tion, standards regarding local discomfort might be conservative [18] and fundamental 
differences between measured and predicted comfort values are observed in field stud-
ies [19]. The most recent research on human comfort looks at local sensations and 
comfort predictions of individual body parts [20]. Recent studies on human thermal 
comfort have demonstrated that the human head and extremities [hands and feet]  
dictate overall discomfort [17-21]. These studies have led to the development of indi-
vidual controlled systems with local HVAC options, creating a thermal microclimate 
surrounding the human body [8, 9]. Lowering the ambient set point temperature to 
18ºC [in the 18-30ºC ambient dead-band]  and applying radiant heating to specific 
body parts in a micro-climate set-up can result in local discomfort of non-radiated body 
parts [19]. Wang found that the finger temperature (30°C) and finger-forearm tempera-
ture gradient (0°C) are significant thresholds for overall thermal sensation [22]. How-
ever Zhang et al. have shown that the 18-30ºC ambient death band control zone in 
combination with task-ambient conditioning is an acceptable range [23].  However, 
more research is needed on the acceptance of extended ambient temperature ranges at 
room level, when people are away from their workplace / micro-climate [8]. 

These results suggest that a personally controlled task-ambient system (TAC) that 
focuses directly on these body parts may efficiently improve thermal comfort in office 
environments [23]. Although differences between individual building occupants, the 
successive step towards measuring and dealing with those differences is not yet real-
ized. The question remains how to couple physiological responses to a thermal com-
fort assessment on a more physiological basis (i.e. less empirical derived regression 
formulas), in comparison to current existing modes, e.g.: the 25-node Stolwijk model 
[24], the Dynamic Thermal Sensation model of Fiala [25] and  models of Zhang [26]. 
The models introduced by Zhang use empirical derived regression formulas, that only 
account for convective effects (due to applying air-sleeves for local cooling/heating) 
and not for radiant effects.  

The most commonly used indicator of thermal comfort is air temperature, because 
it is easy to use and most people can relate to it. However, it does not represent the  
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real thermal comfort behaviour of the room [13] and it is certainly not an accurate 
indicator of thermal comfort or thermal stress as perceived by the user itself [10]. 
Therefore air temperature should always be considered in relation to the other physi-
cal or environmental factors (e.g. radiant temperature, air velocity, and humidity).  
Additional (low-cost) sensors would make it possible to take into account these envi-
ronmental factors and make it easier to determine when problems reported by occu-
pants can be resolved automatically. If environments were more completely sensed, it 
could be possible to provide thermal comfort as efficiently as possible. Infrared imag-
ing (i.e. by low cost IR sensors) can be used for real-time estimating heat rate, and 
comfort parameters in a room. The interaction between indoor environment and skin 
temperature, and thus thermal sensation is for normal office conditions largely deter-
mined by the mean radiant temperature. Measuring the radiant temperatures by low 
cost IR sensors makes it possible by image post-processing to estimate energy fluxes 
and temperature distributions with comfort prediction. The use of thermal images (i.e. 
provided by infrared sensor/camera) is able to provide distributed information on 
human body surrounding temperatures which can be used for a more efficient control 
[13]. Revel and Sabbatini used the information provided by the infrared camera, to 
derive in real time, the air volume and comfort conditions necessary for the occupants 
through controlling the actual PMV value. The real-time PMV can be used to control 
room temperature as proposed by Kang [26]. In the study of Kang, the set-point room 
temperature was adjusted according to changes in indoor climate by measuring the 
other environmental variables (radiant temperature, air velocity etc) to maintain the 
comfort (i.e. defined by PMV) in between certain values. The results have shown  
that it is possible to maintain thermal comfort and save energy by incorporating a 
PMV-algorithm.  

3 Experimental Set-Up: Individual Thermal Comfort 

Well-being, health and productivity of office workers are highly related to the indoor 
thermal conditions, as shown in literature [32-39]. Due to individual differences, it is 
not possible to satisfy all office workers with the same indoor thermal conditions [27]. 
By conditioning the body parts with a relatively small amount of energy, the ambient 
temperature could be allowed to float in a relatively wide range, generating energy 
savings up to 40% [28]. However, the benefits of an individual controlled system are 
only fully achieved when the building occupant understands the system behaviour and 
can deal with it. User problems with individual temperature control [2, 29] can result 
in energy wasting behaviour, or can even result in thermal discomfort. For this reason, 
it is more convenient that the personal climate set-points can automatically adapt to 
the individual needs. This requires a method to include the human body as a sensor in 
the control loop of personal climate systems. In this research non-contact infrared 
sensing is applied to measure the time dependent facial and hands skin temperatures 
which show high potential for a new personal based energy efficient control strategy, 
Fig. 1. 
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Fig. 1. Traditional process control loop(top) and user in the process control loop approach 
(below)  

To achieve the personal process control the effectiveness of applying infra red sen-
sors was investigated. In the current stage of the research only experiments were done 
to proof the principle. In the configuration shown in Fig. 2 only one test-person was 
used for a series of sessions with different temperature scenarios. The total duration of 
each session was about 3 hours. During the first hour the human subject has no con-
trol options; this is the so-called acclimatization phase. Thereafter, the radiant panels 
are activated to a starting condition (‘zero’) and the human subject will be asked  
to adjust his local microclimate by the radiant panels to the most satisfactory  
thermal environment for a time period of 1.5 hours. Time step printed images: 5min. 
(measurement time step 20 s).  
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Fig. 2. Experimental workplace setting  

4 Results 

In the user-controlled experiments the radiant heating system was activated and the 
subject had the ability to control the panel surface temperature. The room temperature 
was controlled at 20°C, which is below the thermo-neutral zone of the subject. Figure 
3 shows a transition in fingertip skin temperature (t=40min), before the subject per-
formed a control action (t=50min). A time difference of about 10min occurred in 
between. This indicates that the fingertip skin temperature might be a useful parame-
ter for automatic climate control purposes. The facial skin temperatures show less 
potential in this, because no clear trend can be recognized in it. Only a few outliers in 
nose skin temperature were detectable.  

Remarkable is that the user still preferred the maximum radiant panel temperature, 
also when skin temperatures of the upper-extremities, after 100min, were back in the 
neutral zone. 

Analysing all the data is complex, but clearly can be seen that the finger tips are 
the most sensitive body parts in relation to room temperature and radiation tempera-
ture, see Fig. 3. The average response skin temperature is represented by the regres-
sion line y=-0.008x+29.2, where as the response of the 4th finger is much faster and 
represented by y=-0.097x+32.5. The starting moment of the strong change in the fin-
ger temperature is the so called transition point. If there is enough time between the 
moment of occurrence of the transition point and the human control interaction (put-
ting the heater higher), we could take corrective measures even before the occupant 
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would feel discomfort. When a person’s whole-body thermal sensation is near neutral 
(from -0.5–0.5), the finger temperature occurs in a wide range (28–36°C), and the 
finger-forearm temperature gradient between -2 and 2°C. This is in part due to the 1–
2°C fluctuations in finger skin temperature occurring over time periods of a few min-
utes (2–5) caused by vasomotion. It is also due to people’s different thermoregulatory 
set-points ranging around neutral [30]. 

 
Fig. 3. Effects of cooling on hand and finger skin temperatures and effects of user control ac-
tion by turning on the heating panels 

These results are consistent to the findings of Wang [30] and Humphreys [31]. Fa-
cial skin temperature variations show however less correlation with the environmental 
control actions of the human subject. The goal of the user-controlled experiments 
(n=5 sessions) was to detect a feed forward transition out of the comfort zone, at time 
tx, before the user took any control action at time ty. First results show that this transi-
tion is quite difficult to detect. Standard fluctuations of 2°C in finger skin temperature 
make it difficult to recognize a clear trend out of the neutral zone. Additionally, in 
some of the user-controlled experiments a decreasing trend in finger temperature is 
shown before the user had taken any control action (Fig. 3), while in other sessions 
the decreasing trend was recognized too late, which means that subject already had 
taken a control action to compensate for his cool sensations. More experiments are 
needed to accept or reject the hypotheses. 
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5 Discussion 

The benefits of an individual controllable task-ambient comfort system are only fully 
achieved when the building occupant understands the system behaviour and can deal 
with it. Due to the large individual differences between building occupants it is more 
desirable that the building system can adapt to the individual needs and behaviour of 
the end-user, realizing highest comfort level and highest energy savings. Therefore 
the user has to be the leading factor in the control of comfort systems. 

Nowadays the focus of comfort control is still on the parameters at room level (i.e. 
surrounding the human body) and does not include the local comfort perception and 
actions of the individual building occupant.  

Based on the acquired insights a human focussed control strategy, based on the 
perceived individual comfort, was derived on the level of workplace.  Our experi-
ments with the infrared sensors showed that when a person’s whole-body thermal 
sensation is near neutral (from -0.5–0.5), the finger temperature occurs in a wide 
range (28–36°C), and the finger-forearm temperature gradient between -2 and 2 °C. 
This means that under neutral conditions, both finger temperature and the finger fore-
arm temperature may not be good indicators of overall sensation. Fortunately envi-
ronmental control action is usually not needed within the neutral range. The challenge 
is to detect a transition occurring out of this range. In general, building occupants 
interact with a building to enhance their personal comfort (e.g. by heating or cooling 
their local environment to improve their thermal comfort or adjust lighting system or 
blinds to optimize their visual comfort etc).  

Distributed sensors can make it much easier to sense variables of interest directly 
within the occupied zone. Sensors on a desk, within chairs, or computer keyboard or 
mouse could measure air temperature and air motion within the occupant’s local mi-
croclimate. Sensors at various levels on furniture, partitions, and ceiling tiles could 
detect sources of local discomfort (e.g. vertical stratification). In addition, the in-
creased sensor densities allow measurement errors and sensor faults to be more easily 
spotted and corrected than is possible at present. However, the focus is still on the 
comfort parameters at room level (surrounding the human body) and not on the indi-
vidual building occupant at user level itself. Due to large individual differences in 
comfort perception and user behaviour, the focus of comfort control has to be on user-
adaptive and user-interactive systems instead of only environmental adaptive systems.  

6 Conclusion 

Due to the large individual differences between building occupants it is more desirable 
that the building system can adapt to the individual needs and behaviour of the end-user, 
realizing highest comfort level and highest energy savings. Therefore the user has to be 
the leading factor in the control of comfort systems. Integration of the distributed infor-
mation about the user behaviour in the control of building systems results in (a) more 
inclusion of building occupants in the control loops (human focussed principle), (b) 
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achieving demand-responsive energy management in buildings (energy-saving), and (c) 
combining all building systems into one efficient system.   

Low cost wireless sensors and low cost infra red sensors networks of a smart build-
ing provide real-time comfort-energy management on workplace and even personal 
level. Indicators for thermal comfort on personal level could be the skin- and/or cloth-
ing temperatures of the building occupant. This information provided by the distrib-
uted sensors can be used to derive real-time set points for task-ambient conditioning 
(TAC) systems to the minimal required room conditions. Further research is needed 
on the robustness of the measurable indicators representing the individual comfort 
feeling of the building occupant. 
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Abstract. Air-to-Earth heat exchangers (earth tubes) utilize the fact that the 
temperature in the ground is relatively constant during the year. By letting the 
air travel through an air-to-earth heat exchanger before reaching the house’s 
ventilation air intake the air gets preconditioned by acquiring heat from the soil 
in the winter, and by rejecting heat to the soil in the summer. There are few stu-
dies showing how large the energy saving would be by using earth tubes. The 
existing studies and models are adapted to a warm climate like India and South-
ern Europe. Few studies are made for a Nordic climate. 

To be able to use earth tubes efficiently, different parameters need to be op-
timized. The parameters that have the largest effect are length, depth, and di-
ameter of the earth tube , as well as the air velocity inside the tube. To analyze 
this influence, a numerical model has been created in the simulation program 
Comsol Multiphysics 4.0a. Weather data for Stockholm, Sweden was used for 
all simulations. The soil type was chosen to be clay and the material of the duct 
was polyethylene. The parameters were varied one at a time and compared to a 
base case consisting of a 10 m long duct placed at a depth of 2 m and with a di-
ameter of 20 cm. The air velocity in the duct for the base case is 2 m/s and the 
corresponding volumetric flow rate is 60 l/s. 

Results show that longer heat exchangers with a smaller diameter, lower air 
velocity and buried at a deeper depth gives a larger energy saving. The increase 
in efficiency that comes from a deeper placed earth tube levels out at depth over 
3.5 m. The decrease in efficiency that comes from an increase of the diameter 
of the duct levels out at diameters of 60 cm. The total energy saving for one 
year increased by 70 % for a 20 m long earth tube compared to a 10 m long 
earth tube. The energy saving for the base case is 525 kWh/year for the heating 
season and 300 kWh/year for the cooling season. This corresponds to an energy 
saving of 5 % for heating and 50 % for cooling compared to a case where no 
earth tube is used. 
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1 Nomenclature 

Symbol Description  

cp Specific heat at constant pressure (J/(kg·K)) 

d Duct diameter (m) 

Q Heat flow (W) 

ρ Air density (kg/m³) 

t Temperature (°C) 

w Air velocity (m/s) 

2 Introduction 

The usage of the earth as a heat source or heat sink is not a new invention. In fact, it 
has been used for thousands of years in e.g. Persian architecture. At the end of the 
1970-ies and the beginning of the 1980-ies, air-to-earth heat exchangers (earth tubes) 
gained some attention as an alternative to air conditioning. A few systems were in-
stalled, but did not receive much attention on the market, as the efficiency was low, 
and the investment cost was high. Moreover, the air quality yielded from these  
systems was deemed unsatisfactory. 

In recent years, earth tubes have gained renewed attention, mainly due to the in-
creasingly higher requirements for energy conservation. Earth tubes utilize the fact 
that the temperature in the ground is relatively constant during the year. By letting the 
air travel through an earth tube before reaching the house’s ventilation air intake, the 
air gets preconditioned by acquiring heat from the soil in the winter, and by rejecting 
heat to the soil in the summer. There are few studies showing how large the energy 
saving would be by using earth tubes. The existing studies and models are adapted to 
a warm climate like India and Southern Europe. Few studies have been made for a 
Nordic climate. 

Several publications have treated earth tubes. However, in many of them simplify-
ing assumptions are made such as a constant duct temperature or that no latent heat 
exchange takes place in the earth or that they only consider one duct.   

Basal and Sodha (1986), Trombe et al. (1991), Thanu et al. (2001), Sharan and 
Jadhav (2003), Jalaluddin (2011), and Misra (2012) have all used experiments to in-
vestigate the performance of earth tubes. None of these investigations treated a Nordic 
climate. 

Tzaferis et al. (1992), Bojic et al. (1997), Ståhl (2002), Lee and Strand (2006), Cu-
cumo et al. (2008), Ascione et al. (2011), and Su et al. (2012) have all published nu-
merical investigations. None of these, except the publication of Ståhl (2002), treated a 
Nordic climate, and Ståhl did not investigate the effect of latent heat exchange.   

Trombe et al. (1994), Mihalakakou et al. (1994a,b, 1996), Kumar et al. (2003), Ghosal 
et al. (2005), Hollmuller and Lachal (2005), Wu et al. (2007), Bansal et al. (2009),  
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Trzaski and Zawada (2011), Badescu et al. (2011), and Bansal et al. (2012) all performed 
studies combining numerical investigations with experimental validation. However, none 
of these treated a Nordic climate. 

Hollmuller (2003), gave examples of earth tube applications. A comparison be-
tween the usage of ventilation air heat recovery and earth tubes was made and the 
earth tubes were found to be inferior to ventilation air heat recovery. 

In this paper, based on the Master thesis by Törnqvist (2011), a numerical model 
has been developed using Comsol Multiphysics 4.0.a in order to perform a parametric 
study of the influence of duct length, duct depth, duct diameter, and air velocity on 
the performance of the earth tube. Weather data for Stockholm, Sweden was used for 
all simulations.  

3 Numerical Model 

The earth tube has been modeled numerically using Comsol Multiphysics 4a (2010). 
The modeling process is quite complicated as it involves transient fluid flow and heat 
transfer analyses. Therefore, the conjugate module in the software was used. 

The evaluation and implementation of thermo-physical properties for the earth has 
been a large part of the work by Törnqvist (2011). Temperature dependent models for 
the thermal conductivity, specific heat, density, latent heat of melting for the earth 
(clay) has been derived and implemented in the software. These models are vital for 
the accuracy of the model as the water in the clay will change phase during the year. 
The influence of the phase-change on the energy saving of the earth tube will be dis-
cussed later in this paper. The choice of using clay as the earth material is due to the 
fact that it is very common in the Stockholm area. Other thermo-physical properties, 
e.g. for the air and the duct wall material, have been provided by the software. All 
materials used have been assumed to be homogeneous. The model is three-
dimensional and transient. The time step chosen is 24 hours. 

The fluid flow and heat transfer model assumes that the flow is fully turbulent. For 
turbulence modeling, the built-in k-ε-model of the software has been used. The equa-
tions for conservation of mass, momentum, and energy, as well as the equations for 
the turbulence kinetic energy and its dissipation, are explained in detail in Törnqvist 
(2011) as well as in the documentation of the software, Comsol (2010) and are  
therefore omitted here. 

3.1 Geometry of the Base Case 

The model has the physical dimensions 6 m wide by 6 m deep by 10 m long. The 
reason for choosing these dimensions is that during a year, the temperature remains  
almost constant at 6 m below the surface.  
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Fig. 1. The geometry of the base case 

The earth tube is modeled as a cylindrical duct with a constant diameter through 
which the air is flowing at a constant mean velocity. The outlet of the duct is modeled 
as an outflow element which means that heat is only transferred through the surface 
by convection. The symmetry of the geometry is utilized to save computational time. 
The symmetry plane is modeled as an adiabatic surface. All remaining outer walls of 
the geometry except for the top surface, are modeled as adiabatic surfaces. The top 
surface assumes the ambient temperature at all times and is modeled as a temperature 
controlled surface which varies with time. In the simulations, the ambient temperature 
was modeled using a cosine function for the ease of implementation.  

3.2 Boundary and Initial Conditions of the Base Case 

The variation of the ambient temperature over time is shown in Fig. 2. The velocity at 
the inlet was modeled as a uniform velocity profile at 2 m/s. The inlet temperature of 
the air was assumed to be equal to the ambient temperature at all times. The turbu-
lence intensity at the inlet and the turbulence length scale was assumed constant at the 
inlet at 5 % and 0.07·d respectively. 

The initial conditions of the earth were assumed to be equal to the undisturbed 
temperature distribution of the ground. This temperature distribution was adopted 
from a model developed by Lee and Strand (2006). The initial temperature of the air 
in the duct as well as the duct walls was assigned the earth temperature at the depth of 
2.0 m for the base case.  
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Fig. 2. Ambient temperature variation 

3.3 Meshing 

A free meshing scheme was implemented by the software. Close to boundaries with 
fluid flow interaction, wall functions were applied to resolve the viscous sub layer. 
The y+ was checked and was never found to exceed the value 11.06. The mesh for the 
base case is shown in Fig. 3. The mesh was refined successively in order to produce 
accurate results while not spending unreasonable amounts of computational time. 
Several simulations were run to determine the final mesh. The difference in tempera-
ture between the chosen mesh and the successively finer mesh was 0.01 °C. 

 

 

Fig. 3. Mesh used for the base case 

3.4 Latent Heat Modeling 

The fact that the water in the ground freezes and melts also influence the simulation 
results. This effect can be considerable. By taking into account the latent heat con-
nected with the freezing and melting of the water in the ground, the energy saving  
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increased by up to 5 % for the heating season and by up to 9 % in the cooling season. 
The details on how the latent heat was modeled is explained in detail in Törnqvist 
(2011).The difference between a model with and without latent heat for the base case 
is shown in Fig. 4. 
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Fig. 4. Difference in energy saving for a model with and without considering latent heat of 
melting in the ground 

4 Data Reduction 

The heat that is taken up from or rejected to the earth by using the earth tube can be 
calculated as: 

( )ambearth tube out,air,p

2

earth tube ttc
4

d
wQ −⋅⋅⋅π⋅⋅ρ=  

This heat flow also represents the ventilation energy saved, as the ventilation system 
in the building now does not need to change the temperature as much as it would 
have, if there was no earth tube installed.  

The ventilation energy demand of the building considered can be calculated as: 

( )ambsupplyair,p

2

nventilatio ttc
4

d
wQ −⋅⋅⋅π⋅⋅ρ=  (1)

To put this energy saving into perspective, the relative energy saving is defined as: 

ambsupply

ambearth tubeout,

nventilatio

earth tube

t-t

tt

Q

Q −
=  (2)
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During the cooling season, the tout, earth tube can sometimes be lower than the desired 
supply temperature of the building, tsupply. In these cases, the ventilation energy saving 
is defined as the energy saved for cooling the air to the temperature, tsupply. 

It is also important to remember that during certain parts of the year, the ground 
duct should not be used at all. These cases occur during spring and autumn when the 
ambient air temperature changes faster than the ground temperature. The effect of the 
ground duct may hence be contrary to its intention. As an example we can consider a 
spring case; the ambient air temperature may be 10 °C while the ground temperature 
is 6 °C. Since the building still needs heating, allowing ventilation air through the 
ground duct will actually decrease the air temperature resulting in an increased venti-
lation heating demand. To eliminate this effect, the ventilation air must be allowed to 
bypass the ground duct system. 

In this report, we have eliminated this effect by monitoring the outlet temperature 
from the ground duct. For the heating season, we set the energy saving equal to zero for 
each time step when the ambient air temperature is higher than the outlet temperature of 
the ground duct. For the cooling season, we set the energy saving equal to zero when the 
ambient air temperature is lower than the outlet temperature of the ground duct. 

5 Parametric Study 

The parameters varied in this study include the duct depth, duct length, duct diameter, 
as well as the ventilation air velocity. In table 1, the range of the parameters varied is 
shown. It is important to remember that not all parameters have been varied for all 
cases. Instead the base case (one single duct with parameter values marked in bold in 
table 1) was used as a starting point and one parameter were varied while the others 
were kept constant and equal to their base case values. 

Table 1. Parameters that were varied 

Parameter   Values   

Duct depth [m] 1.5 2.0 3.5 4.5  

Duct length [m] 10 20 30  

Duct diameter, d, [m] 0.2 0.4 0.6 0.8  

Air velocity, w, [m/s] 1.0 1.5 2.0 2.5  

6 Results and Discussion 

6.1 The Base Case 

The base case is used as the reference case. From earlier we recall that the base case is 
a single duct with an air velocity of 2 m/s, a duct diameter of 20 cm, a duct depth of 2 
m, and a length of 10 m. Its thermal performance is shown in table 2. 
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Table 2. Thermal performance of the base case 

Base case  Heating season 

(6 Oct – 29 Mar) 

Cooling season 

(13 Jun - 18 Sep) 

Energy saving [kWh/year]  525 300 

Relative energy saving [%]  8.2 52.6 

Mean temperature change in earth tube [ °C]  1.5 -1.9 

 
The energy saving for the base case is 525 kWh/year for the heating season and 

300 kWh/year for the cooling season. This corresponds to an energy saving of 5 % for 
heating and 50 % for cooling compared to if no earth tube is used.  

6.2 Influence of Duct Depth 

The duct depth was varied between 1.5 and 4.5 m for the base case (i.e. the duct di-
ameter, length and air velocity was held at 20 cm, 10 m, and 2 m/s respectively).  
Results showed that the outlet temperatures of the earth duct differed only slightly 
during the heating season while the difference during the cooling season was larger. 
This is shown in Fig. 5, where it is obvious that the energy saving during the cooling 
season is much more dependent on the duct depth as compared to the heating season. 
The increase in total energy saving that comes from a deeper placed earth tube levels 
out at depth over 3.5 m.  
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Fig. 5. Energy saving as a function of duct depth 

6.3 Influence of Air velocity 

The air velocity was varied between 1 and 2.5 m/s for the base case (i.e. the duct di-
ameter, depth, and length was held at 20 cm, 2 m, and 10 m respectively). In Fig. 6, it 
is clearly shown that an increase in air velocity increases the energy saving. 
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Fig. 6. Energy saving as a function of Air velocity 

However, an increased air velocity also implies a higher volumetric flow rate. If 
the comparison is made for equal volumetric flow rate, the thermal performance of 
the duct can be shown. 
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Fig. 7. Energy saving per liter air as a function of Air velocity 

As shown in Fig. 7, the energy saving per liter air is decreasing. This means that  
although the total energy saving increases, it does not increase proportionally with 
increasing air velocity. Increasing the air velocity by 100 % does hence not increase 
the energy saving by 100 %. 

6.4 Influence of Duct Diameter 

The duct diameter was varied between 20 and 80 cm for the base case (i.e. the duct 
depth, length and air velocity was held at 2 m, 10 m, and 2 m/s respectively). Results 
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showed that the temperature change is larger for the ducts with smaller diameter com-
pared to the larger diameter ducts. However, as the volumetric flow rate is much larg-
er for the larger diameter ducts, the energy saving is larger for larger diameter ducts, 
see Fig 8.  
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Fig. 8. Energy saving as a function of duct diameter for a constant inlet velocity 

As the volumetric flow rate is increasing with increasing duct diameter in Fig. 8, it 
is interesting to see a comparison of the thermal performance at the same flow rate.  
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Fig. 9. Energy saving per liter air as a function of duct diameter 

In Fig. 9 it is shown that the energy saving per liter air is reduced with increasing 
duct diameter. The decrease in energy saving per duct that comes from an increase of 
the diameter of the duct levels out at diameters of 60 cm.  
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6.5 Influence of Duct Length 

The duct length was varied between 10 and 30 m for the base case (i.e. the duct di-
ameter, depth, and air velocity was held at 20 cm, 2 m, and 2 m/s respectively). A 
longer duct length results in a greater temperature change of the air. This is due to the 
prolonged time the air spends in the earth tube allowing more heat exchange to take 
place. The energy saving is also increased with increasing duct length which is shown 
in Fig. 10. 
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Fig. 10. Energy saving as a function of duct length 

As can be seen in Fig. 10, the energy saving is greatly increased with increasing 
duct length. However, increasing the duct length by 100% does not give an increase 
in the energy saving by 100%. In fact the total increase is 69 % if the duct length is 
increased from 10 to 20 m. The energy saving during the cooling season does not 
increase as much as it does during the heating season. This is explained by the fact 
that during some time of the cooling season, the outlet temperature from the earth 
tube is lower than the desired supply temperature of the building. Therefore, there are 
periods of time where the air from the earth duct is mixed with ambient air to achieve  
the desired supply temperature. 

7 Conclusions 

A numerical model has been developed to simulate the thermal performance of an 
earth tube. The software used was Comsol Multiphysics 4.0.a. The flow was assumed 
fully turbulent and for turbulence modeling, the k-ε-model implemented in the soft-
ware was used. A parametric study has been conducted where the influence of duct 
depth, duct diameter, duct length, and air velocity on the ventilation energy saving 
resulting from installing an earth tube has been studied. 

Results show that longer heat exchangers with a smaller diameter, lower air velocity 
and buried at a deeper depth gives a higher energy saving. The increase in efficiency 
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that comes from a deeper placed earth tube levels out at depths over 3.5 m. The decrease 
in efficiency that comes from an increase of the diameter of the duct levels out at diame-
ters of 60 cm. The total energy saving for one year increased by 70 % for a 20 m long 
earth tube compared to a 10 m long earth tube. The energy saving for the base case is 
525 kWh/year for the heating season and 300 kWh/year for the cooling season for a 
base case with a duct length of 10 m, a duct diameter of 20 cm, a duct depth of 2 m 
below the surface and an air velocity of 2 m/s. This corresponds to an energy saving of 
5 % for heating and 50 % for cooling compared to if no earth tube is used. 
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Abstract. Air-to-Earth heat exchangers (earth tubes) utilize the fact that the 
temperature in the ground is relatively constant during the year. By letting the 
air travel through an air-to-earth heat exchanger before reaching the house’s 
ventilation air intake the air gets preconditioned by acquiring heat from the soil 
in the winter, and by rejecting heat to the soil in the summer. There are few stu-
dies showing how large the energy saving would be by using earth tubes. The 
existing studies and models are adapted to a warm climate like India and South-
ern Europe. Few studies are made for a Nordic climate. 

To be able to use earth tubes efficiently, different parameters need to be op-
timized. A numerical model has been developed using Comsol Multiphysics 
4.0.a in order to study earth tubes with multiple ducts. Both the spacing be-
tween ducts as well as the number of ducts is simulated. Finally, results have 
been extrapolated to mimic an installation in a building with a large ventilation 
demand. Weather data for Stockholm, Sweden was used for all simulations. The 
soil type was chosen to be clay and the material of the duct was polyethylene.  

For the cases where the duct spacing was investigated, results showed that 
the outlet temperature of the earth ducts changed only marginally for the three 
cases simulated. The energy saving per duct showed a slight increase as the 
spacing was increased. For the cases with different number of ducts, the ener-
gy saving increases with increasing number of ducts. However, the increase in 
energy saving is less than the increase in heat transfer area. The case study 
considering a building with a large ventilation energy demand, several confi-
gurations of earth tube installations have been investigated. Results showed 
that the best configuration is a case with a small velocity, small duct diame-
ters, long ducts installed at as deep in the earth as possible. However, Once the 
depth goes below 3.5 m, the increase in energy saving is marginal. For the 
building having a ventilation air flow demand of 1000 liters/s, a configuration 
of 33 parallel ducts with a duct diameter of 20 cm and a spacing of 1 meter 
gave the greatest energy saving. For this configuration, a total energy saving of 
34.2 % is possible.  
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1 Nomenclature 

Symbol Description  

cp Specific heat at constant pressure (J/(kg·K)) 

d Duct diameter (m) 

Q Heat flow (W) 

ρ Air density (kg/m³) 

t Temperature (°C) 

w Air velocity (m/s) 

2 Introduction 

As discussed in the preceeding paper, Havtun and Törnqvist (2012), the renewed 
interest in air-to-earth heat exchangers (earth tubes) has increased in recent years due 
to the increasingly higher requirements for energy conservation. Earth tubes utilize 
the fact that the temperature in the ground is relatively constant during the year. By 
letting the air travel through an earth tube before reaching the house’s ventilation air 
intake, the air gets preconditioned by acquiring heat from the soil in the winter, and 
by rejecting heat to the soil in the summer. There are few studies showing how large 
the energy saving would be by using earth tubes. The existing studies and models are 
adapted to a warm climate like India and Southern Europe. Few studies are made for a 
Nordic climate. 

The more recent publications include Jalaluddin (2011), and Misra (2012) who 
used experiments who investigated the usage of earth tubes experimentally. Ascione 
et al. (2011), and Su et al. (2012) who performed numerical analysis of earth tubes, as 
well as Bansal et al. (2009), Trzaski and Zawada (2011), Badescu et al. (2011), and 
Bansal et al. (2012) who combined experimental and numerical investigations. None 
of these treated a nordic climate. 

Leopold (2006), Brinkley M (2009), Larson L (2009), and REHAU (2010) all  
describe actual installations of earth tubes. It is well known that one of the major dif-
ficulties with installing earth tubes is the air quality of the outlet air during certain 
periods of the year. The poor air quality is due to a number of reasons, the major one 
is the fact tha condensation of water from the air is taking place inside the tube during 
the cooling season. This condensation in turn may cause growth of bacteria or fungi 
inside the earth tube which is then spread to the indoor air. REHAU (2010) discuss 
this in detail and offer a solution to the problem. 

In this paper, based on the Master thesis by Törnqvist (2011), and the preceding 
paper by Havtun and Törnqvist (2012) a numerical model has been developed using 
Comsol Multiphysics 4.0.a in order to study earth tubes with multiple ducts. Both the 
spacing between ducts as well as the number of ducts is simulated. Finally, results 
have been extrapolated to mimic an installation in a building with a large ventilation 
demand. Weather data for Stockholm, Sweden was used for all simulations.  
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3 Numerical Model 

The earth tube has been modeled numerically using Comsol Multiphysics 4.0.a 
(2010). The modeling process is summarized in Havtun and Törnqvist (2012) and 
described in detail in Törnqvist (2011). This section is therefore a summary where 
necessary details for this paper are repeated.  

The thermo-physical properties for the earth (clay) in the model are described in 
Törnqvist (2011). Temperature dependent models for the thermal conductivity, specif-
ic heat, density, latent heat of melting for the earth (clay) has been derived and im-
plemented in the software. The choice of using clay as the earth material is due to the 
fact that it is very common in the Stockholm area. Other thermo-physical properties, 
e.g. for the air and the duct wall material, have been provided by the software. All 
materials used have been assumed to be homogeneous. 

The fluid flow and heat transfer model assumes that the flow is fully turbulent. For 
turbulence modeling, the built-in k-ε-model of the software has been used. The model 
is three-dimensional and transient. The time step chosen is 24 hours. 

3.1 Geometry of the Base Case 

The model has the physical dimensions 6 m wide by 6 m deep by 10 m long. The 
reason for choosing these dimensions is that during a year, the temperature remains 
almost constant at 6 m below the surface.  

The earth tube is modeled as a cylindrical duct with a constant diameter through 
which the air is flowing at a constant mean velocity. The outlet of the duct is modeled  
 

 
Fig. 1. The geometry of the base case 
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as an outflow element which means that heat is only transferred through the surface 
by convection. The symmetry of the geometry is utilized to save computational time. 
The symmetry plane is modeled as an adiabatic surface. All remaining outer walls of 
the geometry except for the top surface, are modeled as adiabatic surfaces. The top 
surface assumes the ambient temperature at all times and is modeled as a temperature 
controlled surface which varies with time. In the simulations, the ambient temperature 
was modeled using a cosine function for the ease of implementation.  

3.2 Boundary and Initial Conditions of the Base Case 

The variation of the ambient temperature over time is shown in Fig. 2. The velocity at 
the inlet was modeled as a uniform velocity profile at 2 m/s. The inlet temperature of 
the air was assumed to be equal to the ambient temperature at all times. The turbu-
lence intensity at the inlet and the turbulence length scale was assumed constant at the 
inlet at 5 % and 0.07·d respectively. 

 

Fig. 2. Ambient temperature variation 

The initial conditions of the earth were assumed to be equal to the undisturbed 
temperature distribution of the ground. This temperature distribution was adopted 
from a model developed by Lee and Strand (2006). The initial temperature of the air 
in the duct as well as the duct walls was assigned the earth temperature at the depth of 
2.0 m for the base case.  

4 Data Reduction 

The heat that is taken up from or rejected to the earth by using the earth tube can be 
calculated as: 

( )ambearth tube out,air,p

2

earth tube ttc
4

d
wQ −⋅⋅⋅π⋅⋅ρ=  
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This heat flow also represents the ventilation energy saved, as the ventilation system 
in the building now does not need to change the temperature as much as it would 
have, if there was no earth tube installed.  

The ventilation energy demand of the building considered can be calculated as: 

( )ambsupplyair,p

2

nventilatio ttc
4

d
wQ −⋅⋅⋅π⋅⋅ρ=  

To put this energy saving into perspective, the relative energy saving is defined as: 

ambsupply

ambearth tubeout,

nventilatio

earth tube

t-t

tt

Q

Q −
=  

During the cooling season, the tout, earth tube can sometimes be lower than the desired 
supply temperature of the building, tsupply. In these cases, the ventilation energy saving 
is defined as the energy saved for cooling the air to the temperature, tsupply. 

It should also be remembered that during some time of the year, the earth tube 
should not be in operation at all due to the inertia of the earth making the temperature 
in the ground change more slowly than the change in ambient air temperature. This is 
explained in Havtun and Törnqvist (2012). 

5 Parametric Study 

The parameters varied in this study include the distance between ducts and the num-
ber of ducts when multiple ducts are used in parallel. In table 1, the range of the pa-
rameters varied is shown.  

Table 1. Parameters that were varied 

Parameter    Values   

Duct spacing [m] 0.5 1.0 1.5  

Number of ducts  1 2 3 4 5 6 

6 Results and Discussion 

6.1 Influence of Duct Spacing 

By placing more than one duct in the ground, a larger energy saving can be achieved. 
However, placing the ducts too close to each other mean that the ducts are exchanging 
heat with the same earth, thereby “stealing” heat from each other. The duct spacing 
between two parallel ducts was varied between 0.5 and 1.5 m for the base case (i.e. 
the duct diameter, depth, length and air velocity was held at 20 cm, 2 m, 10 m, and 2 
m/s respectively). Results showed that the outlet temperature of the earth ducts 
changed only marginally for the three cases simulated. The energy saving per duct  
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showed a slight increase as the spacing was increased. In Fig. 3, the energy saving per 
duct is shown. In Fig. 3, the results for a single duct are also shown, the single duct 
represents a case with infinite spacing between the ducts. 
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Fig. 3. Energy saving per duct as a function of duct spacing 

6.2 Influence of the Number of Ducts 

Six ducts was placed at a spacing of 0.5 m while the other parameters were the same 
as for the base case; 20 cm duct diameter, 2 m duct depth, 10 m duct length, and an 
air velocity 2 m/s. In Fig. 4, the energy saving is shown. As can be seen, the energy 
saving increases with increasing number of ducts. However, the increase in energy 
saving is less than the increase in heat transfer area.   
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Fig. 4. Energy saving as a function of the number of ducts 
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In Fig. 5, the energy saving per duct is shown. As can be seen, the energy saving 
decreases as the number of ducts increases. Obviously, the ducts interfere with each 
other as shown in the previous section. 
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Fig. 5. Energy saving per duct as a function of the number of ducts 

In Fig. 6 and Fig. 7, temperature plots are shown. Fig. 6 represents a heating season 
temperature plot (January) while Fig. 7 represents a cooling season temperature plot 
(August). 

 

Fig. 6. Temperature plot during the heating season (January) 
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Fig. 7. Temperature plot during the cooling season (August) 

6.3 System Design Considerations - Case Study 

The results from the preceding parametric study, Havtun and Törnqvist (2012), and 
the results presented earlier in this section now allow us to consider system design 
aspects. From earlier results, it has been shown how different parameters influence 
the energy saving.  However, in some cases comparisons have been made between 
cases with different ventilation demands which consequently results in different 
energy savings. 

In this case study, the focus is set on a building with a larger ventilation energy 
demand. Different configurations of ground duct systems will be explored to find a 
configuration with the largest energy savings. In order to find all the necessary com-
binations of duct diameter, length, depth, spacing, and air velocity, the results from 
the parametric study above, and from the preceding paper, Havtun and Törnqvist 
(2012), has been interpolated and extrapolated. 

The ventilation flow rate for the building considered is 1000 liter/s and the supply 
temperature to the building, tsupply, is assumed to be 18 °C. Further, it is assumed that 
the building is located in Stockholm, Sweden with an ambient temperature according 
to Fig. 2. For these assumptions, the ventilation heating energy demand is 100 
MWh/year, and the cooling energy demand is 9.3 MWh/year for all cases shown here. 
In Table 2 and Table 3, some of the results are shown. The heating, cooling, and total 
energy saving is presented as a percentage of the energy demand. 
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Table 2. Heating, cooling, and total energy saving for an earth tube installation with 33 ducts in 
parallel, a duct diameter of 20 cm, and a velocity of 1 m/s 

Energy saving per year 

Length (m) 10 10 20 20 30 30 

Spacing (m) 0.5 1 0.5 1 0.5 1 

Depth (m) 

Heating (%) 1.5 9.9 10.4 16.9 17.6 22.8 23.9 

Cooling (%) 33.5 34.9 55.6 57.9 63.0 65.5 

Total (%) 11.9 12.5 20.2 21.1 26.2 27.4 

Heating (%) 2 10.9 11.4 18.5 19.3 25.0 26.1 

Cooling (%) 37.9 39.4 63.0 65.5 71.3 74.2 

Total (%) 13.2 13.7 22.3 23.2 28.9 30.2 

Heating (%) 2.5 11.2 11.7 19.0 19.8 25.7 26.8 

Cooling (%) 42.9 44.6 71.2 74.0 80.6 83.9 

Total (%) 13.9 14.5 23.4 24.4 30.3 31.7 

Heating (%) 3.5 11.8 12.3 20.1 21.0 27.2 28.4 

Cooling (%) 47.7 49.6 79.2 82.3 89.6 93.2 

Total (%) 14.9 15.5 25.1 26.2 32.5 33.9 

Heating (%) 4.5 11.9 12.4 20.1 21.1 27.3 28.5 

Cooling (%) 48.9 50.8 81.2 84.4 91.9 95.6 

Total (%) 15.0 15.7 25.3 26.4 32.8 34.2 

 
As can be seen in Table 2, the heating, cooling, and total energy saving is increas-

ing with the duct length, the duct spacing, and the duct depth. The best case can be 
found in the lower right hand corner of the table. For an installation with a duct depth 
of 4.5 m, a duct spacing of 1 m, and a duct length of 30 m, the total energy saving is 
34.2 %. However, the difference between duct depths of 3.5 m and 4.5 m is very 
small, and the extra work needed to excavate an extra meter of earth to install the 
ducts may not be economically feasible. 

By changing the velocity, the number of ducts needs to be changed in order to 
maintain the set air flow rate of 1000 liter/s. For a velocity of 1.5 m/s, the installa-
tion now requires only 22 ducts in parallel. The results for this case are shown in 
table 3. 
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Table 3. Heating, cooling, and total energy saving for an earth tube installation with 22 ducts in 
parallel, a duct diameter of 20 cm, and a velocity of 1.5 m/s 

Energy saving per year 

Length (m) 10 10 20 20 30 30 

Spacing (m) 0.5 1 0.5 1 0.5 1 

Depth (m) 

Heating (%) 1.5 8.1 8.5 13.8 14.4 18.7 19.5 

Cooling (%) 26.8 27.9 44.5 46.3 50.4 52.4 

Total (%) 9.7 10.1 16.4 17.1 21.4 22.3 

Heating (%) 2 8.7 9.1 14.8 15.4 20.0 20.9 

Cooling (%) 32.5 33.8 53.9 56.0 61.0 63.5 

Total (%) 10.7 11.2 18.1 18.9 23.5 24.5 

Heating (%) 2.5 9.3 9.7 15.7 16.4 21.3 22.2 

Cooling (%) 35.3 36.7 58.5 60.8 66.3 68.9 

Total (%) 11.5 12.0 19.4 20.2 25.1 26.2 

Heating (%) 3.5 9.6 10.0 16.3 17.0 22.0 23.0 

Cooling (%) 41.6 43.3 69.1 71.8 78.2 81.3 

Total (%) 12.3 12.8 20.7 21.6 26.8 27.9 

Heating (%) 4.5 9.4 9.9 16.0 16.8 21.7 22.7 

Cooling (%) 44.0 45.7 73.0 75.9 82.7 86.0 

Total (%) 12.4 12.9 20.9 21.8 26.9 28.1 

 
If results from Table 2 and Table 3 are compared, it can be seen that the energy sav-

ing presented in Table 2 is larger than in Table 3. This implies that increasing the ve-
locity does not increase the energy saving. Results for the velocities 2 m/s and 2.5 m/s 
reported in Törnqvist (2011) confirmed this finding. In that report, simulation results 
for installations using larger diameter ducts were also reported. Results showed that 
increasing the duct diameter, and thereby decreasing the number of ducts to maintain 
the air flow rate requirement, made the energy saving smaller than for cases with 
smaller duct diameters. These findings are in agreement with Hollmuller (2003) and 
other publications reviewed in the introduction of Havtun and Törnqvist (2012). 

7 Conclusions 

A numerical model has been developed using Comsol Multiphysics 4.0.a in order to 
study earth tubes with multiple ducts in parallel. Both the spacing between ducts as 
well as the number of ducts has been simulated. Finally, results have been extrapo-
lated to mimic an installation in a building with a large ventilation demand. Weather 
data for Stockholm, Sweden was used for all simulations. 
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For the cases where the duct spacing was investigated, results showed that the outlet 
temperature of the earth ducts changed only marginally for the three cases simulated. 
The energy saving per duct showed a slight increase as the spacing was increased. 

For the cases with different number of ducts, the energy saving increases with in-
creasing number of ducts. However, the increase in energy saving is less than the 
increase in heat transfer area. 

The case study considering a building with a large ventilation energy demand, sev-
eral configurations of earth tube installations have been investigated. Results showed 
that the best configuration is a case with a small velocity, small duct diameters, long 
ducts installed at as deep in the earth as possible. However, Once the depth goes be-
low 3.5 m, the increase in energy saving is marginal. For the building having a venti-
lation air flow demand of 1000 liters/s, a configuration of 33 parallel ducts with a duct 
diameter of 20 cm and a spacing of 1 meter gave the greatest energy saving. For this 
configuration, a total energy saving of 34.2 % is possible. 
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Abstract. Nowadays, promoting energy-efficient solutions will have a strong 
return on investment not only economically but also socially and environmen-
tally. As an added value to economic savings, the carbon footprint of the  
companies will be reduced and contribute to slowing down the environmental 
degradation and global warming. The IT-sector is no exception in this aspect. 
Swedish-Finnish Company TeliaSonera has taken a giant leap in the develop-
ment of energy reduction by introducing the Green Room Concept which  
combines not only an energy-efficient cooling production but also an efficient 
way of distributing the cooling air flow inside the room. Both of these technol-
ogies will reduce the energy needed for cooling the equipment on their own, but 
combining them ensures a very energy-efficient datacenter. Although geother-
mal cooling or free-cooling would be the preferred choice for cooling produc-
tion, it is dependent on the geographical location and climate conditions of the 
site, and investment potential of the company and hence not a possible solution 
in all cases. For these cases, the Green Room can be installed with a conven-
tional chiller-based cooling production and still reduce the energy consumption. 

The main feature of the Green Room concept is that the air coolers are in-
stalled along the length of the room parallel to the cabinet rows which will mi-
nimize the air flow complications in the cold aisle. This delivers cold air to the 
cabinet in a straight flow path to the racks and hence avoids the conventional 
raised floor to deliver cold air. One of the downsides of raised floor air-
distribution is that it usually suffers from maldistribution of cooling air meaning 
that some racks suffer from inadequate cooling. The improved air flow distribu-
tion of the Green Room concept consequently leads to a more efficient cooling 
system. By carefully ensuring that no cold air bypasses the racks, any unwanted 
mixture of hot and cold air is also eliminated. In conventional datacenters, this 
problem usually occurs because proper hot/cold aisle separation is often neg-
lected during construction. Furthermore, while many conventional datacenters 
face numerous problems as a result of messy cablings both inside and outside of 
the cabinets, the Green Room concept has managed to resolve these issues 
thanks to an effective cable management.  

The research method in this project was to conduct a series of experimental 
tests to collect as much necessary data as possible. During tests, temperatures 
inside the cold and hot aile were monitored and recorded. Special emphasis was 
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put on measuring the temperature distribution in the cold aisle as the tempera-
tures reflect the air distribution. Afterwards, the parameters used to evaluate the 
efficiency of the system were calculated and in some parts, simulated. Finally, 
the results were compared with other equivalent data and measurement from 
other datacenters and conclusions were made based on them. In addition to 
quantitative results based on a variety of calculations, the qualitative characte-
ristics of this approach are also included to provide the readers with a better 
outlook on the system while being compared to other solutions currently availa-
ble for datacenters. To assess the energy efficiency of a datacenter, critical 
measures such as Power Usage Effectiveness (PUE), defined as the total site 
power consumption divided by the power consumption of the IT-services, as 
well as the Coefficient of Performance (COP), defined as the power consumtion 
of the IT-services divded by the power consumtion needed to operate the cool-
ing system. Results show that the PUE with room operational temperature of 
22.5 °C can be as low as 1.05 for for a Green Room with geothermal cooling 
production, 1.11 for free-cooling, and 1.50 for chiller-based cooling production 
using old chillers and 1.32 for chiller-based cooling production using modern 
and more advanced chillers as compared to a PUE of 2.0 for a typical raised 
floor datacenter. 

1 Introduction 

To begin with, it seems necessary to describe what it is meant with a datacenter and 
why it is crucial to establish an efficient cooling system for it. A broad definition 
suggests that a datacenter is a centralized repository, either physical or virtual, for 
the storage, management, and dissemination of data and information organized 
around a particular body of knowledge or pertaining to a particular business. How-
ever in this report, a datacenter is defined as a facility that accommodates computer 
systems and a wide range of components and devices such as routers, servers, power 
conditioners and backup systems. 

The rising demand for IT services accompanied with the increased density of 
equipment (fulfilling the prediction of Moore’s law) have forced the IT companies to 
invest in new innovations and/or systems reducing the energy consumption. It has 
been estimated that data centers worldwide consumed about 1 % of the global elec-
tricity use in 2005 and that this electricity use doubled from 2000–2005. At an esti-
mated growth rate of 12 % per year after 2005, the absolute electricity use could be on 
pace to double again by 2011. (Howard and  Holmes 2012). The power consumption 
of a typical rack of servers in a data center is about 30 kW. Such power will increase 
nearly to 70 kW within the next decade due to the introduction of ultra-dense compu-
ting architectures (Lu et al. 2011). This significant growth in the number, size and 
power density of datacenters can also be fueled by paradigms such as software as a 
service (SaaS), cloud computing, a whole gamut of Internet-based businesses, social 
networking sites and multimedia applications and services (Marvah et al. 2010). 

Data center energy consumption in the US has doubled every five years, reaching 
about 110 billion kWh per year by 2011 and representing an annual electricity cost of 
7.4 billion US dollars. The peak load on the power grid from servers of data centers 
will be 12 GW by 2011, equivalent to the output of 25 baseload power plants. More 
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than half of the electrical power is used by cooling equipment and for power conver-
sion and distribution (Li 2012). On the other hand, the rising concerns about the envi-
ronmental impact of unsustainable use of energy resources and the consequent carbon 
footprint have raised the alarm for the IT-sector to move towards green energy man-
agement. Regardless of the driving forces above, the aim remains the same; reduction 
of energy consumption.  

Energy costs including cooling and thermal management make up a great portion 
of the datacenter operational cost. In typical datacenters, nearly half of the electrical 
power is consumed for cooling purposes and consequently, nearly half of the power 
consumption cost for datacenters is spent on cooling (Schulz 2009). For TeliaSone-
ras’s sites in Sweden and worldwide, the PUE is approximately 1.7 and 2.0  
respectively (Enlund and Lundén 2012). 

Today, most of the advanced datacenters use some sort of cold aisle/hot aisle ap-
proach to separate the cold and hot exhaust air. Basically, the aim is to cool down the 
hot exhaust air produced by the equipment in the datacenter and to return it in such a 
way that the internal temperature of the equipment remain below the maximum safe 
temperature. Cooling of hot exhaust air into cold air is performed by Computer Room 
Air Conditioning (CRAC) units or ordinary air conditioners (AC). In conventional 
datacenters, the cold air usually is delivered to the equipment from the tiled raised 
access floor between two rows of racks. However, an insufficient supply of cold air 
leaves the devices close to the top of the cabinets considerably warmer. This is due to 
several aspects, the most important being mixing of cold and hot airflow which re-
duce effectiveness of the air distribution and decreases the efficiency of the energy 
consumption. 

Other issues that datacenters often face is that the equipment inside the racks are 
changing because of renewal plans or due to the equipment layout, sometimes the 
rack themselves experience a dynamic configuration. Typically, ten percent of the 
equipment in a data center is replaced each month and the cooling design has to keep 
pace with this frequent change (Patankar 2010). As Beitelmal and Patel (2007) have 
touched upon, the CRAC units’ total capacity should be adequate for the actual heat 
load at any given time. Other known problems to cold aisle/hot aisle system are hot-
air recirculation and hotspots. Hotspots within the raised floor can increase the inlet 
air temperatures of the individual server racks. In order to compensate for these hots-
pots data center managers often choose excessively low temperature set points for the 
air conditioning, which can have a significant impact on the energy consumption and 
efficiency of the facility (Lopez and Hamann, 2011). Another problematic condition 
which usually occurs at conventional cold/hot aisle systems is bypass of cold airflow 
which occurs when the cold air which is supposed to cool down the equipment, by-
passes it and goes directly to the hot aisle. All the problems mentioned can be gener-
ally addressed as mal-provisioning and leads to waste of energy (Patel et al. 2002) and 
(Chao and Kim 2011). 

In this paper, which is based on a Master’s thesis by El Azzi and Izadi (2012), re-
sults from TeliaSonera’s Green Room are presented. The Green Room Concept cle-
verly avoids the downsides with the raised floor cooling system by placing the coolers 
in a face-to-face position in front of the cabinets. The results are acquired mainly by 
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measurements; however simulations and assumptions were also utilized when neces-
sary. Qualitative characteristics of the Green Room concept are included to provide 
the readers with a better outlook on the system while being compared to other solu-
tions currently available for datacenters. The energy-efficiency of the Green Room is 
assessed by presenting measures such as Power Usage Effectiveness (PUE) and the 
Coefficient of Performance (COP) which are defined below. 

2 Measures to Determine the Efficiency of the Cooling System 

Basically, there are two important efficiency indicators primarily used to evaluate the 
progress: 

1. The power usage effectiveness (PUE) 
PUE = Total facility power / IT equipment power 

2. The Coefficient of Performance (COP) 
COP = IT equipment power / total cooling power 

The IT equipment power includes the load that is associated with all IT equipment 
(such as servers, storage, and network equipment) and supplemental equipment (such 
as keyboard, video,and mouse switches; monitors; and workstations or mobile com-
puters) that are used to monitor or otherwise control the data center (Ebbers et al. 
2008). Total Facility Power includes the IT equipment as well as their supportive 
components like Uninterruptible Power Supply (UPS), generators, Power Distribution 
Units (PDU), batteries, CRACs, pumps, storage nodes and lighting.  

A crucial measure to calculate the efficiency of the system is the Power Usage Ef-
fectiveness (PUE). The closer the PUE value gets to 1, the more efficient the system 
will be. In other words, the amount of additional energy needed to accomplish ade-
quate removal of heat from the datacenter to the ambient must be calculated. As men-
tioned, the total facility power includes the IT equipment power and everything else. 
To be more specific, the remaining power is used mainly for cooling but also accounts 
for electricity losses in the UPSs, switchboards, generators, power distribution units, 
batteries etc. In this paper, only the power consumption of the air purifier will be con-
sidered as other power losses in the PUE calculations, and other minor equipment are 
deliberately omitted. 
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The Coefficient of Performance (COP) is also another measure to determine the cool-
ing efficiency of the whole system. It is generally used as a measure of efficiency of 
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3 The Green Room Components 

TeliaSonera designed and constructed a complete datacenter providing the necessary 
conditions to have a real-life test environment. The main part of the construction is 
the main room mostly consisting of the server racks, the coolers and optical fiber 
distribution frames. In addition, several other rooms have been built to provide sup-
plementary space for installation of the pump rack, the switchboards, DC batteries, 
UPSs and other indispensable elements to run the test. Besides, to get the instant tem-
perature, pressure and power-load data to control the datacenter environment and also 
to properly run the test, numerous sensors and measurement devices have been put in 
place in different parts of the system. These sensors and devices make up a “Datacen-
ter nervous system” providing the crucial information needed for determining the  
efficiency level of the Green Room. 

 

Fig. 1. Green Room and the rack components.  

In total, two rows of racks have been symmetrically set up in the main room. Each 
row consists of 10 cabinets to keep the routers, servers and the dummy loads. The 
distance between the two rows is 1.5 meters which is the width of the hot aisle. As 
Figure 1 shows, in the first row of racks, the 1st, 2nd and the 10th cabinets are equipped 
with real devices. Of the remaining racks, 16 are each equipped with 2 heaters (dum-
my loads) each producing up to 12 kW of heat. The only remaining rack (number 1:2) 
is provided with 4 dummy loads which totally generate up to 48 kW of heat. The 
dummy loads are put in place to simulate the role of the real telecommunication de-
vices in terms of power consumption and heat generation. 

Placing the coolers in a face-to-face position in front of the cabinets will minimize 
the air flow complications in the cold aisle. This delivers cold air to the cabinet in a 
straight flow path to the racks and hence avoids the conventional raised floor to deliv-
er cold air. The Green Room’s design provides a considerably better air distribution in 
the room leading to a more efficient cooling cycle.  

Inside the cabinets, numerous “blind panels” have been used below and above the 
heaters to minimize the fresh-air loss and unnecessary air flow. Each server rack has a 
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smaller cabinet placed between the main body and the ceiling. Between the top of the 
cabinets and the ceiling, special rectangular metal plates are designed and tightly put 
in place to fully isolate the hot and cold aisles from each other. Finally, the doors of 
the server racks are sufficiently perforated to let the cold air in with optimal flow rate. 

4 The Green Room’s Cooling System 

The cooling system used in the Green Room project comprises two rows of coolers in 
the main room and a pump rack in a room specifically designed for it. The distance 
between the rows of coolers and the cabinets (width of the cold aisles) is 1.2 meters. 
Each row consists of 5 identical SEE HDZ-3 coolers which are considered as one of 
the most efficient coolers in the world specifically designed for high-density datacen-
ters. The heat from the air absorbed by the SEE coolers is in turn heat exchanged to a 
water circuit. The water circuit consists of a pump rack system in another room and 
this pump rack system itself is backed up by an identical redundant one in an adjacent 
room to support the cooling system in case of malfunction of the first one. Each of 
these two adjacent rooms mainly contained a pump rack and a Siemens Control sys-
tem in charge of connecting and processing the thermal data from the whole system. 
Each pump rack includes one in-operation pump and a backup one. The cooling pro-
duction for the Green Room during winter is presently a free-cooling system from a 
nearby lake.  The cooling capacity is 60-750 kW. During summer, the cooling pro-
duction comes from conventional chillers. 

One of the main advantages of the Green Room compared to a typical raised floor 
approach is that the flow rate of each SEE cooler can be controlled and desirably ma-
nipulated. This feature is advantageous because a higher air flow rate can be directed 
towards high-heat-dissipating equipment in the racks. In fact, different equipment 
with different cooling needs have the chance to receive appropriate levels of air flow 
rather than being delivered equal amounts of fresh air. 

One of the reasons for the high efficiency of the SEE coolers is the absence of a 
built-in filter to capture tiny particles in the air. However, absence of such a filter 
inside the coolers needs to be compensated by utilizing a separate air purifier in the 
room. In this project, an air purifier consuming up to 400 watts was used and included 
in Pother in relevant power calculations for COP and PUE.  

The whole cooling system of the Green Room (including the coolers and the 
pumps) is supplied by a huge cooling production system dedicated to the whole build-
ing where the test room is located. To calculate the key values of this test including 
the COP and PUE, it is necessary to cover all the components contributing to the 
Green Room’s cooling system. To achieve this objective, the electricity consumption 
of the coolers and the pump racks were precisely measured during the test. Since the 
Green Room is supposed to be a universal solution, it was necessary to calculate the 
required electricity consumption for chiller-, free-cooling-, and geothermal-based  
systems shown in Table 1. 
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Table 1. Different cooling methods considered in COP and PUE calculations  

Cooling Method Cooling Production Based on: Internal Cooling System 

Entirely Chiller-based Chillers Conventional CRAC Units 

Test Site Summer Chillers SEE Coolers (Green Room) 

Test Site Winter Free Cooling SEE Coolers (Green Room) 

Geothermal Cooling Geothermal Cooling SEE Coolers (Green Room) 

4.1 Test Description 

During the test period, many values including the power load of the dummy heaters, 
fan speed of SEE coolers and the pump speed were changed in order to get wide va-
riety of data leading to the best conclusions. In general, 25 tests were performed, and 
some of the results are shown here divided into three groups: 

4.1.1 Efficiency Testing: Test 3 – 14 and Test 25 
In total, 13 tests were carried out to specifically evaluate the efficiency of the cooling 
system by applying different values for pump speed, fan speed of the SEE coolers, 
and heat load. In addition, before beginning Test 13, all the gaps, empty spaces, holes 
and openings in inside the room were carefully taped up to ensure the minimum air 
leakage and fluid mixture.  

4.1.2 Flow Leakages and Temperature Distribution Testing: Test 12 
Test 12 was exclusively conducted to determine which parts of the room were suffer-
ing from air flow leakage as a result of sealing imperfections or unwanted hot/cold air 
mixture. To achieve so, an infra-red camera was employed to provide accurate ther-
mal images of different parts of the room including back and front of the cabinets, 
cable trays, SEE coolers, hot aisle ceiling, containments and finally the whole cold 
aisles themselves.  

4.1.3 Containment Effect Testing: Test 17 – 22 
This series of tests were particularly carried out in order to determine how much the 
hot/cold air mixture prevention would be effective compared to a half-sealed or en-
tirely unsealed room. To achieve this, certain coverings including the cable racks’ 
cover plates and the cardboard-made vertical and horizontal stripes used on the walls 
of the room (adjacent to the two coolers’ rows) were all removed. The information 
obtained from these tests will be used to investigate how effective the sealing was in 
terms of energy efficiency. 

In addition to the tests above, other tests were carried out to investigate the thermal 
response of the Green Room in case of a cooling production failure. These results are 
presented in El Azzi and Izadi (2012). 
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5 Results and Discussion 

5.1 Undesired Heat Transfer vs. Air Flow 

Perhaps one of the largest problems that affect the efficiency of the cooling system in a 
datacenter is the unwanted heat transfer in the room between the cooling fluid and the 
environment before reaching the computer cabinets. In order to show how well cold 
fluid is isolated in the Green Room, the temperature difference between the outlet of the 
coolers and the inlet of the cabinets was measured for each test. The temperatures were 
measured by radio loggers which had been calibrated to an error of ± 0.5 °C. The tem-
perature difference was measured on three vertical levels for each row and averaged 
over the entire aisle. As can be seen in Table 2, the temperature differences are very 
small and in some cases even smaller than the error of the temperature reading devices. 
Even if a maximum error would be considered, the temperature difference is very small 
compared to conventional raised floor cooling systems as will be discussed below. 

Table 2. Associated ∆T with position of Radio loggers on the coolers and cabinets 

 Row 1 (CKA-CKE)  

Test # ∆T high ∆T middle ∆T low 

9 ~0 0.78 0.07 

10 0.39 0.63 0.3 

11 0.27 0.75 0.35 

13 0.15 1.09 0.11 

14 0.27 0.65 0.16 

17 0.14 0.3 0.43 

 
For all the data presented in this section, only a relatively small temperature gain of 

the cooling air before it reaches the cabinets (a maximum value of about 1 °C) occur. 
In contrast, in a published paper by TeliaSonera in 2009 (Enlund, 2009), similar mea-
surements were done on five conventional datacenter sites equipped with raised floor 
cooling systems. Figure 2 illustrates the difference in results obtained from the earlier  
 

 
Fig. 2. Temperature differences between the outlet temperature from the cooler and the inlet 
temperature of the rack of 5 other TeliaSonera datacenters compared with Green Room 
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TeliaSonera paper compared to the present results. For each site, the smallest and the 
largest temperature difference between the outlet temperature from the cooler and the 
inlet temperature of the rack is shown. For the Green Room, two results are shown, 
the worst case (GR_w) and the best case (GR_b). 

As can be seen in Figure 2, the Green Room has very small difference between the 
largest and the smallest temperature difference regardless if the best or worst case is 
considered. Looking at the data from conventional datacenters, for all sites there is a 
large difference between that largest and the smallest temperature difference indicat-
ing that the airflow distribution is far from uniform. In contrast, the Green Room  
provides a much more uniform airflow. 

5.2 Calculation of COP and PUE 

Based on the COP and PUE results from the tests presented in Table 3.  

Table 3. COP and PUE values based on cooling production in Test Site during both summer 
and winter 

 

Test 

Total Load  

IT Load 

Cooling 
within room

Cooling production

(kW) 

  COP   PUE   

# (kW) (kW)  Winter Summer Winter Summer Winter Summer 

3 160 157.9 1.9 14.5 46.4 9.8 3.31 1.119 1.322 

4 159.3 157.6 1.6 14.4 46.2 9.99 3.34 1.114 1.316 

5 353.4 346.6 3.2 31.9 102.5 10.06 3.34 1.122 1.326 

6 355.6 350.7 3.2 32.1 103.1 10.07 3.34 1.116 1.318 

7 351.3 348.5 3.2 31.7 101.9 10.05 3.34 1.109 1.311 

8 356.9 350.5 4.2 32.2 103.5 9.81 3.32 1.123 1.327 

9 355.9 349.2 5.9 32.1 103.2 9.36 3.26 1.129 1.333 

10 355.3 350.7 9.5 32.1 103 8.54 3.16 1.133 1.335 

13 324.8 302.5 6 29.3 94.2 9.2 3.24 1.192 1.406 

 
In Table 3, it can be seen that the COP is around 10 during winter and around 3.2 

during summer. The corresponding PUE data is around 1.12 and 1.32 for the winter and 
the summer respectively. One should recall that the cooling production during winter is 
free-cooling while the cooling production during summer is chiller based. The chiller 
used in the Green Room is modern and quite advanced which hence give very good 
performance. For older chillers, the PUE is expected to be around 1.5. If this is com-
pared to a raised floor cooling system for which the PUE usually goes up to and some-
times beyond 2.0, it can be concluded that by changing only the air distribution system 
to the Green Room Concept, significant energy savings can be achieved. 

Based on the results from the tests, the COP and PUE have been estimated for  
different cooling production technologies and is presented in Table 4.  
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Table 4. COP and PUE values for cooling production based on geothermal and free cooling 

Test Total Load IT Load Cooling within 
room 

Conventional 
Chillers 

 Geothermal  

# (kW) (kW) (kW) COP PUE COP PUE 

3 160 157.9 1.9 2.05 1.509 23.94 1.058 

4 159.3 157.6 1.6 2.06 1.503 25.12 1.054 

5 353.4 346.6 3.2 2.07 1.515 25.55 1.061 

6 355.6 350.7 3.2 2.07 1.506 25.59 1.055 

7 351.3 348.5 3.2 2.07 1.497 25.5 1.049 

8 356.9 350.5 4.2 2.05 1.515 23.97 1.062 

9 355.9 349.2 5.9 2.03 1.521 21.48 1.068 

10 355.3 350.7 9.5 1.99 1.522 17.6 1.072 

13 324.8 302.5 6 2.03 1.605 20.62 1.127 

 
Based on these estimations, the best efficiency was obtained for geothermal cool-

ing production, with a COP reaching up to 25.5 (at a Green Room temperature of 22.5 
°C) and a PUE as low as 1.05. 

5.3 Heat Leakage and Temperature Distribution in the Cold Aisle 

As Figure 3 below show, the higher part of the cold aisle generally receives more 
warmth compared to the bottom. This is due to heat conduction through the roof of the 
cold aisle. The hot air return ducts to the SEE coolers are located on top of the cold aisle 
and heat is conducted through the roof. To illustrate the temperature distribution in the 
cold aisle, a net was suspended between the SEE coolers (to the right) and the racks (to 
the left). To be able to see the temperature distribution, some of the net mesh was taped 
with ordinary paper tape. In this way, the infra-red camera can capture the air tempera-
ture. In Figure 3 below, the air temperature can be seen on the net. 
 

  
Fig. 3. Thermal images of the 1st cold aisle captured at two different occasions 
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5.4 Energy Reduction with the Green Room Concept - Economical 
Implications 

As was mentioned before, the Green Room approach has the potential to be utilized in 
all TeliaSonera’s 12,000 Telecom sites operating in Sweden (including datacenters, 
core sites for mobile operations and exchange stations). According to data provided 
by TeliaSonera (Enlund and Lundén, 2012) cooling constitutes 17.6 % of the total 
annual electricity consumption of TeliaSonera.  

Based on these facts and assuming an average PUE of 1.7 for the telecom sites be-
fore implementation of the Green Room approach, at least 61.5 GWh of electricity 
can be saved annually if the Green Room is correctly utilized in Sweden. In addition, 
based on the suggestions made by the company’s experts, the average PUE for Telia-
Sonera’s telecom sites around the world was considered to be 2.0. Based on this  
assumption, 236.9 GWh of electricity can be saved if all TeliaSonera telecom sites 
implement the Green Room system. A rough financial study is carried out to estimate 
the amount of money expected to be saved as the result of implementation of Green 
Room concept. As a result of these calculations, it is concluded that more than 9 mil-
lion USD can be saved annually if a PUE of 1.1 is achieved by implementation of the 
Green Room in all TeliaSonera datacenters in Sweden. In addition, more than 31 mil-
lion USD can be saved if this technology is applied to all TeliaSonera datacenters 
worldwide. 

6 Conclusions 

Different categories of tests with different purposes were carried out but the main aim 
of most of them was to examine the efficiency of the system through performing COP 
and PUE calculations. The Green Room was proven to have many advantages which 
have helped it to outpace many of its market rivals in terms of efficiency. For in-
stance, COP estimated in this paper can rise to 25.5 if the Green Room concept is 
combined with geothermal cooling production and reaching a PUE as low as 1.05. For 
free-cooling, the PUE was about 1.12. 

Comparing only the air distribution system to a raised floor system, the PUE for 
the Green Room having a chiller-based cooling production has a PUE of about 1.32 
for a modern chiller and 1.5 for an older one. This should be compared to the value of 
2.0 which is normally accepted as a standard value for chiller-based raised floor  
cooling systems. 

The advantages of the Green Room approach over many of its rivals in the market 
are effective aisle sealing, lack of a raised floor, fluid-mix prevention, distinctive 
layout of CRAC units inside the room, efficient cable management. One of the main 
advantages of the Green Room over typical raised floor approach is that the flow rate 
of each SEE cooler can be controlled and desirably manipulated. This feature is  
advantageous because a higher air flow rate can be directed towards high-heat-
dissipating equipment in the racks. In fact, different equipment with different cooling 
needs have the chance to receive appropriate levels of air flow rather than being  
delivered equal amounts of fresh air. 
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The project was focussed on assessing the efficiency of the Green Room concept 
for high-density datacenters. However, most of the datacenters utilized by TeliaSone-
ra are categorized as mid-density and therefore this study should be expanded to in-
vestigate the efficiency of not only mid-density but also low-density datacenters. In 
addition, it was realized that a great advantage of the Green Room concept is being 
capable to manipulate the air flow towards the hotspots in the aisle. Since this action 
will definitely save even more energy by reducing the unnecessary generation of cold 
air as well as reducing the fan power needed for air distribution. 

Acknowledgements. This paper is based on a MSc thesis written by Charles El Azzi 
and Roozbeh Izadi under the supervision of Hans Havtun, KTH Energy Technology. 
The project was initiated by the company TeliaSonera whose support is gratefully  
acknowledged. 

References 

Beitelmal, A.H., Patel, C.D.: Thermo-Fluids Provisioning of a High Performance High Density Data 
Center. Distributed and Parallel Databases 21(2-3), 227–238 (2007), doi:10.1007/s10619-005-
0413-0 

Chao, J., Kim, B.: Evaluation of air management system’s thermal performance for superior cool-
ing efficiency in high-density data centers. Energy and Buildings 43(9), 2145–2155 (2011) 

Ebbers, M., Galea, A., Schaefer, M., Tu Duy Khiem, M.: The Green Data Center: Steps for the Jour-
ney, An IBM Red paper publication (2008), http://ibm-vbc.centers.ihost.com/ 
site-media/upload/briefingcenter/ebc-2/flyer/ 
Green%20Data%20Center.pdf  

El Azzi, C., Izadi, R.: Green Room: A Giant Leap in Development of Green Datacenters, Master’s 
thesis EGI-2012-012MSC, KTH Royal Institute of Technology, Stockholm, Sweden (2012) 

Enlund, S., Lundén, D.: TeliaSonera. Personal communication (2012) 
Enlund, S.: Measurements Q 2009 Haninge DC (Project Sauna). TeliaSonera Energy Solutions 

(2009) 
Howard, A.J., Holmes, J.: Addressing data center efficiency: lessons learned from process 

evaluations of utility energy efficiency programs. Energy Efficiency 5, 137–148 (2012), 
doi:10.1007/s12053-011-9128-4 

Li, K.: Optimal power allocation among multiple heterogeneous servers in a data center. Sus-
tainable Computing: Informatics and Systems 2(1), 13–22 (2012),  

 http://dx.doi.org/10.1016/j.suscom.2011.11.002 
Lopez, V., Hamann, H.F.: Heat transfer modeling in data centers. International Journal of Heat 

and Mass Transfer 54(25-26), 5306–5318 (2011), http://dx.doi.org/10.1016/ 
j.ijheatmasstransfer.2011.08.012 

Lu, T., Lü, X., Remes, M., Viljanen, M.: Investigation of air management and energy perfor-
mance in a data center in Finland: Case study. Energy and Buildings 43(12), 3360–3372 
(2011) 

Marwah, M., Maciel, P., Shah, A., Sharma, R., Christian, T., Almeida, V., Araújo, C., Souza, 
E., Callou, G., Silva, B., Galdino, S., Pires, J.: Quantifying the Sustainability Impact of Data 
Center Availability. ACM SIGMETRICS Performance Evaluation Review 37(4), 64–68 
(2010), http://dx.doi.org/10.1145/1773394.1773405 



67  A Giant Leap in Development of Energy-efficient Cooling Solutions for Datacenters 755 

Patankar, S.V.: Airflow and Cooling in a Data Center, 2010, Airflow and Cooling in a Data 
Center. J. Heat Transfer 132(7), 073001 (2010),  

 http://dx.doi.org/10.1115/1.4000703 
Patel, C.D., Sharma, R., Bash, C.A., Beitelmal, A.: Thermal Considerations in Cooling Large 

Scale High Compute Density Data Centers. In: ITherm 2002. Eighth Intersociety Confe-
rence on Thermal and Thermomechanical Phenomena in Electronic Systems, pp. 767–776 
(2002) ISBN 0-7803-7152-6 

Schulz, G.: The Green and Virtual Data Center, pp. 8–139 (2009) ISBN 978-1420086669 



A. Håkansson et al. (Eds.): Sustainability in Energy and Buildings, SIST 22, pp. 757–778. 
DOI: 10.1007/978-3-642-36645-1_68               © Springer-Verlag Berlin Heidelberg 2013 

Chapter 68 
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Abstract. Ten years ago, the primary author developed the Building Energy-
Efficient Hive (BEEHive) concept in order to demonstrate in theory that 
environmental design – which is aimed at addressing environmental parameters 
– can support the design and operation of energy-efficient office buildings. This 
was a result of his analysis of the spheroid form’s efficiency in nature, and his 
development of a spheroid-like energy-efficient office built form that encloses 
and shades the most volume of office space with the least surface area possible. 
The BEEHive concept also incorporates several other aspects of the 
environmental design philosophy, including: site considerations (location and 
weather, microclimate, site layout and orientation); built form (shape, thermal 
response, insulation and windows/glazing); ventilation strategy; daylighting 
strategy; and services strategy (plants and controls, fuels and metering). 
Furthermore, several notable environmental design advocates and practitioners 
have made significant contributions in order to improve building performance. 
However, in practice environmental design has had limited success in the 
attainment of balance and optimisation in all aspects of energy use; hence there 
is typically a gap between predicted and actual office building energy use. This 
study has established the impacts of contributory factors in the gap between 
predicted and actual office building energy use, and it is a part of the primary 
author’s doctor of philosophy (Ph.D) research. It involved a combination of 
literature reviews, multiple case study research and comparative studies in order 
to build theory, and it established the reasons for the gap, as well as the best 
ways to bridge it for improved office building environmental design and energy 
performance. Analysis of the literature revealed two types of gaps, and these are 
a gap increase and a gap decrease, which are among the impacts attributable to 
contributory factors in the gap between predicted and actual office building 
energy use such as: the nature of environmental design measures implemented; 
weather variation and microclimates; unavailability of reliable building energy 
use data; limitations of building energy simulation software; level of hours of 
operation; and level and nature of occupancy. Amongst these, the key 
contributors to gap increases are increases in hours of operation and occupancy, 
and weather variation and microclimates. Their respective major impacts are 
discrepancy between predicted and actual hours of operation and increased 
energy use, increased heat output and uncertainties, and variable heating and 
cooling requirements. The key contributors to gap decreases are environmental 
design measures such as the use of: natural ventilation strategies; daylighting 
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strategies; solar photovoltaic systems; and spheroid-like built forms. Their 
respective major impacts are: the production of more energy than an office 
building uses; and energy uses that are below, for instance, Energy Consumption 
Guide 19 typical and good practice energy use for office type 4, and relevant 
ASHRAE (American Society of Heating, Refrigerating and Air Conditioning 
Engineers) standards. This study has contributed to ideas for the development of a 
Building Management System for Bridging the Gap, otherwise known as ‘BMS-
Optimum’, which is comprised of optimum conditions and considerations such as: 
optimum environmental design principles; optimum weather and microclimate 
considerations; accessibility to reliable office building energy use data; optimum 
building energy and environmental assessment; optimum hours of operation; and 
optimum level and nature of occupancy. Future work will include further 
development of BMS-Optimum, using methods such as: multiple case study 
research supported by building energy use audits, observations, questionnaire 
surveys, interviews, benchmarking and comparative studies; building energy 
simulations within multiple scenarios, parameters and variables, and supported by 
benchmarking and comparative studies; and peer reviews and focus group 
sessions. These will also help establish and validate a Framework for Improved 
Environmental Design and Energy Performance (FEDEP).  

Keywords: Energy Use, Environmental Design, Heating, Occupancy, Office 
Building, Ventilation, Weather.  

1 Introduction 

According to Holm (2006), environmental design involves addressing environmental 
parameters. Environmental design aims to facilitate the design and operation of 
energy-efficient buildings while addressing environmental parameters, including:  
site considerations (location and weather, microclimate, site layout and orientation); 
built form (shape, thermal response, insulation and windows/glazing); ventilation 
strategy; daylighting strategy; and services strategy (plants and controls, fuels and 
metering) (Shu-Yang et al., 2004; Strong, 2004; and Thomas, 2002). Furthermore, 
environmental design aims to mitigate negative environmental impacts while creating 
a harmonious relationship between the built, human and natural environments 
(McLennan, 2004). Such a harmonious relationship is important for building energy-
efficiency, and Hui (2002) states that building operations and energy-efficiency are 
among the green features for environmental design. In defining an energy-efficient 
building, Majumdar (2002) and Crawley et al. (2008) describe it as one that attains 
balance and optimisation in all aspects of its energy use that include: building form; 
building envelope; materials; daylighting and solar; infiltration; HVAC systems; 
space-conditioning; ventilation; electrical systems and equipment; and renewable 
energy systems. Thomas (2002) explains the economic importance of designing for 
energy-efficiency by stating that contrary to sceptical beliefs, the implementation of 
an environmental design philosophy has both significant short-term and long-term 
economic benefits for the end user.  
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Ten years ago, the primary author developed the Building Energy-Efficient Hive 
(BEEHive) concept in order to demonstrate in theory that environmental design – 
which is a philosophy aimed at addressing environmental parameters – can support 
the design and operation of energy-efficient office buildings (Osaji, 2002). This was a 
result of his analysis of the spheroid form’s efficiency in nature, and his development 
of a spheroid-like energy-efficient office built form that encloses and shades the most 
volume of office space with the least surface area possible (Osaji, 2002). The 
BEEHive concept also incorporates several other aspects of the environmental design 
philosophy (Osaji, 2002). Furthermore, several notable environmental design 
advocates and practitioners have made significant contributions in order to improve 
office building energy performance, and these include: Arup (Cramer, 2011; and 
Foster and Partners, 2012); Norman Foster (Foster and Partners, 2012); HOK 
(Beautyman, 2006; and Cramer, 2011); Ken Yeang (Greener Buildings, 2008); and 
several others. 

However, many modern buildings apparently do not perform well in terms of their 
energy use (Leaman et al., 2010). For instance, approximately 18 percent of United 
Kingdom (UK) CO2 emissions are attributable to energy use in the non-domestic 
building sector, which includes offices (UK-GBC, 2011). Office buildings contribute 
significantly to energy use and CO2 emissions, and to the total energy used by 
buildings globally (Action Energy, 2003; Mortimer et al., 2000; and Wade et al., 
2003). For instance, UK office buildings are significant contributors to energy use and 
CO2 emissions whereby combined heating and cooling loads contribute about 61 
percent to total annual energy use (Mortimer et al., 2000; and Wade et al., 2003). 
United States of America (U.S.) office buildings use the most energy of all U.S. 
building types. The 2003 Commercial Buildings Energy Consumption Survey 
(CBECS) shows that U.S. office building energy use represents 19 percent of all U.S. 
commercial energy use (EIA, 2011). The expenditure associated with such energy use 
exceeds 15 billion U.S. dollars (EIA, 2011). This is the highest energy expenditure 
among all U.S. commercial building types, and constitutes 23 percent of their energy 
expenditure (EIA, 2011).  

Unfortunately, there is typically a gap between predicted and actual building 
energy use (Azar and Menassa, 2010), and such significant gaps have been reported to 
occur (Bordass et al., 2004). In fact, these include gaps between predicted and actual 
office building energy use as described in: Diamond et al. (2006); EERE (2004c); 
EERE (2006c); Tuffrey (2005); and Wellcome Trust (2011).  

For instance, City Hall London had a 50 percent gap between its predicted energy 
use of 250 kWh/m2 and actual energy use of 376 kWh/m2 for 2004-2005 (Tuffrey, 
2005). This gap occurred despite the use of the Building Research Establishment 
Environmental Assessment Method (BREEAM), and building energy simulation for 
City Hall London’s energy assessment (Foster and Partners, 2002). This gap also 
occurred despite City Hall London receiving a BREEAM excellent rating in the 
Design, Operation and Management categories (Osaji et al., 2007; and Tuffrey, 2005).    

30 St Mary Axe London had a presumed 23.56 percent gap increase between its 
predicted energy use of 174 kWh/m2 (Foster and Partners, 2006b), and its predicted-
actual energy use of 215 kWh/m2 (Buchanan, 2007; and CTBUH, 2009). Despite the 
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implementation of environmental design measures (Foster and Partners, 2006b), 30 St 
Mary Axe London’s presumed 23.56 percent gap still occurred. The environmental 
design measures were meant to ensure 30 St Mary Axe London’s use of 50 percent 
less energy than a similar air conditioned prestige UK office building (Foster and 
Partners, 2006b). 

The Gibbs Building had a 0.65 percent gap between its predicted and actual energy 
use in 2005. This is based on its predicted energy use of 309 kWh/m2 and actual 
energy use of 311 kWh/m2 in 2005 (Wellcome Trust, 2011). Despite the 
implementation of commendable environmental design measures (Wellcome Trust, 
2011), the Gibbs Building’s 0.65 percent gap still occurred. The environmental design 
measures were aimed at ensuring the Gibbs Building uses significantly less energy 
than a standard building of similar volume (Wellcome Trust, 2011). The Gibbs 
Building had a 6.8 percent gap between its predicted and actual energy use in 2006. 
This is based on its predicted energy use of 309 kWh/m2 and actual energy use of 330 
kWh/m2 in 2006 (Wellcome Trust, 2011). Despite the implementation of 
commendable environmental design measures (Wellcome Trust, 2011), the Gibbs 
Building’s 6.8 percent gap still occurred. The environmental design measures were 
aimed at ensuring the Gibbs Building uses significantly less energy than a standard 
building of similar volume (Wellcome Trust, 2011).    

In the case of the Caribou Weather Forecast Office, it had an 11.85 percent gap 
increase between its predicted and actual energy use for 2003-2005. This is based on a 
predicted energy use of 447 kWh/m2, and an actual energy use of 500 kWh/m2 from 
utility bills for 2003-2005 (Diamond et al., 2006; and EERE, 2004c). The Caribou 
Weather Forecast Office’s 11.85 percent gap increase occurred despite the 
implementation of environmental design measures described in EERE (2004c). 

In the case of the U.S. EPA Science and Technology Center, it had a 1.66 percent 
gap increase between its predicted and actual energy use for 2003-2005. This is based 
on a predicted energy use of 842 kWh/m2 from simulation data for 2002, and an 
actual energy use of 856 kWh/m2 from utility bills for 2003-2005 (Diamond et al., 
2006; and EERE, 2006c). The U.S. EPA Science and Technology Center’s 1.66 
percent gap increase occurred despite the implementation of environmental design 
measures described in EERE (2006c). 

The cases of City Hall London, 30 St Mary Axe London, the Gibbs Building, the 
Caribou Weather Forecast Office, and the U.S. EPA Science and Technology Center 
depict instances where an office building energy use gap increase occurred despite the 
implementation of environmental design measures.  

However, there is the case of the Commerzbank Tower whose actual electricity 
energy use was about 20 percent less than predicted (Buchanan, 2007). In the case of 
the Hawaii Gateway Energy Center, it had a 36 percent gap decrease between its 
predicted and actual energy use for 2006-2007. This is based on a predicted energy 
use of 136 kWh/m2 from simulation data for 2003, and an actual energy use of 87 
kWh/m2 from utility bills for 2006-2007 (EERE, 2009c). The Hawaii Gateway 
Energy Center’s 36 percent gap decrease is partly attributable to the implementation 
of environmental design measures as described in EERE (2009c). Fortunately, the 
implementation of environmental design measures contributed to the Hawaii Gateway 
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Energy Center’s 36 percent gap decrease between its predicted and actual energy use 
for 2006-2007. According to EERE (2009c), one of these key environmental design 
measures is the use of a 20 kW photovoltaic system for generation of 24,455 kWh of 
electricity annually. These two particular cases depict instances where an office 
building energy use gap decrease occurs. This implies that actual energy use needs to 
be less than predicted energy use in order to decrease the gap between predicted and 
actual office building energy use. Therefore, the best ways to achieve such a gap 
decrease need to be established. For instance, Menezes (2011) states that initiatives by 
the Technology Strategy Board (TSB), as well as Royal Institute of British Architects 
(RIBA) and Chartered Institute of Building Services Engineers (CIBSE) aim to 
reduce the gap between predicted and actual building energy use. These initiatives 
are: TSB’s Building Performance Evaluation Programme; and RIBA and CIBSE’s 
CarbonBuzz (Menezes, 2011). This is important in order to bridge the gap between 
predicted and actual UK office building energy use for improved environmental 
design and energy performance.     

According to Demanuele et al. (2010), the significant gap that exists between the 
predicted and actual energy use of buildings is mainly as a result of a lack of 
understanding of the factors that affect building energy use. According to Leaman et 
al. (2010), several modern buildings experience poor performance, and this causes an 
embarrassment that leads to the non-publication of results and the perpetuation of past 
mistakes. This then makes it difficult to gain access to reliable data on UK building 
energy use and CO2 emissions (UK-GBC, 2011). In fact, attempts by this study to 
gain access to both predicted and actual UK office building energy use have been 
challenging. Therefore, Pett et al. (2005) suggests that there is a need for a centralised 
registry of UK building energy use data or UK building energy-efficiency data.   

Furthermore, the causes of the significant gap existing between predicted and 
actual energy use of office buildings also appear to be factors related to the building 
itself such as increased occupancy and operational hours (Tuffrey, 2005). 
Additionally, warm weather (Wellcome Trust, 2011), and the simulation process 
(Demanuele et al., 2010) are also factors responsible for such gaps. Since such gaps 
occurred despite the implementation of environmental design measures, it is 
necessary to establish the impacts of contributory factors in such gaps in order to 
improve office building environmental design and energy performance.  

2 Aim and Methods of This Study 

The aim of this study is to establish the impacts of contributory factors in the gap 
between predicted and actual office building energy use, and it is a part of the primary 
author’s doctor of philosophy (Ph.D) research. This study has been fulfilled using a 
combination of literature reviews, multiple case study research and comparative 
studies in order to build theory. This involved a desk based study in order to establish: 
the impacts of contributory factors in the gap between predicted and actual office 
building energy use; and a building management system (BMS-Optimum) for 
bridging this gap. The following methods were used: 
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• Data collection from literature of predicted and actual office building electricity 
and/or gas energy use.  

• Multiple case study research of predicted and actual office building energy use, 
including use of energy use audits in order to establish their energy performance, 
and the several instances whereby gaps have occurred. 

• Data collection from literature of the various factors that contribute to the gap 
between predicted and actual office building energy use. 

• Comparative studies of the various factors that contribute to the gap between 
predicted and actual office building energy use, and the various ways they affect 
office building energy performance.  

• Drawing conclusions from the deduced relationships between the factors that 
contribute to the gap between predicted and actual office building energy use, and 
their effect on office building energy performance.         

3 Findings 

This study has established three possible types of gaps between predicted and actual 
office building energy use. These are a gap increase, a gap decrease, and a zero gap, 
which are among the possible impacts attributable to contributory factors such as: the 
nature of environmental design measures implemented; weather variation and 
microclimates; unavailability of reliable building energy use data; limitations of 
building energy simulation software; level of hours of operation; and level and nature 
of occupancy.    

3.1 Nature of Environmental Design Measures Implemented 

3.1.1 Type of Orientation 
According to Foster and Partners (2002; and 2003), one of the key environmental 
design measures implemented in City Hall London is its type of orientation. The aim 
of City Hall London’s north-south axis orientation is to save energy (Foster and 
Partners, 2002; and Foster and Partners, 2003). The glazed facade of City London’s 
assembly chamber faces north in order to minimise solar gain by minimising the 
amount of direct sunlight falling on it (Foster and Partners, 2002; and Foster and 
Partners, 2003). City Hall also tilts towards the south where its floor plates are 
stepped inwards from its apex to base, thereby providing its offices beneath with 
natural shading against direct solar glare (Foster and Partners, 2002; and Foster and 
Partners, 2003).  

Although City Hall London had a 50 percent gap increase during 2004-2005 
(Tuffrey, 2005), its north-south axis orientation – as part of several environmental 
design measures – contributes to the following impacts:  

• City Hall London’s energy use is expected to be 25 percent of the energy use of a 
typical high-specification office building as described in Foster and Partners 
(2002).  
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• City Hall London’s energy use is 34 percent below the Energy Consumption Guide 
19 typical energy use for office type 4 (air conditioned, prestige office) as 
described in Spring (2005). 

3.1.2 Type of Built Form 
According to Lane (2004), 30 St Mary Axe London’s design is visually and 
environmentally innovative. One of the key environmental design measures 
implemented in 30 St Mary Axe London is its type of built form, which is described 
as unusual by C&A (2005) and a distinctive form by Foster and Partners (2006b). 30 
St Mary Axe London’s built form is generated by a radial plan with a circular 
perimeter, and responds to site constraints by widening as it rises and tapering 
towards its apex (Foster and Partners, 2006b). According to Freiberger (2007), the 
choice of this built form is aimed at maximising natural ventilation and natural 
lighting, which is expected to reduce its energy use costs attributable to air 
conditioning, heating and lighting. This built form – along with its transparency and 
fully glazed façade – permits the entry of sunlight into its interior, thereby reducing its 
need for artificial lighting (Foster and Partners, 2006b; and The Economist, 2004). 30 
St Mary Axe London’s aerodynamic built form also reduces the amount of wind 
deflected to the ground better than a cuboid tower of similar size (Foster and Partners, 
2006b; and Freiberger, 2007). Therefore, this creates external pressure differentials 
that facilitate a unique system of natural ventilation (Foster and Partners, 2006b). 
Although 30 St Mary Axe London had a presumed 23.56 percent gap increase 
between its predicted energy use (Foster and Partners, 2006b) and its predicted-actual 
energy use (Buchanan, 2007; and CTBUH, 2009), its built form – as part of several 
environmental design measures – contributes to the following impact:  

• Energy use that is expected to be 50 percent below the Energy Consumption Guide 
19 typical energy use for office type 4 (air conditioned, prestige office) as 
described in Foster and Partners (2006b).  

3.1.3 Type of HVAC Strategy 
There are several cases whereby the type of HVAC strategy used – as part of several 
environmental design measures – contributes either to an increase or a decrease in the 
gap between predicted and actual office building energy use.  

For instance, in the case of the Commerzbank Tower, its use of natural ventilation 
– whereby air movement is created and heat even captured without the need for a 
mechanical system – contributed to the following impact:  

• A 20 percent gap decrease in its electricity energy use than originally predicted 
(Buchanan, 2007).    

In the case of the Philip Merrill Environmental Center, its use of natural ventilation – 
as part of several environmental design measures – contributed to the following 
impact:  

• 66 percent less energy than a typical office building of the same volume (Clark 
Construction Group, 2011).    
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As described in Wellcome Trust (2011), the Gibbs Building’s use of chilled ceilings 
and a displacement ventilation system – as part of several environmental design 
measures – contributed to the following impacts:  

• Good comfortable conditions and less energy use than a variable air volume air 
conditioning system or traditional fan coil system. 

• Its total energy use was 10 percent below Energy Consumption Guide 19 good 
practice energy use for office type 4, and 45 percent below Energy Consumption 
Guide 19 typical energy use for office type 4 despite a 0.65 percent gap increase 
between its predicted and actual energy use in 2005.    

3.1.4 Type of Lighting Strategy 
There are several cases whereby the type of lighting strategy used – as part of several 
environmental design measures – either contributes to an increase in the gap between 
predicted and actual office building energy use or to office building energy-
efficiency.  

For instance, as described in EERE (2004c), the Caribou Weather Forecast 
Office’s lighting strategy includes the use of: an east-west axis floor plan orientation 
for the efficient use of daylighting; building elements for the redirection of daylight 
and for the control of glare; north/south roof monitors; and high-efficacy light sources 
such as high-efficacy T8 fluorescent lamps. The Caribou Weather Forecast Office’s 
lighting strategy – as part of several environmental design measures – contributes to 
the following impacts: 

• Expected annual energy use that is 32 percent less than that of a conventional 
building designed to ASHRAE 90.1-1999 standards (EERE, 2004c) despite the 
Caribou Weather Forecast Office’s 11.85 percent gap increase between its 
predicted and actual energy use for 2003-2005. 

As described in EERE (2006c), the U.S. EPA Science and Technology Center’s 
lighting strategy includes the use of: building elements for the redirection of daylight 
and for the control of glare; high-efficacy light sources such as high-efficacy T5 and 
T8 fluorescent lamps, and high-efficient lighting fixtures; and lighting controls using 
occupancy sensors. The U.S. EPA Science and Technology Center’s lighting strategy 
– as part of several environmental design measures – contributes to the following 
impacts:  

• It is 25 percent more energy-efficient than other EPA laboratories (EERE, 2006c) 
despite a 1.66 percent gap increase between its predicted and actual energy use for 
2003-2005.  

3.1.5 Type of Services Strategy 

There are several cases whereby the type of services strategy used – as part of several 
environmental design measures – either contributes to a decrease or an increase in the 
gap between predicted and actual office building energy use or contributes to office 
building energy-efficiency.  
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For instance, as described in EERE (2009c), the Hawaii Gateway Energy Center’s 
services strategy includes the use of: electric ambient lighting controls using 
occupancy sensors and photo sensors; a 7.22°C deep seawater cooling system, which 
is pumped from 3,000 feet below sea level and distributed through cooling coils for 
passive cooling; and a 20 kW photovoltaic system for generation of more electricity 
annually than the Hawaii Gateway Energy Center uses, which has led to it becoming a 
net-exporter of electricity. The Hawaii Gateway Energy Center’s services strategy – 
as part of several environmental design measures – contributes/contributed to the 
following impacts:        

• Its energy use is designed to be approximately 20 percent of that of a comparable 
building designed in minimal compliance with ASHRAE 90.1-1999 standards 
(EERE, 2009c). 

• A 36 percent gap decrease between its predicted and actual energy use for 2006-
2007. 

As described in Wellcome Trust (2011), the Gibbs Building’s services strategy 
includes the use of: lighting controls using occupancy sensors; a demand-led BMS 
(Building Management System), which controls the Gibbs Building’s plant in order to 
facilitate efficient working of its ventilation, heating and cooling so that they only 
function when required; low NOx burners on boilers, including the use of boilers that 
are fitted with high efficiency burners, which is aimed at limiting the production of 
pollutants; real time energy monitoring of all of the Gibbs Building’s incoming utility 
supplies such as gas, water and electricity; and low flow or low flush toilets, that is, 
toilets fitted with low flush cisterns that consume only six litres of water per flush 
instead of the nine litres of water per flush used by standard cisterns. The Gibbs 
Building’s services strategy – as part of several environmental design measures – 
contributed to the following impacts:        

• Its total energy use was 5 percent below Energy Consumption Guide 19 good 
practice energy use for office type 4, and 41 percent below Energy Consumption 
Guide 19 typical energy use for office type 4 despite a 6.8 percent gap increase 
between its predicted and actual energy use in 2006 (Wellcome Trust, 2011).    

3.2 Weather Variation and Microclimates 

There are several cases whereby weather variation and microclimates contribute to an 
increase in the gap between predicted and actual office building energy use.   

For instance, in Osaji and Price (2010), several simulations of the energy use of 
purpose-built models were undertaken, and these purpose-built models are 
representative of a single room as a sample of a building. They had the same: built 
form; height; volume; time zone; climate zone; hours of operation; design conditions; 
HVAC system; level and nature of occupancy; and material assignments (Osaji and 
Price, 2010). However, they were situated in four different cities in England (Osaji 
and Price, 2010), and these are: Birmingham; London; Manchester; and Newcastle. 
According to Osaji and Price (2010), the single room experienced weather variation 
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and microclimates because of its location in different cities, which contributed to the 
following impacts:   

• It used the most energy for heating in Newcastle than in Manchester, Birmingham 
and London. It also used the second most energy for heating in Manchester than in 
Birmingham and London.    

• It used the least energy for heating in London than in Newcastle, Manchester and 
Birmingham. 

• Its maximum heating occurred on four different days between December and 
February, that is, 13th January, 11th February, 15th February, and 24th December. 
However, no cooling occurred over a 12 month period between January and 
December. 

In the case of the Gibbs Building, the 2006 summer warm weather that often 
exceeded 33°C contributed to the following impacts:   

• An unusually high cooling load that resulted in the Gibbs Building’s electricity 
consumption rising above the best practice guideline (Wellcome Trust, 2011). 

• A 6.8 percent gap increase between the Gibbs Building’s predicted and actual 
energy use in 2006 (Wellcome Trust, 2011). 

Therefore, weather variation and microclimates contribute to the following impacts: 

• Variable building heating and cooling requirements and variable building energy 
performance because of exposure to weather variation and microclimates (Osaji 
and Price, 2010).   

• A gap increase between predicted and actual office building energy use because of 
exposure to weather variation and microclimates (Wellcome Trust, 2011). 

• The assumption that a gap decrease between predicted and actual office building 
energy use will likely occur because of reduced exposure to weather variation and 
microclimates. 

3.3 Unavailability of Reliable Building Energy Use Data 

There are several cases whereby the unavailability of reliable building energy use data 
contributes to an increase in the gap between predicted and actual office building 
energy use. According to UK-GBC (2011), it is difficult to gain access to reliable data 
on UK building energy use and CO2 emissions. Leaman et al. (2010) suggests that 
this is because people involved with poor building performance are embarrassed to 
publish the results, which indirectly helps perpetuate the same mistakes. This occurs 
during the design stage because when actual building data is unavailable, the 
prediction of building energy use is based more on assumptions and estimates 
(Demanuele et al., 2010). In the absence of actual building data, building energy use 
at the design stage may be based on assumptions and estimates from sources such as 
design guidelines and experience (De Wit, 1995; De Wit, 2004; and Demanuele et al., 
2010). However, such assumptions and estimates do not equate to actual building 
energy use data (Demanuele et al., 2010; and Norford et al., 1994). 



 68  The Impacts of Contributory Factors 767 

In the case of 30 St Mary Axe London, its presumed 23.56 percent gap increase is 
based on its predicted energy use in Foster and Partners (2006b), and its predicted-
actual energy use data and assumptions in Buchanan (2007) and CTBUH (2009). 
However, the actual energy use data for 30 St Mary Axe London is unavailable. This 
makes it difficult to ascertain the actual energy use of 30 St Mary Axe London. 

In the case of the Office of Energy Efficiency and Renewable Energy (EERE) 
Buildings Database (EERE, 2011), it is not possible to establish the gap between the 
predicted and actual energy use of 47 of its 50 office buildings, and this is because of 
the unavailability of either their predicted or actual energy use data. 

These cases demonstrate the difficulty in gaining access to UK and U.S. building 
energy use data. This issue hinders the opportunity to learn from past mistakes, and 
contributes to the repetition of the same mistakes (Leaman et al., 2010). Pett et al. 
(2005) suggests a way to address this issue when it states that there is a need for a 
centralised registry of UK building energy use data or building energy-efficiency 
data. This study supports this suggestion. However, such a centralised registry or 
database should also be comprised of knowledge about the impacts of contributory 
factors in the gap between predicted and actual UK office building energy use. This 
will contribute to this study’s development of a System for Bridging the Gap between 
Predicted and Actual Office Building Energy Use.  

Therefore, the unavailability of reliable building energy use data contributes to the 
following impacts: 

• A significant gap between predicted and actual building energy use due to a lack of 
knowledge about the factors affecting building energy use (Bordass et al., 2004; 
and Demanuele et al., 2010).  

• A lack of opportunity for all those interested in building performance to learn from 
past mistakes, which indirectly helps perpetuate the same mistakes (Leaman et al., 
2010). 

• Prediction of building energy use that is based more on assumptions and estimates 
instead of actual building data (Demanuele et al., 2010). 

3.4 Limitations of Building Energy Simulation Software 

There are several cases whereby the limitations of building energy simulation 
software contributes to an increase in the gap between predicted and actual office 
building energy use. Bordass et al. (2004) and Demanuele et al. (2010) state that the 
significant gap between predicted and actual building energy use is partly attributable 
to the building energy simulation process used to predict building energy use at the 
design stage. Demanuele et al. (2010) suggests that the reason for this is because it is 
impossible for the simulation model to be an exact replica of the actual building, and 
such discrepancy affects the final result (De Wit, 2001; and MacDonald et al., 1999). 
A validation of building energy simulation programs undertaken by Lomas et al. 
(1997) suggests that the occurrence of variability is likely as a result of differences 
between the simulation programs, and not because of the way they were used.  
An investigation was undertaken by Raslan and Davies (2010) into prediction 
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inconsistencies between accredited building energy simulation tools. This 
investigation revealed tool applicability limitations, and variability between produced 
compliance benchmarks (Raslan and Davies, 2010). However, De Wilde and Tian 
(2009) state that various factors, including weather variation, building use variation, 
electronic equipment and lighting trends, building refurbishment, and mechanical 
HVAC system upgrades introduce uncertainties into building simulation predictions. 

In the case of City Hall London, a 50 percent gap increase occurred between its 
predicted and actual energy use (Tuffrey, 2005) despite Foster and Partners (2002) 
using building energy simulation for design studies to predict City Hall London’s 
energy use and to develop its low energy use strategies.         

In the case of the Caribou Weather Forecast Office, an 11.85 percent gap increase 
occurred between its predicted and actual energy use for 2003-2005 (Diamond et al., 
2006; and EERE, 2004c). This occurred despite using the Multi-Criteria Decision 
Making Tool and DOE-2 building energy simulation software (EERE, 2004b). 

In the case of the U.S. EPA Science and Technology Center, a 1.66 percent gap 
increase occurred between its predicted and actual energy use for 2003-2005 
(Diamond et al., 2006; and EERE, 2006c). This occurred despite using the DOE-2 
building energy simulation software (EERE, 2006c). In fact, it occurred despite the 
design team using energy modelling in order to undertake comparative studies 
between the U.S. EPA Science and Technology Center and a base case meeting the 
ASHRAE 90.1 standard (EERE, 2006c). 

Therefore, the limitations of building energy simulation software contribute to the 
following impacts: 

• The occurrence of a gap increase between predicted and actual building energy use 
because simulation models are not 100 percent exact replicas of actual buildings, 
and such discrepancy affects both the building energy simulation process used for 
predictions at the design stage, and the final result (Demanuele et al., 2010; De 
Wit, 2001; and MacDonald et al., 1999).  

3.5 Level of Hours of Operation 

There are several cases whereby the level of hours of operation contributes either to 
an increase or a decrease in the gap between predicted and actual office building 
energy use. Plant operating hours that may differ from assumptions made in initial 
predictions is one of the likely reasons for the gap between predicted and actual 
building energy use (Demanuele et al., 2010; and Mason, 2004). Furthermore, the 
longer hours of operation of equipment and appliances than originally predicted are 
another likely reason for the gap between predicted and actual building energy use 
(Demanuele et al., 2010).   

In the case of City Hall London, the 50 percent gap increase between its predicted 
and actual energy use for 2004-2005 was partly attributable to an increase in annual 
operational hours than originally predicted (Tuffrey, 2005). In 2005, the Mayor of 
London explained that City Hall London’s annual operational hours were over 50 
percent greater than originally predicted (Tuffrey, 2005). He attributed this to City 



 68  The Impacts of Contributory Factors 769 

Hall London’s hosting of a range of evening and weekend events, and its high public 
access as a result of tourism (Tuffrey, 2005).  

In the case of 30 St Mary Axe London, Maria Gillivan of 30 St Mary Axe (2011) 
states that the building is open to all its occupiers for 24 hours a day and seven days a 
week, that is, a total of 168 hours per week. This has contributed to its presumed 
23.56 percent gap increase, which is based on its predicted energy use in Foster and 
Partners (2006b), and its predicted-actual energy use in Buchanan (2007) and 
CTBUH (2009). 

In the case of the Caribou Weather Forecast Office, it is occupied 168 hours per 
week (EERE, 2004a), and had an 11.85 percent gap increase between its predicted 
and actual energy use for 2003-2005. 

In the case of the U.S. EPA Science and Technology Center, it is occupied 
approximately 55 hours each week (EERE, 2006a), and had a 1.66 percent gap 
increase between its predicted and actual energy use for 2003-2005. 

However, in the case of the Hawaii Gateway Energy Center, it is occupied 40 
hours per week (EERE, 2009a), and had a 36 percent gap decrease between its 
predicted and actual energy use for 2006-2007.  

Therefore, the level of hours of operation contributes to the following impacts:  

• The occurrence of a gap increase between predicted and actual building energy use 
because of an increase in the level of hours of operation (Tuffrey, 2005).  

• Discrepancy between shorter predicted hours of operation and longer actual hours 
of operation, which leads to the occurrence of a gap increase between predicted 
and actual building energy use (Tuffrey, 2005).    

• The assumption that a gap decrease between predicted and actual building energy 
use will likely occur because of a decrease in the level of hours of operation.  

• The assumption that a discrepancy between longer predicted hours of operation 
and shorter actual hours of operation will likely lead to a gap decrease between 
predicted and actual building energy use.    

3.6 Level and Nature of Occupancy 

There are several cases whereby the level and nature of occupancy, that is, values for 
number of people and their average heat output contributes either to an increase or a 
decrease in the gap between predicted and actual office building energy use. In fact, 
Azar and Menassa (2010) states that a contributory factor in the gap between 
predicted and actual building energy use is occupancy energy attributes, that is,  
the presence of occupants and their influence on energy use. Building energy 
performance is influenced by occupants because they exercise control over lighting, 
ventilation, internal temperature, and electrical/mechanical equipment (Demanuele et 
al., 2010; De Wit, 1995; and MacDonald et al., 1999). Occupancy patterns and 
behaviour are also unpredictable and this contributes to significant uncertainties  
in building energy use predictions (Demanuele et al., 2010; De Wit, 1995; and 
MacDonald et al., 1999).  
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In the case of City Hall London, the 50 percent gap increase between its predicted 
and actual energy use for 2004-2005 was partly attributable to an increase in its staff 
occupancy than originally envisaged (Tuffrey, 2005). In 2005, the Mayor of London 
explained that City Hall London had a 53 percent increase in the number of staff it 
originally planned to accommodate (Tuffrey, 2005). He attributed this to City Hall 
London accommodating 650 staff, that is, 224 more staff than the 426 staff originally 
envisaged (Tuffrey, 2005).  

In the case of the 778m2 Caribou Weather Forecast Office, it is typically occupied 
by 22 people at 168 hours per person per week, and its building operations room is 
usually occupied by two people during off-hours (EERE, 2004a). It also had an 11.85 
percent gap increase between its predicted and actual energy use for 2003-2005 
(Diamond et al., 2006; and EERE, 2004c).  

In the case of the 334m2 Hawaii Gateway Energy Center, it is typically occupied 
by four people at 40 hours per person per week, and 300 visitors per week at 2 hours 
per visitor per week (EERE, 2009a). It also had a 36 percent gap decrease between its 
predicted and actual energy use for 2006-2007 (EERE, 2009c).  

In the case of the 6,680m2 U.S. EPA Science and Technology Center, it is typically 
occupied by 110 people at approximately 55 hours per person per week (EERE, 
2006a). It also had a 1.66 percent gap increase between its predicted and actual 
energy use for 2003-2005 (Diamond et al., 2006; and EERE, 2006c). 

In the case of the 76,400m2 of accommodation for 30 St Mary Axe London (Foster 
and Partners, 2006b), 30 St Mary Axe (2011) states that its predicted level of 
occupancy is 4,000 people. 30 St Mary Axe (2011) further states that 30 St Mary Axe 
London has design criteria of one person per 10m2. However, Foster and Partners 
(2006a) states that 30 St Mary Axe London’s predicted level of occupancy is 3,500 
people. This appears to be a discrepancy in the predicted level of occupancy for 30 St 
Mary Axe London. It also had a presumed 23.56 percent gap increase, which is based 
on its predicted energy use in Foster and Partners (2006b), and its predicted-actual 
energy use in Buchanan (2007) and CTBUH (2009).  

Therefore, the level and nature of occupancy contributes to the following impacts:  

• The occurrence of a gap increase between predicted and actual building energy use 
because of an increase in the level and nature of occupancy (Tuffrey, 2005).  

• An increase in occupancy heat output and significant uncertainties in building 
energy use predictions because of an increase in occupancy numbers, patterns and 
behaviour (Demanuele et al., 2010; De Wit, 1995; and MacDonald et al., 1999).   

• The assumption that a gap decrease between predicted and actual building energy 
use will likely occur because of a decrease in the level and nature of occupancy.   

• The assumption that both a decrease in occupancy heat output and a decrease in 
uncertainties in building energy use predictions will likely occur because of a 
decrease in occupancy numbers, patterns and behaviour.    

4 Discussion 

In several cases reviewed by this study, it was established that more instances of gap 
increases between predicted and actual office building energy use occurred compared 
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to instances of gap decreases between predicted and actual office building energy use. 
For instance, gap increases between predicted and actual office building energy use 
occurred in five of the eight cases reviewed, and these are the: Caribou Weather 
Forecast Office; City Hall London; Gibbs Building; and U.S. EPA Science and 
Technology Center. A presumed gap increase between predicted and predicted-actual 
office building energy use occurred in one of the eight cases reviewed, and this is 30 
St Mary Axe London. A gap decrease between predicted and actual office building 
energy use occurred in two of the eight cases reviewed, and these are the: 
Commerzbank Tower; and Hawaii Gateway Energy Center. 

These suggest that it is more likely for actual office building energy use (in 
kWh/m2) to be greater than predicted office building energy use (in kWh/m2). 
However, this practice is unacceptable because it is preferable for actual office 
building energy use to be less than predicted office building energy use. Therefore, it 
is important to ensure that this becomes the practice because it signifies office 
building energy-efficiency and environmental best practice.    

In the cases reviewed by this study, it was established that the gap increase and gap 
decrease between predicted and actual office building energy use are attributable to 
the impacts of several contributory factors such as:  

• Nature of Environmental Design Measures Implemented: type of orientation; type 
of built form; type of HVAC strategy; type of lighting strategy; and type of 
services strategy.   

• Weather Variation and Microclimates.  
• Unavailability of Reliable Building Energy Use Data. 
• Limitations of Building Energy Simulation Software. 
• Level of Hours of Operation. 
• Level and Nature of Occupancy.  

There were also much more cases reviewed by this study that, for instance, 
demonstrated the difficulty in gaining access to UK and U.S. building energy use 
data. It is difficult to gain access to reliable data on office building energy use. This 
contributes to the perpetuation of past mistakes that are associated with building 
energy use. This study has had challenging experiences while attempting to gain 
access to both predicted and actual UK and U.S. office building energy use data. In 
addition to the gap between predicted and actual office building energy use, this study 
identified another type of gap, which is the gap between available and unavailable 
reliable office building energy use data. The latter type of gap occurs when only one 
of either predicted or actual reliable office building energy use data is available. 
Therefore, this study supports the establishment of a Centralised Database of Reliable 
UK Office Building Energy Use, which should also be comprised of knowledge of the 
impacts of contributory factors in the gap between predicted and actual UK office 
building energy use. This will contribute to this study’s ideas for the development of a 
Building Management System for Bridging the Gap between Predicted and Actual 
Office Building Energy Use, otherwise known as ‘BMS-Optimum’.  

It is expected that such a Centralised Database of Reliable UK Office Building 
Energy Use – and comprised of knowledge of the impacts of contributory factors in 
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the gap between predicted and actual UK office building energy use – will, for 
instance, contribute to reducing the limitations of building energy simulation 
software. It is expected that it will do this by facilitating the creation of simulation 
models that: are much better replicas of real office buildings and their energy use 
scenarios; and lead to more accurate office building energy use predictions. For 
instance, this is important in order to successfully forecast and pre-empt discrepancies 
in office building hours of operation so that office buildings achieve actual hours of 
operation that are shorter than their predicted hours of operation. It is also important 
in order to successfully forecast and pre-empt discrepancies in office building 
occupancy so that office buildings achieve actual occupancy levels that are shorter 
than their predicted occupancy levels. Perhaps this will prevent cases like that of City 
Hall London whereby the 50 percent gap increase between its predicted and actual 
energy use in 2004-2005 was attributable to an increase in its hours of operation and 
occupancy levels than originally envisaged.      

However, the nature of environmental design measures implemented, including the 
type of HVAC strategy such as natural ventilation is important because it was shown 
by this study to contribute to: a gap decrease between predicted and actual office 
building energy use; and office building energy-efficiency. For instance, in the cases 
of 30 St Mary Axe London and City Hall London, the implementation of natural 
ventilation partly contributed to energy use that was below Energy Consumption 
Guide 19 typical energy use for office type 4. Furthermore, the implementation of 
natural ventilation contributed to: a 20 percent gap decrease in the Commerzbank 
Tower’s electricity energy use than originally predicted; and the Philip Merrill 
Environmental Center’s 66 percent less energy use than a typical office building of 
the same volume. 

Although implementation of environmental design measures contributed to gap 
decreases between predicted and actual office building energy use and office building 
energy-efficiency, this study also showed that gap increases also occurred in several 
cases despite the implementation of environmental design measures. For instance, in 
nine cases reviewed, it was revealed that there were more instances of gap increases 
between predicted and actual office building energy use despite the implementation of 
environmental design measures. In fact, gap increases between predicted and actual 
office building energy use occurred in five of the nine cases reviewed, and these are: 
the Caribou Weather Forecast Office; City Hall London; the Gibbs Building; and the 
U.S. EPA Science and Technology Center. A presumed gap increase between 
predicted and predicted-actual office building energy use occurred in one of the nine 
cases reviewed, and this is 30 St Mary Axe London. However, even though these  
six cases experienced gap increases and a presumed gap increase despite the 
implementation of environmental design measures, they still achieved a level of 
actual or expected office building energy-efficiency. Furthermore, another one of the 
nine cases reviewed, that is, the Philip Merrill Environmental Center also achieved a 
level of actual office building energy-efficiency. This is good news because it shows 
that the implementation of environmental design measures does contribute to office 
building energy-efficiency. In fact, the implementation of environmental design 
measures contributed to gap decreases between predicted and actual office building 
energy use in two of the nine cases reviewed, and these are the Commerzbank Tower 
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and the Hawaii Gateway Energy Center. This is also good news because it shows that 
the implementation of environmental design measures does contribute to a gap 
decrease between predicted and actual office building energy use.      

The implementation of environmental design measures is also important in order to 
successfully counteract the impacts of weather variation and microclimates. For 
instance, this study showed that the implementation of a key environmental design 
measure occurred in the case of the Hawaii Gateway Energy Center, and this is the 
use of a photovoltaic system for the generation of additional electricity annually. In 
fact, the Hawaii Gateway Energy Center’s use of a photovoltaic system, which takes 
advantage of high insolation to generate electrical power, contributes to its generation 
of more electrical energy than it uses. This is further good news because it shows that 
the implementation of a key environmental design measure such as the use of an 
appropriate photovoltaic system can counteract the impact(s) of weather by 
converting solar radiation into electrical energy. It also further demonstrates that the 
implementation of environmental design measures can contribute to a gap decrease 
between predicted and actual office building energy use.      

5 Conclusion 

This study used a combination of literature reviews, multiple case study research and 
comparative studies in order to build theory, which involved a desk based study in 
order to establish the impacts of contributory factors in the gap between predicted and 
actual office building energy use, and these are:  

1. Type of orientation such as a north-south axis orientation – as part of the nature of 
environmental design measures implemented – contributes to the following 
impacts:  

• Office building energy-efficiency, for instance, energy use that is 34 percent 
below the Energy Consumption Guide 19 typical energy use for office type 4 
(air conditioned, prestige office). 

2. Type of built form such as the spheroid-like built forms of City Hall London and 
30 St Mary Axe London – as part of the nature of environmental design measures 
implemented – contributes to the following impact:  

• Office building energy-efficiency, for instance, energy use that is expected to 
be 50 percent below the Energy Consumption Guide 19 typical energy use for 
office type 4 (air conditioned, prestige office).  

3. Type of HVAC strategy such as energy-efficient HVAC – as part of the nature of 
environmental design measures implemented – contributes to the following 
impacts:  

• Office building energy-efficiency, for instance, energy use that is 10 percent 
below Energy Consumption Guide 19 good practice energy use for office type 
4, and 45 percent below Energy Consumption Guide 19 typical energy use for 
office type 4. 
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• A gap decrease between predicted and actual office building energy use, for 
instance, a 20 percent gap decrease between predicted and actual office 
building energy use.   

4. Type of lighting strategy such as energy-efficient lighting – as part of the nature of 
environmental design measures implemented – contributes to the following 
impacts:  

• Office building energy-efficiency, for instance, expected annual energy use that 
is 32 percent less than that of a conventional building designed to ASHRAE 
90.1-1999 standards. 

• The assumption that a gap decrease between predicted and actual office 
building energy use will likely occur because of reduced demand for lighting. 

5. Type of services strategy such as energy-efficient services – as part of the nature of 
environmental design measures implemented – contributes to the following 
impacts:   

• Office building energy-efficiency, for instance, energy use that is designed to 
be approximately 20 percent of that of a comparable building designed in 
minimal compliance with ASHRAE 90.1-1999 standards. 

• Office building energy-efficiency, for instance, energy use that is 5 percent 
below Energy Consumption Guide 19 good practice energy use for office type 
4, and 41 percent below Energy Consumption Guide 19 typical energy use for 
office type 4. 

• A gap decrease between predicted and actual office building energy use, for 
instance, a 36 percent gap decrease between predicted and actual office 
building energy use. 

• Exploitation of high insolation for generation of electrical power, particularly 
the generation of more electricity annually than an office building uses. 

6. Weather variation and microclimates contribute to the following impacts:   

• Variable building heating and cooling requirements and variable building 
energy performance.   

• A gap increase between predicted and actual office building energy use. 
• The assumption that a gap decrease between predicted and actual office 

building energy use will likely occur because of reduced exposure to weather 
variation and microclimates.  

7. Unavailability of reliable building energy use data contributes to the following 
impacts:    

• A gap increase between predicted and actual building energy use because of 
limited knowledge of the factors affecting building energy use.  

• Perpetuation of the same mistakes because of limited opportunity for all those 
interested in building performance to learn from past mistakes. 

• Prediction of building energy use based more on assumptions and estimates 
instead of actual building data.  



 68  The Impacts of Contributory Factors 775 

8. Limitations of building energy simulation software contribute to the following 
impacts:     

• The assumption that gap increases between predicted and actual building 
energy use will likely occur because simulation models, which are not exact 
replicas of actual buildings will compromise both the building energy 
simulation process used for design stage predictions, and the final predictions.  

9. Level of hours of operation contributes to the following impacts:     

• A gap increase between predicted and actual building energy use because of a 
discrepancy between shorter predicted hours of operation and longer actual 
hours of operation.    

• The assumption that a gap decrease between predicted and actual building 
energy use will likely occur because of a decrease in the level of hours of 
operation.  

• The assumption that a discrepancy between longer predicted hours of operation 
and shorter actual hours of operation will likely lead to a gap decrease between 
predicted and actual building energy use.    

10. Level and nature of occupancy contribute to the following impacts:   

• A gap increase between predicted and actual building energy use.  
• An increase in occupancy heat output and uncertainties in building energy use 

predictions.   
• The assumption that a gap decrease between predicted and actual building 

energy use will likely occur because of a decrease in the level and nature of 
occupancy.   

• The assumption that both a decrease in occupancy heat output and a decrease in 
uncertainties in building energy use predictions will likely occur because of a 
decrease in occupancy numbers, patterns and behaviour.    

This study has also contributed to ideas for the development of a Building 
Management System for Bridging the Gap between Predicted and Actual Office 
Building Energy Use, otherwise known as ‘BMS-Optimum’. The BMS-Optimum is 
comprised of optimum conditions and considerations such as: optimum environmental 
design principles; optimum weather and microclimate considerations; accessibility to 
reliable office building energy use data; optimum building energy and environmental 
assessment; optimum hours of operation; and optimum level and nature of occupancy.  

6 Future Work 

Future work will include further development of the BMS-Optimum, using methods 
such as: multiple case study research supported by building energy use audits, 
observations, questionnaire surveys, interviews, benchmarking and comparative 
studies; building energy simulation within multiple scenarios, parameters and 
variables, and supported by benchmarking and comparative studies; and peer reviews 
and focus group sessions. These will also help establish and validate a Framework for 
Improved Environmental Design and Energy Performance (FEDEP).    
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Abstract. The optimum design of a multiple power source supply system 
becomes complicated through uncertain renewable energy supplies and load 
demand. The optimum configuration and optimum control strategy of systems 
supplied by multiple power sources need to dispatch the power by matching the 
supply and demand in accordance with the power management tasks. Accurate 
load matching is especially critical for renewable energy sources such as 
photovoltaic panel and wind aero turbines, because it impacts on the available 
power utility. This paper advocates the use of the state flow approach as an 
alternative mean to manage the multi power source distribution for multiple 
supply systems by a load matching switch.  

1 Introduction 

Solar and wind energy systems are being considered as promising power generating 
sources due to their availability and topological advantages for local power generations 
in remote areas. Utilization of solar and wind energy has become increasingly 
significant, attractive and cost-effective, since the oil crises of early 1970s.However, a 
drawback, common to solar and wind options, is their unpredictable nature and 
dependence on weather and climatic changes, and the variations of solar and wind 
energy may not match with the time distribution of load demand. This short coming 
not only affects the system’s energy performance, but also results in batteries being 
discarded too early. Generally, the independent use of both energy resources may 
result in considerable over-sizing, which in turn makes the design costly. It is prudent 
that neither a stand-alone solar energy system nor a wind energy system can provide a 
continuous power supply due to seasonal and periodical variations [1] for stand-alone 
systems. 

Fortunately, the problems caused by the variable nature of these resources can be 
partially or wholly overcome by integrating these two energy resources in a proper 
combination, [2,3,4] using the strengths of one source to overcome the weakness of 
the other. The use of different energy sources allows improving the system efficiency 
and reliability of the energy supply and reduces the energy storage requirements 
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compared to systems comprising only one single renewable energy source. Of course, 
with increased complexity in comparison with single energy systems, the optimum 
design of a hybrid system becomes complicated through uncertain renewable energy 
supplies and load demand, non-linear characteristics of the components, high number 
of variables and parameters that have to be considered for the optimum design, and 
the fact that the optimum configuration and optimum control strategy of the system 
are interdependent. This complexity makes the hybrid systems more difficult to be 
designed and analysed. So renewable energy sources are, and will be more and more, 
brought to cohabit on the same site. [11] However, they have not yet the subject of a 
real overall energy management strategy. As several systems rely on multiple energy 
sources, power distribution strategy must be implemented by matching the supply and 
the demand. The balance between production and consumption must be carefully 
conducted to ensure the availability of power. This paper addresses decentralized 
control strategies of multi-sources and multi-users energy systems. The objective is to 
describe, by using the stateflow approach, a decentralized multi-sources, multi-users 
energy. 

2 Multi-energy Sources Structure 

To illustrate the possibility to propose a power distribution switch that maximizes the 
total available power from the different power sources[5,7,8,9,10]., the example of a 
multi-energy system of figure 1 is taken. This hybrid system contains three energy 
sources: solar, wind and a battery. It is obvious that other energies sources could be 
added with the same principle. 

Generator

AC

DC

DC

AC

Wind turbine
Inverter

DC

PV modules

DC

DC

DC

Batteries

DC Bus

DC/DC Converter

DC/DC Converter

To grid

 

Fig. 1. Configuration of multi-sources hybrid energy systems 

The amount of energy produced depends mainly on weather conditions, hence the 
importance of maximizing the amount of energy produced. 



 69  Improving Multiple Source Power Management Using State Flow Approach 781 

2.1 Switching Problem in a Hybrid Energy System 

The main difficulty of such a distributed management of the energy problem is to use 
the most possible appropriate way all the possible sources of production in relation to 
all identified needs. For this, it should switch on an ad hoc manner some sources to 
some users, depending on the state's energy system at time t and on the forecasts of its 
operation in the near future. 
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Fig. 2. Switching of multi-sources and multi-users energy system 

The switch is then a connection function between users and power sources. The 
various connection configurations constitute solutions of such a multi-sources and 
multi-users energy system. Thus the control of an energy system consists in choosing 
among these connection configurations that will be the most appropriate at a given 
time allowing an optimum use of the majority of the produced energy 

3 Stateflow Chart Approach 

A Stateflow chart is an example of a finite state machine. A finite state machine is a 
representation of an event-driven (reactive) system. In an event-driven system, the 
system makes a transition from one state (mode) to another, if the condition defining 
the change is true. So Staeflow is based on finite State Machines concept that has 
been developed (Moore, Mealy) to account for the operation of discrete event system. 
In these systems the passage from one State to another is governed by discrete events. 

 

Fig. 3. State transition diagram 
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The example of the management of energy derived from several sources is 
represented by the Simulink model represented by figure 3. the Simulink model 
takes into account owing to stateflow, various modes of operation of the system 
associated with the changes of energy productions related to weather changes.  

One can notice in effect the presence of a State logic block, built with stateflow, 
providing several signals intended precisely to modify the State of the relays. 

Stateflow is based on finite State Machines concept that has been developed in 
order to deal with event driven systems. In these systems the passage from one State 
to another is governed by discrete events.Staeflow CAN manage the control part of 
the whole automated system by the sequence State- transition. 

With stateflow, simulink it is possible to simulate the functionning of complex 
hybrid systems involving the continuous and the discrete event aspects.This allows to 
simulate continuous systems operating on several different modes sequenced by 
stateflow. 

It is possible then using Simulink for the operative part and stateflow for the 
control one to simulate completely an automated hybrid system. Staeflow toolbox 
can even ensure the generation and implementation of executable code in a 
calculator. 

3.1 Application Example 

In order to explain and apply the stateflow approach the following case of managing 
power from three sources is described. 

The used variables in stateflow chart are: 

The system’s inputs:  
P: Consumer Power Demand 
PPv: Power provided by the photovoltaic panels 
PEol: Power provided by the windturbine 
PB: Power supplied by the battery 

The system’s outputs : 
PV: switch On / Off - PV 
Wind: relay On / Off -windturbine 
Battery: relay On / Off –battery 

Local variables: 
Test: the M function introduced in the chart 
i: the resultTest function 

The conditions used are presented in the following table:  
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Table 1. Strategy Conditions 

 
 
The machine that it has designed presented in figure 4 is composed of an initial 

state and of seven States of actions. These States are enabled if the condition of the 
junction is validated and the actions will be performed later. States are bounded 
between them at the beginning and at the end by connecting junctions that allow 
splitting a transition in several transitions and introduce points of decisions. 

 

Fig. 4. Control Conditions diagram 

4 Simulation Results and Interpretation 

In these simulations, the different power sources production are generated randomly 
as well as the user’s energy demand. According to this last figure, the general state of 
the switch is well defined, and the productions e power sources that supplies the 
desired power are well defined too. 
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Fig. 5. Simulation results 

5 Conclusions 

Energy management is nowadays a subject of great importance and complexity. It 
consists in choosing among a set of sources able to produce energy that will give 
energy to a set of loads by minimising losses and costs. The sources and loads are 
heterogeneous, distributed and the reaction of the system, the choice of sources, must 
be done in real-time to avoid power outage. 
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For efficient management of hybrid renewable and classical energy systems, 
stateflow approach has been presented in this paper, it can be advantageously used to 
tackle the power management issues with the possibility to match the production and 
the demand. 

The future developments of this study will focus on practical tests. First, a dSPACE 
card will be used to validate the principle in an experimental way. This work could be 
extended to develop an architecture proposal for an intelligent and autonomous 
demand-response energy management system, based on a fully interactive ICT 
infrastructure that meets specific requirements, the main purpose of which, by the 
cooperation between a house and the grid, is to help the end user to achieve energy 
savings. 
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Abstract. The solar water heater (SWH) is one of the most important applica-
tions of solar energy because it affects several major hot water consumer sec-
tors, such as houses, hotels, hospitals, barracks, etc.., where it can satisfy up to 
70% of the needs and contributes to reducing greenhouse gas (GHG) emissions 
and saving energy. To do this, Algeria has established a major program for the 
development of SWH for the different sectors. The aim of this work is to study 
the technical-economic feasibility of SWH integration in Hospital Centers (HC) 
in the province of Batna, and the possibility of reducing GHG emissions. SWH 
installations analysis was done by RETScreen software, a mathematical model 
for clean energy projects analysis. The analysis showed the possibility of signif-
icant energy savings with SWH installation in the HC (Total annual provided 
energy (MWh) = 1427,1) and a considerable reduction in GHG (Total annual 
net reduction of GHG = 905,84 tCO2, which corresponds to 2106,1 barrels of 
not consumed crude oil). However, the main barriers to the development of 
such projects are the low cost of fuel in Algeria and, conversely, the exorbitant 
cost of SWH installations. This highlights the need for government subvention 
for this type of project. 

Keywords: Solar Energy, Solar water heater, RETScreen, technical economic 
study. 

1 Introduction 

Energy, in all its forms, is undoubtedly one of the most prominent parameters in  
the development and economic growth of a country. Energy consumption during the 
last century has greatly increased. It’s expected that it will grow from 12 billion 
tonnes of oil equivalent (TOE) in 2010 to 17 billion TOE in 2030 with an average 
increase of 1.8% per year, whereas during the period 1990-2000, the increase was 
1.4% per year [1, 2]. 

Ninety per cent of the energy consumed in 2005 in the world comes from  
nonrenewable fields while the remainder is from renewable sources. The increase  
in energy consumption and fuel prices in the last years leads us to ask ourselves  
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increasingly on the necessity to focus on other types of energy, alternative energies 
that can reduce not only energy costs but also the rate of GHG emissions. Indeed, 
over the past 30 years, the solar thermal system has experienced strong growth in the 
world [3]. For this reason, Algeria has begun to adopt an energy strategy that allows 
responding to these needs [4]. In Algeria, fossil non-renewable energy resources and 
their exploitation represent 40% of the GDP (Gross domestic product) and 98% of 
the national exports [5]. The national potential of renewable energy is strongly dom-
inated by the solar energy. With its ideal location, Algeria has the largest solar field 
in the Mediterranean Basin. The average duration of sunshine in Algerian territory 
exceeds 2,000 hours per year, and may reach nearly 3900 hours of sunshine in the 
Sahara desert. The daily energy received on a horizontal surface of 1 m2 is about 5 
kWh of most of the national territory and corresponds nearly to 1700kWh/m2/year in 
the northern region and 2263 kWh/m2/year in the south of the country. The total 
energy received is estimated at 169 400 TWh/year, or 5,000 times the annual elec-
tricity consumption of the country [6]. Fig. 1 shows the maximum solar radiation 
received by Algeria on the unmodified plane in July. 

 

Fig. 1. Daily global irradiation received on normal plane in July [6] 

Concerning wind, biomass and geothermal energy potentials they are much less 
important than that of solar energy. The hydroelectric potential is also very low. 

Algeria has adopted a promotion program for SWH [7]. This program called 
"ALSOL" aims to promote the SWH, to prime the market, to encourage the creation 
of new industrial operators, and to develop networks of installers and energy estab-
lishment services. Ultimately, we expect the establishment of local manufacture for 
SWH production and of a sustainable solar thermal energy market in Algeria. This 
program is the first pilot program of this kind in Algeria. It predicts a direct financial 
support estimated at 45% of the cost of installed individual SWH and 35% of the cost 
of collective solar heating system through the National Fund for Energy Conservation 
(FNME). For 2010, the program "ALSOL" aimed at the promotion and dissemination, 
through the overall national territory, of 400 individual SWH, to produce hot water. 
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For 2011, the program "ALSOL" involves the installation of 2000 individual SWH 
and 3000 m2 of solar collectors for the collective solar heating [7]. 

The objective of this paper is to show the technical and economic feasibility  
of SWH integration in Hospital Centers (HC) in the province of Batna, and the  
possibility of reducing GHG emissions 

1.1 Technology of Solar Water Heaters 

The principle of solar thermal energy is the recovery and utilization of heat from sun-
light. SWH systems can be used for domestic hot water, space heating, and swimming 
pool heating. SWH systems comprise: a surface for solar radiation collection (collec-
tor or sensor), a heat transport system that transfers the energy extracted from the 
sensor to the storage element (storage of calories), a thermal storage, and a distribu-
tion network. The water is heated and stored inside the storage tank. There are two 
types of SWH systems: active (forced circulation) which have circulating pumps and 
controllers (Fig. 2), and passive where no pumping is required as the hot water natu-
rally rises into the tank through thermosiphon flow. 

 

Fig. 2. Diagram of an active SWH system 

There are several solar heat collector technologies whose performance and type of 
use differ. Unglazed solar collectors are simple sensors generally made of plastic 
polymer. They are adapted to cold temperatures and insensitive to the radiation inci-
dence angle, they can be used for swimming pools heating. The glazed flat plate solar 
collectors are well suited to houses needs. Its operating temperatures correspond to 
temperatures of space heating and hot water production. An evacuated tube solar col-
lector is composed of a series of transparent glass tubes of 5 to 15 cm in diameter. 
The tubes are evacuated to prevent convective heat loss from the absorber; this type 
of sensor is used for applications requiring greater levels of temperatures. It is located 
in industrial applications, but can be used for space heating and producing hot water 
for individual or collective housing. 

Accurate sizing of performance can be done to achieve maximum performance of 
an installation, and this can be done for various parameters: daily consumption, area, 
orientation and angle of collectors, geographic location, possible masks, sensor type, 
as well as the solar tracking mode, the final temperature necessary for water use and 
the temperature of cold water entering. 
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1.2 The Software RETscreen 

The RETScreen Clean Energy Project Analysis Software is a unique tool for decision 
support, developed in collaboration with many industry experts, the Canadian gov-
ernment and academia. Free, it can be used around the world to assess the production 
and energy savings, the cost over the life cycle, emission reductions, and the financial 
viability and risk for various types of Renewable-energy and Energy-efficient Tech-
nologies (RETs). 

The RETScreen® International Solar Water Heating Model  can be used to eva-
luate the energy production, life-cycle costs and greenhouse gas emissions reduction 
for three basic applications: domestic hot water, industrial process heat and swimming 
pools (indoor and outdoor), ranging in size from small residential systems to large 
scale commercial, institutional and industrial systems. It contains six worksheets: 
Energy Model, Solar Resource and Heating Load Calculation (Solar Resource and 
Heating Load), Cost Analysis, GHG Analysis, Financial Summary and Sensitivity and 
Risk Analysis (Sensitivity). The model also calculates the energy requirements cor-
responding to a given use. In the case of swimming pools heating, a cover can be used 
or not. In the case of SWH, we have the choice to use a storage tank of hot water or 
not. Three types of solar collectors can be used flat plate collectors glazed or not, and 
evacuated tube solar collectors. 

This model calculates the energy produced by a solar system within a year using 
monthly data of sunshine, temperature, relative humidity and wind speed. The calcu-
lation method depends on the type of system and application. For SWH with storage 
tank, RETScreen uses the method known as the "f-chart". The method is explained in 
detail in [8]. This proven method calculates the percentage of hot water needs that can 
be met provided by solar energy, using the results of extensive simulations and labor-
atory models which helped to develop algorithms based on dimensionless numbers 
[9]. For SWH without storage, RETScreen uses the method of potential use. This 
method determines one threshold value level of solar radiation below which we can-
not have solar gains when one takes into account the heat losses in solar temperature 
at which they must operate to meet the needs. The two methods are summarized in 
engineering manual and case studies RETScreen [9]. 

2 Case Study 

To highlight the benefits of SWH installation and to understand the significance of 
their implementation in Algeria, the following cases studies are presented. 

2.1 Selected Region and Its Parameters 

The area chosen for the study is the commune of N'gaous, part of the province of 
Batna in Algeria, about 80 km west of Batna, which lies between 35 ° 33 'North and 
06 ° 10' is in the junction of the Tell Atlas and the Saharan Atlas (Fig. 3). 
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Fig. 3. Location of N’Gaous commune in the province of Batna 

The climate of the city is semi arid. To estimate the climatic data of Batna, we used 
the weather database that is in the RETScreen Software. The meteorological data used 
by RETScreen are given in Table 1. 

Table 1. Characteristics the city of weather N'gaous 

 

 

Air tempera-
ture °C 

Relative 
humidity 
% 

Daily solar radia-
tion - horizontal 
kWh/m²/d 

Atmospher-
ic pressure 
KPa 

Wind 
speed 
m/s 

Earth 
temper-
ature C 

Heating 
degree-
days °C-d 

Cooling 
degree-days 
°C-d 

January 5,2  70,8% 2,50 94,4 3,3 7,0 397 0 

February 6,3 66,9% 3,45 94,3 3,6 9,3 328 0 

March 9,5 61,1% 4,51 94,1 3,6 13,7 264 0 

April 12,9 58,0% 5,51 93,9 3,8 18,5 153 87 

May 18,2 54,1% 6,38 93,9 3,8 25,1 0 254 

Jun 23,3 45,1% 6,93 94,1 3,8 31,6 0 399 

July 26,7 37,9% 7,13 94,1 3,8 34,7 0 518 

August 26,1 41,7% 6,08 94,1 3,5 33,1 0 499 

September 21,0 54,6% 4,86 94,2 3,1 26,9 0 330 

October 16,7 60,1% 3,60 94,3 3,0 20,6 40 208 

November 10,4 67,0% 2,65 94,2 3,2 13,3 228 12 

December 6,6 74,2% 2,24 94,4 3,1 8,4 353 0 

Annual 15,3 57,6% 4,66 94,2 3,5 20,2 1 763 2 307 

 
The case study is a hospital located in the west of N'gaous commune, on the route 

to Setif province. The capacity of the hospital is 260 beds. It was built in 1985 over an 
area of 250 000 m². We used the RETScreen Software by choosing the energy model 
for a hospital. The parameters returned to the software for the basic scenario model 1 
are given in Table 2. 
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Table 2. Input parameters for the RETscreen software (basic scenario model 1) 

Parameter Value  Parameter  Value 

Beds number 260 Capacity ( KW) 44,79 

Occupancy rate (%) 60 Storage capacity / solar collector area  
(L\m2) 

100 

Daily hot water usage estimate (L/day) 30 707 Heat exchanger efficiency  (%) 85 

Hot water temperature (°C) 60 Miscellaneous losses (%) 5 

Operating days per week  7 Seasonal efficiency for  Base case 65 

Supply water minimum temperature (◦C) 11,8 Seasonal efficiency for Proposed case 75 

Supply water maximum temperature (◦C) 19,3 The transmission and distribution 
(T&D) losses   (%) 

8 

Tilt angle (°) 35 ,8 Project life (yr) 25 

Azimuth (°) 0 Fuel rate for Base case   ($/kWh )  

The collector type  Glazed Fuel rate for Proposed case  ($/kWh) 0,004 

Manufacturer Agena SA 
énergies 

Electricity rate ($/kWh) 0,052 

Model  Azur 6 Fuel cost escalation rate  (%)  2 

Fr (tau alpha) coefficient  0,74 Inflation rate (%) 2 

Fr UL coefficient  (W/m²)/°C 4,28 Discount rate (%) 10 

Gross area per solar collector (m²) 2,26 Total annual savings and income   ($) 

Aperture area per solar collector (m²) 2,06 Debt ratio (%) 0 

Number of collectors 31 Incentives and grants (%) 35 

  GHG emission factor  (tCO2/MWh) 0,169 

 
The first scenario is for a recovery rate of the load equals to only 10%, and the 

provided heat is 41.1 MW. Other scenarios can also be developed for higher rates of 
recovery of the load. 

2.2 Analysis of RETScreen Results for N'gaous Hospital  

The results of the cumulative cash flows are shown in Fig. 4. They are produced by 
RETScreen for the baseline scenario, without financial support and considering that 
the fuel cost escalation rate is zero. 

 
Fig. 4. Graph of cumulative cash flow for the baseline scenario (scenario N°1) 
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The Internal Rate of Return (IRR) before tax, which represents the actual perfor-
mance of the project during its lifetime before tax, called also "return on equity in-
vested", is in this case 17.8%. Simple payback and the return on investment (equity) 
(ROI) are of 5.3 and 5.4 years respectively. 

The government will provide a grant equal to 35% of initial cost and the price per 
liter of diesel is currently 13.70 algerian dinars (AD), but could increase by 10% per 
year over the next 10 years and reach 45 AD in 2019 [10]. 

The calculation of the IRR after tax shows that the previous value becomes 42.5% 
and payback periods, and on equity of 3.4 and 2.8 years respectively. 

The results of cumulative cash flow for 35% grant and 10% of fuel cost escalation 
rates are shown in Fig. 5. 

 

Fig. 5. Cumulative cash flow graph for 35% grant and 10% of fuel cost escalation rate 

It is clear from these results that the SWH will be sufficiently profitable. The other 
part, which is as important, is the reduction of CO2 emissions. In this study, net emis-
sions of greenhouse gases are reduced by 79.8 tons of CO2 equivalent (tCO2) which 
corresponds to 186 barrels of not consumed crude oil. This quantity is important and 
may become more important when the rate of recovery of charge is increased, and 
when all hospitals in Patna will be considered. 

This study was done for a recovery rate of the load equal to only 10%, so we stu-
died other scenarios of SWH projects for different values of the load recovery rate 
that are higher. The results of this analysis are presented in Table 3. 

Table 3. Results variation following load recovery rates for N'gaous hospital 

Recovery 
rates (%) 

Number 
of panels 

Annual 
energy 
(MWh) 

Annual GHG 
emission 
reduction 
(tCO2) 

Equivalent 
in  
oil barrels 

Initial 
cost ($) 

IRR 
(%)  

Simple 
payback 
(yr) 

Equity  

(yr) 

10 31 41,1 79,8 186 49 724 42,5 3,4 2,8 

20 62 79,2 89 207 86 148  28,4 6 4,5 

30  100 122 101 235 122 572 22,4 8,5 5,9 

40 140 162  109,6 256 140 524 20,3 9,9 6,6 

46  165 181 113,8 265 184 485 16,7 13,2 8,1 

60  234 237 130 302 246 444 13,8 17,2 9,7 

70 310 283 142 330 328 770  10 26,1 12,5 
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Note that the higher the rate of recovery, the higher the SWH project is expensive 
with fewer benefits. 

2.3 Analysis of the Results for the Whole Region of Batna 

The province of Batna contains several hospitals that are different in size. They are 
distributed over several health sectors. These hospitals are distributed according to the 
size of the population covered by the health sector. Their number reaches 12 with a 
total capacity of 2121 beds in 2004. The province center contains three hospitals with 
a capacity to 953 beds, whereas the health sector of N'gaous contains a single hospital 
with a capacity of 260 beds. The number of beds in various hospitals in the province 
is in Table 4. 

Table 4. Beds umber in each hospital of Batna province 

Communes (municipalities) Number of hospitals Number of beds 

Batna (center) 3 953 

El Madher 1 75 

Aïn Touta 1 146 

Barika 2 260 

Merouana 2 216 

N’Gaous 1 260 

Arris 2 211 

Total 12 2121 

 
Hospitals size in the province of Batna varies from one health sector to another, 

that’s why it is important to analyze scenarios of SWH project for different sizes of 
hospitals, from the largest hospital in the province center with a capacity that reaches 
636 beds to the small hospital that is located in El Madher with a capacity of 75 beds. 
The analysis was made for a recovery rate of 46%. The results of this analysis are 
presented in Table 5. 

Table 5. Results variation according to the number of beds in the hospital 

Number  

of Beds 

Number  

of panels 

Annual 
energy 
(MWh) 

Annual GHG 
emission 
reduction 
(tCO2) 

Equivalent 
in oil  
barrels 

Initial 
cost ($) 

IRR 
(%)  

Simple 
payback 
(yr) 

Equity 
payback 
(yr) 

75 43 48,3 30,4 70,7 62 238 12,3 24 11,3 

96 49 66,3 42,3 98,4 78 602 13,9 18,7 10 

115 70 78,6 50 116 90 646 14,4 17,3 9,5 

130 81 90,9 57,8 134 102 031 14,9 16,2 9,1 

140 86 96,9 61,5 143 107 503 15,1 15,8 9 

146 91 102,3 65,3 152 112 809 15,3 15,4 8,8 

260 161 181 113,8 265 184 485 16,7 13,2 8,1 

636 402 451,9 288,2 670 434 921 18 11,6 7,5 
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Note that the more the number of beds is important, the more the project of SWH 
is advantageous.  

The results of the investigation of the benefits in using SWH in Batna province are 
summarized in Table 6. 

Table 6. Summary of the results obtained with the case study of Batna province 

Total annual provided energy 
(MWh) 

Total annual net reduction of 
GHG (tCO2) 

Total oil barrels equivalent 

1427,1 905,84 2106,1 

 
The above results show that the proposed SWH in the province of Batna is  

very profitable, and there is a considerable saving in both energy savings and reduc-
ing GHG emissions. The benefits of this profitability are on the government and the 
environment. 

3 Conclusion 

This work helps to show that the annual energy saved is about 1427.1 MWh for the 
province of Batna. This energy is equivalent to 123 “toe”. 

Another parameter which is very important in studying the profitability of clean 
energy projects is to reduce total annual net greenhouse gas emissions. Our study 
shows that this parameter is equal to 905.84 tCO2. This is equivalent to 2106,1 barrels 
of oil not consumed, and 0.02% reduces greenhouse gas emissions at national level, 
where GHG emissions due to final energy consumption reached 46 million tCO2 
These values become very important when we consider all national provinces. 

All these data indicate that the replacement of fuel (diesel) water heating systems 
in hospitals by SWH systems will be possible, so solar hot water production facilities 
are cost-effective in Algeria. 

Parameters that play a very important role in the profitability of SWH projects are 
fuel prices and government financial supports. Algeria is ranked fifth worldwide in 
terms of lowest price of fuel. The fact that the government subsidizes fuel prices and 
that the initial investment of SWHs is very high, hinders the development of SWH 
projects. For this, it is very important that the government finance enough such 
projects. 
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Abstract. The major application of the stand-alone power system is in remote 
areas where utility lines are uneconomical to install due to terrain, the right-of way 
difficulties or the environmental concerns. Villages that are not yet connected to 
utility lines are the largest potential market of the hybrid stand-alone systems using 
diesel generator with wind or PV for meeting their energy needs. The stand-alone 
hybrid system is technically more challenging and expensive to design than the 
grid-connected system that simply augments the existing utility system. 

Multilevel inverter technology has emerged recently as a very important alter-
native in the area of high-power medium-voltage energy control. This paper 
presents the topology of the diode-clamped inverter, and also presents the relevant 
control and modulation method developed for this converter, which is: multilevel 
selective harmonic elimination, where additional notches are introduced in the 
multi-level output voltage. These notches eliminate harmonics at the low or-
der/frequency and hence the filter size is reduced without increasing the switching 
losses and cost of the system. The proposed modulation method is verified 
through simulation using a five-level Diode-clamped inverter prototype. The sys-
tem consists of a 690V wind-driven permanent magnet synchronous generator 
whose output is stepped down via a multiphase transformer, designed to eliminate 
lower order harmonics of the generator current. The transformer secondary vol-
tages are rectified through an uncontrolled AC/DC converters to provide different 
input DC voltage levels of the diode clamp quazi phase multilevel inverter where 
the pulse widths are adjusted to eliminate low order harmonics of the output vol-
tage whose magnitude is kept constant with different loading condition by con-
trolling the inverter switching and maintaining low total harmonic distortion 
THD.  

Keywords: Selective Harmonic Elimination, stand alone systems, converters, 
wind energy, renewable energy and Diode clamped Multilevel Inverter. 

1 Introduction 

In this paper a regulated AC-DC-AC converter is studied, where the AC-DC converter 
has lower THD while the elimination of harmonics using diode-clamped multilevel 
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inverter (DCMLI) has been implemented. The problem of eliminating harmonics in 
switching inverters has been the focus of research for many years. The current trend of 
modulation control for multilevel inverters is to output high quality power with high 
efficiency. For this reason, popular traditional PWM modulation methods are not the 
best solution for multilevel inverter control due to their high switching frequency. The 
selective harmonic elimination method has emerged as a promising modulation control 
method for multilevel inverters. The major difficulty for the selective harmonic elimi-
nation method is to solve the equations characterizing harmonics; however, the solu-
tions are not available for the whole modulation index range, and it does not eliminate 
any number of specified harmonics to satisfy the application requirements. The pro-
posed harmonic elimination method is used to eliminate lower order harmonics and 
can be applied to DCMLI application requirements. The diode clamped inverter has 
drawn much interest because it needs only one common voltage source. Also, it is 
efficient, even if it has inherent unbalanced dc-link capacitor voltage problem [1]. 
However, it would be a limitation to applications beyond four-level diode clamped 
inverters for the reason of reliability and complexity considering dc-link balancing and 
the prohibitively high number of clamping diodes [2].  

By increasing the number of levels in the inverter, the output voltages have more 
steps generating a staircase waveform, which has a reduced harmonic distortion. 
However, a high number of levels increases the control complexity and introduces 
voltage imbalance problems. Three different topologies have been proposed for multi-
level inverters: diode-clamped (neutral-clamped) [8]; capacitor-clamped (flying capa-
citors) [13]; and cascaded multicell with separate dc sources [14]-[17]. 

The system configuration, as shown in Fig.1, is made-up of wind stand-alone sys-
tem, multi-phase transformer connected to pulse series-type diode rectifier, dc link 
filter, diode clamped multilevel inverters, trap filters, and the load.  

 

Fig. 1. Diode clamped multilevel wind energy system using a stand-alone AC-DC-AC converter 
system 
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An interior permanent magnet synchronous generator IPMSG is feeding a multi-
phase transformer with four secondary windings. In order to reduce the line generator  
current THD, multipulse diode rectifiers powered by phase-shifting transformers are 
often employed. Consequently, each winding of the transformer is connected to 6-
pulse series-type diode rectifier whose DC output is regulated by a DC link LC filter 
to feed a diode clamped inverters such that they are controlled independently in order 
to improve the performance under different load conditions. The output voltage of the 
inverter is supplying a three-phase 440V, 60kVA load with regulated voltage through 
a feedback signal from output load voltage to control the pulse width of the upper 
transistor.  

2 Wind Stand-Alone System 

The stand-alone wind system using a constant speed generator is has many features 
similar to the PV stand-alone system. For a small wind system supplying local loads, 
a permanent magnet IPMSG makes a wind system simple and easier to operate.  
The battery is charged by an AC to DC rectifier and discharged through a DC to AC 
inverter. 

The wind stand-alone power system is often used for powering farms. In Germany, 
nearly half the wind systems installed on the farms are owned either by individual 
farmers or by an association. The generalized d-q axis model of the generator is used 
to model the synchronous generator [19]. 

3 Multi-phase Transformer Connected to Pulse Series-Type 
Diode Rectifier 

Fig. 2 shows the typical configuration of the phase-shifting transformers for 12-pulse 
rectifiers. There are two identical six-pulse diode rectifiers powered by a phase-
shifting transformer with two secondary windings. The dc outputs of the six-pulse 
rectifiers are connected in series. To eliminate low-order harmonics in the line current 
iA, the line-to-line voltage vab of the wye-connected secondary winding is in phase 
with the primary voltage vAB while the delta-connected secondary winding voltage vã~b 

leads vAB by δ = 30°. The rms line-to-line voltage of each secondary winding is Vab = 
Vã~b = K VAB/2. From which the turns ratio of the transformer can be determined  
by [20]: 2  and 

  √  , where K is the step down ratio. 

The configuration of a Y/Z-2 phase-shifting transformer is shown in Fig. 2, where the 
primary winding remains the same as that in the Y/Z-1 transformer while the  
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Fig. 2. 12-pulse diode rectifier 

secondary delta-connected coils are connected in a reverse order. The transformer 
turns ratio can be found from: 3030  

 30 0 12 30 .  

 
The phase angle δ has a negative value for the Y/Z-2 transformer, indicating that Vab 
lags VAB by |δ|. The phase-shifting transformer is an indispensable device in  
multipulse diode rectifiers. It provides three main functions: (a) a required phase dis-
placement between the primary and secondary line-to-line voltages for harmonic can-
cellation, (b) a proper secondary voltage, and (c) an electric isolation between the 
rectifier and the utility supply [20]. 

4 Trap Filters 

To attenuate the penetration of harmonics into the a.c system from a rectifier load, har-
monic filters can be connected to the neutral from each line. The manner in which the 
harmonics currents are by-passed is to provide harmonic filters as shown in Fig. 3. For a 
6-pulse system, tuned harmonic filters are provided for the 13th and 17th harmonic com-
ponents. For the higher order harmonics, a high pass filter is provided. Care must be 
taken to avoid excessive loss at the fundamental frequency. A practical problem is that 
of frequency drift, which may be as much as ±2% in a public supply system. Either the 
filters have to be automatically tuned or have a low Q-factor to be effective.  
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Fig. 3. Harmonic trap filter 

When, trap filters are designed to eliminate the 11th harmonic, they do this by pro-
viding a low impedance path for that harmonic [21].   

5 Diode-Clamped Multilevel Inverter  

The diode-clamped inverter, or the neutral-point clamped (NPC) inverter, effectively 
doubles the device voltage level without requiring precise voltage matching [22]. 

 
Fig. 4. Diode-clamped five-level multilevel inverter circuit topologies 
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Fig. 4 shows a five-level diode-clamped converter in which the dc bus consists of 
four capacitors, C1, C2, C2, and C1. For dc-bus voltage Vdc, the voltage across each 
capacitor is Vdc1, Vdc2, Vdc2, and Vdc1 respectively, and each device voltage stress will 
be limited to one capacitor voltage level Vdc/4 through clamping diodes [23]-[25]. 

To explain how the staircase voltage is synthesized, the neutral point n is consi-
dered as the output phase voltage reference point. There are five switch combinations 
to synthesize five level voltages across a and n. 

1. For voltage level Van = Vdc1, turn on all upper switches S1–S4. 
2.  For voltage level Van = Vdc2, turn on three upper switches S2–S4 and one lower 

switch S1'. 
3.  For voltage level Van = 0, turn on two upper switches S3 and S4 and two lower 

switches S1'and S2'. 
4. For voltage level Van = -Vdc1, turn on one upper switch S4 and three lower switch-

es S1' – S3'. 
5. For voltage level Van = -Vdc2 , turn on all lower switches S1' – S4'. 

6 Determination of Output Waveform Shape 

The concept of the proposed technique is to combine the selective harmonic eliminated 
PWM method with the optimised harmonic step waveform method. The Selective 
Harmonic Elimination (SHE) method introduces additional notches in the basic voltage 
waveform of the square wave inverter. The inverter output voltage is “chopped” a 
number of times at an angle(s) to eliminate the selected harmonic(s) [26]-[29]. These 
angles are calculated in off-line correlating the selected harmonics to be eliminated in 
the inverter output voltage. In similar lines, for the multilevel inverter, the notches are 
optimised to eliminate the lower order harmonics in the output voltage of a multilevel 
inverter. In the Optimized Harmonic Stepped-Waveform Technique OHSW method 
the number of switching is limited to the number of level of the inverter [30]. 

 

Fig. 5. Output voltage waveform of a diode clamped inverter 
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The output voltage waveform V(t) shown in Fig. 6 can be expressed in Fourier se-
ries as [31]: V t ∑ V∞  sin nα                                            (1) 

The amplitude of the nth harmonic is expressed only with the first quadrant switching 
angles α1, α2, as:-  V V

π
H cos nα H cos nα                             (2) 

Where  0  α π
                                                                                                     

Vn is equated to zero for the harmonics to be eliminated [31], as follows: V   0 H cos 5α    H cos 5α                           (3)                                             V   0 H cos 7α    H cos 7α                          (4)                                             V 0 H cos 11α  H cos 11α                        (5)    

These are three equations and also:                                                H H 1                                                  (6)                                              

Solving these four equations together using MATHCAD software, the value of H1, H2, 

α1, and α2 can be obtained as shown in table 1. Having got the values of the angles α 
and DC voltage heights H, the spectrum analysis using Fourier Transformation for the 
output voltage can be obtained. 

Table 1.  

α1  = 10.97°; α2  = 35.24°; 

H1 = 0.634; H2= 0.365; 

7 Simulation   

The stabilized AC-DC-AC power supply used is shown in Fig. 6 which consists of a 
step down transformer with one primary and four secondary and whose turns ratio are 
(0.8:H1), (0.8:H2), followed by an uncontrolled rectifier and then a dc link low pass 
filter, therefore, two different DC voltages are obtained. Each DC voltage is feeding a 
quazi-single inverter whose angles are α1, and α2 (given in table I) which are clamped 
to get the required wave form. This system consists of a load voltage feedback control 
signal in order to maintain the voltage of the load constant at 380V irrespective of the 
loads variations by controlling the DC voltage levels of through the controlled rectifi-
ers. The inverters operate at 60Hz.  The system has been tested from 10% to 20% of 
full load at time t = 0.9s, from 80% to 100% of full load at time t = 1.9s, and from 
100% to 110% of full load at time t = 2.9s. The transient response results are shown in 
Fig. 7.  
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Fig. 6. Simulink block diagram 

The proposed simulink system configuration is shown in Fig. 7, where a three-
phase 50kVA, 690V step-up transformer has one primary coil and four secondary 
coils which feed three bridge rectifiers, which are cheap since they are uncontrolled 
devices in converting the AC to DC. Each bridge rectifier is connected to a DC/AC 
diode clamped inverter. The output voltages of the inverters are clamped together and 
connected to supply a three-phase 380V, 60kVA load with regulated voltage through 
a feedback signal from output load voltage to control the thyristor rectifiers. 

The value of the inductance of the 1st trap filter is 0.0022 H, while that of the 2nd 
trap filter is 0.0013H.  Both trap filters have a capacitance of 19.2μF. The value of the 
inductances of the four DC link filters are the same L1, L2, L3, L4 = 5mH, while the 
capacitances of the 1st and 4th DC link filters are C1 = C4 = 17600 μF. and the capacit-
ances of the 2nd and 3rd DC link filters are C2 = C3 = 8800 μF.  

 

          
  

                        (a)                                                             (b) 

Fig. 7. (a) RMS output current, (b) Duty ratio K1 
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(a)                                                          (b) 

 

  

  
                            (c)                                                                  (d) 

Fig. 8. Instantaneous O/P current, with its spectrum analysis at: (a) 10%, (b) 80%, (c) 100%, 
(d) 110% of the load 

 

0.9 0.905 0.91 0.915 0.92 0.925 0.93 0.935 0.94 0.945
-20

-10

0

10

20
Output Current at 0.9s, (A)

Time (s)
1.9 1.905 1.91 1.915 1.92 1.925 1.93 1.935 1.94 1.945

-100

0

100

Output Current 1.9s, (A)

Time (s)

0 100 200 300 400 500 600 700 800 900 1000
0

20

40

60

80

100

Frequency (Hz)

Fundamental (60Hz) = 17.77 , THD= 8.33%

M
ag

 (%
 o

f F
u

n
d

am
en

ta
l)

0 100 200 300 400 500 600 700 800 900 1000
0

20

40

60

80

100

Frequency (Hz)

Fundamental (60Hz) = 166.4 , THD= 2.29%

M
ag

 (%
 o

f F
u

n
d

am
en

ta
l)

2.9 2.905 2.91 2.915 2.92 2.925 2.93 2.935 2.94 2.945
-200

-100

0

100

200
Output Current at 2.9s, (A)

Time (s)
3.9 3.905 3.91 3.915 3.92 3.925 3.93 3.935 3.94 3.945

-200

-100

0

100

200

Output Current at 3.9s, (A)

Time (s)

0 100 200 300 400 500 600 700 800 900 1000
0

20

40

60

80

100

Frequency (Hz)

Fundamental (60Hz) = 185.5 , THD= 0.57%

M
ag

 (%
 o

f F
u

n
d

am
en

ta
l)

0 100 200 300 400 500 600 700 800 900 1000
0

20

40

60

80

100

Frequency (Hz)

Fundamental (60Hz) = 204 , THD= 0.80%

M
ag

 (%
 o

f F
u

n
d

am
en

ta
l)



806 M.F. Moussa and Y.G. Dessouky 

  

  
(a)                                                           (b) 

  

  
                            (c)                                                                  (d) 

Fig. 9. Instantaneous O/P voltage, with its spectrum analysis at: (a) 10%, (b) 80%, (c) 100%, 
(d) 110% of load 
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(a)                                                              (b) 

  

  
                       (c)                                                                 (d) 

Fig. 10. Strain voltage, with its spectrum analysis at: (a) 10%, (b) 80%, (c) 100%, (d) 110% of 
the load 
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                             (a)                                                                (b) 

Fig. 11. (a) DC current I1, (b) DC current I2 

  
 

  
                           (a)                                                                   (b) 

Fig. 12. Input current, with its spectrum analysis at: (a) 10%, (b) 80%, (c) 100%, (d) 110% of 
the load 
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                                (c)                                                                        (d) 

Fig. 12. (continued) 

It should be noted that some power suppliers use the transformer after the DC to 
AC inverter to step up the voltage in the 60 Hz frequency level [32] while in this sys-
tem the step up transformer is used before the AC to DC rectifier in the 50 Hz fre-
quency level which has an advantage of lower iron core losses and less noise. The 
results of Fig. 8 to Fig. 13 show that the effectiveness of this AC/DC/AC converter to 
supply a regulated AC voltage regardless of the load changes with low THD.   

From the simulation results, it can be noted that the phase-shifting transformer is 
an indispensable device in multipulse diode rectifiers. It provides three main func-
tions: (a) a required phase displacement between the primary and secondary line-to-
line voltages for harmonic cancellation, (b) a proper secondary voltage, and (c) an 
electric isolation between the rectifier and the utility supply. Also, it is clear that the 
trap filters are provided to eliminate the 13th and 17th

 harmonic components.  
The inverters are diode clamped together to result in an output voltage free of 3rd, 

5th, 7th, 9th and 11th harmonics. The result showed that the output voltage resulted in an 
almost sinusoidal current.  

8 Conclusion 

The selected harmonic elimination is a popular issue in multilevel inverter design. 
The proposed selective harmonic elimination method for DCMLI has been validated 
in simulation. The simulation results show that the proposed algorithm can be used to 
eliminate any number of specific lower order harmonics effectively and results in a 
dramatic decrease in the output voltage THD. In the proposed harmonic elimination 
method, the lower order harmonic distortion is largely reduced in fundamental switch-
ing. Multilevel inverters include an array of power semiconductors and capacitor 
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voltage sources, the output of which generate voltages with stepped waveforms. The 
commutation of the switches permits the addition of the capacitor voltages, which 
reach high voltage at the output, while the power semiconductors must withstand only 
reduced voltages. Thus, by increasing the number of levels in the inverter, the output 
voltages have more steps generating a staircase waveform, which has a reduced har-
monic distortion. However, a high number of levels increases the control complexity 
and introduces voltage imbalance problems. The most attractive features of multilevel 
inverters are that, not only, they draw input current with very low distortion, but also, 
they generate smaller common-mode (CM) voltage, thus reducing the stress in the 
motor bearings. In addition, using sophisticated modulation methods, CM voltages 
can be eliminated.  

A high performance static AC-DC-AC converter is designed. The controller has a 
good control property. The system topology adopts two single-phase diode clamped 
inverters such that they are controlled independently in order to improve the perfor-
mance under different load conditions. It is clear that, the phase-shifting transformer 
is an indispensable device in multipulse diode rectifiers, since it provides three main 
functions: (a) a required phase displacement between the primary and secondary line-
to-line voltages for harmonic cancellation, (b) a proper secondary voltage, and (c) an 
electric isolation between the rectifier and the utility supply. With the help of the de-
veloped algorithm, the switching angles are computed from the non-linear equation 
characterizing the Selective Harmonic Elimination problem to contribute minimum 
THD in the output voltage waveform. Therefore, lower order harmonics like 3rd, 5th, 
7th, 9th, 11th,  13th , and 17th are eliminated and higher-order harmonics are optimized 
in case of fundamental  switching without using PWM. The selected harmonic elimi-
nation is a popular issue in multilevel inverter design. The proposed selective harmon-
ic elimination method has been validated using Matlab Simulink. The simulation 
results show that the proposed algorithm can be used to eliminate any number of  
specific lower order harmonics effectively and results in a dramatic decrease in the 
output voltage THD. In the proposed harmonic elimination method, the lower order 
harmonic distortion is largely reduced in fundamental switching.  
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Abstract. Windows provide us with natural light and fine-looking connections 
to the outdoors. However, a huge amount of energy is lost through these 
building envelopes. Similarly, the glazing is used in many other systems such as 
solar collector covers and photovoltaic cells. This study reviews the most 
common and contemporary coatings of the glass surface with thin films. It  
is analyzed how the smart windows operate and help us in enhancing energy 
efficiency, getting the most out of indoor comfort and improving the 
performance of solar collectors and PV cells. These intelligent coatings feature 
different and selective optical properties in different environmental conditions. 
The analysis emphasizes on the radiation equations and discusses the different 
scenarios based on these equations.  

1 Introduction 

A significant amount of energy is consumed for maintaining thermal comfort in 
buildings. This energy is mostly burnt off to keep vapor compression cycles and AC 
devices running. The building energy consumption is noticeably high in hot and 
humid regions, contributing to one third to half of the electricity produced in some 
countries [1-3]. Therefore, energy saving measures should be implemented in order to 
decrease energy losses [4]. It is highlighted as a major responsibility of designers of 
new buildings not only to cut down on electricity consumption in lighting and HVAC 
systems but also to choose building materials wisely [5]. There are two approaches in 
energy saving strategies, the active strategies and the passive ones. Improving HVAC 
systems and building lighting can actively increase the building’s energy efficiency, 
whereas measures amending building envelopes are the passive methods for the above 
mentioned purpose. Any building element, such as wall, roof and fenestration which 
separates the indoor from outdoor is called building envelope [4]. Using cool coatings 
on roofs, adding thermal insulation to walls and coated window glazing are among the 
effective envelope-based passive techniques that ameliorate energy efficiency [6-8].  

Windows are known as one of the most energy inefficient components of buildings 
[9]. Cooling and heating energy is noticeably wasted via windows. Particularly in 
commercial buildings, they are excessively exposed to solar radiation due to large 
area fenestration leading to thermal discomfort [10, 11]. According to the National 
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Renewable Energy Laboratory report 2009, windows are culpable of about 30 percent 
of building heating and cooling electrical loads and applying high-tech fenestration 
techniques can potentially save approximately 6 percent of the energy consumption 
nationwide [12]. 

Consequently, if we curtail these losses by improving the windows thermal 
performance less electricity costs and greenhouse gas emissions will be resulted. 
Therefore, controlling solar gain and loss by means of fenestration should be 
emphasized in building design. While reducing radiation transmitted, the window 
materials should be capable of sufficient transmission of visible light through 
windows [13]. Modern architecture lends a lot to the concept of residents’ comfort 
[14]. From the aesthetic standpoint, these transparent facades are essential building 
elements that provide a comfortable indoor environment by creating eye-catching 
views as well as illuminating the interior space by inviting light inside [15]. 
Moreover, there are some goals, which cannot be achieved by conventional materials 
such as metals and plastics whereas glass will be suitable [16]. There is quite a vast 
number of parameters influencing the heat transfer through windows such as outdoor 
conditions, shading, building orientation, type and area of window, glass properties 
and glazing characteristics [15]. Improving glazing characteristics of windows such as 
thermal transmittance and solar parameters is the most important criterion to be 
considered in building windows standards [17]. 

In recent years, glazing technologies and materials have been the major focus  
of many studies. Aerogel glazing, vacuum glazing, switchable reflective glazing, 
suspended particle devices film, holographic optical elements [18, 19], low-e coatings, 
all-solid- state switchable mirror glass [20, 21], gas cavity fills and improvements in 
frame and spacer designs [22] are among the most common glazing technologies in 
terms of controlling solar heat gain, insulation and lighting. Electrochromic (EC), 
thermochromic (TC) and photochromic materials are employed in glass industry for 
different, sometimes odd, applications. The two most recent developments in the 
industry, “self-cleaning glass” and “smart glass”, offer excellent energy efficient and 
environmentally friendly features in various applications [16]. 

1.1 Switchable Reflective Glazing (Intelligent Glazing) 

This type of glass -also named “smart window”-is generally based on optical 
switching along with modulation in glass properties. These dynamic tintable windows 
are categorized in to passive and active systems. 

In passive devices, the switching process is activated automatically in accordance 
with the environmental conditions. This environmental factor can be light in case of 
photochromic windows; or temperature and heat in thermochromic windows (TCW). 
Alternatively, the active systems require an external triggering mechanism to perform 
the modulation. For instance, electricity is the actuating signal in electrochromic 
windows (ECW). The active switchable glazing systems offer supplementary options 
compared to the passive systems whereas their dependency on power supply and 
wiring should be reckoned with as a drawback. Chromic materials, liquid crystals, and 
suspended particle windows are the three most common active-controlled intelligent 
windows [9]. The latter two share the disadvantage of their dependency on an electric 
field to be maintained when a transparent mode is desired; resulting in excessive 
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electricity consumption. This is not the case in EC glazing that wants electricity only 
for transition [23]. However, chromic materials are classified into four types: 
electrochromic (EC), gasochromic, photochromic and thermochromic (TC). The first 
two belong to active glazing, responding to electricity and hydrogen gas respectively 
as a function of solar irradiation [9, 19].Smart windows are apt to glazing the cooling 
load demanding buildings with large solar gain [18], though providing a see-through 
mode is a must in any application.  

The decisive factors, based on which the performance of intelligent windows can 
be evaluated, are ordered below with respect to their importance [9]:  

1. Transmission modulation in the visible and outer visible spectrum  
2. Anticipated life time and the number of cycles without degradation 
3. Response time; the time required to switch between colored and bleached  
 states, which depends on the size of the window 
4. The resulted window size 
5. Overall energy consumption 
6. Operating voltage and temperature 

 

We have brought different classes of switchable glazing in the following:  

1.1.1 Electrochromic Windows (ECW) 
The EC effect which was first explained in 1969 is a characteristic of a device which 
varies its optical properties when an external voltage triggers the EC material. The EC 
device modulates its transmittance in visible and near IR when a low DC potential is 
applied [24, 25]. 

It is usually consisted of several layers deposited on glass. The glass substrates are 
usually coated with transparent conducting films with natural colors-mostly tin oxide 
doped with either indium (ITO) or fluorine (FTO). The three major deposited layers 
cover the coated glass substrate as follows: 

1-The Electrochromic film (cathodic electro-active layer with reversible 
transmittance modulation characteristic) which gets a darker color when the external 
circuit transfers electrons into the EC lattice to compensate for the positive ions 
injected from the adjacent ion storage layer, 2-Ion conductor (ion conducting 
electrolyte), and 3-Ion storage layer (anodic electro-active layer) that becomes darker 
while releasing positive ions [10, 25-28]. 

The electro-active layers (also named electrochromics) switch between their 
oxidized and reduced forms causing variations in their optical properties and colors as 
well. Ideally, it is desired that electrochromics act more reflective rather than 
absorptive in their colored state compared with their bleached mode [24]. 

EC windows should provide daylight while acting as a barrier to heat. Obviously, 
this type of window is not capable of providing both effects simultaneously [29]. The 
EC function can be controlled by thermal load, temperature and sunlight. The latter is 
stated to be the best governing parameter, especially from the comfort point of view 
[30-33]. All the more, self-powered EC windows are also developed using 
semitransparent PV cells, which provide the required activating electricity [34-42]. 

Figure.1a and 1b demonstrate the structure and function of EC windows. 
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Fig. 1a. Electrochromic windows in bleached (transparent) mode [43] 

 

Fig. 1b. Electrochromic windows in colored (dark) mode [43] 
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1.1.2 Gasochromic Windows 
The function of gasochromic devices is also based on electrochromism in EC 
windows. The main difference is that instead of DC voltage, a hydrogen gas (H2) is 
applied to switch between colored and bleached states. Compared to their counterpart, 
gasochromic devices are cheaper and simpler because only one EC layer is enough 
and the ion conductor and storage layers are not needed anymore. Although, 
gasochromic devices exhibit some merits such as better transmittance modulation, 
lower required voltage, staying lucid in the swap period, and adjustability of any 
middle state between transparent and entirely opaque; only a few numbers of EC 
materials can be darkened by hydrogen. Furthermore, strict control of the gas 
exchange process is another issue [44]. 

1.1.3 Liquid Crystals (LC) 
Commonly used in wrist watches, LC technology is getting more popular as a means 
of protecting privacy in some interior applications such as bathrooms, conference 
halls and fitting rooms in stores. As it can be seen in Figure 2, two transparent 
conductor layers, on plastic films squeeze a thin liquid crystal layer, and the whole set 
is pressed between two layers of glass. Normally, the liquid crystal molecules are 
situated in random and unaligned orientations scattering light and cloaking the view 
to provide the interior space with privacy. When the power is switched on the two 
conductive layers provide an electric field via their electrodes. The field causes the  
 

 

Fig. 2. PDLC technology used in smart windows [43] 



818 M. Kamalisarvestani, S. Mekhilef, and R. Saidur 

crystal molecules to be positioned in an aligned direction causing a change in 
transmittance [45, 46]. The LC technology suffers from the disadvantage of high 
power demand in transparent mode, resulting in an electricity usage of 5-20 W/m2. 
These devices have problems, in long term UV stability and high cost disadvantages 
as well [9]. The technology using liquid crystals in intelligent windows is called 
Polymer dispersed liquid crystals (PDLC) which is illustrated in figure 2. 

1.1.4 Electrophoretic or Suspended-Particle Devices (SPD)  
SPDs have many things in common with LC devices: they are both fast in switching 
between phases, high electricity consumptive and dependent on an electric field. 
Figure 3 shows the construction and operation of SP windows. According to the 
figure, they consist of the liquid like active layer formed by adsorbing dipole needle-
shaped or spherical particles (molecular particles), i.e. mostly polyhalide, suspended 
in an organic fluid or gel sandwiched between two sheets of glass coated with 
transparent conductive films. Normally, the device is in the dark reflective state 
because of the random pattern of the active layer’s light absorbing particles. When the 
electric field is applied, the particles will align resulting in the clear transmissive state. 
As soon as the power turns off the device switches to its dark state. Typically, the 
transmission of SPDs varies between 0.79-0.49 and 0.50-0.04, with 100 to 200 ms 
switching time and 65 to 220 V AC requirements [9]. 
 

 

Fig. 3. Suspended particle device in smart windows [43] 
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1.1.5 Thermochromic windows (TCW) 
A thermochromic material changes color as the temperature changes [47]. TCW is a 
device on which a thin film of TC materials is deposited. This can reduce the energy 
demand of buildings by changing the device’s reflectance and transmission properties, 
reducing the solar energy gain [48, 49]. The TC thin film is initially in its monoclinic 
state at lower temperatures (usually room temperature). Monoclinic materials behave 
as semiconductors, less reflective, especially in near IR radiation. As the temperature 
rises, the TC material changes its nature from monoclinic to the rutile state. This 
effect is called metal to semiconductor transition (MST). In the rutile state, the 
material acts like a semi-metal, reflecting a wide range of the solar spectrum [50]. In 
high temperatures, it blocks near-IR (800-1200 nm) the wavelengths from which most 
of the heat is originated and far-IR (1200-2500 nm) while in low temperatures it 
allows those parts of the spectrum to pass [51]. 

2 Optical Analysis 

In the previous sections, we reviewed the common intelligent glazing. The smart 
coatings are deposited on the glass surface and they amend the optical properties of 
the surface regarding wavelength and environmental conditions.  

A typical sketch of the coating on a glass surface is demonstrated in figure 4. As it 
can be observed, the radiation will be reflected on two surfaces, first on the coating 
and second the coating-glass interface. 

 
Fig. 4. The continuous reflections and transmissions through a thin film coated on the surface 
of substrate  

As it is observed in the figure, the incident radiation first hits the coating surface 
(first surface). A fraction of the radiation gets reflected (r12) and the rest pass through 
the coating (t12) until it reaches the thin film- substrate interface (second surface). 
The second surface also reflects a portion of radiation (r23) and lets the remaining 
pass through (t23). The reflected part again reaches the first surface on which it can 
whether be reflected (r21) again or transmitted (t21).  
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Considering the phase difference (2δ) between r12 and t21 the following equations 
are obtained for the overall transmission and reflection [52, 53].  
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Where, for ϕ as incident angle, the phase gain can be calculated by equation (3). 

ϕπνδ 22
2 sin2 −= nD         (3) 

Therefore, the reflected and transmitted energy of the film-substrate shown in figure 4 
can be estimated using equations (4) and (5). 
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Finally, the absorptance of the whole system will be 

RTA −−= 1         (6) 

The absorbed incident energy of a solar collector plate with αc absorptivity can be 
computed by equation (7) [54]. 
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If normal incidence is the going to be analyzed equation (8) can be introduced in 
which the Fresnel’s formulae have been employed to simplify the equations using 
only refractive indices of the layers. 
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Where, λo is the wavelength in vacuum. 

3 Discussion and Conclusions 

The ideal windows are those, which let the light pass through in the visible range and 
block the unwanted radiation which cause heat loss or heat gain regarding the climate. 
The smart coatings such as electrochromic and thermochromic thin films feature 
spectrally selective behavior in the different wavelengths. Accordingly, in the visible 
range (400 nm – 700 nm) they are highly transmissive and in the near infrared (NIR) 
range (700 nm- 2500 nm) the reflectivity and transmissivity change in response to 
external triggers such as electricity, light and temperature. The infrared radiation is 
the greatest contributor to heat among the different sections of spectrum [55]. 
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In order to compare different glazing technologies we should first define which 
goals take priority over the others. Do we want to block the IR radiation in the price 
of losing view or the view is more important? Is lighting energy is of more 
importance than cooling energy? Is the resulted color of the window important? How 
desirable is privacy? 

Obviously, each coating has different effects on different parts of spectrum and 
results in diverse colors. Table 1 compares TC glazing, EC windows, LC technology 
and SPD in terms of their thermal effect, optical effect, visual performance, the 
activating factor and the challenges of these technologies. TC and EC windows show 
better upshot in reducing transmission and providing outside view. 

Table 1. A comparison between Thermochromic, electrochromic, Liquid crystal and suspended 
particle devices [56] 

 Thermal 
performance 

Optical 
performance 

View  Actuator  Challenge  

TC Reducing 
transmitted 
radiation 
UV 
transmissive 
in colored 
mode; 
operates 
best in the 
near IR 

Low 
transmission 
in visible 
range 

Transparent 
at high IR ; 
reduction in 
light 
intensity 
but still 
transparent 

Heat 
(surface 
temperature) 

Low 
visibility  
(can be 
solved by 
choosing the 
suitable 
dopant) 

EC reducing 
transmitted 
radiation  

transparent 
in the short 
wavelength 
region 
coupled 
with opacity 
in the long 
wavelength 
region 

Reduction 
in light 
intensity 

Voltage or 
current 

Electric field 
dependent; 
Wiring 
required 

LC Low 
reduction in 
transmitted 
radiation 

Opaque in 
colored 
mode 

Reduction 
in 
visibility; 
opaque 

Voltage  High 
electricity 
consumption 

SPD Low 
reduction in 
transmitted 
radiation 

Opaque in 
colored 
mode 

Reduction 
in 
visibility; 
opaque 

Current  High 
electricity 
consumption 

 
As it is demonstrated in figure 5, electrochromic and thermochromic windows are 

the best glazing types in terms of reducing the required cooling load. As it is 
mentioned earlier in introduction, one of the most crucial parameters in evaluating the 
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performance of smart windows is transmission modulation and their ability to pass 
through the visible light. Thermochromic and electrochromic windows fulfill this 
requirement. The overall energy consumption will also plunge considerably by using 
these two chromogenic smart windows. However, the necessity of wiring in 
electrochromic glazing and the better ability of thermochromic windows to maintain 
the visible transmission when it is properly doped [57] besides their simple structure 
[58] have given thermochromic windows a cutting edge compared to the other 
counterparts. 

 

 

Fig. 5. Comparison of electric lighting energy and cooling energy between different glazing 
types adapted from Ref. [59] 

Considering equation (8) it is clear that in order to acquire lower reflectivity, the 
refractive index of film should be lower. Hence, according to the application one 
should select the type of thin film and the value of refractive index. For fenestration in 
hot climates the desired window should be highly reflective in infrared while being 
transmissive enough to the visible light [60]. In this case, films should have higher 
refractive index in near infrared and should show lower refractive index in visible 
range. For instance, thermochromic thin films should have this characteristic in order 
to be effective in saving energy. According to experiments, at temperatures below the 
transition temperature, thermochromic films show higher reflectivity in visible range 
and lower reflectivity in NIR range. Whereas, at temperatures higher than transition 
point the optical properties are just reverse [50].  

For the case of solar collectors, in order to absorb more energy, besides the high 
absorptivity of the plate itself the optical properties of the glass cover should show a 
desirable trend. Based on equation (7) it is concluded that the glass cover should have 
higher transmissivity and lower reflectance. Using smart thin films, which are more 
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transmissive, especially in the visible range, can live up to this goal. However, it 
should be taken into consideration that beside the optical performance of the glass 
cover itself, there are some other omnipresent parameters, such as dust and humidity 
that can affect the level of solar absorption [61].  

To recapitulate, it can be stated that until now, many experiments have been 
conducted on the optical performance of smart thin films but there is not enough 
attention to the optical equations available. Through elaborating the equations in this 
study, a systematic approach is constructed to evaluate performance of thin films 
coated on glass substrates. 
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A Sunspot Model for Energy Efficiency in Buildings 
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Abstract. Studying the distribution of beam solar radiation in buildings is 
becoming more important with the emphasis on curtailing energy consumption. 
This paper presents a model developed in order to evaluate sunspot position and 
area through a window on each wall of a parallelepiped room. The results of 
this developed model have been compared with numerical published data. An 
application of the model to study the sunspot progression on walls of a Tunisian 
building is also presented.  

1 Introduction 

The sun has influenced architectural design since primitive times. In the sixth century, 
the Greek philosopher Xenophanes wrote: “In houses with a south aspect, the sun’s 
rays penetrate into the porticoes in winter, but in the summer the path of the sun is 
right over our heads and above the roof, so that there is shade. If, then, this is the best 
arrangement, we should build the south side loftier to get the winter sun, and the north 
side lower to keep out the cold winds”.  

This principle is still true; buildings must be oriented and designed to admit a 
minimum amount of direct sun rays in summer and a maximum amount of solar heat 
during the winter. 

Furthermore, natural daylight is an abundant source of effective lighting. With 
shortages and increasing costs of available produced energy, the importance of 
daylighting in building design is being viewed with new emphasis. 

To ensure human needs for natural light, buildings are designed with large window 
openings, making sun control very important. Solar radiation affects thermal comfort 
in hot season while it can supplement the heat source in winter. Thus it is increasingly 
important to know and understand the sun’s effect on the design and the engineering 
of a building, hence the need for the knowledge of the distribution of beam solar 
radiation in buildings. 

Beam solar radiation penetrating through a window is generally taken into account 
by numerical programs in an overly simplified way, considering that all the flux 
arrives on the floor. In other numerical codes, the percentage of beam solar radiation 
arriving on each wall must be defined by the user and kept constant during the entire 
simulation. A common practice is to consider that 60% arrives on the floor. 
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Wall [Wall, 1997] showed that the heating demand in a highly glazed building was 
underestimated in most simulation software because the beam solar radiation was 
insufficiently taken into account. 

More recently, Tittelein [Tittelein and al., 2008] concluded that the difference in 
heating demand between the simulation where beam solar radiation is projected on 
the floor and the simulation where the sunspot is calculated for each time step is 
significant. 

The first part of this paper describes the model that we have developed to calculate 
the beam solar radiation distribution in a parallelepiped room. Obtained results are 
then compared with published data [Bouia and al., 2002]. In the second part we 
present an application of our model to study the sunspot progression on the walls of a 
room located in Tunis.  

2 Sunspot Distribution in a Parallelepiped Room 

Several methods for calculating the position and the area of a sunspot on inside walls 
of a room have been developed. 

The Swiss engineering consultant company Sorane has developed a program called 
SUNREP [Chuard, 1992], which can be used as a processor for programs such as 
TRNSYS. The principle is to break the window down into small rectangular elements. 
Then it is considered that only one sun’s ray passes across this element through the 
center of the rectangle. The place where the ray arrives on walls of a parallelepiped 
room is then determined. 

Serre [Serre, 1997] and Trombe [Trombe and al., 2000] suggested a geometrical 
method based on the projection of two rectangles that are inside and outside the bare 
part of the window. Each rectangle is projected on infinite horizontal and vertical 
planes corresponding to the walls and the floor of the room. Then the intersection 
between each parallelogram obtained and the real rectangular wall is considered. To 
determine the sunspot area, the intersection of both projections of rectangles (inside 
and outside the bare part of the window) is made on each wall. 

3 Description of the Sunspot Model 

Our goal is to develop a model that is both simple and requires only modest 
computation time on desktop computer to be integrated into the thermo-aeraulic 
building simulation tool ZAER [Gharbi and al., 2005; Boukhris and al., 2009].  

The sunspot’s position and area depend upon the sun’s position and the geometry 
problem. Thus, to know how the rays will strike a building and how far the rays will 
penetrate through the opening; to shade certain areas and irradiate others; we must 
calculate, in the first stage, the following data for a particular surface at a specific 
time of the day studied: 

• The Solar Time 
• The Hour Angle 
• The Declination Angle 
• The Solar Altitude angle 
• The Solar Azimuth angle 
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The relation between Solar and Standard Time 

Solar Time is the time as measured by the sun. It is not uniform; it speeds up and 
slows down, because the earth moves slower and faster in its orbit around the sun, and 
because of different distances from the sun. 

The following equation converts Standard Time to Sun Time: 

SuT = StT – ET + 4 (SM – L) 

where: 

SuT  : Sun Time (hours and minutes) 

StT   : Standard Time (hours and minutes) 

ET    : Equation of Time (minutes) 

4      : Number of minutes required for the sun to pass over one degree of longitude 

SM   : Standard Meridian (longitude) for the local time zone 

L      : Longitude of Location  
 

The Equation of Time denotes the factor for the non-uniformity of Sun Time. For a 
day of the year “d” (1 to 365), it is given by [Bouia and al., 2002]: 

ET = 0.0002 – 0.4197 cos(d) + 3.2265 cos(2d) + 0.0903 cos(3d) + 7.3509 sin(d)  
+ 9.3912 sin(2d) + 0.3361 sin(3d) 

Sun Time is used to define the rotation of the earth relative to the sun. An expression 
to calculate the Hour Angle from Sun Time is [Al-Rawahi and al., 2011]: 

HA = ( )360
SuT 12

24
  − 
 

 

where HA is defined as the angle between the meridian parallel to the sun rays and 
the meridian containing the observer. 
 
Calculation of the apparent sun position 

 

When we observe the sun from an arbitrary position on the earth, we are interested in 
defining the sun position relative to a coordinate system based at the point of observation, 
not at the center of the earth. The conventional earth-surface based coordinates are a 
vertical line and a horizontal plane containing the north-south line and and the east-west 
line. The position of the sun relative to these coordinates can be described by two angles; 
the solar altitude angle α and the solar azimuth angle Az (figure 1).  

The solar altitude angle (α) is the angular height of the sun in the sky measured 
from the horizontal. The solar altitude varies throughout the day. It also depends on 
the latitude of a particular location and the day of the year.  

The other angle defining the position of the sun is the solar azimuth angle (Az). It 
is the angle, measured clockwise on the horizontal plane, from the projection of the 
sun’s central ray to the south-pointing coordinate axis. 
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Fig. 1. Relative Solar angles and position of the surface 

The solar altitude and the azimuth, expressed in terms of location’s latitude (φ), the 
hour angle (HA), and the sun’s declination (δ), are calculated by the equations: 

α= ( ) ( )1sin sin sin AH cos cos cos AH− ϕ + ϕ δ    

Az = ( ) ( )1 sin cos cos AH cos sin
cos

cos
− ϕ δ − ϕ δ 
 α 

 

where the declination angle (δ) is the angle between the equator and a line drawn 
from the center of the earth to the center of the sun. It varies seasonally due to the tilt 
of the earth on its axis of rotation and the rotation of the earth around the sun. 

One such approximation for the declination angle is [Al-Rawahi and al., 2011]: 

δ = ( )360
23.45 sin d 284

365
 +  

 

The developed method 
 

We consider a room which is as a perfect parallelepiped with a window having a 
shape of a perfect rectangle as shown in figure 2. 

A’, B’, C’, D’ are respectively the projection of the window’s vertices A, B, C, D 
on the room’s internal walls. 

Twenty different cases are distinguished depending on the position of A’, B’, C’, 
D’ (sunspot on the floor; sunspot on the floor and the north wall, …).  

To distinguish the different cases, the vertices A, B, C and D are projected on the 
plane of the back wall (A1, B1, C1, D1) and on the plane of the floor (A2, B2, C2, D2). 
The comparison of the coordinates of these eight points on (O, x, y, z) to the room’s 
dimensions is sufficient to determine which case we have to study. 

When the case is determined, each wall is broken down into elementary rectangles. 
We consider that the rectangle is irradiated when its barycenter belongs to the 
polygon obtained by the projection of the window’s vertices. The sunspot’s area on 
each wall is then calculated by the sum of the irradiated rectangles.  
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Fig. 2. Geometrical notations 

4 Evaluation of the Sunspot Model  

The developed model is tested by comparing its results achieved with predictions 
made by another numerical model [Bouia and al., 2002]. 

Comparisons are made for a north-south oriented room (5x3x3m) equipped by two 
glazed surfaces in the southern wall (figure 3). 

5 m

3 m

3 m

1 m 1 m

1 m
1 m North

 

Fig. 3. Shape and dimensions of the room 

This room is located in two different cities in France where the geographic 
coordinates are presented in Table 1. 

Figure 4 shows the sunspot distribution obtained by our model (left column) and 
the one given by Bouia [Bouia and al., 2002] (right column). We observe that our 
results are in good agreement with the published data. 
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Table 1. Geographic coordinates of the studied cities 

City Latitude (φ) Longitude (L) 

Lyon 45.75° 4.85° 

Marseille 43.30° 5.40° 

12h StT 21/06/2002_ Lyon 
 

                                                                                       
 

12h StT 21/12/2002_ Lyon 
 

   
 

12h StT 21/12/2002_ Marseille 

 

 

16h StT 21/12/2002_ Marseille 
 

 

 

 

 

 

Fig. 4. Comparison of sunspot distributions (adapted from [Bouia and al., 2002]) 
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5 Consideration of the Sunspot Distribution In Thermal 
Simulation 

To evaluate accurately the distribution of the short-wave radiation, each wall of the 
building envelope was divided into NFT facets. 

The internal distribution of short-wave radiation was computed with a method 
similar to that of the radiosities. This method introduces a total exchange factor 

ijF̂ which is defined as the fraction of the diffuse radiation leaving the facet i and 

striking the facet j after multiple reflections [Ghrab, 1991].  
Optical characteristics of the glazing, dependant on incident angle, are calculated 

for each simulation time step [Gharbi and al., 2005]. 
The net radiative short-wave flux of an interior envelope facet i has the following 

expression: 

riSWφ =
NFT Nv

iSW i i kSW ki k k vi bv v bv
k 1 v 1

ˆ ˆB S F S B F S E
= =

 −α + ξ + τ  
   

iSWα  is the absorption coefficient for radiation, kSWξ  the reflection coefficient for 

radiation and Si the facet surface. 
Bi Si is called primary beam solar radiation, where Bi represents the beam solar 

radiation that strikes the facet i from the direct solar radiation passing through the Nv 
glazings of the building. It is expressed as: 

Bi = 

vN

bv v bv vi
v 1

i

S E P

S
=

τ
 

Pvi is the fraction of incoming beam radiation that strikes the facet i, τbv the glazing 
transmittance for the direct solar radiation and Ebv the incident direct radiation upon 
the glazed facet. 

6 Case Study: Application to a Passive Solar Tunisian Building 

The simulated building is a parallelepiped room which has a floor area of 12 m2, and a 
height of 3 m (Figure 5). It had a glazed surface of 2.4 m2 in the middle of the 
southern wall.  

The room was located in Tunis (Tunisia, latitude: 36.93°, longitude: 10.25°). We 
have applied the meteorological data (direct and global horizontal solar radiation) 
typical of the climate of Tunis. 

We have chosen to study the sunspot’s progression, on walls of the room, at each 
seasonal position of the Sun. The results are presented on figures 6 to 9. 
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North

4 m

3 m

3 m

1.2 m

2 m

0.9 m

1.3 m

 

Fig. 5. Simulated room 

 

Fig. 6. Distribution of primary beam solar radiation on March 20 

 

Fig. 7. Distribution of primary beam solar radiation on June 20 
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Fig. 8. Distribution of primary beam solar radiation on September 22 

 

Fig. 9. Distribution of primary beam solar radiation on December 21 

These results show that, at the latitude studied and for this geometry, assuming that 
the entire beam solar radiation is on the floor may be applicable only in summer.  

Indeed, the sun reaches its maximum height on June 21. That’s why the majority of 
the flux reaches the floor. However, during the winter solstice, when the sun is low, 
the projection of beam solar radiation is greater on the lateral walls than on the floor. 
This sunspot can even reach only the lateral walls. 

On the vernal and autumnal equinoxes, we observe the same distribution of 
sunspot’s on the walls.  

Moreover, it seems that during the day, the sunspot can reach every wall in the 
room. Thus, using sunspot calculations makes it possible to take into account in a best 
way primary beam solar radiation and then an accurate evaluation of the internal 
distribution of the short-wave radiation.  
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7 Conclusion 

A FORTRAN computer code has been developed to calculate the position and the 
area of the beam solar radiation reaching each wall of a parallelepiped room. 

The comparison of the obtained results with the published data, for two cities and 
at different times, shows that our simulation tool is an accurate one. 

An application of the model to study the sunspot’s distribution at each seasonal 
position of the Sun proves that the commonly assumptions in thermal programs, 
considering that all the flux reaches the floor and it is independent of time, is far from 
reality. 

The advantage of this model is that it permits an accurate calculation of the internal 
distribution of the short-wave radiation. Work in progress is coupling the developed 
sunspot model with the thermo-aeraulic building simulation tool ZAER. This will 
allow the realistic simulation of the thermal behaviour of large highly-glazed buildings.  
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Abstract. In addition to the cost, storage of energy from solar generators 
remains a critical problem that is preventing the solar industry from reaching its 
full potential. Storage technologies are expensive and may not be suitable for 
large scale installations. Recent research suggests that electric vehicles (EVs) 
can be used for matching power demand with generation from distributed PV 
installations. This approach, called Vehicle-to-Grid (V2G), has never been 
demonstrated on a residential district to make it independent of the grid. In this 
study, we adopt the V2G concept and apply it to the Masdar Institute (MI) 
campus. Our aim is to investigate the feasibility of powering MI campus 24/7 
from its own rooftop solar installations by using its EVs infrastructure for 
storage. The results showed that the generation and EV infrastructure already in 
place can power MI campus for 1 to 7 hrs of storage time, respectively. We 
have also conducted a feasibility and cost analysis to achieve 24/7 solar energy 
utilization by using different types of EVs.  

1 Introduction 

The UAE is blessed with high solar irradiation during the year with very few cloudy 
days [1-3]. The monthly average and maximum values of global horizontal irradiance 
(GHI) are shown in Figure 1 [4]. The use of rooftop PV, called technically Building 
Integrated Photovoltaics (BIPV) is increasing after launching the solar roof plan 
(SRP) which is part of the target of archiving 7% of the generation capacity of Abu 
Dhabi’s energy from renewable resources by 2020. PV systems with a cumulative 
capacity of 500 MW are expected to be online in Abu Dhabi by the year 2020 
according to this SRP.  

With the rapid increase of the use of BIPV in Abu Dhabi, Dubai also started 
deploying BIPV technology [4,5]; however, if the UAE is to proceed with the 
installation of BIPV, one major problem arises. This problem is the management of 
electricity production. Due to the potential high solar penetration, the national grid 
may face difficulties in managing and distributing the extra electricity produced from 
the BIPV distributed generation systems because it cannot handle the fluctuation in 
electricity production and consumption. In other words, generation and transmission 
must be continuously managed to match the fluctuating load. Another limitation the 
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grid faces is that generation and consumption of electricity should be equal at all 
times or the grid will become unstable [6]. To minimize the load of excess electricity 
production on the grid, the apparent solution is to use batteries as a storage medium. 
However, storage like hydropower, hydrogen, ultra-capacitors and compressed air are 
expensive and may not be suitable for large scale installations in the UAE. Recent 
research suggests that electric vehicles can be used as a storage medium for matching 
power demand with generation from distributed PV installations. This approach, 
called Vehicle-to-Grid (V2G), has never been demonstrated on a residential district to 
make it independent of the grid.  

In this study, we adopt the V2G concept [7] and apply it to the Masdar Institute 
campus. MI in Masdar City uses rooftop PV to supply the building with electricity 
during daytime hours. When no sunlight is available, MI campus is powered from the 
utility grid. The problem that needs to be investigated is how to store the excess solar 
energy using the transportation system available in MI campus, which is based on 
personal rapid transits (PRTs) and electric vehicles (EVs). The extra power generated 
from the solar installation during the day can be fed to the EVs and PRTs. During the 
night, when no sunlight is available, and when the PRTs and EVs are not used 
frequently, they can be plugged into the electric power system of the campus. By 
using this method, a 24/7 power generation may be achieved because power 
consumption during the night is minimum. 

In recent years, interest in the V2G concept has increased. Ref. [8] reviewed the 
state of the art of plug-in-hybrid electric vehicles (PHEVs) and V2G concept. This 
paper investigates the feasibility of powering the MI campus 24/7 by using different 
scenarios to find the ultimate cost effective solution. Our main goal remains the 
optimization of the number of electric vehicles and PRTs to power the campus 24/7 by 
using the V2G concept. The contribution of this paper compared to previous works is 
that this study is more practical and based on the real performance of the MI campus, 
transportation infrastructure and PV installations. The following section reviews the 
published work on the V2G concept. Section 3 describes the research scope and 
methodology. A model of the infrastructure is described in section 4. Results and 
analysis are presented in section 5. Finally, section 6 provides conclusions.  

 

 

Fig. 1. Monthly average and maximum values of the GHI in Abu Dhabi [4] 
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2 Methodology 

Masdar Institute campus in Masdar City is an interesting case study for this analysis 
due to its unique power architecture. The 1MW photovoltaic installed on the rooftop 
supplies the building with the electricity during the day only. When no sunlight is 
available, the building is powered from the utility grid. Figure 2 illustrates the system 
architecture of our case study in terms of its power generation, consumption, and 
transportation infrastructure. Figure 3 shows the total night hours needed for energy 
storage in Abu Dhabi. The figure shows that the maximum night hours needed for 
storage in most days is 14 hours. Based on this, the simulated day was selected. We 
used daily solar irradiation data to estimate the hourly solar energy output from the 
10MW Masdar PV power plant and 1MW rooftop PV installation for January 2012. 
We developed hourly energy generation based on hourly global horizontal irradiance 
(GHI), and then we distributed the hourly energy generation of both PV installations 
over time. Figure 4 shows the hourly consumption of MI campus taking into account 
EVs average consumption and the 1MW energy profiles in kWh for the simulated 
day. The figure shows that during the day there is enough energy generated from the 
1MW; however, the generation drops significantly at sunset. When the consumption 
fluctuates at night the building is being fed by the grid to meet the demand.   
 

Fig. 2. System architecture of our case 
study 

Fig. 3. Night hours needed to store energy for the 
year 2012 in Abu Dhabi  

 
Fig. 4. Hourly demand load and 1MW energy profiles for the simulated day 
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To show the excess of energy from the 1MW, we calculated the difference between 
the energy generation of the 1MW and the energy consumption of the MI campus. The 
analysis showed that the total extra power output from the 1MW is around 1287 kWh 
(Figure 5). Based on the figures we obtained the hourly excess of energy from the 1MW 
ranges from 250 to 85 kWh with a total of 1287 kWh, while the total energy deficiency 
from 6 pm to 9 am of the MI campus is 2020 kWh. Those results show that the excess 
energy from the 1MW is not enough to power the MI campus during the night, thus we 
took the remaining 733 kWh from the 10MW PV power plant (Figure 6). 

3 Model 

A detailed hour by hour analysis was done to find the total number of vehicles required 
to store the excess amount of energy of 2020 kWh. In this study, analysis has been 
done for two types of vehicles. The first is the Mitsubishi innovative electric vehicle  
(i-MiEV). This electric vehicle is based on the gasoline-driven 660cc “i” mini-car. The 
i-MiEV has been lauded for its strong motor power, stability, quietness and its 
comfortable ride. Masdar in collaboration with Mitsubishi Heavy Industries (MHI) 
have launched this pilot project in January 2011. The EVs are used for intra-urban 
transportation and also for travel to Abu Dhabi international Airport and neighboring 
areas. Table 1 [9] shows the technical specification of the i-MiEV. The second type of 
vehicle is the Personal Rapid Transit system (PRT). The system is a transport method 
that offers personal, on-demand non-stop transportation between any two points on a 
network of specially built guide-ways. Table 2 shows the technical specifications of the 
PRT [10]. There are two EVs charging systems in MI campus. The first is a regular 
charge for a full charge in 6 hours from electrical outlets, and the second is a quick-
charging connection for an 80% full charge in 30 minutes at two quick-charge stations 
powering up the vehicles. The i-MiEVs can generate or store electricity when parked, 
and with proper connections can feed power to the MI campus. For simplicity, we 
assume that by the end of the day, all vehicles are fully charged. So, a total of 208 and 
173 kWh energy capacities are what the 13 EVs and 9 PRTs can provide, respectively. 
In this study, the effect of temperature, charging and discharging losses on the battery 
energy capacity are neglected. Also, in this model, each car will be recharged after 
discharging to be ready to use for the next day.  
 

 
Fig. 5. Difference between the energy production from the 1MW and the energy consumption 
of the MI campus  
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Fig. 6. Difference between the energy production from the 1MW and the energy consumption 
of the MI campus + extra energy needed from the 10MW 

Table 1. Technical Specifications of EVs [9]   Table 2. Technical Specifications of PRTs [10] 

  

4 Results and Discussions 

We conducted an analysis to find the number of vehicles and PRTs to provide power 
with a maximum energy capacity per vehicle. We focused on the following key 
variables: hourly energy consumption of the MI campus, hourly energy generation 
from the 1MW and the 10MW installations. The model results for the entire energy 
deficiency are shown in the following figures with one critical measure- the number 
of electric vehicles needed to feed the MI campus during the night.  With an energy 
deficiency ranging from 200 to 9 kWh (Figure 7) we distributed the total number of 
EVs and PRTs which are 13 and 9 respectively, with their maximum storage capacity 
of 16 and 19.2 kWh on the energy deficiency chart to find the total discharge hours. 
We found that the existing 13 EVs will give 208 kWh of energy which is only enough 
to power the MI campus 1 hour during the night. For the PRTs, they can give 173 
kWh of energy which is enough for 3 hours. 

To compute the total number of the EVs and PRTs (n and m, respectively) needed 
to match the demand during the night, with the values in table 3, Eqs. (1), (2), and (3) 
are used:  16 ∑ 19.2 ∑                                (1) 

                                                          (2) 
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Dimensions and 
weights

Overall length mm 3,475
Overall width mm 1,475
Overall height mm 1,610
Kerb weight kg 1,110
Seating capacity Persons 4

Performance Electric range (NEDC) km 150
Maximum speed Km/h 130
Standing start 0-100km/h sec 15.9

Power plant Rated output kW 35
Traction battery Type Lithium-ion 

Voltage V 330
Battery energy kWh 16

Capacity and 
weights

Seating capacity 4 adult + 2 children
Payload weight kg 1600

Performance Maximum speed Km/h 40
Traction battery Type Lithium-Phosphate 

Charging time hour 1.5
Battery energy kWh 19.2
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1                                 (3) 

Where C is the total consumption of the MI campus during the night, n and m are the 
percentage of EVs and PRTs out of the total number of vehicles multiplied by their 
energy capacity, respectively. We considered 6 scenarios with different shares of EVs 
and PRTs to achieve 24/7 solar power generation. Figure 8 shows the total EVs and 
PRTs needed for discharging corresponding to each scenario. We also conducted a 
cost analysis to determine which scenario is best based on the forecast data of 
Lithium-ion battery. Note that in our module, the economy of scale factor was not 
considered. For instance, a study [11] showed the trend of reduction in Li-ion battery 
cost with an increase in production volume. As the production volume of Li-ion 
battery increases from 10 to 100,000 units/year, the battery cost decreases 
approximately from 3,000 to 400 $/kWh. Figure 9 shows the projected cost of i-MiEV 
EVs based on the future cost of the Li-ion battery [12]. It can be noticed that the cost 
of the vehicle decreases dramatically. The results of the cost analysis of the different 
scenarios are presented in Figure 10. The general trend resulting from these 
calculations shows a relative decrease in cost of these six scenarios. Notice that 
scenario 6 has the lowest cost, about $3M less than that of scenario 5 in 2012.  

Table 3. Percentages of EVs to PRTs in scenarios 

  

Fig. 7. Distribution of the total current EVs  
and PRTs matching the energy deficiency 
distribution 

  

Fig. 8. The total number of EVs and PRTs 
needed for discharging in scenarios 

Fig. 9. The i-MiEV cost forecast based on 
the Li-ion cost 
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Table 4. Summary of the analysis for  
different models of EVs 

  

   Fig. 10. Cost analysis of different scenarios  

The best result obtained from the last analysis was 100 EVs and 9 PRTs; however, 
we noticed that the number of vehicles can be further minimized. So, we conducted a 
further analysis with different models of EVs. These models of vehicles have a 
battery energy capacity ranging between 20 and 85 kWh. These models were selected 
because they will have potential large share in the EV market (see table 4). Figure 11 
shows the distribution of Model 2 because it has the largest battery energy capacity. 
This model resulted in only 19 vehicles needed for discharging during the night to 
power MI campus. 

 

Fig. 11. The distribution of models 1, 2, and PRTs matching the distribution of the energy 
deficiency  

5 Conclusions and Recommendations  

This work has developed different scenarios in order to conduct a detailed hour by 
hour power generation for a specific case study by applying the V2G concept. The 
analysis has been applied for MI campus energy generation and consumption. The 
impact of three types of electric vehicles for night energy discharge was carefully 
studied.  Altogether, the analysis shows that the storage capacity of the vehicles is a 
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very critical factor in achieving 24/7 power. This was demonstrated when we 
compared two different models of EVs with their different capacity. The first model 
resulted in 100 vehicles, while the second model resulted in only 19 vehicles needed 
for night charging. Although initiating the SRP program is a promising solution to 
increase adoption of solar energy, it is still not sufficient since the buildings are 
powered by solar only during the day. Thus, it is important to introduce another 
program to adopt the penetration of electric vehicles. With the rapid development of 
EVs and the continuing decrease on the vehicle cost, this study showed that the 
number of EVs needed to power a campus can be reduced further.         
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Performance of Thermophotovoltaic Devices 
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Abstract. We investigated the performance of thermophotovoltaic (TPV) 
systems that are composed of different cells and selective emitters. We selected 
three cells which are the Si conventional PV cell and the low bandgap Ge and 
InGaAs TPV cells. The three cells operating with Yb based selective emitters 
were simulated. The effects of the emission spectra on the the performance of 
these cells are presented and discussed, especially with regard to the emitter 
temperature. By comparing the overall cell performances, the best combinations 
of cells and selective emitters were determined. 

Keywords: Thermophotovoltaics, Selective emitters, simulation, PV cells. 

1 Introduction 

The TPV technology is based on the use of the PV effect to convert infrared 
radiations (i.e. radiation from a thermal source) into electricity. A typical TPV system 
consists of three components: a heat source, a radiation emitter and a PV cell. The 
radiation emitter absorbs the thermal energy from the heat source, and then it radiates 
photons with various energies. These photons are incident on the PV cell, and only 
photons with suitable energies can be utilized and converted by the PV cell. High cost 
of fabrication and low energy conversion efficiency are the main reasons for the slow 
commercialization of TPV systems. Over the past decades, the development of 
materials science and fabrication technologies led to further progresses in PV cells 
and spectral control designs for TPV systems [1][2]. Nowadays, many significant 
improvements have been made in the designs of PV cells, and various techniques are 
available for controlling the spectra. 

In order to enhance the TPV efficiencies considerably, a good match between the 
emitted spectrum and the sensitivity of the PV cells is essential. The use of selective 
emitters is considered in this research. The role of a selective emitter is to convert the 
incoming heat (i.e. a broad spectrum) into a narrower emission spectrum that is 
adapted to the sensitivity of the PV cell considered [3]. Once the optimum condition 
is reached by combining the suitable selective emitters and PV cells, the efficiency of 
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the TPV system can be improved significantly [4]. Because the shape and major peak 
of the radiation spectrum are controlled by the selective emitters, conventional PV 
cells and low bandgap TPV cells can be used as both of them have the potential to 
improve their efficiency by delivering high power output [5][6]. 

2 Methodology 

2.1 Simulation Model 

Through the PC1D simulation program, we can predict the performance of PV and 
TPV devices under different conditions, and optimize the TPV systems that integrate 
selective emitters [7]. Using PC1D, we were able to calculate the efficiency of PV 
and TPV cells by adjusting the cell parameters that strongly depend on the incident 
spectrum. In this research, selective emitters are considered as the photon source for 
PV and TPV cells. By using the emittance spectra of different selective emitters, we 
studied the effect of the key emitter parameters on the overall performance of the 
resulting systems. 

In the simulation model, we plugged in different input data of emission spectra for 
the three cells considered: Si, Ge and InGaAs. The input intensity from the selective 
emitter is derived from their emission spectra. The results obtained from the program 
include open-circuit voltage ( ), short-circuit current ( ), and maximum power 
( ). Based on these data, we calculate the fill factor ( ), current density ( ) and 
cell efficiency ( ). 

In this paper, Yb based selective emitters are studied and employed in the 
modeling and simulations of TPV systems. The reason why we focus on this rare-
earth selective emitters is that they can be used on either commercial PV cells like Si 
or lower bandgap TPV cells. Yb based selective emitters have an emission peak at 
about 1000 nm, which is especially suitable for conventional Si solar cells. We 
extracted emission spectra of many selective emitters from experimental data 
available in the literature and plugged them into our simulation models [6][8][9]. For 
these Yb based selective emitters, we particularly investigated the effect of their 
temperature on the overall system performance. 

2.2 The Cells Used in This Study 

In this research, we use three different cells as our simulation models. They are based 
on Si, Ge and InGaAs. The energy bandgap of Si is 1.12 eV and Ge is 0.67 eV. For 
the InGaAs cell, we use the one which was oprtimized and reported recently [10]. The 
energy bandgap of this InGaAs cell is 0.74 eV. We chose the Si and Ge cells which 
typically represent PV cell and TPV cell, respectively [7][11]. The InGaAs cell has a 
bandgap that is between those of Si and Ge, and thus it can have more flexibility and 
potential for TPV applications using selective emitters. Furthermore, these three cells 
have different energy bandgaps but also different quantum efficiencies which can 
affect the cell performance when different selective emitters are applied. 
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3 Results and Discussions 

3.1 Yb3Al5O12 Emitter 

When the cells are combined with Yb3Al5O12 as the emitter, their performance at 
temperatures above and below 1473 K shows a clear change. The performances of the 
three cells are presented in Figures 1 to 5. The open circuit voltage (Voc) however 
increases slightly when the temperature rises, and its increase for the three cells is no 
more than 0.1 V when the temperature increases from 1273 K to 1773K. For the 
short-circuit current density (Jsc), the Si cell shows a value that is around nine times 
higher at 1673 K compared with 1473 K. The Ge and InGaAs cells have Jsc that is 
about 5.5 times higher as the emitter temperature goes from 1473 K to 1673 K. For 
the max power density (Pmax), the Si cell also has the largest increase among the three 
cells. It increases 9.76 times at 1673 K compared with 1473 K.  

 
Fig. 1. Jsc versus the temperature of the Yb3Al5O12 emitter 

 
Fig. 2. FF versus the temperature of the Yb3Al5O12 emitter 
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Fig. 3. Pmax versus the temperature of the Yb3Al5O12 emitter 

 
Fig. 4. Voc versus the temperature of the Yb3Al5O12 emitter 

 
Fig. 5. Efficiency of the cells versus the temperature of the Yb3Al5O12 emitter 
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For the Ge and InGaAs cells, they have values that are 7.1 and 6.2 times higher, 
respectively, when the emitter temperature increases in the same range. When the 
emitter temperature increases from 1273 K to 1773 K, the Pmax the Si cell shows the 
highest increase (58.3 times), but the Ge and InGaAs cells have their power density 
values increased by 15.1 and 13.1 times, respectively, within the same temperature 
range. For the fill factor (FF), the Si cell also has the best performance. Its value is 
improved from 76.43 % to 81.11 % when the emitter temperature increases from 1273 
K to 1773 K, and for the InGaAs cell, its FF is enhanced 2.48% (77.97 % at 1773 K) 
with the same increase of the emitter temperature. The Ge cell has the lowest fill 
factor compared to Si and InGaAs cells, which changes from 63.75 % to 72.01 % 
following the emitter temperature increase. 

In terms of cell efficiency, the Si cell sees its value improved around seven times 
as the emitter temperature increases from 1273 K to 1773 K. The Ge cell has the 
highest efficiency (20.84 %) at all four temperatures compared with Si and InGaAs 
cells, even though it only doubles when the emitter temperature increases from 1273 
K to 1773 K. The Si cell shows the lowest cell efficiency, but it is improved to 7.1 
times its initial value as the emitter temperature increases to 1773 K. The InGaAs cell 
improves its efficiency to 1.62 times (12.97 %) at 1773 K. From Table 1, we can 
conclude that the Ge cell has the best performance when it is combined with the 
Yb3Al5O12 emitter in a TPV system. 

Table 1. Comparison of the cells performance at the Yb3Al5O12 emitter temperature of 1773 K 

Emitter temperature  
of 1773 K 

Cells 
Si Ge InGaAs 

Pmax (W/cm2) 0.555 1.49 0.93 
Jsc (mA/cm2) 1016 5184 2740 

η (%) 7.75 20.84 12.97 

3.2 Yb2O3 Emitter 

For all the cells with a Yb2O3 selective emitter, we see that the cell performance is 
enhanced when the emitter temperature increases from 1273 K to 1773 K (see Figures 
6 to 10). The Voc is only enhanced by about 0.07 V for all three cells. However, for 
the Jsc we can see different extents of the emitter temperature effect on the three cells. 
The increase of emitter temperature makes the Si cell Jsc increase around 14 times, but 
the Ge and the InGaAs cells Jsc both increase only 4.6 times.  

The Si cell has the highest FF compared with the other two cells, and it also keeps 
its FF above 80 % at all temperatures. Moreover, the Pmax of the Si cell has the highest 
increase (16 times). It increases 5.6 times for the Ge cell and 5.2 times for the InGaAs 
cell. As a result, we can conclude that increasing the Yb2O3 emitter temperature is 
more beneficial for the Si cell. If we compare the best performance of each cell, we 
can see from Table 2 that the Ge cell has the highest values of Pmax, Jsc and cell 
efficiency at the Yb2O3 emitter temperature of 1773 K. 
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Fig. 6. Figure 6: Jsc as a function of the Yb2O3 emitter temperature 

 
Fig. 7. FF as a function of the Yb2O3 emitter temperature 

 

Fig. 8. Pmax as a function of the Yb2O3 emitter temperature 
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Fig. 9. Voc as a function of the Yb2O3 emitter temperature 

 

Fig. 10. Efficiency of the cells as a function of the Yb2O3 emitter temperature 
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0.511 1.06 0.66 

Jsc (mA/cm2) 935.3 3810 1980 
η (%) 9.24 19.22 11.85 
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Fig. 11. Jsc versus the Yb:Y2O3 emitter temperature 

 

Fig. 12. FF versus the Yb:Y2O3 emitter temperature 

 

Fig. 13. Pmax versus the Yb:Y2O3 emitter temperature 
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Fig. 14. Voc versus the Yb:Y2O3 emitter temperature 

 

Fig. 15. Efficiency of the cells versus the Yb:Y2O3 emitter temperature 
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Table 3. Comparison of the cell performance at the Yb:Y2O3 emitter temperature of 1673 K 

Emitter 
temperature  

Of 1673 K 

Cells 
Si Ge InGaAs 

Pmax (W/cm2) 0.065 0.04 0.025 
Jsc (mA/cm2) 128.2 212.4 96.3 

η (%) 23.54 13.29 8.93 

4 Conclusions 

When selective emitters are used to generate the input energy for the cells in TPV 
systems, the input intensity and the illumination conditions for the cells vary 
depending on the selective emitters. The emission behavior of these selective emitters 
is affected by their temperature and this important parameter was therefore studied in 
detail. Through our modeling and simulations, the way in which the emitter 
temperature influences the cell performance was predicted. Based on our results, it 
can be concluded that the Ge cell has the best performance and the highest cell 
efficiency when working in TPV systems with Yb based selective emitters. The 
results also indicated that the InGaAs cell shows a better performance in TPV than the 
Si cell. The InGaAs TPV cell technology is emerging and it has a large potential for 
further developments in TPV applications.  
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Abstract. We report on new tandem device designs based on IV or III-V semi-
conductors for the top cell, and group IV materials for the bottom cell. In addi-
tion to the extended spectral coverage leading to more photons being converted, 
three and four-terminal device configurations were considered in order to avoid 
the current matching and the associated tunnel junctions between the two sub-
cells. A comprehensive modeling analysis is presented where device structures 
were designed and optimized, and the behavior of the sub-cells studied. Optimal 
cell characteristics were obtained with the quantum efficiency. The applications 
of these devices were assessed and the output parameters were predicted as a 
function of the device simulated operating conditions.  

Keywords: Tandem solar cells, device design, three terminals, four terminals, 
CPV, PV. 

1 Introduction  

Solar cells enable the use of abundant, sustainable and clean solar energy as a source 
of electricity generation. Due to their very high efficiency, multi-junction solar cells 
can potentially easily compete with the conventional sources of energy in terms of 
cost. However, they are not yet deployed commercially on a large scale due essential-
ly to their high fabrication costs. The processes used and the materials involved are 
determined by the device design and the electrical configuration of the cell [1], show-
ing the importance and relevance of design work in PV technologies. 

In a recent paper, we showed that tandem solar cell devices can be designed [2]. 
The semiconductor materials used were GaAs and Ge for the top and bottom cell, 
respectively, in a monolithic device structure that is almost lattice-matched to Ge 
substrate. Assessment of these devices for conventional photovoltaics (PV) as well as 
concentrated PV (CPV) applications was presented.  

This paper considers two novel designs of tandem PV devices. The objective here 
is to enhance the conversion efficiency by extending the spectral coverage and remov-
ing the constraints on the device structure.  
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2 Methodology 

We have considered two tandem PV devices. The first one consists of a Si cell at the 
top together with a Ge bottom cell. We have adopted a three-terminal device configu-
ration which allows an independent operation of the two individual cells without the 
need for current matching and the corresponding tunnel junctions. This configuration 
also provides an improved output compared to the same sub-cells used in a two-
terminal device as it has been shown for structures based on III-V semiconductors. 

The second tandem device is a four-terminal mechanically stacked double-junction 
based on GaAs as a top subcell and Si as a bottom subcell. A lattice mismatch of 
about 4% exists between the materials used, but this lattice mismatch does not contri-
bute to any losses in this novel device configuration.  

In both cases, by adding a bottom cell with a lower bandgap to the top single-
junction cell, the spectral coverage of the resulting tandem device is extended in  
the near-infrared region leading to an enhanced overall performance through the  
conversion of more photons. Additionally, we adopted electrical connections that do 
not need any tunnel junctions or current matching unlike for the two-terminal device 
configuration. 

Simulations of both tandem devices were carried out by modeling using the soft-
ware PC1D [3]. Physical materials characteristics were used as input parameters for 
the device structure layers. PC1D is a commercial program which can solve the fully 
coupled nonlinear equations for the quasi-one-dimensional transport of electrons and 
holes in crystalline semiconductor photovoltaic devices. It is particularly useful for 
simulating PV device performance. INPUTS 

3 Results and Discussion 

In this section, design results are shown regarding the two tandem devices that were 
investigated, namely Si/Ge in a three-terminal device configuration and GaAs/Si in a 
four-terminal configuration. 

3.1 Three-Terminal Devices  

Fig.1 shows a typical quantum efficiency versus wavelength from these Si/Ge tandem 
PV devices (under AM1.5G) indicating an extended spectral coverage compared to a 
single-junction Si cell. The advantage of having an additional Ge cell at the bottom is 
further highlighted by the current-voltage (I-V) characteristics of these Si/Ge tandem 
PV devices. Fig. 2 shows typical I-V curves of top (Si) and bottom (Ge) cells simu-
lated under the same illumination conditions. 

For the purpose of implementing such Si/Ge tandem devices, a structure optimiza-
tion was undertaken. Fig. 3 shows the total efficiency expected from these devices as 
a function of the individual thickness of Si and Ge cells. Fig. 3 indicates that close  
to optimal overall performance can be reached for the tandem device within the  
constraint of keeping it reasonably thin. 
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Fig. 1. Typical quantum efficiency of Si/Ge tandem PV devices with three terminals 
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Fig. 2. Typical I-V curves of Si/Ge tandem PV devices with three terminals 

Also important for the implementation of such devices are the optimal doping le-
vels in both n and p sides of the Si and Ge junctions. An analysis was carried out for 
this purpose and the doping levels leading to the highest tandem device efficiency 
obtained under AM1.5G are summarized in Table 1. 
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Fig. 3. Total efficiency as a function of the individual thickness of Si and Ge cells 

Table 1. Optimal doping levels for a Si/Ge tandem PV device 

  Si Top Cell 
 

Ge Bottom Cell 

p doping level (cm-3)  1×1015 5×1015 

n doping level (cm-3) 
 

 1×1019 5×1019 

3.2 Four-Terminal Devices 

The optimization of the thicknesses of the top cell active layers was carried out based 
on a trade-off between the two cells, and the optimal values obtained were therefore 
for the entire tandem device rather than the individual cells.  

A thickness of 0.1µm for the emitter layer of the GaAs top cell is found to be the 
optimal. Also, a thickness of 10µm, i.e. 2µm for the emitter and 8µm for the base, is 
chosen for the bottom the Si cell. 

Optimal doping concentrations of 1018 cm-3 and 1016 cm-3 were predicted, respec-
tively, for the emitter and base of the Si cell. 

The I-V curves of the optimized device under standard conditions (i.e. one  
sun AM1.5G illumination and 25oC) are plotted in Fig. 4. The current-voltage charac-
teristics generated by the proposed device exhibit the advantage of the four-terminal 
configuration, where the current mismatch between top and bottom cells is obvious 
and would lead to substantial losses if the traditional two-terminal device configura-
tion was adopted. Instead, the two cells being operated independently, the maximum 
solar power converted will be collected through the individual cell circuits. 
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Fig. 4. I-V curves of optimal GaAs top and Si bottom cells with four terminals 

4 Conclusions and Future Work 

We have shown that efficient and relatively thin tandem PV devices can be designed, 
optimized and simulated. The devices reported have three terminals (with Si and Ge 
cells) and four terminals (with GaAs and Si cells).  

Optimal device structure doping levels and thicknesses were determined for each 
configuration. The device operation under AM 1.5G conditions was simulated and the 
advantages of using the three- and four-terminal device configurations were also hig-
hlighted. An extended spectral coverage is shown by these double-junction devices 
compared to cells made of single junctions.  

The I-V curves of the optimized device were generated, and the proposed device 
configurations were shown to benefit from the combination of appropriate materials 
without the conventional constraints. The electrical independence of the individual 
cells through the device designs proposed allows the carriers to be independently 
collected without losses that exist in the conventional two-terminal configuration. 

Based on encouraging preliminary results, the operation of these novel device de-
signs under concentrated light for CPV applications will be further investigated taking 
into account other crucial operating parameters such as the temperature. The purpose 
is to show the relevance and flexibility in the application of the proposed devices 
depending on the operation conditions.  
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Abstract. In 2007, the European Council decided a fixing goal of 20% 
contribution of the renewable energy sources (RES) to the total European 
electric energy production in 2020. Micro-generation systems integrated in 
urban environment are an interesting opportunity, in terms of research and 
development of RES. The development of a solar energy planning system to 
predict the potential of solar energy photovoltaic, solar water heating and 
passive solar gain is necessary for the optimization of energy efficiency 
strategies and integration of renewable energy systems in urban areas. The work 
discussed here relates to solar photovoltaic (PV), technology which has matured 
to become a technically viable large-scale source of renewable energy sources. 
This paper illustrates the capabilities of Geographic Information Systems (GIS) 
to determine the available rooftop area for PV deployment for an urban area and 
how the methodology may enable planners to consider the urban-scale 
application of solar energy with greatly increased confidence. 

1      Introduction 

Common problems in European towns and city are:  

- discrepancy between high urban population densities and the low level of 
renewable energy source availability.  

- deterioration of environmental conditions and increase of resource consumption 
levels 

The sustainable renovation of urban area is a very complex task for both the necessity 
of preserving the original architectural and urban characteristics and for the difficulty 
related to the renewable energy sources integration. 

For structural and aesthetic reasons, the basic layout and design of urban blocks 
and buildings can usually not be altered/adapted to suit extended exploitation of 
renewable energy uses. Nevertheless, there is great potential for the utilization of 
renewable energy which so far has remained largely untapped.  

However, in order to maximize the use of Renewable Energy Source (RES) on a 
regular basis and in a large scale manner, a decisive pre-requisite is that renewable 
energy application is integrated in the urban planning process at the beginning. 
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Especially in regions like Sicily, with a predominantly warm and sunny climate, but 
also in Northern Italy regions, renewable energy use for heating, cooling and lighting 
can play an important role in municipal rehabilitation planning. The development of 
micro-generation systems from renewable energy are one of the frontiers of 
technological innovation, in alternative to macro-generation systems. The relocation 
of the wind and solar plants in urban area, where the human presence is already 
established, reduces the environmental impact and maintains the conditions present in 
the countryside areas.  

Among the electrical energy production systems from renewable sources, the 
photovoltaic system represents today one of the most efficient and technically tested 
choices. In this context, an interesting perspective is the develop of the so called 
photovoltaic thermal hybrid panels (PV/T) [1]. Understanding the rooftop PV 
potential is critical for utility planning, accommodating grid capacity, deploying 
financing schemes and formulating future adaptive energy policies. Many studies 
have investigate the potentiality of photovoltaic and wind power integrated in built 
area [2,3].  

The aim of this work is the evaluation of the potential energy production by solar 
photovoltaic (PV) within an urban residential area.  

Different forms of financing for PV systems have been put into effect in the last 
decade: capital subsidies, VAT reduction, taxes credits, green tags, net-metering, 
Feed-in Tariffs (FiTs), etc. 

Feed-in tariffs have proven to be the most effective government incentive program 
for renewable technologies: countries who have adopted FITs have been shown to 
have the largest growth rates in renewable energy technology deployment [4].  

1.1      Italy PV Incentives 

In 2010, Italy installed at least 1800 MW of new PV, bringing the total installed 
capacity to 2903 MW across more than 144,000 installations, according to GSE 
(national electricity service agency) [5]. Italy's PV FiTs were introduced in 2005, 
replacing an earlier incentive scheme that had been judged a moderate success. The 
Decree of the Ministry for Productive Activities (2005) defined a support System 
(Conto Energia) that allows the producers to obtain both FIT and net-metering for PV 
installations with rated power not over 20 kWp. For rated power over 20 kWp, the 
customer could choose to sell the whole electric energy produced by the PV system to 
the local Utility or to use part of this energy for its own consumption. The incentive 
duration is 20 years, like in Germany, with a constant remuneration. 

A new Decree of the Ministry for Economical Development (2007) simplified the 
procedure to obtain the incentive and changed the FITs values distinguishing among 
FIPV, Partially Integrated in Building (PIPV) and Building Integrated PV Systems 
(BIPV). The same Decree established that the FITs values are decreased for every year 
after 2008 of 2% and are increased in case of energetic certification of the building. In 
Mid-2010, following a surge of activity in the PV sector, the Italian government 
announced another review, and the 3th “Conto Energia” was introduced from the start 
of 2011. On May 2011 the decree defining the 4th” Conto Energia” was approved. This 
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decree introduced a range of tariff reductions during the first four months of 2011 with 
further cuts foreseen at four-monthly intervals during the year. The new tariffs will 
apply to photovoltaic plants that will start to generate power between June 1, 2011 and 
December 31, 2016.For rooftop installations, the decreases ranged from 4.75% to 
13.28%, depending on system size, although integrated BIPV was treated more 
generously. A further annual drop of 6% was planned for 2012 and 2013. 

Regarding PV on agricultural land, only systems up to 1 megawatt will be 
facilitated. Such policy choice is based on the assumption that previous Government 
subsidies has adequately enabled the Italian photovoltaic industry to grow and that the 
market of such renewable energy is now ripe to their developing without the need for 
public support. The cost of Italy's, as in many countries, is passed on to electricity 
consumers by their regular bills. This translates into an increase for Italian consumers 
from 0.25 euro cents/kWh in 2009 to 1.42 euro cents/kWh in 2010, representing 6% 
of the electricity bill [6]. 

2      GIS Methodology 

The energy provided by RES depends on climate, geographical conditions and 
morphological features of the site (height of buildings, typology of roof exposure, 
presence of obstacles, and so on). There are several hundreds of ground 
meteorological stations directly or indirectly measuring solar radiation throughout 
Europe. To derive spatial databases from these measurements different interpolation 
techniques are used, such as spline functions, weighted average procedures or kriging 
[7]. Spatially continuous irradiance values can be also derived directly from 
meteorological geostationary satellites (e.g. METEOSAT). Processing of satellite data 
provides less accurate values (compared to ground measurements), but the advantage 
is a coverage over vast territories at temporal resolution of 0.5-12 hours [8]. Other 
techniques of generating spatial databases are solar radiation models integrated within 
geographical information systems (GIS). They provide rapid, cost-efficient and 
accurate estimations of radiation over large territories, considering surface inclination, 
aspect and shadowing effects. Coupling radiation models with GIS and image 
processing systems improves their ability to process different environmental data and 
cooperate with other models.  

The methodologies that use interpolation techniques of data measured from 
weather stations or satellite images, for mapping solar and wind energy usually allow 
to obtain reliable estimates only on large-scale [9,10]. 

The assessment of the energy potential needs to calculate the solar radiation on the 
available area for the installation of photovoltaic or solar thermal plants. 

For this aim, it is necessary develop a tool that permits to implement the 
geographical conditions and morphological features of the site (height of buildings, 
typology of roof exposure, presence of obstacles, and so on) and then calculate  
the potential available energy resources. These goals have been achieved thanks to the 
capabilities of Geographical Information Systems (GIS), that permit to obtain the 
urban radiation mapping useful for both the quantitative assessment of the solar 
potential available and for planning resource management 
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2.1      Urban Mapping  

Geographic and morphological data can be obtained from large scale vector mapping 
(1:2000), that is a digital representation of topographic map features with attributed 
points, lines and polygons.  

The 3D digital models, normally utilized for GIS applications, use square mesh 
(DEM or DTM) or triangular mesh (TIN). The Triangular Irregular Network (TIN) is 
a vector-based representation (a digital data structure) used for the representation of a 
surface made up of irregularly distributed nodes and lines with three-dimensional 
coordinates (x, y, and z) that are arranged in a network of non overlapping triangles. 
An advantage of using a TIN over a raster DEM in mapping and analysis is that the 
points of a TIN are distributed variably based on an algorithm that determines which 
points are most necessary to an accurate representation of the terrain. ArcGIS uses 
Delaunay‘s triangulation method to construct these triangles.  

On the other hand, TIN meshes are appropriate for contexts where morphology is 
gentle and continuous without sudden altitude changes, but they do not supply a good 
representation of complex morphology that is characteristic of urban areas (presence 
of buildings).  

For these reason, a TIN modified model suitable for urban space morphology has 
been developed considering in the terrain map also the buildings elevations. 

The ESRI software ArcGIS Desktop v.9.2 [11] with Spatial Analyst and 3D 
Analyst extensions has been used. Respect to the “classical” approach, for which each 
building is represented with a polygon that represents the building (gutter surface), the 
proposed procedure requires to add another polygon at ground height (ground surface 
) used as a "break line" in 3D modeling.  

The first polygon, that represent the gutter surface, is “shrinked" with an offset of 5 
cm, that is a minimum value to distinguish the two polygons,  respect to the second 
polygon that represent the ground surface.  

All this geo-data are used for the representation of spatial information through a 
geo-referenced cells matrix (GRID). The size meshes of the GRID are: in the XY 
plane 1 m x 1 m and each cell has its own altimetric quote (GRID-quote). The size of 
the cells establishes the level of spatial resolution.  

In this way is possible to obtain the rasterized digital elevation model (DEM) of the 
urban area.  

2.2      Solar Mapping  

The 3D digital terrain model is useful for evaluating both of the incident solar energy 
on the buildings and the shades on each building roof. The solar radiation incident on 
any surface is calculated with the "Solar Radiation Area" function that is a sub-
application of "Solar Analyst" tools. 

The Solar Analysis Tools of ArcGIS, calculate solar insulation (Wh/m2) at any 
location on the Earth’s surface. This tool uses point-based imagery of local level 
elevation, slope, and aspect to determine the amount of energy available. Optimized 
algorithms account for variations in surface orientation and atmospheric weather data. 
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Total global radiation (Globaltot) is calculated from the sum of the direct and diffuse 
radiation of all sectors on the topographic surface. These are calculated separately for 
each location and the total produces an irradiance map for the whole study area. 
Detailed models and algorithms used to calculate the direct and diffuse solar radiation 
can be found in the Solar Analyst design document [12]. The output of the Solar 
Radiation Area function is the incident radiation measured in watt hours per square 
meter (Wh/m2).  

In this way a raster file is generated, where each cell contains the information 
about the annual average global solar radiation. 
The calculation model permits the use of different configurations of time: a specific 
day, a full year, a range of days.  

The result of the developed procedure is useful to estimate the solar potential 
everywhere inside the investigated area.  

3      Pilot Study 

To test the proposed methodology, this study presents a preliminary pilot study for an 
urban area in the municipality of San Cataldo, a small city located in the centre of 
Sicily (latitude: 37° 29′ 0″ N, longitude: 13° 59′ 0″ E) . Figure 1 shows the DEM of 
the studied urban area. 

 

 

Fig. 1. DEM of a neighborhood of the city center of San Cataldo (CL) 

In the figure 2 both the ortho-photo of the investigated area and the DEM  
are depicted. The overlapping allows noticing the good accuracy of the DEM 
representation respect to the real geometry of the built up area. 

Following the procedure describes above, a raster file has been generated with a 
spatial resolution of 1,0 x 1,0 m (grid size), where each cell contains the information 
about the annual average global solar radiation. Figure 3 shows the yearly solar 
radiation in the investigated urban area.  
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Fig. 2. DEM with overlapping ortho-photos 

 

Fig. 3. Map of yearly solar radiation (kWh/m2) 

The yearly solar radiation was calculated using the data and algorithms available in 
the Solar Analyst tools [12]. The values of the global solar radiation calculated was 
compared with the data calculated using the Enea Solar tool [13] that takes into 
account the orientations and the inclination of the surfaces.  

The Enea solar tool gives a value of 1624,72 kWh/m2 for a not shaded horizontal 
surface that is about the same value ( 1640 kWh/m2 ) calculated by the GIS tools for 
the horizontal roofs of the higher buildings. This comparison confirms the reliability 
of data obtained by the Solar Analyst tools.  

It is also possible observe that the façade surfaces are in many cases characterized 
by low values of incident solar radiation for the effect of the shadows of other 
buildings or for the effect of their orientation. 
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3.1      Assessment of Photovoltaic Energy Production 

The procedure for evaluation of solar potential was implemented in GIS software 
using a plug-in for ArcGIS®, called "Spatial Analyst" and, in particular, the "Raster 
Calculator"  

The Raster calculation allows making mathematical operations using the value of 
each single raster cell as an operator within a formula. In this way, a new raster file 
composed by cell whose value derives from mathematical operations performed on 
the previous raster cells  (start raster), is generated. 

The start raster file is the raster whose cells contain the average annual value of 
irradiation (Fig. 4).  From the start raster file it was calculated the actual energy 
extracted from PV solar panels. 

 In order to derive the actual energy extracted from PV solar panels, a "fixed 
conversion efficiency of 16% is assumed, which is a fairly conservative considering 
that the current efficiency of the  mono-crystalline cells is above 20% and that of 
amorphous cells is near 12%, with multi-crystalline cells falling in between. 

A "standard" installation of photovoltaic modules was considered with a single 
inverter with a nominal input power of 80% of the installed PV peak power [14]. The 
estimated electrical energy production of PV plant was calculated by the following 
expression: 

EPV=   I x ηnom x  ηBOS x KPV x S                                  (1) 

where: 
EPV is the annual electricity production by the plant (kWh/year), 
I is the annual solar irradiance (kWh/m2 year), 
ηnom is nominal module efficiency 
ηBOS is the efficiency of BOS (inverter, wiring, etc.) assumed as 0.95, 
KPV is the reduction coefficient due to the effect of real operational conditions 

respect to standard test conditions (STC), considered as 0.8, 
S is Fraction of available roof area for solar PV application 

Regarding the fraction of available roof area for solar PV application, the technique 
used assumes, in accord with other research [15, 16 ], that each raster cell represents 
potentially 0.50 active surface of  PV modules. 

The product (ηBOS x KPV) corresponds to performance ratio (PR), which quantifies 
the overall effect of losses on the rated output due to inverter inefficiency, wiring, 
mismatch, module temperature, incomplete use of irradiance by reflection from the 
module front surface, soiling or snow and component failure. 

Normally PR falls within the range of 0.6÷0.8 [17]. The value assumed in the 
present calculations is 0.76 in agreement with operational performance results 
collected in several IEA countries and in similar climate conditions [18].  

A customer tool of the GIS software creates the raster file of potential PV 
production by implementing the previous following formula.  

The figure 4 shows the map of the potential PV production in the urban area of San 
Cataldo. 
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Fig. 4. Map of PV potential production (kWh/m2 of roof surface) 

The proposed procedure permits to obtained detailed information, with a very high 
level of spatial resolution. In fact, it is possible to know, for each building, the energy 
that can be produced daily, monthly or yearly by the photovoltaic modules. These 
information are useful to find the mismatch between the produced and consumed 
electric energy. In fact, the GIS platform can also contain the data on the population 
density, energy demand intensity, in this way it will be possible to create a data base 
which gives both the solar energy production and the electricity consumption for each 
building. In this context it is possible to express some preliminary consideration: the 
average consumes of Italian domestic household [19, 20] varying between 2,700 – 
3.300 kWh per year, (including consumption for cooling and heating) consequently at 
least about 25,0-35,0 square meters of roof surfaces are necessary to satisfy the 
electric energy consumption of each family nuclei. Therefore in many cases, ( i.e. 
multi level buildings) the available potential of PV energy production may be not 
sufficient to guarantee the energy demand for domestic use.  

4      Conclusion 

Urban districts represent an optimal scale for combining energy conservation programs 
with promising energy strategies implementation, like local RES generation. This 
research investigated the use of GIS-based methodology for planning solar PV energy 
potential. The results of this GIS-based methodology are thematic maps of PV energy 
production which are certainly a powerful tool to support the renewable energy 
planning. 

The innovative aspect of this approach is mainly linked to its high productivity, 
which allows to automatically extend the evaluation of the potential production from 
a single site of specific interest to an entire urban area. This work contributes to the 
diversification of energy sources and maximization of on-site RES penetration in 
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urban areas in accordance with the objectives set by the EU. The possibility to locate 
PV systems in the most advantageous position allows to make a quickly and efficient 
assessments that can properly guide decision-making 

Future develops of the research will be the comparison between the hourly house-
hold electrical load and the hourly power from the PV plant, to create a stronger 
connection between energy demand and supply, with reference to dispatch and 
control strategies. The results can also give a substantial support to guide energy 
policy formulation. 
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Abstract. Silicon solar cells are widely used in the Photovoltaic (PV) industry. The 
silicon PV electrical performance is described by its current–voltage (I–V) charac-
teristic, which is a function of the device used and material properties. The PV cell 
efficiency is strongly temperature dependent. This work studies the electric per-
formance of a polycrystalline Si solar panel under different atmospheric conditions 
by using thermographic images. The PV performance study is carried out as  
function of the junction temperature and solar insolation. An infrared analysis as 
close to the junction temperature has allowed measurements of the cells surface 
temperature in order to increase the measurement accuracy and to make a reliable 
assessment of the PV module performance. 

1 Introduction 

Specific issues about PV power plants can affect the PV modules or the inverters. Some 
effects regarding the PV modules are reported in [1]-[2], while specific models of de-
fects implemented in Finite Element Method (FEM)-based software are reported in [3]. 
Reliability issues about several parts of PV plants are listed in [4]. Many PV devices 
exhibit poor performance under real conditions of mainly due to the internal parameters 
such as junction temperature and external parameters such as ambient temperature, 
insolation level, wind speed, wind direction, tilt angle, dust and shadow [5]. 

The current–voltage (I–V) characteristic of the solar cell describes its electrical 
performance. These I–V characteristics are determined by parameters such as diode 
saturation current, diode ideality factor, photo generated current and the presence of 
parasitic resistances (series and shunt resistances). These parameters depend, in turn, 
on the solar cell structure, material properties and operating conditions. 

PV modules, which generally consist of a set of series-connected solar cells,  
are rated at the maximum power output under standard test conditions (STC):  
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25°C, 1 kW/m² insolation, Air Mass (AM) 1.5 global spectrum. The analysis of I–V 
characteristics at STC allows the determination of additional electrical parameters and 
also gives an indication of the presence of parasitic resistances [6]. The dark I–V cha-
racteristics enable the extraction of the device parameters and parasitic resistances. 
The presence of shunt paths in the solar cells of a PV module leads to excessive pow-
er loss at low insolation levels. The performance of PV modules/cells can be fully 
characterized using a suite of electrical, optical and mechanical evaluation tools [7], 
to detect any degradation and possible failure, or by using the effect of outdoor condi-
tions such as dust and shadow on the performance [8]. Sometimes, the reliability mea-
surements could be done by laser irradiation of the cell [9]. 

PV power systems may be subject to unexpected ground faults, like any other elec-
trical system. Installed PV systems always have invisible elements other than those 
indicated by their schematics. Capacitance, resistance and stray inductance are distri-
buted throughout the system [10]. 

This work focused on the electrical characterization of a polycrystalline silicon so-
lar panel under outdoor conditions to compare the practical results with the perfor-
mance given by the manufacturer and to determine and analyze the temperature effect 
on the efficiency of PV cells using thermography. 

2 PV Cell Modelling  

The mathematical model associated with a cell is deduced from that of a PN junction. 
It consists of the sum of the PV current Iph (which is proportional to the illumination), 
and a term modeling the internal phenomena. The electrical equivalent circuit is de-
picted in Fig. 1. The current I in the output of the cell is then [11]: 

( )  .
. 1

q U Rs I

KT
ph

U Rs I
I I I e

R

−  += − − −  
 

s
sh  

(1)

Iph: photocurrent, or current generated by the illumination (A) 
Is: saturation current of the diode (A) (about 100 nA) 
Rs: serial resistor (Ω) 
Rsh: shunt resistor (Ω) 
k: Boltzmann constant, k= 8.62.10-5 

q: charge of the electron e: 1.602.10-19 
T: cell temperature (K) 

The solution of equation (1) is reported in [12]. 

 
Fig. 1. Equivalent circuit of a solar cell 
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3 Infrared Thermography 

Infrared thermography is the process of acquisition and analysis of the emitted radiation 
without direct contact with an object and converting the data to an image. All bodies 
emit infrared radiation when their temperature is higher than 0K. The determination of 
the panel temperature is obtained by using an infrared camera "Irisys 4000" which has a  

 

 

Fig. 2. PV schematic connection for I-V measurements 

 

 

Fig. 3. Outdoor experimental setup 
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Solar panel  

Load  
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20° × 15° field of view lens whilst and a 160 × 120 (19200) pixel detector and pro-
vided with its own software. Among the options of this camera recording thermo-
graphs, is the possibility to measure the temperature at each point of the panel. The 
operating principle is based on the collection of the infrared radiation emitted by the 
solar panel. The thermal images stored on the supplied memory card can be trans-
ferred to a PC, and a software is supplied to display and analyse the recorded thermal 
images. 

4 Experimental Setup 

Using a multimeter, the short circuit current (Isc) is measured together with the 
open circuit voltage (Voc). The maximum current (Imax) and the maximum vol-
tage generated by the panel (Vmax) are also measured. A variable resistor (rheos-
tat) from 0 to 100Ω, considered as a load resistor is used, the variation of this 
resistor implies a variation of the values of Imax and Vmax. The infrared camera 
aim is to follow and to observe the cells temperature variation. Figs. 2 and 3 illu-
strate the PV schematic connection and experimental setup used to measure the  
I-V characteristics. 

As depicted in Fig. 4, the thermograph camera is 1 meter distant from the PV panel 
in order to clearly distinguish each PV cell separately. The inclination is chosen in 
order to avoid the insolation reflection. 

 

Fig. 4. Thermograph camera use 

5 Results and Discussion 

The outdoor tests have started in May 2010 in the Setif region (Algeria) where the 
maximum illumination during the day (at 12h30) is approximately (1000W/m2).  
Fig. 5 shows the change in the insolation of a typical half day in May. 



 78  Infrared Thermography Study of the Temperature Effect on the Performance 879 

08 :41 09 :10 09 :32 10 :10 11 :12 11 :45 12 :50 --
100

200

300

400

500

600

700

800

900

1000

1100

IN
S

O
LA

T
IO

N
 (

W
/m

2 )

TIME (h)   
Fig. 5. The variation of insolation as a function of time 

 
To plot the I-V characteristics and to ensure that the ambient conditions remain the 

same for a short time (time change implies a change in insolation and junction tem-
perature), measurements of Imax and Vmax were taken in the same day at 12h30 pm 
with an ambient temperature of 28 °C and a panel temperature of 50 °C measured by 
an infrared camera. The simulation data of the I-V characteristics, performed using 
Matlab and the manufacturer data, are shown in Fig. 6 together with the measured 
characteristics. 

 
Fig. 6. Experimental and simulated I-V characteristics 
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According to the I-V characteristics simulated with the values given by the PV 
manufacturer and experimental measurements: 

- The I-V curves have almost the same shape. According to the operating zones of 
the panel, the difference between measured and simulated I-V characteristics are 
divided into three zones: 

The first zone [AB]: the panel behaves like a current generator, i.e. the current 
is relatively constant and the maximum voltage is variable. It can be noted that 
the maximum value of the short circuit current Isc in simulation is higher  than 
the measured one. Indeed, the short circuit current given by the manufacturer is in 
the range of 5.15A under STC. On the other hand, the real test conditions are not 
the same, the measured Isc cannot reach 5.15A but is about 4.84 A. The ambient 
temperature was 28 °C, the insolation was 845 W/m2 and the panel temperature 
was 50 °C 

- The second zone [CD]: the panel behaves like a voltage generator, that is to say 
the current is low and the voltage is relatively constant. The difference between 
the simulated and experimental voltages is below 2.9 V (18.7 V measured and 
21.6 V simulated). This difference is due to the increase in the panel temperature 
that is about 50 °C (measured). 

- The third zone [BC]: the functioning panel is optimal, i.e. the power is maximum. 
It is observed that the slope of the two curves (measured and simulated) is not the 
same. Indeed, the starting point of this area of the simulated I-V characteristics is 
about 16 V. On the other hand, in the measured characteristics, the starting point 
is only at 10 V. Therefore, the simulated value is greater than the measured one. 
Concerning the power-voltage characteristics presented in Fig. 7, the difference 
between the two curves is significant. In fact, there is a power loss of about 20 W 
(80 W simulated and 60 W measured). This loss is due to the increase of the PV 
temperature (a voltage decreased is observed: 21.6 V simulated and 18.7 V 
measured). The power decrease is proportional to the voltage decrease. In addi-
tion, the insolation is 845W/m2 and the ambient temperature is 31oC. 

To determine the temperature effect on the panel, the PV characteristic was simulated 
using Matlab for different temperatures (25 °C, 50 °C, 75 °C and 100 °C) [12]. Fig. 7 
shows the simulation results of the temperature effect on the power characteristics. 
There is an increase of the photocurrent in particular because of the decrease of the 
band gap. This increase is of 2.7 mA/°C, i.e. a relative variation of 0.053%/°C. At the 
same time, there is a net decrease in the open circuit voltage (approximately -75.6 
mV/°C), that is a relative variation of -0.35%/°C. The increase in temperature result-
ing in a reduction of the output power of -0.36W/°C that is a relative variation of -
0.4%/°C. 

Similarly, the variation in power as a function of the junction temperature is shown 
in Fig. 8. According to these simulated curves, when the temperature increases from 
25 °C to 100 °C, the power decreases by about 50%, that is to say from 80 W to 45W. 
It is noted that there is an inverse relationship between the temperature and the power 
as increased temperature leads to decreased voltage and power. 
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Fig. 7. Measured and simulated power-voltage characteristics 

 

Fig. 8. The temperature effect on the I-V, power-voltage characteristics 

According to the curves of Figs. 9 and 10, the PV panel power and temperature are 
proportional to the insolation.  

The increase in panel temperature is due to: 

- The increase of insolation received at the panel surface. 
- The part of the solar spectrum that penetrates the junction and that is not converted 

into electricity. 

As shown in these Figs., the increase in panel temperature produces a decrease in the 
power output, the panel temperature reached 50.5 °C and the power cannot exceed 
62.20 W, which implies that an increase of 25 °C in temperature produces a power 
decrease of about 18 W. So the increase in temperature affects the panel yield.  

The open circuit voltage will decrease with increasing temperature, in contrast to 
the short circuit current. 
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Fig. 9. The power and temperature variation as a function of insolation 
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Fig. 10. The variation of the power as a function of temperature 

The aim of this test is to determine the influence of temperature on the perfor-
mance of the PV panel by measuring the panel characteristics (current, voltage and 
power). The measurement of the panel temperature (cells) is done by thermography. 
The experimental procedure consists of changing the panel temperature by using a 
cooling water jet.  

The test is performed within a very short period of time to avoid the effect of varia-
tion of insolation and therefore the change in the PV efficiency η:  

η
 

m

ab sorbed

P

P
=

  

where Pm is the maximum power and Pabsorbed is the power absorbed by the PV cells. 
According to Fig. 11, it is noted that when the panel temperature increases (from 

31 °C to 49.6 °C), the voltage decreases and the current remains almost constant (a 
slight increase). At the same time, the power decreases, and it is concluded that the 
panel temperature affects the performance negatively. 
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Fig. 11. Effect of temperature on the current, voltage and power output 

Table 1 shows the variation of efficiency as a function of temperature. 

Table 1. Panel efficiency and junction cells temperature 

Temperature (o C) 30 35 40 45 50 

Efficiency (%) 10.9 10.3 10.1 9.6 8.9 

 
The efficiency of the panel decreases when the cells temperature increases. The 

thermographs in Fig. 12 show the variation of the temperature of the PV panel ex-
posed to the sun from 9:18 am to 10:49 am. These thermographs are recorded by IR 
camera one after the other with a variable time interval. 

The changes in the panel temperature according to the thermograph may be ex-
plained as follows: 

During the exposure of the solar panel to the sun, the panel temperature increases 
with increasing cell temperature. 

According to the results, there is a range of critical temperature of the panel (in this 
case from 37 °C to 45 °C). At these temperatures the operation of the panel is bad 
because there is no uniformity of temperature in the panel (the white cell temperature 
attained 50.2 °C). This means that the cells do not generate the same power and there-
fore the panel cannot generate a maximum power. This is due to the fact that the cells 
that generate less power act as resistance and the wind is playing a very important 
role. It can be seen that the cells on the left side are cooler that those on the right side 
as the wind direction at the time of the experiment was from left to right. 

Fig. 13 shows the temperature distribution in the thermograph, taken according to 
the evolutionary change of temperature with time. The hot spot (cursor 2) characte-
rized by a higher temperature compared to the average is due to the presence of the 
connection box on the back of the panel. This limits the cooling by convection and 
therefore the corresponding surface is warmer. 
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Fig. 12. Temperature of the panel surface by thermography 

 

Fig. 13. The PV panel surface temperature distribution 

This technique can be used in fault detection as a fault diagnosis or prognosis me-
thod. In fact, detecting the hot spot (or the hot cell) can help cool or change the right 
cell. Fault possibilities for PV panels are reported in [13]. 
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Fig. 14. The temperature density histograms 

Fig. 14 is the histogram of the temperature density of Fig. 13, showing that the 
measured points are within a wide range.  

6 Conclusions 

This work shows that infrared analysis can be of great importance when used for the 
efficiency analysis of PV panels as it depends strongly on temperature. We studied 
the influence of temperature on the PV panel performance and therefore on its charac-
teristics (i.e. power, current and voltage). The tests were performed on a standard PV 
panel with a rated output power of 80 W. The temperature was measured by thermo-
graphs recorded by an infrared camera. The electrical characteristics were measured 
under different insolation, time periods and temperature conditions. 

The simulation, using Matlab, was implemented by using the panel parameters 
given by the manufacturer in order to compare the simulated values and the experi-
mental ones. 

From experimental and simulation, it is concluded that: 
The panel temperature and the power are related to the insolation that varies gradu-

ally as the sun moves over the day hours. By observing the thermographs, the PV 
cells of the solar panel do not generate the same power throughout the panel and the 
temperature in the panel tends to stabilize over time. The measured temperature from 
31 °C to 49.6 °C has an effect on the voltage, where the current remains almost con-
stant and the power tends to decrease. Therefore, the variation of the temperature 
causes a variation of the PV panel efficiency and on the amount of the generated 
energy. The proposed technique can be of a great help in the PV cell diagnosis or 
prognosis by locating the hot spot (or the hot cell) and helps to remedy to the power 
decrease by cooling or changing the right cell. 
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Chapter 79 

Integrating Solar Heating and PV Cooling  
into the Building Envelope 

Sleiman Farah, Wasim Saman, and Martin Belusko 

Barbara Hardy Institute, School of Advanced Manufacturing & Mechanical Engineering, 
University of South Australia, Mawson Lakes, South Australia 5095, Australia 

Abstract.  Photovoltaic/thermal (PVT) systems generate electrical and thermal 
energy. In summer, the usage of the collected heat is limited to domestic hot 
water heating. By contrast in winter, more useful heat collection is favorable, 
however, the PVT collectors require less cooling; therefore, the improved 
electrical output is limited. In this paper a new one-dimensional steady-state 
building integrated solar collector model is presented and examined, 
incorporating PVT and thermal (PVTT) collectors connected in series. In 
summer, the PVT collector is air-cooled, and the collected heat is discarded to 
the surroundings while the thermal collector heats the water for domestic use. In 
winter, both the PVT and thermal collectors are water-cooled generating 
domestic hot water. The efficiencies of the new collector are compared to that 
of a PVT collector, with both collectors having the same total area and 
characteristics. Both collectors are able to meet the summer thermal load and to 
provide useful thermal energy in winter. The PVTT collector reduces the 
collector thermal stresses and provides slight additional electrical power output. 

List of Symbols and Abbreviations  

(τα) transmittance-absorptance product 

Ac collector area (m2) 

Cp specific heat (J/kg.ºC) 

F’ collector efficiency factor 

FR heat removal factor 

hc convective heat transfer coefficient between the absorber and glazing 
(W/m2.ºC) 

hcd conductive heat transfer coefficient (W/m2.ºC) 

hr radiative heat transfer coefficient between absorber and glazing 

hs radiative heat transfer coefficient to sky 

hw wind convective heat transfer coefficient (W/m2.ºC) 

I incident solar radiation (W/m2) 

k conductivity (W/m.ºC) 

m mass flow rate (kg/s) 

M air mass modifier 

PV photovoltaic 
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PVT photovoltaic/thermal 

PVTT photovoltaic/thermal - thermal 

Qu useful thermal energy (W) 

Ra Rayleigh number 

Ra” modified Rayleigh number 

Rb ration of beam radiation on tilted surface to that on horizontal surface 

r ratio of the top to the bottom heat flux 

S absorbed solar energy (W) 

St Stanton number 

T temperature (ºC) 

Tr photovoltaic cells reference operating temperature (ºC) 

Th thermal 

U heat transfer coefficient (W/m2.ºC) 

u free stream air velocity (m/s) 

UL total heat transfer coefficient to the ambient (W/m2.ºC) 

β collector slope (º) 

δ thickness (m) 

ε emissivity 

ηr photovoltaic cells electrical reference efficiency 

ηPV photovoltaic cells electrical efficiency 

ξ photovoltaic cells efficiency temperature coefficient 

ρ density (kg/m3) 

a ambient air 

ab absorber 

b beam radiation 

d diffuse radiation 

g glazing 

h horizontal 

i inlet 

ins insulation 

o outlet 

til tilted 

1 Introduction 

Solar energy is a promising distributed source of sustainable energy being used 
increasingly in building applications. Typical residential utilisation of solar systems 
use separate thermal and photovoltaic (PV) systems which generate heat and 
electricity respectively and independently. A more efficient energy generation is 
achieved by the integration of the photovoltaic and thermal collectors into one 
photovoltaic/thermal (PVT) collector [1]. The enhanced energy generation from PVT 
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collectors is attained by the cooling effect of the thermal collector which extracts heat 
from the photovoltaic cells. This heat extraction reduces the operating temperature of 
the PV cells which normally have higher efficiencies at lower operating temperatures 
[2]. The PVT systems have additional features compared to the independent thermal 
and photovoltaic systems. The following features of PVT systems make them more 
suitable for residential applications: 

• Higher total efficiency per unit area  
• Higher electrical efficiency 
• Better architectural integration 
• Lower installation cost [3]. 

In order to maximize the performance of PVT systems, researchers have modelled, 
analyzed, and tested several systems using different configurations and different 
cooling fluids. In a comparative study, Zondag et al. [4] developed a dynamic 3D 
model for a PVT water system, and three steady state 3D, 2D, and 1D models. All the 
models were able to predict the experimental values with an error of 5%. The 1D 
model was able to evaluate the daily yield as accurately as the 3D dynamic model. 
However, the multi-dimensional models offered more flexibility, and detailed 
information for further improvement of the system. 

Chow [5] developed a one-dimensional transient model for a glazed flat-plate PVT 
water system to analyse the effect of irradiation fluctuation. The model was able to 
calculate the instantaneous temperatures for the different components of the model as 
well as the electrical and thermal efficiencies. While some researchers developed 
dynamic and transient models, the literature is full of successful research based on 
steady state models as found by Daghigh et al. [6], Kumar and Rosen [7], Anderson et 
al. [8,9] and Solanki et al. [10], where the models predicted the performance of the 
systems with relatively high accuracy. 

Tiwari and Sodha [11] studied a PVT water system. They concluded that the variation 
of the water flow rate had a slight effect on the temperature of the water in the system, 
and that the increase in water temperature with the increase of the length of the collector 
was not significant after 4 m. In addition, they studied four different configurations of 
PVT air/water collectors, glazed with tedlar, unglazed with tedlar, glazed without tedlar, 
and unglazed without tedlar. They concluded that the collectors using water performed 
better than those using air except for the glazed without tedlar system [12]. 

Tripanagnostopoulos et al. [13] compared water and air as cooling fluids for glazed 
and unglazed collectors. From the experimental results, they concluded that water is 
better than air for cooling for all the studied collectors. The glazing cover had a 
beneficial effect on the thermal efficiency up to about 30% with a decrease of the 
electrical efficiency by about 16%. This effect makes the unglazed collectors 
preferable when electricity production is a priority. They also concluded that 
electrical efficiency increased with the increase of thermal efficiency. 

Zondag et al. [3] conducted a numerical analysis on different PVT collectors, and 
showed that PVT collectors performed better than two separate electrical and thermal 
collectors did under the same conditions, and for the same collector area. In addition, 
the "one-cover sheet and tube" collector was the second best, with just 2% efficiency 
reduction in comparison with "channel-below-transparent-PV". This difference of 
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performance is made up for by the simplicity of construction of the "One cover sheet 
and tube" collector making it the most promising one. 

Anderson et al. [8] studied a building integrated PVT collector (BIPVT) made of 
low cost pre-coated steel. They emphasized the need to maximize the ratio of the 
cooling channel width to the spacing between channels, and enhance the heat transfer 
between the PV cells and the absorber by applying thermally conductive adhesives. In 
addition, they mentioned the possibility of doing without the insulation at the rear of 
the BIPVT collector, since the low natural convective heat transfer in the roof attic 
would act as a heat barrier. The usage of the attic as heat barrier decreases the cost of 
the system by reducing the material and installation costs. These cost reductions by 
integration minimize the payback period of the system. 

Chow et al. [14] simulated a facade BIPVT water system using numerical models 
that have been experimentally verified. They concluded that the natural water 
circulation system was thermally 5% more efficient than the forced water circulation 
system. Similarly and significantly, the electrical efficiency of the natural circulation 
system was 43% higher than that of the forced circulation system by saving the power 
consumed by the circulating pump. Both, natural and forced circulation systems were 
found to be significantly more economical than the conventional PV system, and they 
reduced the heat transmission through that facade by about 70%. The cost study 
showed that the payback period of the natural circulation system was about 14 years. 

Dubey and Tiwari [15,16] studied different series and parallel arrangements of 
PVT collectors which were partially and fully covered by PV cells. They evaluated 
the annual thermal and electrical performances of these different arrangements. Their 
studies showed that the partially and fully covered collectors are recommended when 
the main objective is the production of both hot water and electricity. 

2 Design Concept 

The presented building integrated collector incorporates an unglazed PVT collector 
and a glazed thermal collector, connected in series to form one photovoltaic 
thermal/thermal (PVTT) collector (see Fig. 1). The PVTT collector is cooled by one 
fluid (water) or simultaneously by two fluids (air and water). The cooling fluid tube or 
channel is bounded by stiffened corrugated roof metal sheet and the absorber. The 
roof metal sheets are available in different profiles and they are typically made from 
aluminum or coated steel. These profiles can be easily modified to allow for the 
installation of the absorber over a trough space, and the installation of the PV 
laminate and the glazing of the PVT and thermal sections respectively (see Figs. 2, 3). 
The absorber is made from polymers that are thermally conductive with an extended 
surface to improve the heat transfer to the cooling fluid, and electrically 
nonconductive to avoid electrical short-circuiting. The back of the fluid channel is 
thermally insulated to reduce the collector thermal heat losses. 

Under solar radiation, the PV cells of the PVT section convert the absorbed 
radiation to electricity at relatively low efficiency, and the remaining absorbed energy 
is converted to heat [6]. Simultaneously, the thermal section converts the solar 
radiation to heat [17]. The collected heat from both sections is transferred then to the 
cooling fluid. 
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In summer, the PVT collector absorbs an excess of thermal energy, which 
increases extensively the collector temperature and therefore deteriorates the electrical 
output of the PV cells. The temperature increase would be more significant in a closed 
domestic hot water system, especially as less hot water withdrawal is required. In 
order to avoid the high PV cells operating temperatures, the PVTT collector uses both 
air and water as cooling fluids. The PVT section is cooled by forced convection with 
air to maintain the PV cells at lower operating temperatures. The air collected thermal 
energy is discarded to the ambient surroundings to avoid the temperature increase of 
the collector PVT section. Water is heated for domestic use in the thermal section 
without the need of preheating in the PVT section. 

 

Fig. 1. Schematic PVTT Collector 

 

Fig. 2. Schematic of the PVT Cross-Section of the PVTT Collector 
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Fig. 3. Schematic of the Thermal Cross-Section of the PVTT Collector 

In winter, the PVTT collector is water cooled in both the PVT and thermal sections. 
The PVT section transfers the absorbed heat to the water flowing through the collector. 
This heat transfer increases the temperature of the water, decreases the temperature of 
the PV cells, and consequently increases the electrical output. The water leaving the 
PVT section enters the thermal section as preheated water where it is heated up to a 
higher temperature by receiving an additional amount of thermal energy. 

3 Collector Model 

To analyse the electrical and thermal performances of the PVTT collector, a mathematical 
model is developed with the following major assumptions: 

• Heat flow is one-dimensional 
• Performance is steady state 
• Collector thermal capacity is negligible 
• Edge losses are negligible 
• Ohmic losses are negligible. 

The modeling of the PVTT collector is based on Hottel and Whillier thermal energy 
balance Eq. [18], with a modification in the modeling of the PVT section to account 
for the PV cells, where a part of the absorbed radiation is converted to electricity and 
the remaining radiation is converted to heat. The thermal energy balance of the PVT 
and thermal sections is  

 ( ) ( )[ ]aPVTiPVTLPVTPVPVTRPVTcPVTu TTUSFAQ −−−= ,,,,, 1 η  (1) 

and 

 ( )[ ]aThiThLThThRThcThu TTUSFAQ −−= ,,,,,  (2) 

with the calculations of FR, S, ηPV and UL being detailed in appendix A. 
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The total collector useful thermal output depends on the cooling fluids. In summer, 
as the PV section is air-cooled, the total collector useful output consists of the thermal 
output of the water-cooled section only, since the thermal energy carried by air is 
discarded to the surroundings. In winter, both collector sections are water-cooled, and 
the total collector useful thermal output is the sum of the PVT and thermal sections 
outputs. To facilitate performance comparison, both the thermal and electrical 
efficiencies are based on the total collector area with 

 
tilc

u
Th IA

Q=η  (3) 

and 

 
tilc

PVPVPV
Electrical IA

SA ηη = . (4) 

Table 1. PVTT Collector Parameters 

 Summer Values Winter Values Units 

Ac 24 24 m2 

Collector Width 6 6 m 

PVT Section Length 3.670 3.670 m 

Thermal Section Length 0.330 0.330 m 

F’PVT 0.729 0.912  

F’Th 0.944 0.959  

FR,PVT 0.564 0.856  

FR,Th 0.903 0.956  

SPVT 738.4 473.1 W/m2 

STh 625.6 387.9 W/m2 

u 3 3 m/s 

UL,PVT 14.825 12.809 W/m2.ºC 

UL,Th 7.899 6.432 W/m2.ºC 

Ta 29.1 15.7 ºC 

ηr 0.180 0.180  

Itil 800 500 W/m2 

kins 0.050 0.050 W/m.ºC 

kg 0.800 0.800 W/m.ºC 

m 0.020/0.020 (air/water) 0.020 (water) kg/s.m2 

M 0.983 1.008  

β 20 20 º 

δins 0.050 0.050 m 

δg 0.002 0.002 m 

εg 0.880 0.880 m 

εab 0.880 0.880 m 

ξ 0.0045 0.0045 ºC-1 
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The performance evaluation of the proposed system is illustrated using the collector 
parameters defined in Table 1. The selected values are based on typical domestic 
system characteristics and climate data for summer and winter encountered in 
Adelaide, Australia. 

4 Results and Discussion 

The performance of the PVT collector is evaluated for three different cases in summer 
and for two cases in winter. The difference of the studied cases between summer and 
winter is discussed in Section 4.2. A comparison of the summer and winter 
performances of the full length PVT collector are compared to that of the PVTT 
collector, taking into account the electrical consumptions of the fan (60 W) and pump 
(34 W). These power consumption values are estimates based on anticipated pressure 
drops using commercially available fan and pump data. 

4.1 Summer Performance 

The summer performance results for the cases being considered are summarised in 
Table 2 and Fig. 4. The first case to be considered is when the PVT collector water 
inlet is from the cold water mains. In this case, the collector inlet temperature is taken 
as 20 ºC, which is the lowest average collector water inlet temperature, and 
consequently the system has the highest electrical and thermal performances. 
However, the water low outlet temperature (27.2 ºC) makes the use of the extracted 
thermal energy limited if not useless, and more than 1.7 m3/h of valuable water has to 
be discarded just to cool the collector. 

The second case is when the PVT collector water inlet temperature is 40 ºC, which 
is the arithmetical average of the cold water mains temperature (20 ºC) and the typical 
domestic hot water tank set temperature (60 ºC) to comply with the Australian 
standards [19]. For night time electrically heated systems, the collector inlet 
temperature starts at (60 ºC) and gradually decreases with hot water withdrawals from 
the hot water tank. When all the available thermal energy is used, the water in the 
tank will be totally replaced by the cold water mains (20 ºC). Consequently, this 
temperature (40 ºC) represents the average inlet temperature. In this case, the collector 
thermal and electrical efficiencies are lower than the collector efficiencies in the first 
case, however, they represent the highest efficiencies of an actual domestic 
application where no water is discarded. 

With this vast collector area, it is anticipated that the PVT collector will operate at 
near stagnation temperatures in summer. The third case is based on the anticipated 
summer temperature of a system supplied by a collector area of 24 m2. In this case, 
the collector water inlet temperature is estimated as the average between two limits of 
40 ºC, when all the hot water is domestically used (case 2) and the collector 
stagnation temperature (82.8 ºC) when no hot water is used. To estimate this average 
temperature, the ratio of the daily thermal energy load to the daily average solar 
radiation on 24 m2 collector area is used as the interpolation point between the 40 ºC 
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and 82.8 ºC. The Adelaide daily average global solar radiation is 26.7 MJ/m2 [20], 
while the maximum daily thermal energy load is 32.2 MJ [21]. For the 24 m2 PVT 
collector, the ratio of the daily thermal energy load to the daily average horizontal 
solar radiation is 0.05%. Therefore, the estimated actual average inlet temperature is 
80.6 ºC. At this inlet temperature, the PVT collector thermal and electrical 
efficiencies are reduced to 2.6% and 12.3% respectively. 

Table 2. Performances of water-cooled PVT and air/water-cooled PVTT collectors in summer 

 Inlet Water 
Temp. (ºC) 

Outlet Water 
Temp. (ºC) 

Thermal 
Eff. % 

Thermal Energy 
Output (W) 

Electrical 
Eff. % 

Electrical Power 
Output (W) 

PVT 
Case 1 

20.0 27.2 75.2 14438 18.6 3579 

PVT 
Case 2 

40.0 44.5 46.7 8958 14.9 2869 

PVT 
Case 3 

80.6 80.8 2.6 497 12.3 2354 

PVTT 40.0 45.8 5.0 965 13.2 2539 

PVTT* 40.0 45.8 5.0 963 11.3 2164 

    * Natural Ventilation 

 

Fig. 4. Efficiencies of water-cooled PVT and air/water-cooled PVTT collectors in summer 

Considering the case when the PVTT collector is cooled by air and water 
simultaneously, the air inlet temperature of the PVT section is 29.1 ºC, which is the 
average of the mean maximum temperature for the months of December, January and 
February for the city of Adelaide [20]. The water inlet temperature of the thermal 
section is the average water inlet temperature when all the hot water is domestically 
used (40 ºC). At these inlet temperatures, the thermal and electrical efficiencies are 
5.0% and 13.2% respectively. The thermal efficiency of the PVTT collector is higher 
than that of the PVT collector due to the lower inlet temperature, however, the higher 
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inlet temperature of the PVT collector indicates that the thermal potential of the PVT 
collector is higher than that of the PVTT collector. This potential is obvious in the 
difference of thermal efficiencies between the PVT (case 2) and PVTT collectors at 
the same inlet temperature (40 ºC). The thermal section of the 24 m2 PVTT collector 
provides 32.7 MJ of thermal energy, which is sufficient for providing the daily hot 
water thermal load (32.2 MJ). The higher electrical efficiency of the PVTT collector 
(13.2%) compared to that of the PVT collector (12.3%) provides 185 W of additional 
electrical power, with the fan and pump power consumptions being taken into 
account. The naturally ventilated PVTT collector is less efficient than both the 
water-cooled PVT and forced ventilated PVTT collectors. 

4.2 Winter Performance 

The winter performance results for the cases being considered are summarised in 
Table 3 and Fig. 5. The first case is similar to that in summer, when the PVT collector 
water inlet is from the cold water mains. In this case, the water outlet temperature 
(14.3 ºC) is low and unsuitable for domestic use. This case is therefore associated 
with wasting valuable water at a rate of 1.7 m3/h for cell cooling. 

The second case is also similar to that in summer, when all the thermal energy is 
domestically used, and the PVT collector water inlet temperature (34.5 ºC) is the 
arithmetical average of the cold water mains temperature (9 ºC) and the typical 
domestic hot water tank set temperature (60 ºC). At this inlet temperature, the PVT 
collector thermal and electrical efficiencies are 26.8% and 15.9% respectively. Unlike 
case 3 in summer, all the collected thermal energy in winter is useful, therefore, these 
efficiencies are the collector winter average thermal and electrical efficiencies, and 
they are to be compared to the efficiencies of the PVTT collector. 

The PVTT collector is water-cooled in both sections. The water inlet temperature 
of the PVT section is the average water inlet temperature when all the hot water is 
domestically used (34.5 ºC), and the inlet temperature of the thermal section is the 
outlet temperature of the PVT section. At these inlet temperatures, the thermal and 
electrical efficiencies are 27.9% and 14.6% respectively. Unlike summer, the thermal 
efficiency of the PVTT collector (27.9%) is higher than that of the PVT collector 
(26.8%), with thermal power outputs equal to 3349 W and 3211 W respectively. The 
PVTT collector electrical efficiency (14.6%) is lower than that of the PVT collector 
(15.9%) with 159 W of electrical power output difference. 

Table 3. Performances of water-cooled PVT and PVTT collectors in winter 

 Inlet Water 
Temp. (ºC) 

Outlet Water 
Temp. (ºC) 

Thermal 
Eff. % 

Thermal Energy 
Output (W) 

Electrical 
Eff. % 

Electrical Energy 
Output (W) 

PVT 
Case 1 

9.0 14.3 88.2 10587 24.0 2881 

PVT 
Case 2 

34.5 36.1 26.8 3211 15.9 1907 

PVTT 34.5 36.2 27.9 3349 14.6 1748 
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Fig. 5. Efficiencies of water-cooled PVT and PVTT collectors in winter 

These results demonstrate that in summer, both collector arrangements provide the 
required domestic thermal load. In winter, the thermal efficiency of the PVTT 
collector (27.9%) is higher than that of the PVT collector (26.8%), when the thermal 
energy outputs of both collectors are totally used in the cold season. In addition, the 
PVTT collector electrical efficiency (13.2%) in summer is higher than that of the PVT 
collector (12.3%). Contrarily to the summer performances, in winter, the PVT 
collector electrical efficiency (15.9%) is higher than that of the PVTT collector 
(14.6%). Based on these results, the PVTT collector electrical power output 
improvement in summer is 185 W, while the winter electrical output decline is 
159 W. Additional electrical output improvement could be expected in an annual 
hourly analysis, for the reason that the summer solar radiation is more available than 
that of winter. 

5 Conclusion 

This paper presents a new building integrated solar collector design concept (PVTT) 
and one-dimensional steady-state analysis of the proposed collector. The collector is 
cooled by air and water in summer and by water in winter. The change of the cooling 
fluid maximizes the electrical efficiency, without compromising the thermal output 
to meet the required domestic thermal load. The electrical and thermal efficiencies of 
the PVTT collector are calculated, and compared to the electrical and thermal 
efficiencies of PVT collector. For the same total collector area, and for the same 
PVT section characteristics, the PVTT collector is found to be better than the PVT 
collector by reducing the summer operating temperature. This temperature reduction 
avoids the collector thermal stresses and provides modest electrical power output 
improvement, however, this small improvement is associated with a more complex 
collector. 
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The results of this research are based on a steady state analysis using typical values 
of the different parameters. Further research is under way to continue this 
investigation in four main areas: 

• Detailed hourly annual transient performance analysis 
• Experimental validation of the PVTT model performance 
• Identifying the optimal dates to switch the PV cooling mode from air to water and 

vice versa 
• Cost analysis in comparison with separate collectors (PV panels and PVT 

collectors). 

Appendix A. Collector Parameters Calculation 

This appendix provides the calculations of the PVTT collector parameters present in 
Eqs. (1) and (2). From Duffie and Beckman [18] the heat removal factor (FR) is 
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The absorbed solar radiation calculations of the PVT and thermal sections (SPVT and 
STh) are based on the isotropic diffuse sky model, with negligible ground reflected 
radiation: 
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The PV cells electrical efficiency (ηPV) at the temperature (TPV) is 

 ( )[ ]rPVrPV TT −−= ξηη 1 . (9) 

The total heat loss coefficient (UL) is the sum of the top and bottom heat losses 
coefficients (Utop) and (Ubottom). The top heat losses coefficients of the PVT and 
thermal sections are 
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and 
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For the bottom heat loss coefficient (Ubottom), the convective and radiative heat 
resistances are negligible compared to the conductive heat resistance through the back 
insulation, therefore, the bottom heat loss coefficient is 
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The Nusselt number for the PVTT collector natural ventilation is adopted from the 
study of Mittelman et al. [22] and assumed to be valid at 20º collector inclination 

 
( )

.
)sin"(

64.1

sin"

125.6
2

1

5
2

−












++=

ββ RaRa

r
Nu  (18) 



900 S. Farah, W. Saman, and M. Belusko 

References 

1. Chow, T.T., He, W., Ji, J., Chan, A.L.S.: Performance evaluation of photovoltaic-
thermosyphon system for subtropical climate application. Solar Energy 81(1), 123–130 
(2006) 

2. Skoplaki, E., Palyvos, J.A.: On the temperature dependence of photovoltaic module 
electrical performance: A review of efficiency/power correlations. Solar Energy 83(5), 
614–624 (2009), doi:10.1016/j.solener.2008.10.008 

3. Zondag, H.A., de Vries, D.W., van Helden, W.G.J., van Zolingen, R.J.C., van Steenhoven, 
A.A.: The yield of different combined PV-thermal collector designs. Solar Energy 74(3), 
253–269 (2003), doi:10.1016/s0038-092x(03)00121-x 

4. Zondag, H.A., de Vries, D.W., van Helden, W.G.J., van Zolingen, R.J.C., van Steenhoven, 
A.A.: The thermal and electrical yield of a PV-thermal collector. Solar Energy 72(2), 113–
128 (2002), doi:10.1016/s0038-092x(01)00094-9 

5. Chow, T.T.: Performance analysis of photovoltaic-thermal collector by explicit dynamic 
model. Solar Energy 75(2), 143–152 (2003) 

6. Daghigh, R., Ibrahim, A., Jin, G.L., Ruslan, M.H., Sopian, K.: Predicting the performance 
of amorphous and crystalline silicon based photovoltaic solar thermal collectors. Energy 
Conversion and Management 52(3), 1741–1747 (2011) 

7. Kumar, R., Rosen, M.A.: Performance evaluation of a double pass PV/T solar air heater 
with and without fins. Applied Thermal Engineering 31(8), 1402–1410 (2011) 

8. Anderson, T.N., Duke, M., Morrison, G.L., Carson, J.K.: Performance of a building 
integrated photovoltaic/thermal (BIPVT) solar collector. Solar Energy 83(4), 445–455 
(2009), doi:10.1016/j.solener.2008.08.013 

9. Anderson, T.N., Duke, M., Carson, J.K.: The effect of colour on the thermal performance 
of building integrated solar collectors. Solar Energy Materials and Solar Cells 94(2), 350–
354 (2010), doi:10.1016/j.solmat.2009.10.012 

10. Solanki, S.C., Dubey, S., Tiwari, A.: Indoor simulation and testing of photovoltaic thermal 
(PV/T) air collectors. Applied Energy 86(11), 2421–2428 (2009) 

11. Tiwari, A., Sodha, M.S.: Performance evaluation of solar PV/T system: An experimental 
validation. Solar Energy 80(7), 751–759 (2006), doi:10.1016/j.solener.2005.07.006 

12. Tiwari, A., Sodha, M.S.: Performance evaluation of hybrid PV/thermal water/air heating 
system: A parametric study. Renewable Energy 31(15), 2460–2474 (2006),  
doi:10.1016/j.renene.2005.12.002 

13. Tripanagnostopoulos, Y., Nousia, T., Souliotis, M., Yianoulis, P.: Hybrid 
photovoltaic/thermal solar systems. Solar Energy 72(3), 217–234 (2002),  
doi:10.1016/s0038-092x(01)00096-2 

14. Chow, T.T., Chan, A.L.S., Fong, K.F., Lin, Z., He, W., Ji, J.: Annual performance of 
building-integrated photovoltaic/water-heating system for warm climate application. 
Applied Energy 86(5), 689–696 (2009), doi:10.1016/j.apenergy.2008.09.014 

15. Dubey, S., Tiwari, G.N.: Thermal modeling of a combined system of photovoltaic thermal 
(PV/T) solar water heater. Solar Energy 82(7), 602–612 (2008),  
doi:10.1016/j.solener.2008.02.005 

16. Dubey, S., Tiwari, G.N.: Analysis of PV/T flat plate water collectors connected in series. 
Solar Energy 83(9), 1485–1498 (2009), doi:10.1016/j.solener.2009.04.002 

17. Soteris, A.K.: Solar thermal collectors and applications. Progress in Energy and 
Combustion Science 30(3), 231–295 (2004), doi:10.1016/j.pecs.2004.02.001 

18. Duffie, J.A., Beckman, W.: Solar engineering of thermal processes, 3rd edn. Wiley, 
Hoboken (2006) 



 79  Integrating Solar Heating and PV Cooling into the Building Envelope 901 

19. Australian and New Zealand Standards, Plumbing and drainage Part 4: Heated water 
services. AS/NZS 3500.4:2003. SAI Global, Australia/New Zealand (2003) 

20. Bureau of Meteorology, Climate statistics for Australian locations (2012), 
http://www.bom.gov.au/climate/averages/tables/cw_023037_All.
shtml, http://www.bom.gov.au/climate/averages/tables/cw_ 
023037_All.shtml (accessed June 2012)  

21. Standard ANZ, Heated water systems-Calculation of energy consumption. AS/NZS 
4234:2008. SAI Global, Australia/New Zealand (2008)  

22. Mittelman, G., Alshare, A., Davidson, J.H.: Composite relation for laminar free convection 
in inclined channels with uniform heat flux boundaries. International Journal of Heat and 
Mass Transfer 52(21–22), 4689–4694 (2009),  
doi:10.1016/j.ijheatmasstransfer.2009.06.003 



A. Håkansson et al. (Eds.): Sustainability in Energy and Buildings, SIST 22, pp. 903–912. 
DOI: 10.1007/978-3-642-36645-1_80         © Springer-Verlag Berlin Heidelberg 2013 

Chapter 80 

Risk and Uncertainty in Sustainable Building 
Performance 

Seyed Masoud Sajjadian, John Lewis, and Stephen Sharples 

School of Architecture, University of Liverpool, Liverpool, UK 

Abstract. Decision-making in the design of sustainable building envelopes will 
mostly consider the trade-off between initial cost and energy savings. However, 
this leads to an insufficiently holistic approach to the assessment of the sustainable 
performance of the building envelope. Moreover, the decisions that designers face 
are subject to uncertainties and risks with regards to design variations. This 
research examines a range of concepts and definitions of risk, uncertainty and 
sustainability in the context of climate, building construction and overheating. 
These concepts are then combined to objectify a range of risks and uncertainties 
affecting the decision. A simple computer model was used to analyze different 
building cladding constructions in terms of an overheating risk inside a building. 
The paper concludes by considering how the cladding materials may be chosen to 
optimize a model that will aid decision-making in design. The research suggests 
that none of the cladding systems would completely eliminate the risk of 
overheating for a range of climate change scenarios. 

Keywords: Risk, Uncertainty, Climate Change, Overheating, Environment. 

1 Introduction 

For researchers in science and engineering the terms uncertainty and risk are explored 
and reviewed within a large number of academic articles and reports. Essentially, no 
general definitions are observed for these terms, although many constraints and context-
dependent definitions exist. Almost every definition is problem-specific, implying that 
every time a decision problem is stated particular definitions for risk and uncertainty are 
presented for the decision problem. A consensus within these definitions, however, is 
that risk and uncertainty are frequently related. Every definition considered consists of 
three comprehensive areas - Economics and Finance, Operations Research, and 
Engineering (based on the affiliation of the author to the specific field). The challenge 
can be extended into a design problem by introducing design parameters in construction 
and demonstrating how climate change models uncertainty and quantifies risk in the 
availability of feasible options for the decision-maker.  

2 Background 

Increasingly, there is recognition that potential changes in UK climate are likely to 
have impacts on the built environment. Perhaps the most significant of these changes 
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concerns the influence of higher temperatures on thermal performance. Bill Dunster 
Architects and Arup R&D (2005) demonstrated the significance of mitigating climate 
change effects by designing homes with passive features to offset the expected 
increases in air temperatures. This research also identified that thermally lightweight 
homes would result in levels of discomfort by creating considerably higher room air 
temperatures. The study stated that masonry houses with inherent thermal mass can 
save more energy over their lifetime compared to a lightweight timber frame house. 

The risk of overheating in highly insulated houses happens not only in the summer but 
also in other seasons. The risk of overheating exists as long as there is solar penetration 
into the building (Athienitis and Santamouris 2002). Orme et al. presented research work 
which illustrated that in a lightweight well-insulated house, external temperatures of 29°C 
may result in internal temperatures of more than 39°C (Orme, Palmer and Irving 2003). 

Trying to calculate how a range of design variables will perform over time is fraught 
with uncertainty. Obviously, heating and cooling loads are influenced by the thermal 
properties of the building envelope, which are likely to be sensitive to future conditions. 
Therefore, the efficiency of decisions made due to the thermal characteristics of the built 
environment need to be considered in the light of climate change scenarios. 

3 Sustainability and High Performance 

Currently, in lean construction thinking, sustainability and high performance seem to 
be gaining significant momentum. The ASHRAE Standard 189.1 defines the high 
performance green building as a “building designed, constructed and capable of being 
operated in a manner that increases environmental performance and economic value 
over time”. Consequently, the challenges observed from this definition are i) that it 
casts the problem as being one of definition; ii) in fact, it is more a question of 
prediction of which features will meet the criteria and of achieving consensus on 
which of those features would be deemed appropriate for inclusion; and iii) it does not 
account for the range of interrelated time and space scales. One of the essential 
challenges in the long term is uncertainty, and sustainability by any definition refers 
to the long term. The question arises of how to describe and manage sustainability 
under uncertainty. In this interaction the following must be answered:  

• What are the factors that need to be sustained? 
• At what level and for how long, should the factors last? 
• What degree of uncertainty is acceptable? 

Sustainability is about thoughtful choices, without spending more on non-essential 
options but with confidence of earning more return on investment. In a general sense, 
it is about dealing with nature – not ignoring it. Additionally, it is not about 
constructions that appear to be environmentally-responsible but which eventually 
sacrifice occupant comfort. It becomes clear therefore that “Sustainability in 
Buildings” is a multi-criteria subject, which includes interlinked parameters of 
economics, environmental issues, and social parameters (Vesilind, et al. 2006). 
Therefore, this paper tries to explore the interaction of each feature by using a set of 
criteria to optimize the thermal performance of a variety of construction types in 
dealing with uncertainty and risks. 
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4 Climate Change 

Adaptation of buildings to climate change is becoming increasingly necessary. 
Adaptation, a responsive adjustment to decrease or remove risk, will be critically 
important since, in even the most optimistic projection of climate-change scenarios, 
temperatures will increase considerably around the world. It is very unlikely that the 
mean summer temperature increase will be less than 1.5°C by the year 2080 (IPCC 
2010). Figures 1 and 2 illustrate a range of increasing temperatures in the UK in 
summer and winter with different probabilities. The ‘worst-case scenario’ is thought 
to be essential when considering change for construction types. The construction 
adapted for the extreme case should be the most robust design - a design that is 
durable in both the current climatic condition and in response to the maximum 
envisaged change in future climate. 

 
Fig. 1. Summer mean temperature in 2020, 2050, 2080; 90% probability level, very unlikely  
to be less than the degrees shown on maps [Source:http://ukclimateprojections.defra.gov.uk/ 
content/view/1293/499/] 

 
Fig. 2. Winter mean temperature in 2020, 2050, 2080; 90% probability level, very unlikely to 
be less than degrees shown on maps [Source: http://ukclimateprojections.defra.gov.uk/content/ 
view/1284/499/] 
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As can be seen from Figure 1, around an 8°C increase in the summer is 90% likely 
to happen in most of the UK.  Obviously, the rate of increase would be less in winter 
but is still quite considerable. Revealing the potential impacts of climate change 
scenarios in dealing with construction types demonstrates the need for an optimization 
in the decision-making process to optimize both the thermal comfort of occupants and 
future energy consumption regardless of active design impacts. These are essential 
determinants when attempting to establish the vulnerability of occupants during a 
heat-wave, and the potential change in energy usage and CO2 emissions are a 
consequence of changing climatic conditions. In essence, this approach causes 
effective and practical adaptation strategies for decreasing the potential for 
overheating in the homes. Currently, it has been observed that a large number of 
dwellings in the UK have no mechanical cooling systems. Therefore, an increase in 
summer temperatures has considerable potential to increase occupant vulnerability to 
overheating as well as the potential to considerably raise energy consumption (Collins 
et al 2010). 

5 Thermal Comfort 

ASHRAE defines thermal comfort as “that condition of mind which expresses 
satisfaction with the thermal environment”. This symbolizes the complexity and 
uncertainty of the issue of thermal comfort and likewise overheating or discomfort 
levels (ASHRAE 2010). Figure 3 demonstrates the potential comfort adaption to a 
climate change. 

 
Fig. 3. Potential comfort adaption to a change in climate [Source: Gupta and Gregg 2012] 

6 Methodology  

For quantification purposes and simplification of decision-making, a building model 
using the Ecotect thermal software was used. The indoor air temperature at which 
overheating occurred was taken to be when the average interior home air temperature 
was 26°C or greater. This condition was used to simplify the image of overheating 
hours in the home. What is most important here is the relative change in ‘over-
heating’ hours between projections when different construction types are tested. 
Basically, in an optimization process concerned with risk and uncertainty, decisions  
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are made on certain quantitative measures to determine the best course of action 
possible for a decision complexity. As such, three main elements are required to be 
considered before reaching a decision (Al-Homoud 1994):  

- Selection options from which a selection is created (variables) 
- Precise and quantitative information of the system variables’ interface (constraints) 
- Particular measure of system efficiency (objective function)  

In this study the variables are a range of five typical cladding systems. Constraints are 
likely to be wall-thickness, environmental and economic performance. The objective 
function is established as the decrement factor (the ability to decrease the amplitude 
of temperature from outside to the inside), time constant (the time takes the maximum 
outside temperature makes its way to a maximum inside temperature), admittance 
(building fabric response to a swing in temperature) and U-value (overall heat transfer 
coefficient). The research considered five construction techniques, all of which are 
appropriate for use in house walls. This number was considered satisfactory to make 
useful comparisons but not to be excessive to consider in detail. The selection criteria 
were: 

 Recent use for housing in the UK so the availability of detailed information is 
met 

 Method appropriate for the UK housing use 
 The potential of achieving Part L of UK thermal building regulations (U-value set 

to 0.12 W/m2K)  

The typical cladding systems examined were:  

 Brick and block wall (BB)                                 

 

Fig. 4. From Out to in: 110mm Brick Outer Leaf, 190mm Phenolic Insulation, 100mm Aerated 
Concrete Block, 10mm Lightweight Plaster 

 



908 S.M. Sajjadian, J. Lewis, and S. Sharples 

 Timber frame wall (TF) 

 

Fig. 5. From Out to in: 110mm Brick Outer Leaf, 50mm Air Gap, 130mm Rockwool, 10 mm 
Plywood, 140mm Rockwool, 12.5mm Plasterboard 

 Insulating concrete formwork (ICF)  

 

Fig. 6. From out to in: 5mm Rendering, 140mm Extruded Polystyrene (EPS), 70mm Extruded 
Polystyrene (EPS), 158mm Heavyweight concrete, 70mm Extruded Polystyrene (EPS), 
12.5mm Plasterboard 
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 Structural insulated panel (SIPs)  

 

Fig. 7. From out to in: 5mm Rendering, 15mm Softwood board, 195mm Extruded Polyurethane 
(PUR), 15mm Softwood board, 50mm Air Gap, 12.5mm Plasterboard 

 Steel frame wall (SF) 

 

Fig. 8. From out to in: 5mm Rendering, 190mm Extruded Polystyrene (EPS), 10mm Plywood, 
90mm Rockwool, 12.5mm Plasterboard 

The environmental modeling software Ecotect was used to analyze the thermal 
performance of the building model shown in Figure 9. The weather data used were 
based on Manchester, UK climate data from the year 2011 with no heating period (1st 
of May to the 30th of September), and without any internal gains. The infiltration was 
assumed as 0.05 air change per hour (ACH) and no ventilation was considered. A U 
value of 0.1 W/m2K for the roof and floor and 0.8 W/m2K for triple glazed windows 
were assumed.  
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Fig. 9. Model building examined in Ecotect 

7 Discussion and Results 

Figure 10 compares the thermal properties of the examined wall system systems. As 
can be seen, a higher wall thickness means a lower admittance and decrement factor 
in most cases. It seems that ICF has the lowest decrement factor and admittance rate 
with the highest thickness. It could be observed that SF, with considerably less 
thickness, shows an acceptable level of performance.  

 

Fig. 10. Admittance, Decrement Factor and Thickness of the Examined Walls 
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With regard to overheating, Figure 11 illustrates that TF had the worst performance 
among the construction systems. The SF performance was not much better. As was 
expected, ICF seems to have the best performance, with the lowest percentage of 
overheating, although the maximum thickness does not seem to be ideal.  

 
Fig. 11. Percentage of time above comfort zone (≥26°C) for base case model – current 
Manchester weather data 

8 Conclusion 

In this paper, the proposed approach models uncertainty in current climate and 
quantifies overheating risk. The wall construction options tested in this study have 
only a small difference in their performance in dealing with this risk. However, 
further works in his area should consider future climate change scenarios in assessing 
risk. This leads to a decision problem offering the decision maker an opportunity to 
arrive at a decision influenced by their knowledge. Clearly, one ‘‘correct’’ decision is 
not given to decision-makers but rather a small collection of choices to reduce or 
eliminate the negative impacts on comfort and energy consumption. It has been 
assumed that dealing with the uncertainty and risk proposed in this paper will make 
the decision-making more dynamic and environment- specific. 

Unfortunately, the climate observations show that the right choice comes after it is 
needed. Climate models cannot deliver what is the present-day decision-makers 
necessary framework; the only answer is to modify design frameworks to enable them 
to take a range of uncertainties into account. Regarding this, a classification of “no-
regret strategies” and “flexible strategies” in decisions is proposed for consideration. 
‘No-regret’’ decisions represent the ability to deal with climate uncertainty. These 
strategies produce paybacks even if climate change does not happen. Improving 
building insulation is the most appropriate example of this strategy in construction 
systems, since this energy saving can frequently pay back the additional cost in the 
short term. Secondly, it seems wise to add external passive design strategies such as 
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shadings and louvers, which are reversible, over permanent choices.  Clearly, the aim 
is to minimize as far as possible the cost of being wrong about prospective climate 
change. Eventually, the research found that none of the construction types 
optimization common strategies could entirely remove the risk of overheating in the 
homes for current weather conditions in Manchester.  

9 Further Research 

A major risk for sustainable design is the uncertainty in future climate. Preferably, 
climate models would be able to produce more accurate climate statistics; clearly, this 
is the evidence that researchers in engineering and science need to optimize future 
investments. Basically, two major issues remain that make a precise model difficult 
for future scenarios. Initially, there is a scale misfit between what decision-makers 
need and what climate models can deliver. Secondly, the epistemic uncertainty of 
climate change is important. However, the initial issue can be alleviated by 
downscaling techniques such as using regional models with limited domains. But the 
second issue seems to be more difficult to overcome, at least in the short-term future; 
clearly, there is a real risk of misperception between old data and model output. 

References  

Al-Homoud, M.S.: Design optimization of energy conserving building envelopes. PhD thesis. 
Texas A&M University, Texas (1994) 

ASHRAE. Standard for the design of high – performance green buildings except low-rise 
residential buildings. Atlanta: American Society of Heating. Refrigerating and Air-
conditioning Engineers organization (2010)  

Athienitis, A., Santamouris, M.: Thermal Analysis and Design of Passive Solar Buildings. Jame 
& James (Science Publishers) Ltd., London (2002) 

Collins, L., Natarajan, S., Levermore, G.: Climate change and future energy consumption in 
UK housing stock. Building Services Engineering Research & Technology 1, 80–86 (2010) 

Dunster, B.: Housing and Climate Change: Heavyweight vs. Lightweight construction. RIBA 
(January 2005),  

 http://www.architecture.com/Files/RIBAProfessionalServices/ 
Practice/UKHousingandclimatechange.pdf (accessed June 28, 2012)  

Gupta, R., Gregg, M.: Using UK climate change projections to adapt existing English homes 
for a warming climate. Building and Environment 55, 8–17 (2012) 

IPCC. contribution of working groups I, II and III to the fourth assessment report of the 
intergovernmental panel on climate change. Geneva: Intergovernmental Panel on Climate 
Change (2010) 

Orme, M., Palmer, J., Irving, S.: Control of overheating in well-insulated housing. In: Building 
sustainability: value and profit. (2003),  

 http://www.cibse.org/pdfs/7borme.pdf (accessed March 7, 2012)  
Vesilind, P.A., Lauren, H., Jamie, R., Hendry, C., Susan, A.: Sustainability Science And 

Engineering: Defining Principles, vol. 1. Elsevier, Oxford (2006) 



A. Håkansson et al. (Eds.): Sustainability in Energy and Buildings, SIST 22, pp. 913–929. 
DOI: 10.1007/978-3-642-36645-1_81         © Springer-Verlag Berlin Heidelberg 2013 

Chapter 81 

Potential Savings in Buildings  
Using Stand-alone PV Systems 

Eva Maleviti1 and Christos Tsitsiriggos2 

1 University of Central Greece, Levadia, 32100, Greece 
2 Visiontask Consultancy, Athens, 15562 Greece 

Abstract. This research analyses the electricity consumption and CO2 
emissions of 3 hotels in Greece using energy auditing. Following this analysis, 
the energy generation, at the same month, from a stand alone PV system will be 
presented for each case, showing its contribution in electricity consumption and 
its possible share on the total electricity consumption. The PV systems are 
installed from the same company, and they have different power capacity of 75, 
100 and 200kW. This research aims at showing potential energy and emissions 
savings from the selected cases, showing the necessity to promote the 
application of renewable energy sources and in particular PV stand alone 
systems in Greek hotels considering the current socio-economic situation of the 
country. 

Keywords: Energy audit, buildings, hotel, stand alone pv systems. 

1 Introduction 

Tourism is a fast growing sector affecting the environment and the natural resources. 
Its continuous expansion is not compatible with sustainable development and possibly 
harms the local societies and traditional cultures. Additionally, uncontrolled tourism 
expansion has led to degradation of many ecosystems, particularly in coastal and 
mountainous areas. The premise of tourism involves people to commute from their 
homes to different destinations with various means of transportation. Furthermore, the 
construction of new accommodation and hotels, along with the existing hotels, which 
offer a high number of facilities to their customers and the large energy consumption 
in these facilities, signifies their severe contribution to environmental effects in a 
global scale but also in regional level, depending on where these facilities are located 
(UNEP,2003). However, tourism contributes 7% to the pollution in the Mediterranean 
region. Simultaneously, the growing pollution in Mediterranean countries is likely to 
have a negative effect to the tourism sector as well. It is estimated that every tourist in 
Europe generates at least 1 Kg of solid waste per day. (French Institute for the 
Environment, 2000). Nevertheless, the tourism industry is amongst the most 
profitable sectors within the commercial sector, especially in the Southern Europe, 
France, Greece, Italy, Spain, and Portugal. The tourism sector in these countries is an 



914 E. Maleviti and C. Tsitsiriggos 

essential development tool for the country’s economy. Specifically, in Greece the 
year 2000 the tourism industry represents the 16.3% of the Greek Domestic Product, 
standing for the most important service industry. (World Travel and Tourism Council, 
2006)  In addition, the World Tourism Organization (WTO) forecasts that Greek 
tourism will be developed by 4.1% by 2016. (World Tourism Organization, 
2005).Based on WTO’s forecasts, in 2015, 20.8% of local employment will be linked 
to tourism (from 18% currently), while investments of the sector will represent 10.7% 
of total Greek investments. (World Tourism Organization, 2005). On the other side, 
energy consumption in hotels is among the highest in the non-residential building 
sector, not only in Greece but also across Europe; for instance, 215 kWh/(m2a) in 
Italy, 287kWh/(m2a) in Spain, 420 kWh/(m2a) in France and 280kWh/(m2a) in 
Greece. (Argiriou, 2002) Hotels in Greece represent about 0.26% of the total Hellenic 
building stock. (Santamouris, 1996). Despite the fact, that hotels’ percentage is small 
comparing to other buildings, they are indicating a high-energy consumption. The 
total annual energy demand of the Greek Hotel sector in estimated to 42TWh 
representing the 28% of the total energy demand of the tertiary sector. (Dascalaki, 
2004)  In particular, the high-energy consumption in hotels is due to the different and 
multiple operations and facilities offered to their customers. Specifically, in order a 
hotel to operate, various types of energy, such as electricity, gas, diesel fuel, natural 
gas and others are required. Still, the main energy source used is electricity, generally 
for air-conditioning, heating, lighting, lifts, kitchen equipment and many static and 
portable appliances (Onut,2006). Consequently, an effort to reduce energy 
consumption in the hotel sector would be significant.  

2 Research Methodology 

This study will demonstrate the Business as Usual Scenario (BaU), developed under 
the collected data from the 3 hotels. Energy audits in each hotel and interviews to 
hotel managers and engineers have been accomplished, in order to collect the 
appropriate data for this research. The customers/tourists needs, habits and behavior 
were considered in order to define electricity consumption, supporting this research to 
be as accurate as possible. The energy auditing included inspection in all areas of the 
hotels. Information about the lighting of each area such as power capacity per lamp in 
each room, the daily use of the equipment in the kitchen, the laundry facilities and the 
rooms, along with the technical characteristics of each device were collected. The 
following graphs will exhibit future projections on the electricity consumption of the 
3 hotels, since from the energy auditing has been observed that the main source of 
energy consumed is electricity. The data analysis will demonstrate the current trend in 
electricity consumption in the selected case studies. This analysis represents the 
baseline scenario, without policy interventions, giving approximations and estimates 
on energy consumption in these 3 case studies. The next part of the analysis 
demonstrates three possible installations of PV systems in the selected cases 
according to their needs. Economic viability of the investments is also examined. 
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3 Data Analysis 

3.1 Three-Star-Hotel in Corfu (Island) 

The case study assessed for the installation of the PV system is a three star hotel 
located in Corfu island. It has a full season operation with 60 rooms in total. The 
building has four floors, with 450 m2 per floor. The total floor area of the facility is 
almost 6700m2. The occupancy rates vary during the year according to the period; 
80% in summer, 50% in autumn, 30% in winter and 40% in spring. Oil and LPG are 
used to cover heating and hot water needs and the rest are covered from electricity.  

Table 1. Fuel consumption (2010 prices) Table 2. Electricity consumption per service 

Fuels Amount Cost(€) 

Oil  25,000 lt 17,000 

LPG 20,000 lt 11,600 

Electricity  120,000kWh 10,624 

 
 
 

       Service MWh 

Lighting  11.879 

Cooling  15.552 

Cooking  2.835 

Refrigeration  28.518 

Laundry 39.000 

Other 21.000 

Total 119.024 

 
As Table 1 depicts, oil consumption has the highest share of total energy 

consumption in the building. Oil is used for heating and LPG for cooking purposes. 
Energy efficiency measures and alterations in three-star-hotels are examined in this 
case in order to evaluate the cost of the proposed equipment. Table 2 displays a 
breakdown of electricity use for a variety of services. The high amount of electricity 
consumption in each service needs to be reduced. The first immediate and easy 
method for that is the application of efficient electrical equipment. The necessity to 
reduce the electricity consumption as well as to alter the fuels used arises from the 
increase of the price per fuel used in the facility. The projections in increase of oil, 
LPG and electricity prices are based on the Energy Information Administration 
forecasts (2010). According to the Ministry of Development, the estimated increases 
in electricity, oil and LPG consumption as well as assumptions of energy use, 
occupancy rates and operations for three-star-hotels, have been taken into 
consideration for the calculation of the energy cost projections. The increases in the 
fuel prices and consequently in the energy costs are presented in Figure 1. In 
particular by 2020 oil costs would increase 26% by 2020, electricity costs 28% and 
LPG costs 25%. 
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Fig. 1. Energy cost projections in the three-star-hotel 

Thus, considering the uncertain and difficult economic situation of Greece along 
with the increase of fuel prices, hoteliers need to consider methods that would reduce 
their facilities’ energy costs. The two options considered in this section are the use of 
electrical efficient equipment and the installation of PV systems. Table 3 represents 
the changes in the total electricity consumption under the use of efficient equipment.  

Table 3. Electricity Consumption using efficient equipment 

Service MWh 

Lighting  2970 

Cooling  11664 
Cooking  2126 

Refrigeration 24240 

Laundry 33150 

Other 15750 
Total 89900 

 
Between the total electricity consumption values in Tables 2 and 3, there is a 

reduction in energy almost 29MWh. This proves the effectiveness of this type of 
equipment in reducing the hotel’s electricity consumption. Despite its efficacy in 
reduction of electricity, a determining factor for their installation is their cost. In 
particular, the economic viability of the efficient equipment is examined, with the net 
present values of each equipment, and according to the Ministry of Finance, interest 
rate to be 5% as it is the current interest rate today in Greece (2010). These values are 
presented in the following section. The second option considered for reduction of the 
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building’s electricity consumption is the PV system. The Greek Energy Efficiency 
Action Plan proposes that at least 10% of the buildings’ energy requirements be 
covered from renewable energy sources. The average annual solar activity in Greece 
is 1350 kWh (Institute of Environment and Sustainability,2010). For the material used 
in the panels there is a small loss from the amount of energy generated. The losses in 
photovoltaic panels are 0.05% per year (Conergy AG,2010).  The transmit losses 
which are the losses of the energy generated occurring while transmitting are 5% 
annually. In this plan, the repair and maintenance costs are 0.5% of the total 
investment cost and other expenses for the operation of the panels are 0.2% of the 
total investment cost per year. In the following case the possibility of generating 
electricity from a 100kW PV panel and use it for the buildings’ energy needs, is 
examined. The panels have a lifespan of 20-25 years where the energy output is the 
highest, under the appropriate maintenance, as indicated from panels’ provider 
(Conergy AG,2010).  In addition, the components of the PV require maintenance so 
as to operate better and longer adding a cost to the total of the investment. The 
interest rate of return –or alternatively the return of the investment, is calculated by 
finding the discount rate that causes the net present value of the project to be equal to 
zero. If the IRR of the project is equal or greater than the required IRR of the investor, 
then the project would be acceptable (Pratt, 2001). The installation of a PV system in 
a building is more successful when the energy efficient equipment or standards are 
applied, prior to the PV system.  

A. Net Present Values (NPV) for energy efficient equipment 

This section presents the net present values for the equipment considered for replacement 
in this case. The interest rate considered is 5%.  The net present value method examines 
the financial viability of the energy efficient equipment in this hotel. When the calculated 
values of NPV are positive, then this type of investment is acceptable.  

Table 4. Net Present values of energy efficient equipment with 5% interest rate by 2020 

Services NPV(5%) 

WASHING MACHINES -3.359,1 € 

REFRIGERATORS -1.236,1 € 

MINI-BARS -6.840,2 € 

LIGHTING 3.942,0 € 

A/C -5.470,3 € 

FREEZERS 4.790,5 € 

DRYERS 202 € 

SOLAR THERMAL (LPG) 11324 € 

Table 4 displays that not all the existing equipment should be replaced with efficient 
ones. In specific, for washing machines in the three different values of interest rate, the 
NPV is negative, thus this replacement would not be beneficial to the hotel. The same 
stands for the replacement of refrigerators, mini-bars and air-conditioning equipment. 



918 E. Maleviti and C. T

The rest of the equipment
examines the investment for
made of crystalline silicon, 
5% system losses. The total
of the total cost is covered fr
Development, 2008). In th
using it for the buildings’
responsible approximately 2
electricity generation from 
monthly electricity consump
from the PV system is displ
efficient equipment. The f
building’s electricity needs. 
2010, therefore for 89 M
0.083€/kWh = 7387 € spen
use of efficient equipment. 
cover the buildings’ energy 
In that case, the kWh gener
(Ministry of Development, 
* 7,000kWh=3,150€ appr
characteristics and fuel cons
environmentally profitable, 
and offers an extra 3150€ pr
 

Fig. 2. Electricity generation

M
W

h

Electr

Electricity generatioElectricity consumpt

Tsitsiriggos 

t considered could add value to the hotel. This analy
r the installation of a 75kW photovoltaic panel. The pane
the most commonly used, with 74.63kW capacity includ

l cost of the investment of 75kW capacity is 290.000€. 4
from the National Development Law 3299/2004 (Ministry
e following case the possibility of generating energy 
’ energy needs, is examined. Electricity consumption
21% of the total energy consumption in this building. T
the PV is approximately 96MWh on an annual base. T
ption of the building and the monthly electricity generat
layed in Figure 8.5 after the possible implementation of 
final electricity generation from the PV could cover 

 One kWh of electricity consumption, costs 0.083€/kWh
MWh consumed in the building, there are 89,000kWh

nt, which is 2,500€ less than the cost occurring without 
From 96MWh generated from the PV, 89MWh are used
needs. The remaining 7MWh could be sold to the main g
rated from the PV and sold to the main grid is 0.45€/k
2008); thus this hotel could have a profit of 0.45€/kW

roximately per year. For this unit, with this spec
sumption the installation of a PV system is economically 
since not only it covers the electricity needs of the build
rofit, but it also prevents from emissions being released. 

n from PV and electricity consumption in the building per mon

Months

ricity Consumption and Electricity Generation

n from PVtion

ysis 
el is 
ding 
40% 
y of 
and 

n is 
The 
The 
tion 
the 
the 

h in 
h x 
the 

d to 
grid. 
kWh 
kWh  
cific 
and 

ding 

 

nth 



 81  Potent

For this project the IRR 
9% and the NPV is -32,342

B.  Marginal abatement ca

With this method the volum
per tonne in a specific time
considering the NPV of ea
year. This simple method 
each equipment are constan
Cost has been developed fo
the Carbon Trust (Low Ca
graph of MACC carbon 
(tonnes/year). Figure 3 rep
interest rate today. In spec
potential abatement from e
cost of each measure. The 
This means that they wou
facility, the most cost effec
washing machines, the refri
are also represented below
PV system and dryers are th
addition, the area of each 
savings from the measures 
the bars represent the total c
proposed equipment. For th
tonne of CO2 emissions for

F

3.2 Four-Star-Hotel i

This economic assessment 
in South-Western Greece. 
 

tial Savings in Buildings Using Stand-alone PV Systems 

factor is calculated from the annual cash flows and it 
2€. 

arbon cost (MACC) 

me of abatement in emissions is compared to a given c
e period. The graph displayed below, has been develop
ach equipment, divided by the CO2 emissions saved 
has been examined assuming that the carbon savings 
nt for a ten-year period. The Marginal Abatement Carb

or this case considering the suggested template proposed
arbon Cities Website, 2008). Figure 8.7 demonstrates 
discounted (€/tonne) and the Cumulative CO2 savi
presents the graph for the case of 5%, since this is 
cific, the width of each column represents the amount
each measure. The height of each bar represents the u
bars that are below the X axis are the most cost effecti

uld save money to the facility, as well as CO2. For 
tive equipment and CO2 emissions savings occur from 
igerators, mini-bars and air-conditioning equipment. Th

w the X-axis. The lighting, freezers, solar thermal heat
he most expensive and they are found above the X-axis
bar stands for the total cost to deliver all CO2 emissi
below X-axis. Following to that, the sum of the area of
cost to deliver the total CO2 emissions savings from all 
his hotel the MACC value is 113€/year for reduction o
r this facility 

Fig. 3. MACC for the three-star-hotel 

in Rio- Patras (Mainland) 

is for a four-star-hotel located in the Rio region of Pat
It has 255 rooms and it is operating 12 months per ye

919 

is -

cost 
ped 
per 
for 

bon 
d by 

the 
ings 
the 

t of 
unit 
ive. 
this 
the 

hese 
ters, 
s. In 
ions 
f all 
the 

of 1 

 

tras, 
ear.  



920 E. Maleviti and C. Tsitsiriggos 

The occupancy rates vary throughout the year, with 69% in summer, 54% in autumn, 
31% in winter and 36% in spring. The building has three floors with a total area of 
30,240m2. Electricity is the main source used. Oil and LPG are used for heating and 
hot water facilities hence the fuel usage per year is displayed in Table 5. It is 
important to note that this hotel has no efficiency standards for any of the equipment 
used. Thus, before continuing with the economic assessment of a possible installation 
in PV system, it is crucial to observe the possible reduction in electricity consumption 
if energy efficiency standards are applied.  

Table 5. Final end-use by fuel Table 6. Electricity consumption by end-use  

Fuels Amount  Cost (€) 

Oil 30,200 lt 20,838 

Electricity 1,828MWh 151,724 

LPG 168,950 lt 97,991 

Total  270,553 

 
 
 
 

Service  MWh 

Lighting 221 

Cooling 273 

Cooking 110 

Refrigeration 317 

Launderette 290 

A/C 397 

Others 220 

Total 1,828 

 
As it is observed from Table 5, electricity consumption is very high and there are 

no energy efficiency standards applied. Thus, it is important firstly to examine what 
reduction would occur in final electricity consumption before continuing with the PV 
system installation. The assumptions used, concern the efficiency measures proposed 
from the policy framework presented in Chapter 3 and used for the development of 
the scenarios for four-star hotels in Chapter 6. Table 7 presents the electricity 
consumption in the current state, without energy efficiency standards. The electricity 
consumption is presented for each service in Table 6. The increase in the electricity 
costs only are expected to rise by 20%, oil 22% and LPG 50% by 2020. In order to 
prevent further increases in the hotel’s energy costs, the use of efficient equipment is 
essential. As observed in Table 8, the final electricity consumption could be reduced 
by 695MWh. In energy costs this is 695,000 kWh x 0.083€/kWh = 57,686 €.Efficient lighting is not used in this facility, thus the use of LED lighting is 
proposed instead of the incandescent lights. The average 30W capacity applied in the 
building could be replaced with 3W LED lights. The price between new and old 
lights is almost 4 times higher; as LED prices vary from 12 to 18 € for these 
considered in this case, while the conventional ones vary from 2.5 to 4.5€ (Phillips 
Website, 2010). For LED lights, the reduction in electricity consumption is 
significant with reductions up to 75%. 
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Table 8. Net Present Values of energy efficient equipment 

Services NPV(5%) 

 MINI-BARS -8302 

LAUNDERETTE/DRYERS 108552 

REFRIGERATION -127055 

LIGHTING -33761 

A/C 13790 

SOLAR THERMAL (OIL) 39226 

 
Therefore, the above Table demonstrates that the use of the equipment with the 

positive NPVs is beneficial not only in terms of the reduction of environmental effects 
but also in terms of the economic benefits offered in the building. Even though the 
equipment considered for minibars, refrigeration and lighting is significant for the 
reduction in energy consumption, the energy savings and the prevention of further 
emissions, it is not in fact an economically viable investment for this hotel. This indicates 
that certain types of equipment may be beneficial in terms of reduction in environmental 
effects but the capital cost of the equipment is not beneficial for the facility in terms of 
economics. For that reason, the marginal abatement cost (MAC) is presented in the 
following section, in order to demonstrate a clearer picture of the economic benefits, the 
environmental reductions in the buildings and the relation between these two factors. 
Before that, the IRR for a PV installation of 100kW is also considered in this building, 
since it is one of the measures for reduction in energy consumption and emissions. This 
technology is also included in the MACC calculations. 

D. Internal rate of return for PV project (IRR) 

The installation of PV systems could significantly change the hotel’s energy profile. The 
installation of 100kW plant is examined for this hotel. The economic information 
required for the PV plan is presented below. The electricity production from the PV 
system could only cover approximately 10% of the total electricity consumption in the 
building. It would be more efficient if the PV system were applied in a facility that has 
already got energy efficient standards. Thus this 10% share of electricity that is generated 
from the PV system, may seem a very low share comparing to the total, but in terms of 
reduction in electricity use and energy costs, is very important. The electricity 
consumption and electricity generation from the PV system is provided in Figure 5. 
Considering the results of the previous section, after the application of efficient 
equipment, the total electricity is reduced to 1,135 MWh. On condition that 127 MWh 
are covered from the PV system then, the electricity would greatly reduced. This means 
that with efficiency standards in the facility the energy costs are reduced to 
1,135,000kWh * 0,083€/kWh = 94,205€ and this amount could be reduced even more if 
another 11% is covered from the PV system; thus 127,000kWh*0,083€/kWh=10,540€ 
per year. Examining the economic viability of the PV investment, the interest rate of the 
loan defines the values of the NPV. 
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Table 11. Electricity consumption by end-use using efficient equipment 

Service  MWh 

Lighting 3,4 
Cooling 47 
Cooking 31 
Refrigeration 8,5 
Launderette 34 
Others 18,6 
Total 142.5 

 
As it is depicted in Table 11 the replacement of existing equipment with efficient 

ones could reduce final electricity consumption approximately by 70MWh. This 
indicates that this type of equipment could be beneficial in terms of reduction of 
electricity costs. However, it is essential to consider the cost of the equipment and 
how economically viable is the suggested equipment for this facility. This analysis is 
provided in the following section examining the net present values of each equipment 
considered. 

F. Net Present Values of Energy Efficient Equipment  

Table 12 displays the net present values for different interest rates. It is observed that 
refrigerators and freezers would not be economically viable for this facility, due to 
their high capital cost. All other equipment considered, are economically viable for 
this facility since the net present values are positive and thus they are acceptable as an 
investment.  

Table 12. Net Present values of equipment in the five-star-hotel 

Service NPV(5%) 
WASHING MACHINES 18831 

REFRIGERATORS -1425 
MINI-BARS 5264 
LIGHTING 6005 

A/C 26536 
FREEZERS -669 

DRYERS 19869 
SOLAR THERMAL (OIL) 9214 

 
The above presented values in Table 12 are used in the following section of 

MACC calculations. In these calculations, the net present values of the PV system 
and the internal rate of return are included. Electricity consumption covers 82% of the 
total energy consumption in the building and the rest is from oil consumption. In 
contradiction to the previous case, in this one the installation of a PV system with 
200kW capacity is considered. The reason is that the final electricity consumption is 
213MWh and the electricity production from a 100kW PV installation would not be 
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The above results represent that the above considered efficient equipment and PV 
system are economically viable for the four and five-star hotel. Only for the three-star 
hotel the calculations for the NPV and IRR displayed that this type of investment 
could not be economically viable for this case. It is noteworthy that in this case the 
MACC value is translated to 113€ to be spent in order to prevent 1 tonne of CO2 
emissions from being released. The results displayed that from the three cases, the 
most inefficient is the first case. Despite the fact that the PV considered requires less 
own capital than other cases since it is only 75kW, it is the less economically viable. 
Further than that, this hotel unit is the smallest one compared to the other two, thus 
the energy costs would be expected to be more easily reduced, but this is not the case. 
If the proposed investments are not economically viable then the hotelier would know 
follow these options. It is important to note as well, that this case could have a profit 
of 3150€ per year from the electricity sold to the main grid, considering that its 
electricity costs are covered from the PV system. The four-star-hotel on the other 
side, shows that even if there is not electricity sold to the main grid, but all the 
building’s electricity needs are covered from the PV system (100kW), still it is 
economically viable. It is also noteworthy that these two cases are totally different 
between them in size and types of operations and consequently in energy costs. 
Moreover, the five-star-hotel follows the same trend as the four-star-hotel, having 
both efficient equipment and PV system (200kW) to be economically viable.  
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Abstract. This study analyzed how industrialized building retrofitting measures 
contribute better decision supports for building retrofitting strategy to the ener-
gy saving potential from a Swedish building typology approach. Contributions 
to cost-effectiveness retrofitting from one distinguishing but major type of 
Swedish building stock in Stockholm, Sweden, one of which case was studied 
from a life cycle perspective as demonstrations for the introduced renovation al-
ternatives. A basic life cycle costing tool coupled with building energy demand 
calculation was applied. The study focus on the relative costing impact mainly 
from retrofitting materials and building energy consumptions, as well as corres-
ponding importance of the cost contribution from four life cycle stages.  

The tool analyzes the retrofitting material costs and embodied energy con-
sumption after undergoing proposed retrofitting work packages as regards as 
the relevant payback time simulation. For the case type of building stock, a re-
trofitting measure compounds in terms of various energy saving and architec-
tural service refurbishments were introduced, the most costly measures could be 
the most cost-effectiveness alternatives in different life cycle stages based on 
the typology of the target building.  

Every building is unique and represents its own contexts, the proposed  
approach addresses getting an efficient general knowledge for the whole retro-
fitting and future building performance costs by life cycle thinking, aims at 
finding the similarities in Swedish building stock for providing greater re-
source-efficient, lower life cycle costing, simpler decision making and higher 
profitable building retrofitting strategy.  

Keywords: Building retrofitting, building typology, life cycle costing, energy 
demand, material cost, decision making. 

                                                           
*  Corresponding author. 
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1 Introduction 

Building stock is one of the largest energy consumers worldwide; approximately 20-
40% energy was consumed by the building sectors. According to the EU energy and 
environment target, 20% share of renewable energy in total energy consumption, 20% 
reduction in the use of primary energy through energy efficiency should be met by 
2020, as regards as climate targets to decrease the emission of greenhouse gas by 20% 
and 50% by 2050 below the level of 1990[1-2] . In Sweden, 68%-75% of major ener-
gy consuming buildings are considered as residential buildings, more importantly, 
Swedish building sectors emit 15 Mton CO2 eq/yr, the amounts are approximately 
20% of contributions regarding to the greenhouse gas emissions.  

Currently, a number of studies [3-5] have focused on residential buildings, which 
were considered as the major civil energy consumer compare with other type of build-
ing stock, Fig. 1 shows the statistical results toward the percentage of residential 
building energy consumption in different countries.  

 

Fig. 1. Comparison results of the percentage of residential building energy consumption in 
different countries 

In Sweden, new building construction rate is among the lowest in Europe, accord-
ing to the European building production review [6-7], Swedish new building rate is 
around 8% compare with average level 10%-14% in Europe, since 2006, all buildings 
and construction value index has declined 70.1%, with the residential value index 
declining by a massive 87.8%. Moreover, home building rates in Sweden collapsed 
from around 65,000 units annually in the early 1990s to around half that level 
throughout the 20th century [6]. In another word, Swedish new buildings only contri-
bute 10%-20% additional energy consumption by 2050, more than 80% of the build-
ing energy consumption will be influenced by the existing building stock. According 
to the market report of K. Mjörnell[8], if most of the building construction companies 
put efforts on making extensive renovation that includes both additional insulation 
and replacement of the ventilation and heating systems, we can save over 2 TWh per 
year in energy use which corresponds to almost ten percent of the total energy use for 
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buildings in Sweden, obviously, building retrofitting has a striking energy and market 
potential. 

The retrofitting of building stock in Sweden has a long historical development ac-
companied with the building design, architectural technology, energy planning and the 
development of urban civilization. Currently, we have paid more attentions to the sys-
tematic retrofitting operations based on not only fulfillment of functional satisfactory 
and replacement for the housing maintenances, but also offer optimal renovation strate-
gy compounds of lower energy consumption, cost, life-cycle environmental impacts and 
higher housing comforts, which can be massively imitated to similar building types. Y. 
Juan [9] developed several hybrid decision making methodologies combined genetic 
algorithm with searching algorithms for optimal renovation selections, G. Mark etc[10-
11] has combined LCC and savings-to-investment ration into the approach for selecting 
optimal renovation solutions from economic perspectives, other studies from O. Jinlong 
etc [12-15] also performed LCC based hybrid methodologies and cases studies toward 
different cities in Belgium, Germany, Greece and China, aims at finding feasibility of 
renovation measures and optimization-based approaches or multi-criteria decision-
making process for producing relatively suitable retrofitting measures to in general or to 
the specific case buildings. 

2 Aim 

The aim of this study was to examine how energy use and retrofitting costs can be 
reduced by strategies planning in renovation phases. This was achieved by exploring a 
compound of retrofitting work packages on one of the major types of Swedish build-
ing stock classifications with the economic life cycle costing analysis approach. Spe-
cific attention was paid to the life cycle costs of building embodied operational energy 
consumption and the material-related investment costs in relation to the overall retro-
fitting life cycle costs and payback time.  

3 Methodology 

3.1 The Selected Typology of Swedish Building Stock  

Sweden building constructions has over 100 years of development. The intensive 
construction of the Swedish building was firstly started at major cities in Stockholm 
area and the south part of Sweden. Around 50% of the buildings are constructed in 
Stockholm area, 17% in North area and 35% in South parts mainly Gothenburg and 
Malmö[3], Fig. 2 shows a survey of Swedish building stock distributions among four 
building periods, before 1931, 1931-1945, 1946-1960, 1961-1975. Accordingly, the 
modern building construction booming periods are 1940-1960, 1965-1975, in which 
large amounts of residential buildings were designed and constructed with a rapid 
demanding of foreign migration and domestic trends toward metropolitan cities, cur-
rently, the buildings constructed in “miljönprogrammet” are facing a challenging 
stage of energy retrofitting and envelope refurbishment. 
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of the Skivhus are summarized similar with slab house, but higher and more floors, 
usually with 8-9 floors and polished concrete shed façade elements with balcony 
access. The insulation material of the external wall is mineral wools and double glaz-
ing systems, the ventilation system is usually exhausted air ventilation, as regards as 
heating radiator as the space heating equipment with central distribution.  

3.2 Basic Energy Demand Calculation Tool 

The energy demand simulation is calculated in the Consolis Energy tool, which is a 
dynamic Excel based software initially developed at KTH [16][17], by building ma-
terial data inventory and material selections, the tool is capable of calculating two 
types of zone cases, which can be applied as the energy simulation of the base case 
and building performance after retrofitting. The results of the energy demand calcula-
tion are illustrated based on the effective thermal capacity and ISO 13790 calculation 
method, energy for heating, cooling, household electricity and domestic hot water can 
be separately presented by the tool. According to the developer of the software [16], 
the results are in the rage of 0-8% error, which is acceptable for this case study.  

3.3 LCCA Calculation Tool for the Case Buildings 

Several studies have developed life cycle costing techniques for building and energy 
systems to help decision makers have an integrated economic understanding of differ-
ent building design strategies, B.S.Dhillion [18] introduced the classical approach of 
LCC for buildings as equ. (3.1), as well as energy LCC in building sectors as 
equ.(3.3), which can be applied in the early design phase for the building construc-
tions.  

             (3.1) 

Where CC is the capital cost, which is composed of land and construction costs, OC is 
operation cost associated with items such as energy, insurance and wages, RMC is 
repair and maintenance cost, DC is demolition cost. 

Other building institutions as Stanford University [19] proposed similar guidelines 
and comprehensive calculation components for LCCA toward the building and hous-
ing performances as equ. (3.2), 

             (3.2) 

Where PC is the project cost including labor, material costs, UC is the utility cost 
including energy costs and non-energy costs such as domestic water and sewer costs, 
RMC is the replacement and maintenance costs, SC is the building service costs such 
as janitorial services, pest control and elevator maintenance, ELC is the end of life 
costs.  

                (3.3) 

Where EC is the present value of energy cost, IC is the present value of investment 
cost, SV is the present value of salvage cost, NPOMC is the present value of the  
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annually recurring nonfuel operation and maintenance cost, NRC is present value of 
the nonrecurring nonfuel operation and maintenance cost. 

3.3.1 Cost Components of Building Retrofitting LCCA 
In the study, the full life cycle costing components are defined as equ. (3.4), four cal-
culating components are selected as the main stages for current calculation metrics.  

                  (3.4) 

Where  is the retrofitting life cycle cost expressed by present value,  is the 
investment value expressed by present value, including the material costs, labor costs 
in the construction duration as well as the relevant tax costs,  is the embodied 
energy costs expressed by present value,  is the utility costs including the domes-
tic water and sewer costs, which are not included in current calculations,  is the 
replacement and maintenance costs, and  is the end of life costs expressed by the 
present value.  

3.3.2 LCCA Techniques and Payback Time Calculation  
The money of today and the money spend in the future are different, net present value 
is one of the common approaches to calculate the capital flows as equ. (3.5), ∑                                 (3.5)  

Where NPV is the life-cycle cost expressed as a present value, n is the year consi-
dered,  is the sum of all cash flows in year n, r is the discount rate, and L is the 
service life-span 

The net present value for a future cash flow  expected to fall due every year dur-
ing the service life-span L, the annual energy and utility costs can be calculated by 
equ. (3.6),  

                              (3.6)  1                             (3.7) 

Where  is the real rate, is the nominal rate and  is the infla-
tion rate; 

  [19]             (3.8) 

Where  is the life cycle costs,  is the year 0 investment costs ( ), 
is the present value of all recurring costs (embodied energy costs, main-

tenance and replacement costs, if any utility costs),   is the present 
value at the end of the study life. 

4 Description of the Case Buildings  

The residential building studied is located in Upplands Väsby, Stockholm, Sweden  
(Fig. 4, 5and 6, Table 1). The building is one of the eight similar apartment clusters. The 
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apartment is a typical high Skivhus with slab in 7 floors. It was initially designed in 
“Miljonprogrammet” between 1965 and 1974 with a parallel set connection with other 
apartment buildings. The apartment block contains 6600 m2 of residential space (total 
heated area 6860 m2) with heating radiator facilities, it’s a 7 storey building with a load 
bearing structure of reinforced concrete and steel, slab materials are the major elements 
of the constructions. The ceiling is flat designed concrete structure covered with asphalt 
felt and unpainted sheet metals. The detailed building components can be found at Table 
1, including the energy data inventory of the apartment.  

The average U value of the building envelope before and after retrofitting can be 
found at Table 2, the energy consumption is approximately 972043 kWh/yr, 141, 7 
kWh/m2 yr, which including the building and user electricity, space heating and do-
mestic hot water energy demands, which exceeds a bit the latest requirement for new 
building constructions in the Swedish building code of 130 kWh/m2 yr for non-
electric resistance heated buildings of Swedish climate zone II in Stockholm area. The 
apartment block is facing the stage of both energy and cost-effectiveness retrofitting.  

The strategy planning of the retrofitting work packages are mainly based on the ty-
pology of the building stock and the relevant energy system, the initial U-value of the 
insulation as well as the potential of electricity savings of the buildings and users, the 
retrofitting work packages are listed in Tab. 2.  

 

 

Fig. 4. 3D photographs of the apartment block before retrofitting (South-East) 

 
Fig. 5. Floor plan from 1-7th floor 
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Fig. 6. Façade toward north and west (basement included) 

5 Results 

Table 2 shows the calculated results for the original building case and retrofitting 
investment costs with different improvements, including envelope insulation adding, 
installation of heat exchanger unit and relevant low energy facilities installations,. 
Figure 7 and 8 shows the differences of monthly energy flow for the base case and the 
case after retrofitting. The results illustrate a distinguished annual operational energy 
demand reduction 28.7% after retrofitting from 141. 7 kWh/m2 yr to 101 
Kwh/kWh/m2 yr, which well meet the requirement of Swedish residential building 
energy code 130 kWh/m2 yr, The improvements regarding the envelope aims at reach-
ing the Swedish U-value regulations with a relative cost-effectiveness way. Figure 9 
and Figure 10 shows the conclusion of energy reductions of different energy consum-
ing elements, in which space heating and energy system have a distinguished decreas-
ing after retrofitting due to a large efforts are made on the insulations on the envelope 
system based on the existing features of the target building.  

The economic analysis based on the LCC calculated the cumulative operational 
embodied energy consumption after and before the retrofitting mainly focus on the 
material and energy perspectives, Figure 11shows a cumulative embodied operational 
energy costs in 30 years study from a life cycle perspective, the result illustrates the 
decreasing rates of energy costs are changing with time due to the variable of curren-
cy and energy prices, in this study, the energy prices are assumed with a constant rate 
and the inflation of currency are calculated by the discounting rate 4.4%, escalations 
rate 0,5% in the first five years and 1% in the following years.  
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Table 1. Building data inventory for features of building type and energy profile 

Building Data Inventory Energy Data Inventory 
Location  Upplands Väsby, 

Stockholm 
Averaged daily Use 

Time  
10h/person 

Typology Residential skiv-
hus (High Slab 
House) 

Indoor temperature 
winter  

22 0 C 

No. of storeys 7 Air change rate 0.5 
Room No. each floor 10 Heat exchange effi-

ciency  
0,6 

External wall area (S) 910 m2 Fuel Type Swedish el mix 
Building ventilation 
system 

Exhausted Air 
Ventilation 

Heat emission system Water radiator 

Building ventilation 
volume 

18865 m3

Heat generation  District heating 
Life time, years 50 
Averaged outdoor 
temperature 

6.3 oC 

Set indoor tempera-
ture 

22 oC 

Roof  Asphalt felt insu-
lation 200 mm 

Concrete 300 mm
Steel sheet 20 
mm 

Energy for heating and 
ventilation 

594,743kWh/yr 

External Walls  Tile 200 mm 

Concrete 250 mm Building and user 
electricity 

205,800kWh/yr 
Ground Floor Gypsum 0.13 mm

Concrete 300 mm
Internal Walls Concrete 250 mm

Plaster 5mm 

Gypsum plaster-
board 13 mm  

Energy use for domes-
tic hot water 

171,500kWh/yr 
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Table 1. (continued) 

Building Data Inventory Energy Data Inventory 
Windows Double glazing 

timber frame 
(South) 

Triple glazing 
aluminum frame 
(North) 

Total Energy use (incl 
users energy and do-

mestic hot water) 
972,043kWh/yr 

Doors Wood Veneer 
with plastic film 

  

Table 2. Investment costs of retrofitting work packages for Skivhus and the corresponding  
U-value  

Building 
elements 

Retrofitting measure Unit 
(W/m2

K) 

Initial 
Value 

Reno-
vated 
Value 

Invest-
ment 

(SEK) 
Exterior 

wall 
Exterior extra insulation (W/m2

K) 
0,91 0,89 3 567 

160,91 

Roof 
Ceiling insulation (W/m2

K) 
1,7 0,18 772 

705,50 

Window 

Replacements and re-
design the area of the 

Southern side and North 
side  

(W/m2

K) 
1,9 
1,5 

0,8 
0,8 

1 704 
687,60 

 

Internal 
wall  

Interior extra 13mm 
gypsum insulation  

- - - 948 
499,86 

Heat ex-
changer 

Heat exchanger unit 
installation 

- 0 0,87 960 000,0 

Public 
lighting  

Low energy lighting and 
white wares 

Each 
Floor 

- - 
135 000,0 

Facade 
Re-paint the façade  

m2 - - 
535 

074,14 

Others 
Household energy saving 
facilities recommenda-

tions 

Each 
Room 

- - - 

5.1 Energy Results 

For the case building type, the retrofitting improvements explored related to changes 
in the building envelope and energy system generate relatively large building energy 
consumptions as well as the LCC of the building performance after retrofitting. The 
building envelope improvements giving the largest energy savings are increasing the 
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external insulation in the exterior walls, ceiling extra insulations, windows re-design 
and replacements with a better U-value as well as the heat exchanger unit insulations. 
The retrofitting of the ground floor and the renewable energy sources applications are 
not considered due to the complexity of construction toward the case building and the 
climate condition of Stockholm. However, more low-electricity facilities can be fur-
ther installed in the public and private areas if possible. The retrofitting packages with  
 

 
Fig. 7. Monthly energy flow of the base case before retrofitting  

 

Fig. 8. Monthly energy flow of the apartment block after retrofitting  
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Fig. 9. Comparisons of energy consumption before and after implementing retrofitting work 
packages 

 
Fig. 10. Comparisons of the energy demands and consumer percentage for the base case and 
after retrofitting 

the highest effect were changing the windows with the original one to high perfor-
mance triple windows partial in the South and North area, as well as the insulation of 
the heat exchanger units due to the large façade area of the building and the large 
amounts of tenants, however, these results may different according to the typology of 
the building stock.  

Figure 10 shows the proportional contribution changes to energy consumption 
from space heating, building and household electricity and domestic hot water respec-
tively before and after retrofitting. As shown in the pie chart, space heating energy 
consumption was reduced from 61% to 50% of the total, which illustrates a relatively 
high efficiency of envelope insulation retrofitting compare with other retrofitting 
measures.  
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5.2 LCCA Results 

Figure 11 shows the comparison of the cumulative embodied operational energy costs 
in a study years of 15, which are largely depending on the energy production and 
sources locally. The case study performed the price of the energy in Stockholm area, 
in which the heating are district heating with industrial waste and biofuels, which has 
a relatively high price compare with the electricity but lower CO2 emission, the elec-
tricity is Swedish electricity mix with hydro and nuclear resources. In the performed 
15 years study, the cumulative operation energy costs have a distinguished decreasing 
in the first five years and a following decreasing rate in the left years, due to the infla-
tion of the currency has an impact on the energy price, however, if taken into consid-
erations of the energy shortage crisis and escalations of the energy price, the results 
will be different, which are not considered in this study.  

Figure 12 illustrates the portions of the cost elements from a 15 year life cycle 
perspective; compare with major investment costs of constructing a new building,  
the retrofitting project performs main costs of operational embodied energy costs 
68%, 14% material costs, 11% labor costs and 4% maintenance costs and 3% other 
services costs, which shows energy saving measures not only contributes the annual 
building energy consumptions, but also to the whole life cycle costs of the target case 
building.  

Figure 13 shows the calculated payback time of the retrofitting work packages, an 
11.2 years payback was concluded for the case building. Due to a relatively large 
investment for the retrofitting and the typology of the apartment block, the payback 
time is longer than a multiple family house, however, with the increasing of the ener-
gy price and a partial adaption of the retrofitting work packages to other case build-
ings, the payback time may be shorten accordingly.  
 

 
Fig. 11. Comparisons of the total cumulative embodied operational energy costs before and 
after retrofitting 
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proposed renovation work packages, which are listed in Table 2, with the updated 
values and investments including raw material, labor as well as relevant construction 
costs during implementing the retrofitting strategy, the retrofitting measures are col-
lected based on the features of the case building type [3] and common prefabricated 
and isolated retrofitting alternatives [8][20]. The proposed building changes in the 
study demonstrate a possibility to reduce the operational energy in a life cycle pers-
pective of 15 years by nearly around 49%. However, it is not concluded that all the 
similar Swedish apartment block should take the same work packages due to the fact 
that every building is unique, none less, the study give a rough general knowledge for 
the LCC based thinking of retrofitting decision making reference toward Swedish 
apartment block constructed in 1965-1971. 

With the increasing interests for industrialized building retrofitting and the genera-
tion of efficient energy saving and high cost-effectiveness building retrofitting strate-
gies, the study gave a simplified decision making approach to optimal the retrofitting 
alternatives for the similar building types. The chosen service life span is crucial to 
the cumulative operational embodied energy costs, additionally; the price of the ener-
gy will naturally influence the life cycle calculation of the energy costs, which are 
expected to be studied.  

Externally, this study are based on some assumptions in the life cycle stages in 
terms of the maintenance costs, which are not detailed calculated due to the difficul-
ties of the costs data for maintenance are hard to get and complexity, the energy cal-
culations from CONSOLIS gave a rough quantified energy guidelines for comparison 
of the building performances before and after retrofitting, however, which don’t pre-
cisely reflect the energy demands of the building due to the accuracy limitation of the 
tool, which needed to be further developed. 

The study focused on one type of building case and its relevant economic analysis 
for the industrialized building retrofitting, this is a starting study of the amounts of 
variable Swedish building stock and their corresponding retrofitting strategies, in 
addition, optimal retrofitting work packages to one type of building stock are also 
expected to the future studies.  
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Abstract. Energy security and carbon emissions are key issues for policy-
makers and research communities worldwide. Climate change mitigation poses 
many challenges for all levels of society. Energy-related carbon emissions in 
urban areas have received a great deal of attention. This paper builds on the 
principle that urban areas are major sources of emissions and play an important 
role in the carbon cycle. Urban development can serve as a cornerstone for 
achieving transition towards a sustainable city. This paper proposes and de-
scribes a framework for carbon budgets with a focus on urban district level. The 
urban district carbon budget is a mechanism for embedding long-term total 
emission restrictions into the urban economy. This paper proposes a proposal of 
urban district carbon budgets in an effort to provide the figure for emission al-
lowances that can be emitted in a given amount of time. The paper presents a 
design framework of urban district carbon budgets and discusses the scope and 
scale of carbon budget allocation approaches. It also examines the emission  
reduction potential and co-benefits of the proposal. 

Keywords: urban districts, carbon budgets, climate change, sustainability. 

1 Introduction 

Interest in the sustainability of urban areas has increased in recent years. The World 
Bank reported that cities are responsible for as much as 80 percent of global green-
house gas (GHG) emissions, while they are also significantly impacted by climate 
change (World Bank 2011). Urban areas are having an impact on the local and global 
environment that is mobilising political representatives in all countries. 

Urban sustainability is growing in importance in energy and climate research. Con-
sequently, academics, consultants, national and international bodies have developed a 
large number of assessment tools (Devuyst 2001; Jensen and Elle 2007; Iverot and 
Brandt 2011). In order to reduce emissions as well as the flows of urban metabolism 
(energy and materials), it is important to facilitate the integration of technical  
and policy innovations into urban systems. In future urban districts, previous study 
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suggests to include a clear structure of the assessment process, which would ensure 
the quality of gathered data and facilitate the development of sustainable urban dis-
tricts (Iverot and Brandt 2011). 

Urban districts can be a testing ground for new solutions. Urban areas are assigned 
an emissions budget and must keep local emissions (i.e., transport and building) with-
in this figure. Previous research (Salon et al. 2010) has proposed making local gov-
ernment responsible for deciding which strategies to use and how to implement them. 
Such strategies could include building codes for new construction, use of renewable 
technologies, congestion zones and car-share schemes. Two suitable methods of 
budget allocation, based on current emissions in each locality, have also been identi-
fied. The first suggested that the budgets be adjusted over time to arrive at a single per 
capita emission level across all localities. The second suggestion would be to reduce 
budgets each year by a given percentage according to a predetermined schedule. 

While urban researchers have long emphasised the importance of planning deci-
sions, a shift has also emerged towards market-based approaches and the carbon 
economy. Fig. 1 shows that a growing number of cities around the world have taken 
actions and initiatives to reduce their GHGs or CO2 emissions. Some cities have al-
ready adapted the concept of carbon budgets under different targets and base years. 
According to Fig. 1, it shows emission reduction targets in relative emission amount 
compared to the base year (that is, 1990, 2000 and 2005). 

 
Fig. 1. Emission targets of the cities across the world (Source: Gomi et al. 2010; Global Carbon 
Project 2011; C40 Cities 2011) 
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This paper proposes and describes a framework for carbon budgets with a focus on 
urban district level. The urban district carbon budget is a mechanism for embedding 
long-term total emission restrictions into the urban economy. The paper aims to con-
tribute to the emerging literature on urban sustainability in the context of climate 
change. The objectives are to propose the concept of urban carbon budgets and to 
highlight the application to urban development projects. The paper describes the 
emissions base year, methodological approach for carbon allocating, and co-benefits 
of carbon budgets. 

This work was inspired by the path towards a low-carbon society and the call for 
environmental focus at the urban scale to become a sustainable urban district. There 
are various supporting reasons for developing a carbon budget approach for urban 
districts. Urban districts are differences, both in terms of urban scale and characteris-
tics. Local government could differentiate and target its politics in relation to the vari-
ous characteristics of urban development projects. There are also some earlier urban 
district initiatives, which aim to reduce the district’s resource consumption and emis-
sions in order to create a sustainable urban district. Examples of this are the Sydney 
Olympics in 2000 (Newman 1999) and Hammarby Sjöstad (Iverot and Brandt 2011). 
The carbon budget approach can be an effective policy instrument for sustainable 
urban development projects.  

2 Methodology 

2.1 The Sustainable Urban District 

Sustainability means different things to different people in different situations. Con-
sequently, sustainable urban district results in different definitions. In this paper, the 
sustainability of urban district only relates to the environmental aspects of sustainabil-
ity. The social and economic aspects are co-benefits from the emission reductions of 
the urban systems. This is because the objective of this work is to propose a frame-
work in the planning and development of the urban district in order to mitigate and 
manage carbon emissions.  

Girardet (1992) used the metabolism approach for a study of sustainable city in 
which he argued for the circular metabolism of sustainable cities from the linear  
metabolism of modern cities. In fact, the linear metabolism has led to increased con-
sumption of natural resources and the disposal of emissions and waste in the envi-
ronment. Girardet used a biological perspective to argue that outputs from the city 
(i.e., exhaust gases, waste and sewage) must be used to generate energy, new mate-
rials and plant nutrients that should be imported to the city again. This perspective has 
attracted increasing attention in the scientific community. As the urban metabolism 
defined by Girardet was based on biological, thereafter Newman (1999) extended the 
model (Fig. 2) and stated that “it is possible to define the goal of sustainability in a 
city as the reduction of the city’s use of natural resources and production of wastes 
while simultaneously improving its liveability, so that it can better fit within the  
capacities of the local, regional, and global systems” (Newman 1999). 
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Fig. 2. The metabolism model of the city (Adapted from Newman 1999) 

2.2 Carbon Budget Approaches 

The urban carbon emissions can be broadly separated into four categories: mobile 
sources, static local sources, semi-static sinks, and remote sources. In this study, the 
carbon budgets approach focuses on energy-related CO2 emissions; carbon stocks and 
sequestration in the natural materials are not included. The energy-related CO2 emis-
sions can be further sub-divided into several energy services, including heating, cool-
ing, mobility and lighting. Across these energy services, the energy sources are diffe-
rentiated, including electricity, natural gas and fossil fuels. 

According to Fig. 1, cities used a variety of methodologies to set their targets. 
Many cities utilized existing international methodologies, such as the ICLEI Local 
Government Operations Protocol or the Intergovernmental Panel on Climate Change 
(IPCC). Some cities applied a combination of approaches with their own proprietary 
methodologies that fit local circumstances. 

The Carbon Disclosure Project (CDP) argued that although cities recognize the 
value of international protocols, they still find them lacking. There is no preferred 
methodology. Many cities have adopted a number of software tools, with varying 
levels of sophistication. The most common involve spreadsheets (CDP 2011). 

The various sizes, populations and development patterns of the urban development 
projects means it is difficult to decide on a standard mechanism for carbon budgeting 
that is fair to all. There is no correct way of allocating carbon budgets; several me-
thods are possible. In any case, the carbon budget allocation method should satisfy 
two criteria: (i) it should have a clear and predetermined schedule for what the carbon 
budgets will be in the future; and (ii) it should encourage economic growth (Salon  
et al. 2010). Based on previous works by Dhakal (2008), Fong et al. (2008), Salon et 
al. (2010) and Kennedy et al. (2010), the present study proposes the five following 
alternative carbon budget allocation methods. 
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(1) Allowance auctioning. In carbon cap-and-trade policy regimes, auctions are often 
promoted as being economically efficient mechanisms to allocate responsibility 
for reducing emissions (Burtaw et al. 2001). However, devolution of a portion of 
emissions reduction responsibility to lower levels of government is fundamental-
ly different from allocating emissions reduction responsibility to polluters. 

(2) The equal share approach. This approach is based on the assumption that urban 
districts have the same degree of responsibility for emission reductions towards 
achieving national targets. For example, if a country’s CO2 emissions target is 20 
percent below the 1990 level, then all urban districts should be responsible for 
reducing CO2 emissions to 20 percent below the 1990 level by 2050. 

(3) The per capita approach. The carbon budgets (CB) of each urban district are de-
cided based on the proportion of population (POP) of the district compared to the 
national population. This can be expressed in the following equation: 

2010,
2010,

, district
country

country
capitaperdistrict POP

POP

CB
CB ×=  

 (1)

This equation is assumed using the 2010 population as a baseline. This approach 
can be assigned uniform allocation on a per capita basis, with a predetermined 
schedule for reducing the allocation over time so that everyone is allowed to emit 
the same level. It can also use baseline per capita emissions based on current 
emissions as a starting point and transition to a uniform allowance allocation. It 
can be implemented by setting budgets equal to baseline or current emissions and 
reducing them by a given percentage each year according to a predetermined 
schedule. 

(4) The economic approach. This is based on a country’s gross domestic product 
(GDP) and urban district’s gross product (GP) values. The carbon budgets (CB) 
are decided by the subject urban district’s GP as a proportion of national GDP. 
However, the available data and data collection might be questionable in this ap-
proach. The economic approach can be expressed in the following equation: 

2010,
2010,

, district
country

country
GPdistrict GP

GDP

CB
CB ×=   (2)

(5) The consumption-based approach. This approach allocates all upstream emis-
sions to goods and services consumption in the urban district (that is, energy and 
material flows along the whole production chain, whether they took place inside 
or outside the boundary). This approach contrasts with the production-based ap-
proach, which accounts for the emissions produced within the urban boundaries. 

2.3 Emission Coverage   

The carbon budgets approach is an urban responsibility concept that reduces GHG or 
CO2 emissions at a local level. The portion of responsibility for emission reductions 
corresponds either to direct or indirect sources. In urban districts, large portions of 
these emissions include those from transport and building sectors. It is important to 
develop a monitoring, reporting and verification (MRV) system for emissions to the 
locality. 
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An accurate emission inventory is the key to the success of the carbon budgets ap-
proach. Decision-makers will have to decide which emissions (e.g., GHG, CO2, CO2-
equivalent) will be included in the inventory. Apart from the energy systems and 
transportation, other emission sources have high potential reductions, such as waste 
management, water system, deforestation and changes in urban vegetation. 

3 Findings and Discussion 

In a proposal of urban carbon budgets, urban districts are the points of action for 
emission reductions. Urban district carbon budgets can complement a city’s efforts to 
combat with climate change, as well as the development of energy infrastructures. 
The co-benefits of action are substantial, including energy savings, security of energy 
supply systems, improved public health, and cost savings. City and national govern-
ments can serve an important function in formulating policy and providing informa-
tion, technical and financial support. 

The co-benefits approach addresses both global and local environmental problems 
while contributing to local development needs. In developing countries in particular, 
energy and climate co-benefits make it possible to overcome many environment and 
development challenges with limited capacity and resources within a rapidly growing 
urban area. 

While urban areas are often identified as sources of emissions, they are also part of 
the solution. Local decision-makers have good access to relevant stakeholders and 
have the ability to identify or develop projects with high local co-benefits, other than 
emission reductions. Wilbanks and Kates (1999) argued that analysis at the local level 
provides useful insights into ways of maximizing the cost-effectiveness of carbon 
management strategies. Previous studies have shown that addressing climate change 
issues often reveals climate policy linkages through co-benefits related to activities in 
energy efficiency, air pollution and transport management (Cifuentes et al. 2001; 
Dhakal 2006). 

Many efforts are now underway to reduce carbon emissions from urban areas. New 
tools, such as GHG emissions standard for cities, Urban Risk Assessment, and Global 
City Indicator Facility, are being launched in an effort to manage the efficient re-
source use and energy-related carbon emissions of cities. New financing options, such 
as Green Bonds, a city-wide approach to carbon finance (now proposed in Amman, 
Jordan), and Emissions Trading Systems such as the one launched in Tokyo, are also 
being implemented (World Bank 2011). However, new urban development projects 
should be responsible for deciding which set of emission reduction strategies to pur-
sue, for selecting and implementing those strategies and actions. There are some in-
teresting examples of sustainable urban development projects that help to reduce 
emissions and are also models for urban development measures; these include Norra 
Djurgårdsstaden and New Albano, both in the city of Stockholm (The Delegation for 
Sustainable Cities 2012). 

Moreover, carbon markets have become an important new source of funding. Ur-
ban development projects can generate their revenues by selling of carbon credits; for 
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example, the Certified Emission Reductions (CERs) through Clean Development 
Mechanism (CDM) project. Many urban projects, such as energy efficiency  
improvements, energy conservation, fuel switching, and waste management, are  
provided such promises (Dhakal 2008). The implementation of carbon budgets will 
provide a blueprint for future urban development projects striving for sustainability 
and will serve as a model for how all future urban projects should be built. 

4 Conclusion 

Urban areas will be challenged with a twofold task. On the one hand, they must pro-
vide distinctive and high-quality places that can compete on a regional or global scale. 
On the other hand, they must develop responsive solutions so that their effective func-
tioning will be secured and the needs of their citizens satisfied. 

The proposed methodological framework of this study is laid out in order to fulfill 
the criteria of the national inventories; that is, so that they are transparent, consistent, 
comparable, complete and accurate. A proposal of urban carbon budgets can be used 
as a policy instrument for embedding long-term total emission restrictions into both 
existing and new urban development projects. Urban carbon budgets will include 
political and regulatory negotiations, research and development of technological in-
novations, and coordinate between citizens, project developers and local government. 
It is highly recommended that urban development projects are free to decide which set 
of emission reduction strategies to pursue and implement.  

Since climate change has already happened, urban areas will have to adapt by li-
miting the impacts of climate change. Urban districts should pursue both climate 
change mitigation and adaptation. Therefore, the future development of carbon budg-
ets approach could be extended to address adaptation issue as well.  
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Abstract. The level of concern regarding the total energy consumption in new 
building clusters/urban districts (BCDs) has increased recently. Rising living 
standards have led to a significant increase in building energy consumption over 
the past few decades. Therefore, along with sustainability requirements, it is 
essential to establish an effective and precise energy demand model for new 
building clusters/districts. In principle, energy demand in building clusters is 
hard to plan and pre-calculate because a number of design criteria influence 
energy performance. Establishing such a model would require a decision- 
making base, and the present study proposes two methods for achieving this 
objective. The study uses general survey aims to collect and identify the design 
criteria that affect the energy demand model and to evaluate the priorities of 
each criterion using the fuzzy analytical hierarchy process (AHP) method. Four 
main criteria – location, building design, government and cluster design – are 
established, along with a total of 13 secondary criteria. The results show that the 
use of the AHP method can accurately guide the energy demand model and 
automatically rank significant criteria. The method can provide the weighting 
value for each criterion as well as the relative ranking for the energy demand 
building model. According to the sustainability concept, one crucial benefit is 
an improvement in the energy performance of building clusters/urban districts 
and a reduction in energy consumption. Another advantage of this methodology 
is that it can provide accurate energy input for future energy supply system 
optimisation. 

Keywords: Energy demand, New building clusters/urban districts, Design 
criteria, Fuzzy AHP. 

1 Introduction 

Increasing demand for sustainability has meant that concerns about energy quality 
management (EQM) have become the new focus for energy systems design. EQM 
represents the management of overall condition of whole energy chain, from energy 
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generation to end-use and covers a wide range of issues, from energy demand to 
energy supply systems. EQM must also be highlighted when developing the design and 
planning procedures of new building clusters/urban districts (BCDs). BCDs are more 
complicated than individual buildings because they cover more parameters, such as 
surrounding conditions and relationship of individual buildings. Trias energetica is a 
simple and logical concept created by Delatter (2006) that helps achieve energy 
savings, reduce fossil fuel dependence, and decrease the environment burdens. The 
initial step is to minimise energy demand from the Trias energetica view in the 4th 
Annex 44 forum (2006). To avoid extra energy waste and keep indoor climate 
comfortable, it is critical to calculate energy demand as accurately as possible. 

2 Objectives 

The studies on energy performances for BCDs are very limited, especially those that 
focus on the energy issue. The energy consumption is influenced by many criteria, 
from individual building characteristics to cluster characteristics. That means it is 
critical to clarify the relation between energy demand and BCD design criteria. This 
paper aims to describe and understand the following issues for new BCDs: 

• Reasonable methodology for helping designers select the most appropriate criteria 
for BCDs energy demand  

• Comparison of the importance different design criteria using fuzzy AHP. 

This paper is organised as follows. Section 3 briefly introduces the fuzzy AHP 
method. Section 4 discusses the establishment of a hierarchical structure and 
identifies the design criteria. Sections 5 and 6 provide the results and concluding 
remarks of this study. 

3 Methodology Analysis 

3.1 Fuzzy Analytic Hierarchy Process 

In order to distinguish the important criteria affecting energy demands in new BCDs, 
multi-criteria decision-making (MCDM) has been applied widely in energy studies, 
such as those by Hobbs and Meier (2000), Phdungsilp and Martinac (2004), Zhou et 
al. (2006), Lee and Hwang (2010). Comprehensive reviews of MCDM application in 
the area of energy studies can be found in Pohekar and Ramachandran (2004) and 
Wang et al. (2009). To compare with these MCDM approaches, the most important 
benefit of Analytic Hierarchy Process (AHP) is relative simple mathematical analysis 
process. This benefit makes it easy to control and be proficient, especially for 
policy-maker and designer without enough mathematics knowledge. Therefore, AHP 
has been broadly used in the MCDM approach. This method can be used to specify 
numerical weights representing the relative rankings of different design criteria as well 
as design factors. Numerical weight is a comparative index of a specific criterion and 
can stand for the relative importance of the criterion in the whole system. The higher 
the numerical weight, the more important the criterion is. 
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Earlier AHP for basic management and decision-making studies were reported 
included by Cheung et al. (2001), Cheng and Li (2002) and Cheung and Suen (2002). 
Johnny et al. (2008) applied AHP methodology for intelligent building systems. The 
methodology was conducted to prioritise and assign the important weightings for the 
perceived intelligent building criteria that had been selected and identified in the 
literature review process.  

However, in applying AHP, it is easier and more user-friendly for evaluators to 
assess “criterion A is much more important than criterion B” than it is to consider “the 
importance of principle A and principle B is seven to one”, as proposed by Hsieh 
(2004). This comparison means it is easier for designers and developers to use fuzzy 
concepts, such as more importance, less importance and equal importance, than a 
certain scale like the nine-point scale proposed by Saaty (1980). Therefore, Buckley 
(1985) extended traditional AHP to the case where the evaluators were allowed to 
employ fuzzy ratios in place of exact ratios in order to handle the difficulty of assigning 
exact ratios when comparing two criteria and deriving the fuzzy weights of criteria by 
the geometric mean method. For this reason, the fuzzy AHP methods were introduced 
into decision-making process and systematically studied by researchers, such as Deng 
(1999), Sheu (2004) and Eunnyuong et al. (2010). Owing to the fuzzy concept, the 
results covered a relatively wide range, from technological, market-related and 
economic, to environmental and policy-related. 

3.2 Fuzzy AHP Structure Model 

AHP structures the problems by decomposing them into a hierarchy and influencing a 
system by incorporating different levels: objectives, sub-objectives, criteria and 
sub-criteria according to Crowe’s research (1998). The first step is to design the 
pairwise comparison matrix. In this step, the relative importance of each criterion 
should be investigated from a subjective viewpoint. The relative importance of the 
criteria and sub-criteria is assigned using fuzzy numbers. Fuzzy numbers are a fuzzy 
subset of real numbers, representing the expansion of the idea of the confidence 
interval. According to the definition of Laarhoven and Pedrycz (1983), a triangular 
fuzzy number (TFN) should possess basic features listed in Table 1, which indicates 
the level of relative importance using TFN. 

Table 1. TFN of pairwise comparison scale (Chiou, 2001) 

Intensity 
of weight 

Definition TFN 

 Equal importance (1,1,3) 
 Weak/moderate importance of one over another (1,3,5) 
 Essential or strong importance (3,5,7) 
 Very strong or demonstrated importance (5,7,9) 
 Absolute importance (7,9,9)     Intermediate values between the two adjacent 

scale values 
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The subsequent step is to calculate the weight value of design criteria. The root 
method is utilised for this fuzzy AHP analysis. The comparison matrix was established 
by the pairwise comparisons and expressed as A: 

                A=(a )n*n                        (1) a  represents the pairwise fuzzy comparison value of criterion i to criterion j. 
The geometric mean technique can be used to define the fuzzy geometric mean and 

fuzzy weights of each criterion as below: 

  Mi=ai1 ai2 ain, i=1,2, ,n (2)Mi= M , i=1,2, ,n (3)ωi=Mi (M1 M2 Mn)
-1,  i=1,2, ,n (4)Mi is the geometric mean of the fuzzy comparison value of criterion i to each 

criterion. ωi is the fuzzy weight of the ith criterion and can be indicated as below: ωi =(L i, M i,U i) (5) 

Here, L i, M i and U i stand for the lower, middle and upper values of the fuzzy 
weight of ith criterion. After the fuzzy weight confirmation, the next step is the 
procedure of defuzzification. This procedure is to locate the Best Non-fuzzy 
Performance value (BNP): 

BNPi=[( Uωi- Lωi)+(Mωi- Lω i)]/3+ Lωi (6)

The weight values can be expressed as below: 

W= (BNP1, BNP2,…., BNPn)
T (∑ BNPj=1) (7)

The BNP of every element could show its own relative prioritisation for the objective 
or sub-objective. 

4 Identifying Criteria and Sub-criteria 

4.1 Main Criteria and Sub-criteria 

The first step in identifying and collecting the criteria and sub-criteria is to review the 
papers and reports about building energy/power demands simulation. We can then 
choose the significant design criteria that affect energy demand. Obviously, BCDs’ 
energy demands are influenced by many factors, such as their location. The initial 
step is to make sure the location of BCD, which could affect the outdoor climatic 
conditions.  

Apart from this criterion, the energy demand in new BCDs is also affected by 
building architectural design. Many crucial elements related to building energy 
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performance are determined by architectural design, including the orientation of 
buildings, building glazing and building envelope (Rolsfman, 2002; Fesanghary, 
2012). Building use patterns also influence individual building energy demand. Many 
authors (e.g., Chow, 2004; Kari, 2007; Sofia 2010; Webber, 2011) have concluded 
that individual building energy demand is influenced by building users and occupants, 
building using time or opening time and building types (functions). As a relative new 
research focus, indoor climate comfort has been considered in energy/power demand 
simulation process (Kari, 2007; Sofia, 2010). 

The next step is a critical one that complements certain criteria for the identifying 
process, especially for cluster characteristics and regulations and rules. Little research 
has highlighted cluster characteristics influence for energy/power demand. The work 
(Chow, 2004) showed that BCDs could simplify the estimation of thermal load 
demands to multiply the number of building models. It is relatively simple and 
inaccurate for the BCDs energy/power model. Therefore, future work should 
highlight criteria regarding outdoor surroundings and the relation between individual 
buildings.  

The final criterion that should be emphasised relates to regulations and rules. 
Building code is one type of regulation and it provides a maximum energy 
consumption limitation for BCDs.  

4.2 Description of Main Criteria and Factors 

The literature survey identified four main criteria: location of BCDs, building 
characteristics, regulations and standards, and cluster characteristics. Table 2 presents 
the main criteria and sub-criteria. 

Table 2. Criteria and sub-criteria effecting energy/power demands 

Main criteria Sub-criteria 
S1. Location of BCDs SS1. Climatic conditions 
 SS2. Topography 
S2.Building characteristics SS3. Building functions 
 SS4. Indoor climate requirements 
 SS5. Building operation patterns 
 SS6. Users & occupants 
 SS7. Building architectural design 

(Building envelops and building  
   HVAC systems) 

S3.Regulations & standards SS8. Building standards 
 SS9. Energy saving regulations 
S4. Cluster characteristics SS10. Outdoor area design 
 SS11. Cluster density and size 
 SS12. Outdoor transportation 
 SS13. Cluster configuration 
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5 Results 

The results can be divided into local and global results. The local results focus on the 
ranking of main criteria for different energy demand objectives, while the global 
results show the priories of each sub-criterion for holistic energy demand. 

5.1 Local Results 

Four energy demand sub-objectives –space heating, electricity, domestic hot water, 
and cooling – were selected for local results analysis. BNPs were used to subjectively 
prioritise all criteria and sub-criteria. The criterion with the highest BNP is the most 
important criterion for specific energy demand. Figure 1 shows the BNPs of the four 
criteria. 

 
Fig. 1. Estimated BNP values of four criteria 

All sub-objective groups estimated S3 to have the lowest importance and S2 to 
have the highest. For other two criteria (S1 and S4), the estimated BNPs were 
different in different sub-objective groups. S1 is the second-highest BNP in space 
heating and cooling groups, but it had no impact on the domestic hot water group. S4 
was estimated to have the second-highest BNP for electricity groups but very limited 
influence on the other three groups. S2 and S1 were the most important for the space 
heating and cooling group. S2 and S4 had the highest importance in the electricity 
group. S2 was dominant in the domestic hot water group and the location of BCDs 
criterion had little impact in this group. 

5.2 Global Results 

Table 3 presents the results of the global priorities calculated by multiplying the BNPs 
of the criteria (parents) by the BNPs of factors (siblings). 
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Table 3. Results of global priorities 

Factors Overall 
energy  

Space 
heating  

Electricity Domestic 
hot water 

Cooling 

SS1 0.154  0.243  0.106  0.019  0.196  
SS3 0.136  0.114  0.114  0.198  0.137  
SS7 0.132  0.188  0.093  0.031  0.180  
SS6 0.103  0.064  0.093  0.208  0.079  
SS5 0.095  0.037  0.093  0.208  0.079  
SS4 0.067  0.064  0.087  0.033  0.079  
SS8 0.057  0.134  0.011  0.013  0.043  
SS9 0.053  0.027  0.074  0.119  0.014  
SS12 0.051  0.033  0.092  0.020  0.058  
SS11 0.040  0.033  0.042  0.026  0.058  
SS10 0.037  0.010  0.113  0.016  0.012  
SS2 0.033  0.035  0.021  0.039  0.039  
SS13 0.033  0.018  0.042  0.053  0.027  

 
The climatic conditions factor (SS1) was estimated to have the highest BNP among 

all the factors in the calculation of the overall energy demand (the highest in space 
heating and cooling group, but little impact for the domestic group). The building 
functions factor (SS3) and the building architectural design factor (SS7) tied for the 
second place in overall energy demand. The factors with the third-highest BNPs in 
total energy demand were the user and occupant factor (SS6) and the building 
operation pattern factor (SS5). The indoor climate requirement (SS4), building 
standards (SS8) and energy saving regulations (SS9) ranked equal fourth in overall 
energy demand. Interestingly, three factors (SS12, SS11, SS10) belonging to S4 had 
almost the same importance in terms of overall energy demand. 

6 Conclusion 

We established four criteria (location of BCDs, building characteristics, regulations 
and standards, and cluster characteristics) and a total of 13 sub-criteria using fuzzy 
AHP in order to evaluate the priorities of different factors. Several conclusions can be 
derived from the findings. 

 Firstly, climatic conditions, building architectural design and building functions 
(including outdoor areas) were considered the most important of all the factors. 
The reason is that these elements are basic and essential components for BCD 
design. 

 Secondly, factors such as building operation patterns, users and occupants, and 
indoor climate requirements, are of critical importance because more and more 
attention had been paid to social impacts. Apart from these factors, the building 
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standards factor and the energy savings regulation factor also played an 
important role in energy demand. As for BCDs, it is not sufficient to have only 
building characteristics criterion; consideration from cluster characteristics 
criterion is necessary. With increasing concern about BCDs energy/power 
demand, factors belonging to cluster characteristics will become more important. 

 Thirdly, there were significant differences between the estimated priorities for 
different groups. The most disparate factor was the location of BCDs. The space 
heating group estimated the factor to be nearly 12.8 times more than the 
domestic hot water demand. 

 At last, the analysis results could be described as following: electricity demand 
is mainly affected by building functions, users & occupants and using times as 
well as outdoor area electricity consumption.  Thermal energy (space heating 
and cooling) are influenced by building envelopes, building HVAC systems, 
indoor & outdoor climatic conditions as well as heat generated by users & 
occupants.  Domestic hot water demand is determined by building occupants 
and using times. All energy demands should obey specific standards and 
regulations. 
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Abstract. In designing an energy-efficient HVAC system, several factors being 
to play an important role. Among several others, the performance of cooling 
coil which is embodied through its configuration, directly influence the perfor-
mance of HVAC systems and should be considered to be crucial. This paper  
investigates and recommends design improvements of cooling coil geometry 
contributes for a central cooling system by using a simulation-optimisation ap-
proach. An actual central cooling plant of a commercial building in the hot and 
dry climate condition is used for experimentation and data collection. An algo-
rithm was created in a transient system simulation program to predict the best 
design. Available experimental results were compared to predicted results to va-
lidate the model. Then different models of several new designs for cooling coil 
were constructed to evaluate the potential of design improvements. Afterwards, 
the computer model was used to predict how changes in cooling coil geometry 
would affect the building environment conditions and the energy consumption 
of the HVAC components. 

Keywords: Cooling coil, Design Optimization, Energy Saving, Comfort 
enhancement. 

1 Introduction 

The increasing consumption of energy in buildings on heating, ventilating and air-
conditioning (HVAC) systems has initiated a great deal of research aiming at energy 
savings. With the consolidation of the demand for human comfort, HVAC systems 
have become an unavoidable asset, accounting for almost 50% energy consumed in 
building and around 10-20% of total energy consumption in developed countries (Pe-
rez-Lombard et al. 2008) Because building cooling load varies with the time of the 
day, an HVAC system must be complemented with an optimum design scheme to 
reduce the energy consumption by keeping the process variables to their required set-
point efficiently in order to maintain comfort under any load conditions. One of the 
effective ways of achieving energy efficiency is to design cooling coil configurations 
properly that has motivated us to propose a design procedure which significantly lead 
to an overall reduction in HVAC energy consumption. Therefore, it is not surprising 



966 V. Vakiloroaya and J. Madadnia 

that the design of energy efficient HVAC components is receiving a lot of attention. 
(Jabardo et al. 2006) presented results from an investigation carried out with commer-
cial air coils of 12.7 mm of tube diameter. They tested coils with different fin pitch 
and tube rows in order to determine their effect over the thermal performance.  
(Sekhar and Tan 2009) investigated the performance of an oversized coil at different 
conditions during the operation stage.the results showed that the humidifying perfor-
mance of the oversized coil at the reduced loads during normal operation can be con-
siderably enhanced by changing the effective surface area of the coil through a simple 
mainpulation of the effective number of rows. (Cai et al. 2004) derived a model for a 
cooling coil based on energyconservation and heat transfer principles. Catalogue fit-
tings of published coil data and experiments on a centralized HVAC pilot plant were 
conducted and the results showed that the model can achieve good and accurate esti-
mation over the entire operating ranges and thus the model can be used to handle real 
time information.However, no work has been mentioned to optimize the cooling coil 
geometry by using combined simulation of building dynamic behaviour with a de-
tailed operational data of a real tested central HVAC system. 

The objective of this paper is to minimize the energy consumption of building 
cooling system by using the design improvements of cooling coil geometry contri-
butes while satisfying human comfort and system dynamics. For this purpose, a real-
world commercial building, located in a hot and dry climate region, together with its 
central cooling plant (CCP) is used for experimentation and data collection. The exist-
ing central cooling plant was tested continuously to obtain the operation parameters of 
system components under different conditions. In order to take into account the nonli-
near, time varying and building-dependent dynamics of the CCP, a transient simula-
tion software package, TRNSYS 16, is used to predict the CCP energy usage. The 
cooling coil model was developed and coded within the TRNSYS environment.On 
the basis of the TRNSYS codes and using the real test data, a simulation module for 
the central cooling plant is developed and embedded in the software. An optimization 
algorithm which uses an iterative redesign procedureis developed and implemented in 
the cooling coil module in order to calculate and select its optimum configuration.The 
simulation results are compared with the monitored data in order to analyze the per-
formance and feasibility of the proposed method. To show the effect of proposed 
approach, the comfort condition index, predicted mean vote (PMV), is studied.  

2 Methodology 

2.1 Cooling Coil Model 

The central cooling plant which is installed in the building consist of one water cooled 
chiller, one cooling tower, one air handling unit (AHU), two chilled water pumps and 
two condenser water pumps.In this section, a mathematical model is developed for the 
cooling coil of AHU in order to truly simulate the effects of its operation on the whole 
system performance:  
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,morascc TUNAFQ Δ=                                           (1) 

where Qcc is the cooling coil capacity, Fs is the cooling coil core surface area 
parameter, Aa is face area of the coil, Nr is the number of rows in the cooling coil and 
Uo and DTm are respectively the overall heat transfer coefficient based on outside 
surface area of the cooling coil and log-mean temperature difference of the cooling 
coil and are determined as: 
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where Qcc is the heat absorbed by the chilled water in the cooling coil tubes, Ar is the 
ratio of outside surface area of the coil to inner surface of tubes, Ìs is the fin efficien-
cy, ho and hi are respectively the heat transfer coefficient of the outer surface and 
inner surface of the cooling coil, Tai and Tao are respectivelly the air temperature en-
tering and leaving the cooling coil and Twi and Two are the water temperature entering 
and leaving the coil respectively. 

2.2 Experimental Rig 

In order to obtain the system performance data under various operating, a real test 
data was conducted in one typical week in the summer. A desktop computer was in-
terfaced with the CCP for monitoring the performance of system. Therefore a total 
392 points of system power consumption and other variables were measured for each 
fifteen minutes period by the monitoring and data acquisition system. The building 
sensible and latent cooling load, are calculated from monitoring data. Indoor sensible 
loads are determine by assuming that they are exactly the same as the product of mo-
nitored zone air flow rate and the difference in the monitored temperature between the 
supply air and air zone. The building latent loads are calculated using the product of 
the fan air flow and the difference in supply and return humidity ratios. Both humidity 
ratios are determined through the monitored air temperature and relative humidity. 
Then these variables were stored and arranged in data base files in TRNSYS so that 
iteration can be performed automatically. 

2.3 Optimization Algorithm 

The optimization problem is formulated through the determination of the optimum 
cooling coil configuration, objective function and constraints. The objective function 
is to determine of the overall power consumption of the whole system according  
with each cooling coil geometry selected by proposed algorithm. For the objective 
function, the hourly overall HVAC energy consumption Ptotal,i is determined for each 



968 V. Vakiloroaya and J. Madadnia 

operation hour i, in response to the different cooling coil designs by using the devel-
oped TRNSYS model.  Finally the summer energy consumption Ptotal is summed up 
for all the operating hours. Consequently, the objective function can be explicitly 
established as follows: 
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where N=2170 H (5×31×14) for May, June, July, August and September (based on 
14-h daily operation) and Ptotal is the summer energy consumption of the CCP includ-
ing energy usage of the chiller Pch,i , the AHU variable air volume (VAV) fan Pahu,i , 
the cooling tower fan Pctf,i , the chilled water pump Pchp,i  and the cooling tower pump 
Pcwp,i . 

The ultimate goal is to optimize the cooling coil geometry in order to minimize the 
energy consumption of the CCP while satisfying human comfort, subject to system 
dynamics and other constraints.  The parameters to be optimized are number of rows, 
number of tubes in a row, number of fins and coil dimension. An optimization algo-
rithm is developed and implemented in cooling coil module in order to calculate and 
select its optimum configuration. The algorithm uses an iterative redesign procedure 
to solve the problem.In the iterative redesign procedure, a given design is evaluated in 
terms of the design requirements and if it is found to be unacceptable, the system is 
redesigned by varying the design parameters, keeping the conceptual design un-
changed. This new design is again evaluated and the iterative process continued until 
a satisfactory design is obtained. The design procedure also depends on the operating 
conditions, which are monitored experimentally and used in the algorithm. 

In the cooling coil design problem, since the given requirements involve several 
parameters and thus many criteria for convergence, it is useful to focus on parameters 
that must be optimized (Vakiloroaya et al. 2011). These parameters may then be fol-
lowed as iteration proceeds to stop the iteration when the desired results have been 
obtained.The design obtained at convergence must be evaluated to ensure that all the 
design requirements are satisfied. Redesign involves choosing different values of the 
design parameters in the problem. In general, there are two types of design require-
ments: physical limitation of parameters and interaction between components which 
are shown in Fig. 1 and listed as follows: 

Requirement 1. The cooling coil capacity Qcc must be more than the building cooling 
load Qb and less than the cooling capacity of the chiller Qch : 
 

.chccb QQQ ≤≤                                                      (5) 

Requirement 2. The supply air temperature Tsup is restricted to avoid overcooling or 
becoming too humid inside the building as: 

.2010 sup CTC  ≤≤                                             (6) 



 85  Cooling Coil Design Improvement for HVAC Energy Savings 969 

Length Height
Aspect Ratio AR No. of tubes per row N

Height VTS
= = = =

 

Fig. 1. The geometry notation of a cooling coil 

Requirement 3. The cooling coil aspect ratio (AR) should be within its limitation: 

.61 ≤≤ AR                                                        (7) 

Requirement 4.The comfort ranges for indoor air temperature Troom and relative hu-
midity RH during occupied periods are given respectively: 

%.60%40

,2720

≤≤
≤≤

RH

CTC room


                                            (8) 

 

Fig. 2. The geometry notation of a cooling coil 
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2.4 Model Verification 

The simulation is run with a time interval of 15 minutes that is equal to the monitor-
ing time step in the CCP real test process. In order to verify the appropriateness of 
using the estimation values obtained by the simulation, it is important to validate the 
accuracy of the models under various operational conditions.The integrated simula-
tion tool was validated by comparing predicted and measured power consumption of 
the chiller for the first week of July during which the chiller operated continuously 
from 8 a.m. to 10 p.m. As Fig. 2 illustrates, the model predicts quite well the variation 
in the chiller electric demand over the operating periods.  

3 Case Study Description 

The simulation object is a real-world commercial building, located in a hot and dry 
climate region, together with its central cooling plant.The gross floor area of the 
building is 2500 square meters and the usable floor area is 1700 square meters.  
The building height is 3 meters. The building is compliant with the requirements of 
the ANSI/ASHRAEStandard 140-2007. Theinternal cooling loads are selected based 
on the method given in ASHRAE Fundamentals. The weather data that drives the 
simulation in the project is based on a Typical Meteorological Year (TMY).  
 

 

Fig. 3. The simulation information flow diagram in TRNSYS work space 

The chiller has two screw compressors each with a nominal capacity of 175 kW 
and uses refrigerant R407C. The chiller model included a subroutine to evaluate the 
thermodynamic properties of the R407C. The temperature of the supply and return 
chilled water are respectively designed at 7°C and 12°C. The chiller coefficient of 
performance (COP) at design condition is 3.4. The chiller can operate down to about 
10% of its rated full load capacity via a modulating slide valve in the compressor. The 
design air flow rate and the electric power input of variable speed cooling tower fan at 
maximum air flow rate are 29000 m3/h and 1.5 kW respectively. The design air flow 



 85  Cooling Coil Design Improvement for HVAC Energy Savings 971 

rate of the air handling unit with variable air volume fan is 37500 m3/h and its rated 
power input is 12.8 kW. The design water flow rate and electric power of each chilled 
water pump is 41m3/h and 1.7 kW respectively. The design water flow of each con-
denser water pump is 50 m3/h and their electric power is 2.3 kW. All circulator pumps 
operate at constant speed.The simulation information flow diagram for all mentioned 
components is shown in Fig. 3. 

4 Results and Conclusion 

TRNSYS is run to obtain component-wise energy analysis and the indoor comfort 
conditions throughout the summer. The proposed algorithm determines the different 
configuration designs for the cooling coil which are shown in Table 1. 

4.1 Energy Analysis 

Fig.4 shows the simulation results for energy consumption of each cooling coil geo-
metry and compares it with monitored energy consumption of the central cooling 
plant in summer. According to the results, as the number of rows increase, the chiller 
and supply fan power increase. The influence of the number of rows on cooling tower 
fan is relatively very small. Meanwhile, a lower number of fins albeit resulting less 
plant energy consumption in the system reduces cooling coil capacity which causes a 
higher supply air temperature leaving the cooling coil.  Therefore, the supply fan must 
work with higher air flow rate, in turn increase fan power consumption. The optimal 
configuration exists when the summation of power consumption for both the chiller 
and supply fan is minimal. As a result, considering the number of rows as the only 
parameter will consume more electrical energy in the whole system. Also results 
show that the reduction of the number of tubes in a row does contribute to lowering 
the cooling coil capacity while the system power saving increases. The influence of 
the number of tubes on the system power consumption is more than fins number and 
thus the balance between system power and cooling coil capacity can be occurred by 
increasing the fin number while number of tubes are decreased. Further benefits can 
be obtained when the reduction in tubes number is coupled with a reduced coil aspect 
ratio. This is evident from the simulation results that system power consumption 
drops from 3% to 8% when the tube number in a row is reduced from 52 to 34 while 
the fin numbers are increased from 8 to 14 to keep the cooling coil capacity. 

The investigation of current coil geometry on CCP performance showed that by re-
ducing the effective number of operating coil rows from a 6-row to a 4-row configu-
ration, the cooling coil capacity is reduced to the building cooling load demand and 
thus the cooling coil efficiency is increased.However, the potential of energy saving 
for configuration 1, 2, 3, 4 and 5 in summer are respectively 8.1%, 9.3%, 3.2%, 6.4% 
and 4.8% which are significant enough to consider. The simulation is performed in 
the same conditions such as tube diameter, tube and fin material, tube spacing, and fin 
thickness for each case. 
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Table 1. Simulation results for different cooling coil configurations 

Case 
Actual 
Case 

Case 1 Case 2 Case 3 Case 4 Case 5 

Length 2.8 2 2.2 2.5 2 3 

High 1.4 2 1.7 1.5 1.1 1.3 

AR 2 1 1.3 1.6 1.8 2.25 

No. Of Row 6 4 4 6 6 8 

No. Of Tubes 
in a Row 

37 52 44 39 30 34 

No. Of Fins 8 6 10 6 14 8 

4.2 Thermal Comfort 

Thermal comfort is all about human satisfaction with a thermal environment. The 
design and calculation of air conditioning systems to control the thermal environment 
to achieve standard air quality and health inside a building should comply with the 
ASHRAE standard 55-2010. To predict the thermal comfort condition, an index 
called predicted mean vote (PMV) which indicates mean thermal sensation vote on a 
standard scale for a large group of people is used in this paper. PMV is defined by six 
thermal variables from human condition and indoor air, namely air temperature, air 
humidity, air velocity, mean radiant temperature, clothing insulation and human activ-
ity. The PMV index predicts the mean value of the votes on the seven point thermal 
sensation scale +3: hot, +2: warm, +1: slightly warm, 0: neutral, -1: slightly cool, -2: 
cool, -3: cold. According to ISO 7730 standard the values of PMV between -1 and 1 
are in the range that 75% people are satisfied while between -0.5 and 0.5 is the range 
that 90% people will be satisfied. It is of interest to see how the resulting PMV ap-
pears with each control scenarios. The resulting PMV fluctuates between 0.15  
and 0.94 for hottest day in July for configuration 2 as most effective configuration 
discussed in the last section. 

The PMV for all configurations is shown in Fig. 5. Therefore, all PMV responses 
lie in the acceptable range, i.e. -1< PMV <+1. Also according to the results, for  
the best cooling coil configuration design,42% of the votes are for PMV < 0.5 and 
100% of the votes for PMV < 0.94 which means this design is able to save energy 
significantly while can maintain PMV values in a standard range. 
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Fig. 4. CCP energy consumption via different cooling coil configuration 

 

Fig. 5. PMV comparision fot July 

5 Conclusion 

In this paper, we have addressed the modeling and optimization problem of a cooling 
coil to target energy savings in a commercial building HVAC system.  Simulation has 
been carried out to investigate the influence of cooling coil optimum design on energy 
demand and comfort conditions. The simulation modules were developed by using 
monitored data which were collected experimentally from the existing central cooling 
plant of the real-world commercial building located in a hot and dry climate region. 
An optimization algorithm which uses an iterative redesign procedure is developed 
and implemented on TRNSYS in order to determine and select the optimum configu-
ration of the cooling coil. Results show that the new optimum design of the cooling 
coil offers energy saving potential up to 9.3% while maintaining the thermal comfort 
conditions in the building. 
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Abstract. Starting from a previous technical and economical feasibility study, 
this paper analyzes the integration of Renewable Energy Sources into an exist-
ing territory with specified features of the natural landscape and of the built en-
vironment. The work puts into evidence that territories development must use 
suitable tools and rules based on integrated knowledge, since technical feasibili-
ty studies do not assess the sustainability of the proposed infrastructures within 
the built environment and landscape. The studied system is in the island of Pan-
telleria situated between Sicily and northern Africa.  

Keywords: Sustainability of microgrids, Environmental impact assessment, 
Environmental Sustainability and Development of renewable energy systems. 

1 Introduction 

It is now clear that the future communities will increase the energy consumption ever 
more, with a strong impact on the environment. It is thus necessary to face this situa-
tion with policies to increase the efficiency of the energy usage and to integrate the 
renewable energy sources in the energy system keeping an eye on the identity of the 
site where the installations will be located. The new approaches supporting the idea of 
‘smart community’ are based on a concept of shared governance among citizens in the 
aim of increasing the public acceptance. Such shared governance cannot induce any 
effective change in the way in which territories develop and are devised, because 
citizens and sometimes also local administrations cannot give a substancial contribu-
tion to the development of methodologies for territorial planning and for efficient use 
of the new energy system. Technicians from different fields of expertise must thus 
cooperate in order to produce reliable guidelines for local authorities for the integra-
tion of renewable energy sources into the existing context. Such requirement is even 
more tight when territories are characterized by a rich history or natural resources. 

Most existing studies about the technical feasibility of the integration of renewable 
Energy Sources into the built environment and the territory neglect indeed the crucial 
aspect of their sustainable integration with what previously exists. The problem is as 
bigger as more valuable it is the cultural and natural heritage of the site. The projects 
Microgrids and More microgrids [1], as an example, financed within the FP7 propose 
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microgrids implementations in greek islands with no mention about the sustainability 
of the proposed installations [2]. Only a few recent papers consider the proposed is-
sue. The work in [3] analyzes the matter with reference to an historical building and 
proposes a systematic approach for the analysis of the existing context and the  
integration of new energy resources. A number of European initiatives are recently 
aiming at the analysis of such problem through specialized calls about practical im-
plementation of Renewable Energy Sources, RES, into the territory [4]. Some of them 
use a ‘bottom up’ approach involving local authorities from different countries and 
contexts [5] to promote the removal of market barriers in the European Union for 
small RES systems.  

 

Fig. 1. Methodology for the analysis of the sustainability of RES in the territory 
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In this paper, it is studied the sustainable integration of photovoltaic systems in the 
Island of Pantelleria. In this case, the integration of RES is strategic due to the strong 
dependence of the existing energy system, based on fossil fuel, on the mainland. Oth-
er benefits concern the reduction of CO2 emissions and the increase of the energy 
efficiency, with possible economic side effects such as the attainment and selling of 
white or green certificates. In the same way, it is also quite important, in the light of 
the singularity and of the value of the cultural and environmental heritage of the Isl-
and of Pantelleria, that the technical analysis is coupled with an equally deep analysis 
about the entire heritage of the Island. The particular value of the landscape and of the 
architecture in the Island of Pantelleria is widely recognized and it is also a resource, 
infact tourism, together with agriculture, are the most important economic factors of 
the Island. It is thus necessary to start with an integrated feasibility analysis of the  
existing energy system that takes into account both the production and management 
potential as well as morphological and natural constraints and the architectural and 
regulatory features that the considered context holds. In this view, in this work, it is 
proposed a feasibility study about the integration of the Energy resources sized and 
located in [6] with special attention to the solar energy (photovoltaic and solar ther-
mal) trying to limit the depletion of the heritage of the Island. Such study goes 
through the understanding of the original constructions, alterations, actual conditions, 
qualities, material and immaterial values, lacks [7]. The methodological approach 
followed in this paper is structured in different phases that can be summarized in the 
flowchart in figure 1. Some of the steps of the proposed methodology must be carried 
out by experts from different areas but use the same indicators. As an example, the 
morphological analysis of the territory is part of the preliminary analysis needed both 
for architectural and for energetic considerations. 

What is most important of the proposed methodological approach is the possibility 
to define sensitive indicators characterizing territories for sustainable energy and terri-
torial planning. The final aim of the study is that to define such indicators; in this 
view, the analysis proposed in this paper gives a first insight to the problem.  

2 Natural and Historical Analysis of the Territory, Urban 
Site and Heritage Buildings 

The Island of Pantelleria is situated in Canale di Sicilia at 70 km from the coast of 
Africa and at about 100 km from the south eastern coast of Sicily (Italy). Its area is of 
about 83 km2 and the inhabitants are around 7.800. 

The Island is located close to a submerged rift, 2000 m deep, and is the highest 
part of a submarine volcano. The shape of the Island, extended towards the direction 
NW-SE, follows the general course of the rift in Canale di Sicilia. The territory is 
shaped by the activity of the volcano in different ways and at different times.  
From all this derives the varied morphology of the Island and its surface manifesta-
tions of geothermal activity. The morphological structure of the island has been 
strongly affected in the centuries the human settlement [8]. In the Island, there  
are three main urban centers (the main center called Pantelleria and two smaller 
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centers, Khamma-Tracino and Scauri-Rekhale) that have developed along the centu-
ries around two historical nucleus below the mountains and close to the plain lands 
that are still cultivated. Agriculture is indeed the main economical fact in the Isl-
and of Pantelleria, strongly characterizing the landscape. The impervious mor-
phology of the Island has been modified through contention walls made with local 
rocks (Terrazzamenti), in this way, more than 50% of the Island is dedicated to agri-
culture; also the typical architecture of the island Dammuso, was originally for agri-
cultural uses. Such typical edification is made of the local volcanic rock with small 
openings and a dome roof and has characterizing features that allows to classify it as 
an example of bioclimatic architecture. The large thermal inertia, given by the thick 
perimeter walls, guarantees a good thermal insulation inside; the limited number 
of small openings, located in a repaired position with reference to the dominating 
winds, activates a natural ventilation; the height of the dome lets the hot air to go 
up keeping fresh the internal rooms during summer. The use of lime protects from 
solar radiation as well as the shape of the covering which allows the rain water har-
vesting and its conveyance in underground tanks (quite important for the lack of 
hydro resources of the Island). All these are elements saying that the existing hous-
ing typology is feasible for the territorial needs. The housing typology all over the 
Island is indeed the Dammuso. An exception is the main center of Pantelleria (rebuilt 
after the second world war with three floor buildings). 

Another important issue for the Island is the presence of many natural reserves 
[8]. About 80% of the Island, for its features, resides in areas identified through the 
Directives 79/409/CEE and 92/43/CEE as SIC (Sites of communitary interest) and 
ZPS (Special protection Areas). Following such classification, the Island has been 
included into the ‘Rete Natura 2000’ identifying the areas devoted to the conserva-
tion of biodiversity within the European Union. 

From what said before, it is evident that the territory of the Island of Pantelleria, 
such as many other islands in the Mediterranean sea, is quite rich and delicate, and 
particular attention must be devoted to any possible new installation to efficiently 
integrate/substitute the energy supply system. 

3 Analysis of Functions, Performance and Needs of Users 
and Current Energy Supply System 

The energy system supplying the Island of Pantelleria, such as all Sicilian islands and 
most Mediterranean islands, is disconnected from the main grid but serves a touristic 
attraction. Such condition is quite critical from the energetic point of view. In the 
Island of Pantelleria the growth of the population concentrated in high season periods 
(June – September), almost doubling the number of inhabitants, from 7.800 to 15.000 
in August, is certainly a source of richness but also creates a problem of management 
of resources, among which also the energy resources. The current delivery of fossil 
fuel, essential to the energy production system (as well as to the internal mobility 
system) is carried out through maritime transportation. Such management is certainly  
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not environmentally sustainable and also not efficient since in critical times of the 
year the fuel cannot be delivered to the Island due to adverse weather conditions. The 
following graph in figure 2 [9] shows how the consumption per inhabitant of fossil 
fuel in Pantelleria is much larger than the regional and provincial consumptions. 

 

Fig. 2. Comparison in the consumption of fossil fuel in Tons of Oil Equivalent per person 
(TOE/person) between the Island of Pantelleria, the province to which it belongs, Trapani, and 
the Region to which it belongs, Sicily – 2011 

It must be underlined that at provincial and regional level the use of LPG is mostly 
connected to mobility, while in Pantelleria its consumption is only for domestic use 
(stored in gas bottles). Gasoline is instead used in all cases for agriculture and for mo-
bility and heating; moreover in Pantelleria the same fuel is used for the production of 
electrical energy (the gasoline employed for this reason covers 81% of the total con-
sumption). The energy distribution system in the Island is made of a thermal electric 
central generation system with a Medium Voltage radial distribution system composed 
of 4 main feeders with rated voltage 10,5 kV. The network is made of 150 MV/LV 
substations from which the LV system supplies all the utilizations. The main genera-
tion system is made of 8 diesel groups with total rated power 20 MW. The entire net-
work is automated with a DCS (Distributed Control System) for the control of the cen-
tral station and of some of the secondary substations. The entire system allows the 
regulation of frequency and voltage at the central station and can execute a monitoring 
of the lines to detect possible outages and isolate portions of the network. The func-
tions of the same system can be easily extended to cope with RES integration. 

The island electrical energy request is entirely covered by the central station and is 
of about 43 GWh/year. As it can be observed from figure 3, half of the yearly  
consumption is concentrated between June and September with absorption peaks in 
August during the evening hours. 
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Fig. 3. Electrical energy production (blue line) and inhabitants (red line) in Pantelleria - 2011 

The fluctuation of the electrical energy consumption has indeed required an over-
sized fossil fuel generation system as compared to the winter demand, such condition 
implies high management costs, due to the discontinuous usage of the machines. 

The electrical energy production, 4.462 kWh per inhabitant in 2011, is much high-
er than the regional average of 3.783 kWh per inhabitant in the same year, this is due 
to the fact that about 16% of the produced energy is lost in generation and distribution 
inefficiencies (losses and maintenance). The non barycentric position of the genera-
tion system compared to the loads, requires the transportation of energy along long 
lines giving rise to high voltage drops and large Joule losses. Of the remaining pro-
duced energy, 31% supplies the two water desalination plants. As the following graph 
in figure 4 shows, only 53% of the produced energy goes to public and private uses 
and mainly for the domestic production of hot water (attained excluding ‘desalinator’ 
and ‘others’, namely generation and distribution losses). 

As far as the evaluation of CO2 emissions is concerned, the calculation ex-
ecuted on the basis of the number of kWh produced per year and on the emissions 
coefficient connected to the entire life cycle of energy for standard plants of thermal 
electric production based on gasoline [10], shows how the emissions connected to the 
energy production are for the Island equal to 5,23 tons per inhabitant. Such value is 
much higher than that registered for the province (Trapani) equal to 1,78 tons per 
inhabitant. To the just outlined issues also economical figures must be added, infact 
the production of electrical energy through gasoline is even more costly due to the 
maritime transportation costs, for this reason, there is a public contribution from the 
government to the utility. In this way, it is possible for the same utility to sell energy 
at the fixed national price.  
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Fig. 4. Final use of electrical energy in Pantelleria- 2011 

In order to limit the use of fossil fuel, an analysis of the available local natural re-
sources has been carried out. Based on the existing literature on the topic and on the 
preliminary analysis (natural resources and economy) of the Island of Pantelleria [11], 
in this paper the sustainability analysis of the designed solar energy system has been 
analyzed, considering the impact on the built environment and landscape. The study 
uses climate data, considers the regulatory frame and the local technical directives 
ruling the use of such Energy generation installations and the cultural heritage and the 
landscape, in order to mitigate as much as possible the impact of the new solar energy 
systems in the territory. All data on the Island of Pantelleria presented in this section 
are derived by processing data from the Municipality of the Island of Pantelleria and 
from the fuel storage station of the Island (D’Aietti Petroli S.r.l). 

4 Evaluation of the Compatibility and Integration of the 
Solar Energy System 

The climate data show that in the island there is a solar irradiation of about 1,69 
MWh/m2/year (from 1,90 kWh/m2/day in january to 7,2 kWh/m2/day in july). The 
yearly course of the irradiation is analogous to that of the population, and thus more 
or less to that of the electrical loading. The solar energy can be used for the produc-
tion of electrical energy through photovoltaic modules and also for the hot water pro-
duction which is the largest part of the consumption for domestic use. In the aim of 
identifying the optimal location of such plants, a deep analysis of the existing heritage 
has been carried out with a special attention to the constraints put by the Technical 
Actuation Norms and the existing plans. Based on these norms and on what said about 
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the valuable landscape of the Island the ground installations of the modules was  
excluded also to avoid the land depletion in a territory with strong agricultural voca-
tion. Thus all installations have been located on roofs. To do so, the architectural val-
ue of the existing built edifications has been considered. As it was said before, the 
built environment is mostly composed of Dammusi. In the main center, instead, the 
recently built three floor buildings did not show a consistent architectural value and 
have been considered suitable for PV installations also due to their flat roofs. These 
buildings have uniform height limiting the phenomenon of mutual shading and conse-
quent strong reduction of the performances of the solar plants, especially photovoltaic 
systems. Figure 5 shows a study carried out for a representative building, the city hall. 
The figure shows the visibility study carried out. If the building on the other side of 
street would be higher (more than 26,75 m) there would be a shading effect of the 
modules. Figure 6 shows how the bulwark of one of the two volumes composing the 
building can hide the solar panels. From the energetic point of view, it must be consi-
dered that 29% of the energy consumption is connected to residential buildings, with 
a large use for hot water production. Since 40% of families live in the considered 
 

 

Fig. 5. City hall floor plan and visibility study for solar modules (via Concezione) 
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area, there is no doubt that it is convenient to propose the installation of both PV 
modules for electrical energy production and of solar thermal modules for the produc-
tion of hot water in the same area. The overall available surface for solar modules is 
of about 205.358 m2, considering an average solar irradiation on the horizontal plan 
of 4,55 kWh/m2, the solar energy harvested from such surface is of about 935 
MWh/day. The solar thermal modules contribution has been considered translating 
the thermal contribution into electrical energy. Such surface cannot be employed en-
tirely, since the surface considered does not account for the shadings due to bulwarks 
or other obstacles. Based on a study carried out on one of the quarters of the main 
center of Pantelleria, a reduction of 40% of the flat surfaces was considered. 

Such value has then been decreased further of 20% as an effect of the presence of 
small obstacles on the buildings roofs (tv antennas, tanks, ecc..), while the reduction 
related to the use of some roofs as terraces was estimated of about 5%. 

Besides it was also considered that there would not be a full acceptance from citi-
zens for the installation of such modules, and thus the surface has been still reduced of 
25%. Based on what was said before the surface of flat roofs available for the installa-
tion of solar thermal plants and of PV modules for the main center of Pantelleria is of 
23103 m2, to such surface also the area attainable through the use of curved roofs has to 
be added. Such type of roofs is used in the industrial area close to the city center and 
considering the reduction due to the mutual shadings, the available surface is equal to 
6.750 m2. It was decided to install modules with an inclination of 30° so as to combine 
the maximum production efficiency with a reduced visibility from the streets. Figure 
7 shows a part of the city center area, the quarter surrounding the city hall, suitable  
for the installation of solar modules. The shaded area cannot be used because it is 
subjected to constraints. 

 

 

Fig. 6. Visibility study for solar modules in the city hall (piazza Cavour) 

Considering the technical data about the types of commercially available modules, 
both PV and solar thermal, the inclination of the solar rays in southern Italy (28°,5’; 
latitude 38°) and the methodology for the calculation of the distance between the rows 
of modules in order to avoid the mutual shading and to optimize the efficiency of the 
overall system [12], it was calculated that the overall surface needed for the installa-
tion (panel and shaded area) of 1 kWp is of 12 m2. It was indeed chosen to use silica 
monocristalline modules (rated power 240 Wp) at 30° on flat roofs and amorphous 
silica thin film modules on curved roofs (rated power 120 Wp) of the industrial area. 
The latter choice was mandatory due to the geometry of the roofs. 
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Fig. 7. Rendering of the available areas for the installation of solar systems in the quarter sur-
rounding the city hall 

As a results, the electrical energy that can be produced from all the installations in 
the main center of Pantelleria (urban center and industrial area) is of about 3.260 
MWh/year. Such value was calculated considering the number of equivalent hours of 
peak functioning for PV systems in the Island of Pantelleria (2007 hours/year). The 
production of energy takes into account the average conventional efficiency of an on-
grid plant (connected to the MV network) considered equal to 0,8 (in agreement with 
the Italian norm CEI 82-25). 

The energy produced by the solar plants should be injected in the LV network and 
through secondary substations in the MV system in the high loading hours. In this 
way, the entire distributed production system relieves the main fuel based generation 
system. 

The sizing of the solar thermal system was calculated considering the number of 
families in the town of Pantelleria (1.314 in year 2011, municipal data). It was consi-
dered for each family a hot water production system with a 300 lt boiler and two solar 
thermal panels installed with an inclination of 30°. 

The calculated value of the energy produced from PV panels has been summed up 
with the thermal energy produced with the solar thermal systems and converted in the 
equivalent of electrical energy for about 4.022 MWh/year. 

The entire balance of the installations brings a coverage of the entire consump-
tions in the Island from solar source to 17% with a consequent 16% reduction in CO2 
emissions. The reduction of the emissions was calculated as missed emissions of 
CO2, considering that the installation of PV plants and solar thermal systems would 
substitute a total of 7.282 MWh/year of energy from fossil fuel and would turn out 
that the avoided emissions are 6.773 tons/year of CO2. 
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5 Conclusions 

In this paper, a complete feasibility study for the sustainable installation of PV sys-
tems and solar thermal modules for the production of electrical energy and heat for 
hot water in a site with particular value of the landscape and of the architecture was 
considered. The study carried out will be completed with the analysis of the integra-
tion of other energy sources that are available on the Island, such as wind energy  
and geothermal energy, as well as biomass, trying to harmonize the technical installa-
tions with what already exists and trying to use adequate shapes and sizes of the 
plants. The aim of the entire work is that to create guidelines for an energy aware and 
thus sustainable planning of the territory using integrated knowledge. The problem is 
particularly relevant in isolated area (islands, small isolated centers), where the avail-
ability of supply (fossil fuel in the studied case) is also connected to not sustainable 
transportation systems. The idea is thus that to create methodological tools for local 
administrators for the future territorial planning. 
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Abstract. This paper presents a work on human activity recognition (HAR) 
using motion sensors embedded in a smart phone in building environments. Our 
HAR system recognizes general human activities including walking, going-
upstairs, going-downstairs, running, and motionless, using statistical and 
orientation features from signals of motion sensors and a hierarchical Support 
Vector Machine classifier. Upon activity recognition, our system also generates 
energy expenditures of the recognized physical activities: energy expenditures 
are computed based on Metabolic Equivalents (METS) values, step count, 
distance, speed, and duration of activities. By testing our system in building 
environments, we have obtained an average recognition rate of 98.26% with 
physically consumed energy information. With the presented system, different 
building designs and environments can be evaluated in terms of energy 
consumptions of residents for their physical activities. 

1 Introduction 

Humans spend most of their daily life in indoor environments such as homes and 
buildings. Since living environments affect physical activities of residents, research 
works are underway to investigate the effects of indoor environments on physical 
activities that are closely related to the health of residents. For instance, Rassia et al. 
investigated the activity energy expenditure of the occupants in office buildings [1]. 
Also, Stamatina et al. proposed a simple quantitative model through which daily 
energy expenditures within an office layout could be estimated without the need for 
specialized medical equipment [2].  

Recently, motion sensors including accelerometers and gyroscopes are widely 
utilized to measure physical activities. For instance, Lee et al. presented a novel 
human activity recognition (HAR) system using accelerometers in [3]. Also in [4], 
Nanami et al. proposed a calorie count application using an accelerometer which is 
embedded in a mobile phone. As shown, motion sensors built in a mobile phone 
offers an opportunity to be used in HAR. However, an effective HAR system based 
on motion sensors of a mobile phone has not been realized that recognizes physical 
activities and generates energy expenditures in real-time.  
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3.1 Subject-Independent Recognition 

To evaluate the performance of the system, we conducted the subject-independent 
recognition. Four subjects were divided into two groups: each group consisted of two 
subjects. One group’s data were used for training, another for testing and vice versa 
for cross validation. Table 2 shows the averaged confusion matrices for the 1st and 2nd 
recognition stages. An average recognition rate of 98.26% was achieved. 

Table 2. Averaged confusion matrices from the cross-validation results of subject-independent 
recognition: (left) recognition results at the 1st stage and (right) the 2nd recognition stage. 

Activity 
Walking-

like 
Running Motionless  Activity Walking Upstairs Downstairs 

Walking-

like 
100.0% 0.0 0.0  Walking 99.05% 0.95 0.0 

Running 0.0 100.0 0.0  Upstairs 1.8 98.2 0.0 

Motionless 0.6 0.0 99.4  Downstairs 5.35 0.0 94.65 

Table 3. Confusion matrix of continuous activity recognition from a single subject 

Activity Walking Upstairs Downstairs Running Motionless 
Walking 100% 0.0 0.0 0.0 0.0 

Upstairs 0.0 100.0 0.0 0.0 0.0 
Downstairs 15.4 0.0 84.6 0.0 0.0 

Running 5.6 0.0 0.0 94.4 0.0 
Motionless 0.0 5.8 0.0 0.0 94.2 

Table 4. An example of estimated energy expenditures and exercise information 

Activity Duration (sec) No. of Steps 
Energy 

Expenditure 
(kcal) 

Distance 
(m) 

Average 
Speed 

(m/sec) 
Motionless 245 - 11.15 - - 

Walking 179 228 13.66 243.14 1.43 

Upstairs 140 159 25.48 - - 
Downstairs 110 158 7.51 - - 

Running 85 159 17.62 210.36 2.47 
Total Energy Consumption: 75.42 kcal 

Total Elapsed Time: 750 sec 

3.2 Continuous Activity Recognition and Energy Expenditure 

Table 3 shows the continuous activity recognition results from a single subject using 
the classifiers trained from the data of three other subjects. The overall accuracy of 
94.6% was obtained. As shown a few downstairs activities were misclassified as 
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walking, resulting in the reduced recognition rate of 84.5% for going-downstairs. 
Upon the recognition of the activities, EEs were estimated along with other exercise 
information as summarized in Table 4.  

4 Conclusions 

In this work, we have presented a human activity recognition and energy expenditure 
generation system utilizing motion sensors embedded in a smart phone. Our HAR 
system recognizes five general human activities, and generates energy expenditure 
and exercise information. Our proposed system should be useful in investigating 
building designs and environments in terms of resident’s activities and energy 
consumptions.  
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Abstract. Green Frame is developed not only to reduce costs and construction 
duration and improve safety and constructability, but also to enhance environ-
mental-friendliness resulting from reduction of CO2 emission. Green Frame is a 
column-beam system composed of the Green Column and Green Beam, which 
are the composite precast concrete members. There are 5 types of Green Col-
umns with different cost required and CO2 emission. The importance of cost 
and CO2 emission varies depending on the characteristics of a given project. 
Thus, this research is intended to perform cost and CO2 analysis in order to help 
engineers select the most appropriate Green Column type. As a result, it is 
drawn out that a specific type is not superior in all aspects. If a wide range of 
performances including productivity, constructability, construction safety and 
construction period are analyzed in the future, it will be likely to suggest a mea-
ningful guideline to engineers in selecting a suitable Green Column for Green 
Frame.  

1 Introduction 

Green Frame(GF) is a column-beam system that uses composite Precast Concrete(PC) 
members which is Green Column(GC) and Green Beam(GB). Previous studies have 
proven this system to be not only structurally safe, constructible, and economically 
feasible, but also environmentally-friendly.[1, 2]. Hong et al.[3, 4] proposed the con-
cept of GF and 3 types of GC. Lee et al.[2] improved the columns suggested by Hong 
et al.[3, 4] and came up with a bolt connection type. With constant studies on its type, 
a coupler type with thread reinforced bars(rebars) was developed. As described here-
in, 5 GC types have varying cost required and CO2 emission. The importance of cost 
and CO2 emission varies depending on the characteristics of a given project. Thus, 
this research is intended to perform cost and CO2 Analysis in order to help engineers 
select the most appropriate GC type. 

The procedures of this research are as shown in Figure 1. 

                                                           
* Corresponding author. 
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Fig. 1. Procedure of this study 

First, the characteristics of each column type shall be identified and a method to 
calculate the cost and CO2 emission shall be proposed. 

Second, the cost and CO2 emission of respective GC type, five types in total, shall 
be drawn out. 

Third, conclusion is drawn out based on the calculated cost and CO2 emission. 

2 Methodology 

2.1 Five types of Green Columns 

As previously stated, GF is a column-beam system composed of GC and GB. As 
demonstrated in Figure 2, GC is embedded with steel frames for beam-joint of each 
floor. There are 5 types of GC depending on the steel frame type and column-column 
joint method as shown in the same figure. 

 

 

Fig. 2. Five types of GC 
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Type 1 is a sleeve type in which the column is post-installed. A post-installation 
type is to install a column after installing beams at the lower column and pouring 
slabs. Since the column is installed after the slab pouring, a grouting work is neces-
sary [5]. 

Type 2 is a column pre-installation type in which an upper column is installed be-
fore slab pouring and after installing beams at the lower column, so-called a coupler 
type(pre-installation). Type 3 is similar to Type 2 in that a coupler is used to connect 
column rebars, yet the steel frame embedded in the column is extended for post-
installation of columns[5]. 

Type 4 is applied with the screw thread-type rebar ends in order for bolt-joint of 
columns, and additional steel frames are embedded for joint of the lower section of 
upper columns[6]. 

Type 5 is applied with the standard steel frames and thread rebars for convenient, 
quick coupler joints, which is recently developed. 

2.2 Cost and CO2 Analysis 

Figure 3 represents the method to calculate the cost and CO2 emission based on the 
material quantity survey data. 

 
Fig. 3. Cost and CO2 analysis process  

Firstly, based on the installation order of five CG types, material quantity per col-
umn shall be calculated. Only the relevant material quantity is calculated since the 
difference of material quantity is shown in the column-column joint part. It targets 
columns that use 12 main reinforcements with 500mm x 500mm standard, and there 
is no difference in concrete quantity so it shall not be calculated. Any subsidiary ma-
terials that are applied to different types shall be considered to calculate the installa-
tion cost. 

Secondly, the total cost is calculated by applying the unit price to the calculated 
material quantity. 

The unit prices for cost calculation are based on the GF field-applied price and the 
market price defined by the Construction Association of Korea as of January, 2012. 

Thirdly, the total CO2 emission shall be calculated by applying CO2 requirement 
per resource. The CO2 requirement of construction materials analyzed with the LCA 
method by Kim et al.[7] shall be used for calculation of the total CO2 emission[6]. 
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3 Analysis on Cost and CO2 

3.1 Quantity Survey 

The section describes the quantity calculated by analyzing the installation order per 
CG type.  

1) Type 1; Sleeve Type 

A sleeve joint part is composed of steel frames and sleeves to connect columns and 
beams. High-pressure shrinkage compensating grouting is performed for 12 holes that 
are 30mm diameter and 72.5cm long per column. Thus, the steel frame of sleeve-type 
installation is 80.6kg and the grouting is 0.02m3. 

2) Type 2; Coupler Type(Pre-installation) 

Type 2 requires 12 couplers instead of a grouting work. Just like the sleeve-type, the 
steel frame is 80.6kg and it needs 12 couplers. 

3) Type 3; Coupler Type(Post-installation) 

Type 3 that was developed to improve constructability of Type 2 is applied with a 
different steel frame, and the couplers and upper columns are installed after slab pour-
ing. Thus, the steel frame increases to 89.6kg, and it requires grouting of 0.05m3. 

4) Type 4; Bolting Type(Post-installation) 

Type 4 uses the screw-thread type rebars instead of couplers to connect columns with 
bolts. To do so, steel frames are added to the lower section of upper columns, and it 
requires a grouting work. Moreover, it needs nuts to go with the bolts. Thus, it re-
quires 95.6kg of steel frames, 0.02m2 of grouting, 12(EA) couplers, 24(EA) screw-
thread rebars and 24(EA) nuts. 

5) Type 5; Coupler Type with Thread Rebar(Post-installation) 

Type 5 is applied with thread rebars to improve constructability of Type 3 and reduce 
the quantity of steel frames. Accordingly, the quantity of steel frame is 80.6kg which 
is equivalent to that of the sleeve-type and the quantities required for grouting and 
couplers are the same as those of Type 3. 

The overall quantity of materials is as represented in Table 1. 

3.2 Cost Analysis 

The unit cost applied for cost analysis are as described in Table 2. 
In reference to the GF field-applied unit prices, the thread-curved couplers and 

reinforced bars shall be 7,300 won and 5,000 won respectively per location. The cost 
calculated by applying the unit cost specified in Table 2 to Table 1 shall be as shown 
in Table 3. 
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Table 1. Quantity survey 

Item Unit Type 1 Type 2 Type 3 Type 4 Type 5 

Steel kg 80.6 80.6 89.6 95.6 80.6 

Grouting m3 0.0202 - 0.0463 0.0236 0.463 

Sleeve EA 12 - - - - 

Coupler EA - 12 12 - 12 

Screwed rebar EA - - - 24 - 

Nut EA - - - 24 - 

Table 2. Unit cost of resources 

Item Unit Unit price (won) 

Steel won/kg 1,160 

Grouting won/m3 53,130 

Sleeve won/EA 7,000 

Coupler won/EA 7,300 

Screwed rebar won/EA 3,500 

Nut won/EA 288 

Table 3. Cost analysis (won) 

Item Type 1 Type 2 Type 3 Type 4 Type 5 

Steel 93,479 93,479 103,937 110,890 93,479 

Grouting 1,074 - 2,457 1,253 2,457 

Sleeve 84,000 - - - - 

Coupler - 87,600 87,600 - 87,600 

Screwed rebar - - - 84,000 - 

Nut - - - 6,912 - 

total 178,553 181,079 193,995 203,055 183,537 

 
As a result of cost calculation, Type 1 was the most inexpensive. However, Type 1 

and 2 are not the most favorable types for they lack constructability and construction 
safety when compared to the other types. Type 4 was the most costly one. This is due 
to the fact that the quantity of steel frames increased and it requires thread-curving of 
the rebar ends. The cost difference between the least expensive Type 1 and the most 
expensive Type 4 was 24,502 won, and it will show the construction cost difference 
of approximately 35,000,000 won when applied to a project implemented with eight 
15-floor buildings. 

3.3 CO2 Analysis 

The CO2 emission rate for CO2 analysis is as stated in Table 4. 
The CO2 emission rate of concrete is applied for grouting. In case of sleeves, coup-

lers and nuts, there is no corresponding CO2 emission rate, so the most similar steel 
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product data is converted into rate per EA for application. For Screwed rebars, the 
CO2 emission rate of rebar compression is applied. The CO2 emission calculated by 
applying the CO2 emission rate of Table 4 to the quantity specified in Table 1 is as 
shown in Table 5. 

Table 4. CO2 emission rate 

Item Unit CO2 emission rate

Steel kg-CO2/kg 4.166 

Grouting kg-CO2/m
3 140.43 

Sleeve kg-CO2/EA 6.33 

Coupler kg-CO2/EA 0.0135 

Screwed rebar kg-CO2/EA 3.25 

Nut kg-CO2/EA 0.0005 

Table 5. CO2 analysis (kg-CO2) 

Item Type 1 Type 2 Type 3 Type 4 Type 5 

Steel 335.720 335.720 373.279 396.248 335.720 

Grouting 2.838 - 6.495 3.312 6.495 

Sleeve 75.960 - - - - 

Coupler - 0.162 0.162 - 0.162 

Screwed rebar - - - 78.021 - 

Nut - - - 0.012 - 

Total 414.517 335.882 379.936 479.594 342.377 

 
As a result of analysis, Type 2 showed the least CO2 emission. However, as pre-

viously mentioned, Type 1 and 2 are not favorable when it comes to constructability 
and construction safety, so they cannot be the most suitable type simply considering 
the CO2 emission. Type 4 presented the most CO2 emission. The difference in CO2 
emission between Type 2 and Type 4 is around 144kg. When these 2 different GC 
types are applied to a project on eight 15-floor buildings, it will show a CO2 emission 
difference of approximately 207 tons. 

4 Discussion 

The overall result of cost and CO2 emission is shown in Table 6.  

Table 6. Cost and CO2 analysis 

Item Unit Type 1 Type 2 Type 3 Type 4 Type 5 

Cost won 178,553 181,079 193,995 203,055 183,537 

CO2 kg-CO2 414.517 335.882 379.936 479.594 342.377 
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This research is conducted to analyze the cost and CO2 emission of 5 GC types, 
and it is discovered that a single type is not superior in all aspects. Thus, constructors 
shall select the most suitable CG type taking into account of the project characteristics 
and circumstances. For instance, it is likely to use Type 1 on site where cost reduction 
is the most important factor to consider. On the other hand, Type 2 shall be appropri-
ate when CO2 reduction is the most significant factor. However, as described in sec-
tion 3, Type 1 and 2 show relatively low constructability and construction safety 
when compared to the other types, so it is desirable to choose the type with better 
constructability aspect for projects that prioritize cost and CO2 emission less than 
constructability or construction safety. 

5 Conclusion 

There are 5 GC types depending on the column-column joint types. Since each type 
has different cost requirement and CO2 emission, a suitable GC shall be selected con-
sidering the project conditions. Therefore, this research analyzed the cost and CO2 
emission of 5 GC types and the conclusion is as follows:  

First, 5 different types of GC were defined with description.  
Second, the procedures for quantity survey and calculation of relevant cost and 

CO2 emission were suggested. In addition, the cost and CO2 emission were calculated 
for column-column joints where it shows differences for each GC type. In conclusion, 
it is discovered that a single type does not demonstrate the most superior perfor-
mance, both in terms of cost requirement and CO2 emission. 

Third, Type 1 is the most cost-effective one, whereas Type 2 is the most suitable 
one in terms of CO2 emission. Yet, Type 1 and 2 are not the most favorable ones. 
Since they show relatively low constructability and construction safety, other different 
types are developed. 

This research is focused only on the cost and CO2 emission, so it is insufficient to 
establish the criteria in selecting the most suitable column in accordance with the 
project characteristics. If a wide range of performances including productivity, con-
structability, construction safety and construction period are analyzed in the future, it 
is likely to suggest a meaningful guideline to engineers in selecting a suitable GC for 
GF construction. 
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Abstract. Air-conditioning plays an important role in creating comfortable 
indoor environment. This paper reports the field monitoring campaign and 
questionnaire survey of office building with a unitary heat-pump and energy 
recovery ventilator in Suwon, Korea, from 16 April to 20 April 2012. This 
study investigated the patterns of indoor thermal conditions, their relationship 
with the controls of the unitary heat-pump, and actual thermal satisfaction of 
building occupants. Although the setting temperature of each interior unit 
differed significantly from each other, the indoor temperature remained 
relatively constant and showed a pattern that the perimeter zone was 1°C lower 
than the interior zone on average. It is found that there was a big discrepancy 
between the actual thermal satisfaction of the occupants and predicted thermal 
satisfaction by PMV. The theoretical predictions by PMV indicated that  
only 42% of the occupants would feel thermally comfortable, although the 
proportion of the thermally comfortable occupants was observed 95%.  

Keywords: Field survey, Unitary heat-pump, Thermal comfort, Adaptive 
comfort, Thermal satisfaction.  

1 Introduction 

Global warming is ongoing and the world is experiencing a grave world-wide climate 
changes including South Korea. According to the 'Extreme Weather Condition Report' 
in 2011 [1], South Korea is experiencing abnormally high and low temperature as well 
as cold wave. The meteorological observation has been making a new record each year 
with increased number of people with thermal disorder.  

Along with global warming, the rising demand in improvement of indoor 
environment and increased amount of time spent indoor resulted in more time of both 
cooling and heating times. Consequently, the energy consumption has also been 
continuously increasing and many studies have been conducted to save these energy 
as well as to provide comfortable and healthy environment [2].  

According to the architectural statistics, the office buildings take up to 17% of the 
total number of buildings in South Korea. In addition, the importance in energy 
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saving in office buildings has been increasing [3-5]. In case of office building, the use 
of personal air-conditioning systems increases to improve the comfortableness of the 
occupants. Therefore, through personal air-conditioning systems save the energy and 
unitary heat pump which assure indoor comfortableness is becoming popular. Thus in 
this study, by measuring the indoor thermal environment in an office building with 
the installed unitary heat pump and energy recovery ventilator, it reviews the 
characteristics of indoor thermal environment and the ability to implement an indoor 
environment of air-conditioner. And by conducting questionnaire surveys about the 
thermal environment during residence time, the actual satisfaction of the occupants 
were evaluated. 

2 Methodology 

2.1 Building Description 

In order to review the indoor thermal environment of the office buildings and to 
analyze the thermal comfort, the S office was selected. S office building(Figure 1) is 
on the third floor of the selected building which is located in Maetan Dong, 
Youngtong Gu, Suwon city, Kyunggi Do with its height of 7.5m and designed with 
open plan type. It is facing the southeast direction and the windows are toward the 
northwest direction. Outline of the building is as shown in Table 1. 

Table 1. Building Description 

Location Suwon, Republic of Korea 
Type Open plan office 
Orientation Southeast 
Volume 11913.83m3 
Floor area 1588.51m2 

2.2 Air-Conditioner System 

The applied air-conditioner system of the office is unitary heat pump with electric 
heat pump (EHP), Four Way Cassette and energy recovery ventilator (ERV). The 
unitary heat pump consists of 3 EHP, 28 Four Way Cassette and 5 ERV. 

2.3 Data Acqusition 

2.3.1 Physical Factors 
Field monitoring was conducted from 16 April to 20 April 2012 for over 5 days in 
order to measure the physical elements of indoor thermal environment. HOBO U12-
012 sensors were installed at the nearby partition of the occupant to measure the indoor 
temperature, indoor humidity, globe temperature and illuminance at 10 minutes 
intervals. Details on measurement and measuring devices are as shown in Table 2. 
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Table 2. Specification of  measuring instrument  

Measuring parameters 
Measuring 
instrument 

Measuring 
intervals 

EA 
Installation 

Image 

Indoor temperature, 
Indoor Humidity,  
Globe temperature,  
Illuminance 

HOBO U12-
012 

10minute 13 

�

 
Based on the location of the windows, the room was divided into three areas such 

as perimeter, semi-interior, interior and thirteen HOBO U12-012 sensors were 
positioned on each zone. Figure 1 is describing the installed location of the measuring 
device. 

 

 

Fig. 1. Floor plan showing the monitoring points and zone division 

2.3.2 Questionnaire Surveys 
Questionnaire surveys were conducted to evaluate the occupants satisfaction. The 
survey was completed once a day from 16 April to 20 April 2012. The questionnaire 
surveys were to evaluate the indoor temperature, humidity and preferred temperature 
and humidity of the office where the occupant resides. 25 occupants in total have 
participated in the survey. Survey contents are as shown in Table 3. 

Table 3. Specification of surveys and scale 

Scale 
Indoor 
temperature 

Prefer indoor 
temperature 

Indoor 
Humidity 

Prefer indoor 
Humidity 

-3 Cold - Too dry - 

-2 Cool Much cooler Dry Much drier 

-1 Slightly cool A bit cooler Slightly dry A bit drier 

0 Neutral No change Neutral No change 

1 Slightly warm A bit warmer Slight humid A bit more humid 

2 Warm Much warmer Humid Much more humid 

3 Hot - Very humid - 

 
2.3.3 Investigated Occupancy Schedules 
To analyze the thermal environment of the subject office, daily occupancy patterns 
were calculated. Occupancy patterns using HOBO U12-012 sensors, the earliest time 
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of lighting was the beginning time and the time when the light was turned off it was 
the closing time [6]. Table 4 shows the start and end of occupancy. 

Table 4. Start and end of daily occupancy time during weekdays 

Occupancy 4/16 4/17 4/18 4/19 4/20 
Start 6:30 6:30 6:30 6:30 5:50 
End 24:50 24:40 25:50 28:30 27:40 

3 Field Study Results 

3.1 Analysis of Indoor Thermal Environment 

3.1.1 Indoor Temperature and Humidity 
Average indoor temperature are distributed over 25.2~27.7℃ range. Recorded values 
of indoor average humidity are all below 30%, resulting in a low humidity distribution. 

 
3.1.2 Ability to Implement an Indoor Environment of Air-Conditioner 
The temperature during period of field monitoring was set different based on respective 
Four Way Cassette (internal unit) and time. Frequency of setting temperature were 
analyzed accordingly, and the most frequent setting temperature were represented as 20
℃, 24℃, 30℃. Table 5 shows each setting temperature frequency rate. 

Table 5. Setting temperature rate 

Setting 
temperature 
(℃) 

18℃ 20℃ 21℃ 22℃ 23℃ 24℃ 26℃ 28℃ 30℃ 

Rate(%) 5.9% 38.8% 1.8% 5.5% 1.1% 20.3% 2.2% 1.3% 23.1% 

 

 
Fig. 2. The distribution of indoor temperature(standard for 20℃, 24℃, 30℃) 

On 16 April 2012 was chosen as a standard day to examine the capacity of office’s 
air conditioning system to realize indoor environment. First, HOBO U12-012 sensors 
(3SA7, 3SA9, 3SA10) that are vertically closest to Four Way Cassette (internal units), 
which were chosen among the 28 Four Way Cassette and set with highest frequency 
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setting temperature(20℃, 24℃, 30℃), were contrasted 1:1 to examined the capacity 
of air conditioning system to realize the internal environment. The result is shown in 
Figure 2. It is such that the office’s indoor temperature is not largely affected by the 
differently adjusted setting temperature. 

3.2 Analysis of Thermal Comfort (PMV) 

Occupant’s thermal comfort was evaluated based on PMV (Predicted Mean Vote) [7], 
a evaluation index of thermal environment. Figure 3 is a histogram of PMV value’s 
frequency distribution depending on perimeter, semi-interior, and interior.  

Having evaluated thermal comfort of the target office using PMV, average PMV 
values are computed as 0.79 (SD 0.32) for perimeter, 0.85 (SD 0.48) for semi-interior, 
0.76 (SD 0.32) for interior, and 0.80 (SD 0.45) for the entire area. As a result, the 
office as a whole shows 65.02% of thermal comfort satisfaction, and this does not 
satisfy the comfortable condition of thermal environment (satisfaction over 80%) as 
specified in the ASHRAE Standard 55-2004 [8]. 

 

 
Fig. 3. PMV distribution under perimeter, semi-interior and interior 

3.3 Questionnaire Surveys  

The questionnaire surveys were executed to examine the office occupants’ actual 
response to the thermal environment, and its result became a basis for an analysis of 
occupants’ thermal environment satisfaction. Satisfaction standards of this subjective 
evaluation was based on ASHRAE, and if respondents were to choose –1(slightly 
cool), 0(Neutral), +1(slightly warm), they were thought to be satisfied. Table 6 shows 
result of questionnaire surveys. 

3.4 Comparison of Satisfaction for the Subjective Evaluation and PMV  

PMV from the field monitoring and questionnaire survey results for satisfaction  
was compared to see if there were any difference between the thermal sensations of 
occupants.  
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Table 6. Summary of questionnaire surveys 

Division N Min Max Mean SD 

Indoor temperature 85 -1 2 0.32 0.66 
Prefer indoor 
temperature 

85 -2 1 -0.39 0.66 

Indoor humidity 85 -3 1 -0.55 0.82 

Prefer indoor humidity 85 -1 2 0.36 0.69 

 
First, analysis of occupants’ actual satisfaction to thermal environment through a 

questionnaire survey result of occupants’ responses to their indoor thermal 
environment. Second, a sensor in charge of each occupant’s position, and respective 
time and position of occupants at the moment of participation in the questionnaire 
survey, were matched to analyze thermal comfort satisfaction(PMV) based on data 
recorded in the sensor. In the meantime, if any written response to the survey lacked 
the time of participation, it was excluded from the analysis of results. Table 7 is a 
result of the satisfaction analysis to the indoor thermal environment, examined by 
both subjective evaluation and a survey.  

Table 7. Comparision of thermal comfort for the subjective evaluation and PMV 

Division Subjective evaluation PMV 
Perimeter 100% 25% 
Semi-interior 89.5% 31.6% 
Interior 100% 100% 
Total 94.7% 42.1% 

 
The subjective evaluation by questionnaire survey showed 100% satisfaction for 

perimeter, 89.5% for semi-interior, 100% for interior, and 94.7% satisfaction for  
the entire area. On the other hand, the PMV through field monitoring showed 25% 
satisfaction for perimeter, 31.6% for semi-interior, 100% for interior, and 42.1% 
satisfaction for the entire area. 

Satisfaction of PMV and subjective evaluation shows discrepancy. Such discrepancy 
is thought be mainly caused by the behavioral, psychological, and physiological 
adaptation that occupants developed to the target office’s thermal environment, which in 
turn led to high satisfaction level unlike the PMV theory which estimates based on 
combination of physical components. 

4 Conclusions 

This research studied indoor thermal environment as well as unitary heat pump’s 
ability to realize indoor environment through a field monitoring, which targets open 
plan office space where system air conditioner is installed. Then, evaluations of  
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theoretical thermal comfort and subjective responses were executed to contrast and 
analysis predicted values(PMV) and satisfaction by actual occupants. Results of this 
study are as follows. 

1) The target office showed difference in average temperatures according to 
perimeter, semi-interior, and interior. In particular perimeter showed a high temperature 
due to strong solar radiation during afternoon period. Average indoor humidity was 
below 30%, meaning somewhat dry indoor environment. This is judged to be affected 
by inflow of dry outdoor air from continued operation of energy recovery ventilatior 
(ERV). 

2) Studying ability of the target office’s air conditioning system to realize indoor 
environment, in case of the target office’s open plan type, although the setting 
temperature might be set differently, the thermal sensations at the position of occupants 
did not show considerable difference. In order to create a comfortable indoor thermal 
environment, more investigations are required to study effects of setting temperature in 
relation to areas of occupants (perimeter, semi-interior and interior). 

3) Comparing results from PMV and questionnaire survey, there was a discrepancy 
between satisfaction by occupants and predicted satisfaction from PMV. This can be 
explained by inaccuracy of PMV [9], and sufficient interactions between occupants 
and indoor environment that led to positive influence on thermal comfort satisfaction. 

 

Later on, in order to create a comfortable indoor thermal environment, an algorithm to 
optimize control of indoor setting temperature will be developed, based on outcomes 
from analysis of indoor thermal environment at the target space with system air 
conditioner. 

 
Acknowledgements. This work was supported by the National Research Foundation 
of Korea (NRF) grant funded by the Korea government (MEST) (No. 2012-0002212), 
(No. 2012-0000609) 

References 

1. Climate Change Information Center, Extreme Weather Condition Report (2011), 
http://www.climate.go.kr/index.html  

2. Kong, H.J., Yun, G.Y., Kim, J.T.: A Field Survey of Thermal Comfort in Office Building 
with Thermal Environment Standard. Journal of the Korea Institute of Ecological 
Arichitecture and Environment 11(3), 37–42 (2011) 

3. Yun, G.Y., Kong, H.J., Kim, J.T.: A field survey of visual comfort and lighting energy 
consumption in open plan offices. Energy and Buildings 46, 146–151 (2012) 

4. Steemers, K., Yun, G.Y.: Household energy consumption: a study of the role of occupants. 
Building Research and Information 37(5&6), 625–637 (2009) 

5. Yun, G.Y., Kong, H.J., Kim, J.T.: A Field Survey of Occupancy and Air-Conditioner Use 
Patterns in Open Plan Offices. Indoor and Built Environment 20(1), 137–147 (2011) 

6. Steemers, K., Yun, G.Y.: Household energy consumption: a study of the role of occupants. 
Building Research and Information 37(5&6), 625–637 (2009) 



1010 S.H. Jo, J.T. Kim, and G.Y. Yun 

7. Fanger, P.O.: Thermal Comfort Analysis and Application in Environmental Engineering, 
Copenhagen, Denmark, Danish Technical press (1970) 

8. ASHRAE Standard 55-2004, Thermal environment conditions for human occupancy, 
Atlanta, American Society of Heating, Refrigerating and Air-conditioning Engineers, Inc. 
(2004)  

9. Humpherys, M.A., Fergus Nicol, J.: The validity of ISO-PMV for predicting comfort votes 
in every-day thermal environments. Energy and Buildings 34, 667–684 (2002) 



A. Håkansson et al. (Eds.): Sustainability in Energy and Buildings, SIST 22, pp. 1011–1024. 
DOI: 10.1007/978-3-642-36645-1_90           © Springer-Verlag Berlin Heidelberg 2013 

Chapter 90 

An Analysis of Standby Power Consumption  
of Single-Member Households in Korea 

JiSun Lee1, Hyunsoo Lee1,*, JiYea Jung1, SungHee Lee1, SungJun Park1,  
YeunSook Lee1, and JeongTai Kim2 

1 Department of Housing and Interior Design, YonSei University, Seoul 120-749, Korea 
hyunsl@yonsei.ac.kr 

2 Department of Architectural Engineering, Kyung Hee University, Yongin 446-701, Korea 

Abstract. This purpose of this study is to investigate the standby power 
consumption behaviors of live-alones. The research was performed by a survey 
that included general demographic characteristics like age, gender, and type of 
housing, and electrical energy consumption factors to analyze the standby power 
consumption of single-person households. Analyses were performed to find 
power consumption characteristics by households including the ratio of standby 
power consumption to total electrical energy consumption and respective waiting 
time and standby power consumption for each electrical appliance. In addition, 
the actual practice of plugging/unplugging, which in one of the consuming 
behaviors that directly affects standby power consumption, was investigated. 
Finally, the correlation of the amount of standby power and 8 consumption 
factors including: house size, time spent at home, number of appliances, 
plugging ration of electrical appliances, and 4 other factors categorized by the 
use of appliances. Here is the summary of the analysis results. Firstly, average 
standby power consumption of single-member households accounted for 6.1% of 
overall monthly electricity consumption. Secondly, the significant factors 
affecting standby power of single-person households proved to be ‘number of 
appliances’, ‘plugging ratio’, and ‘size of the house’. Lastly, we divided 
respondents of questionnaire into two groups; one was those who consumed 
standby power more than average and the other was those consuming standby 
power less than average. Three variables, video, fax and dishwasher impact on 
standby power consumption in the first group and three variables, computer, 
monitor and Vacuum influence on standby power consumption in the second 
group. In terms of correlation test, the Video turned out to be one of the most 
important variables determining standby consumption in the first group. In the 
second group, computer and monitor were the most important variables 
determining standby consumption. This study is believed to have verified that 
standby power saving contributes significantly to total electrical energy savings 
of households. 

                                                           
* Corresponding author. 
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1 Introduction 

Energy saving is one of the most important issues under the eco-friendly paradigm, and 
it needs to pay attention to the problem for the conservation of the sustainable earth. 
There are many ways of saving energy. Since houses are one of the building types with 
much energy consumptions, energy savings in residential sectors will demonstrate a 
huge effect in overall savings. Diverse ways for domestic energy savings are 
mentioned, it will be an important practice to analyze the energy consumption behavior 
and provide the proper solutions [1, 2]. There were many attempts in precedent 
researches that suggested technical methods to save energy, but studies focused on 
energy consumption behaviors are not many. In this effect, it is the purpose of this 
study to analyzed energy consumption patterns for energy savings. The research was 
performed on the hypothesis that reducing standby power consumption among energy 
consumption behaviors will reduce overall energy consumptions. Standby power is 
defined as the electricity consumed by end-use electrical equipment when it is 
switched off or not performing its main function. It is currently estimated to account 
for about 3 to 10 percent of home electricity use [3, 4, and 5]. Currently, there are 
adequate technical skills to limit standby power consumption in Korea and abroad but 
there are limitations since businesses have no choice but to consider the cost of 
production first. Above all things, the leading cause of hindrance to reduce standby 
power is lack of public awareness towards cutting of standby power [6, 7, 8, and 9]. 
According to Korea Electro Technology Research Institute, total power wasted by 
standby power consumption in residential sector is 209kWh annually, which accounts 
for 6.1% of total electricity consumption. If converted, each household is wasting 
about 20 dollars yearly, totaling to yearly electricity production by a 500MW-thermal 
power plant if assumed each household uses the same amount of energy [10]. 
Especially studies on energy consumption behaviors of one-member households 
among all types of households are scarce. Accordingly, this study is focused on the 
analysis energy consumption behavioral pattern of live-alones to derive important 
information in setting the direction to energy savings. The reason we focus on live-
alones is that the number of one-member households is increasing rapidly in Korea. As 
for the capital city, Seoul, one-member household type became the number 1 type of 
household accounting for 24.4% [11]. In addition, according to The National Statistical 
Office, there is no significant difference in the electricity consumption between one-
person and two-person households. One-member households used 23.9% of total 
electricity energy in 2010, while two-member households used 24.3% [12]. Therefore, 
this study was initiated in that a provision for saving energy based on the energy 
consumption pattern of single-person households will have a great social ripple effect. 
The final goal of this research is to analyze the standby power consumption patterns of 
live-alones. Sub-goals to accomplish the final goal are as follows. First, analyze the 
waiting time and standby power for electrical equipments used at home. Second, 
analyze the consumption pattern of each household. Third, analyze the correlation of 
standby power consumptions and consumption factors of homeowners. 
 
The scope and Method of Research 
The scope of this study was limited to 20-30 year old single-member households and 
electrical energy consumption. This variable was chosen because electrical energy usage 
is increasing while other types of energy usage continue on a downward trend, and the 
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increase of single-member households is the main reason [2]. Therefore, it is needed to 
see how single-member households consume standby power in order to effectively 
reduce electrical energy use in homes. A survey was used a main method of research of 
standby power consumption and consumption patterns of single-person households. The 
questionnaire was composed of following items. First, what are the electrical appliances 
used in each household, and where are they located? Second, what are the daily mean 
time of use of the electrical appliances, and are they plugged in or not when not used? 
Third, what are the monthly (as of April 2012) electricity consumption, electricity tax 
charged, and daily mean of stay at home? Finally, what are the socio-demographic 
factors including age, gender and housing factors such as housing type, floor area, 
number of rooms and type of ownership. 

2 Energy Consumption Behaviors and Standby Power 

One of the factors affecting energy consumption is the characteristics of physical 
environment. Insulation performance of the building, arrangement, and window area 
are some of the many physical elements affecting energy consumption. Therefore, 
there are precedent studies claiming positive correlation of physical properties if  
the building and the energy consumption [13]. However, there are some literatures 
suggesting that users’ energy consumption pattern affects the actual energy 
consumption more than buildings’ physical characteristics [7]. This study implies the 
energy consumption behavioral pattern affects the total energy consumption as much 
as physical characteristics of buildings. Therefore, the analysis of energy consumption 
behaviors is very important to suggest the direction for saving energy consumption. 
Some precedent researchers emphasizing the importance of energy consumption 
behaviors are Yigzaw Goshu Yohanis (2012), Robert J. Meyers et al. (2010) and Olivia 
Guerra Santin (2011). Yigzaw Goshu Yohanis discussed domestic energy use and 
energy behavior. It shows some improvement in domestic energy consumption  
and adoption of good energy practice [8]. Robert J. Meyers took a broad look at  
how information technology-enabled monitoring and control systems could assist in 
mitigating energy use in residences by more efficiently allocating the delivery of 
services by time and location [9]. Olivia Guerra Santin statistically determined 
behavioral patterns associated with the energy spent on heating and identified 
household and building characteristics that could contribute to the development of 
energy-User Profiles [1]. As may be seen in the above-mentioned studies, studies on 
energy consumption behaviors were mostly limited to common types of households 
and buildings. This study is focused on the electrical energy consumption behaviors of 
single–person households. There are many precedent studies on standby power 
including one’s by Paolo Bertoldi et al. (2002), Alan Meier (2004) and Kristen Gram 
Hanssen (2009). Paolo Bertoldi presented the most recent figures on standby power 
consumption in OECD countries and China [3]. Alan K. Meier presented the first study 
on power use and the saving potential in China [4]. Kristen Gram Hanssen analyzed 
ten in-depth interviews with families participating in a project aimed at reducing 
standby power consumption [7]. As stated above, studies on standby power have been 
performed multilaterally, very little was about the investigation of individual standby 
power of main electrical appliances used at home. Therefore, respective standby power 
consumption will be calculated for each appliance and such electrical appliances will 
be identified as to be most related to entire standby power consumption. 
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3 Results 

Standby Power Consumption for Electrical Appliances 
There were 34 electric appliances commonly used in household [14]. Standby power 
each electric appliance consumes averagely was as follows. 

Table 1. Standby power consumption of electrical appliances [10, 14] 

Type Electrical Appliances Standby power(W) 
Kitchen appliances Rice cookers 3.5 

Refrigerator Always on 

Kimchi Refrigerator Always on 

Microwave 2.2 

Electric Frying Pan 1 

Toaster 0 

Coffee Machine 1 

Dishwasher 1 

Blender 0 

Water Purifier 5,8 

Oven 0.6 

Office machine  

& Recreational goods 
Computer 2.6 

Monitor 2.6 

Laptop 1 

TV 1.3 

Set top box 12.3 

Audio 4.4 

Video 4.9 

Telephone 0.2 

Printer 2.6 

Fax 3.4 

Scanner 2.9 

Health Support  

&Personal hygiene 

Iron 0 

Washing machine 1 

Humidifier 3.5 

Air Cleaner 0.7 

Hair Drier 0 

Vacuum 0 

Bidet 2.2 

Vibrator 8 

Air conditioning and heating  

& ETC 
Electric pad 0.59

Electric fans  0.22 

Air conditioner 5.8 

Desk lamp 0.4 
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We categorized them into five types by their function: Kitchen appliances, Office 
machine & Recreational goods, Health support & Personal hygiene, Air conditioning & 
Heating and etc.  

Table 1 presents standby power consumption for each appliance. We found in the 
homes in which it was impossible to unplug the refrigerators or Kimchi refrigerators. 
The appliances with the highest standby power consumption were set-top box. On the 
other hand, the appliances with the lowest standby power consumption were heating 
equipment such as blenders, electric fans, irons and hair driers. Generally the heating 
equipments are very low or zero in standby power consumption even when they are 
plugged. 

 
Analysis of Mean Waiting Time & Standby Power by Appliances 
Table 2 shows mean waiting time & standby power of each appliance. Appliances 
with greatest mean waiting time are in the order of washing machine, air conditioner, 
TV and microwave; with greatest standby power, air conditioner and set top box.  

Table 2. Mean waiting time & mean standby power by appliances 

Electrical 

Appliances 

Weight of Standby 

power(%) 

Average Standby 

power(kWh) 

Average  

Waiting time(h) 

Air conditioner 21.4 2.4 13.7 

Set top box 18.7 2.1 5.4 

Microwave 7.8 0.9 13.1 

Washing machine 5.4 0.6 20.1 

Monitor 5.2 0.6 7.4 

Rice cookers 5.0 0.6 5.4 

Computer 5.0 0.6 7.2 

TV 4.7 0.5 13.5 

Audio 3.6 0.4 3.0 

Printer 3.3 0.4 4.7 

Water Purifier 3.2 0.4 2.1 

Video 2.8 0.3 2.1 

Vibrator 2.5 0.3 1.2 

Bidet 2.5 0.3 4.2 

Laptop 2.4 0.3 8.9 

Scanner 1.3 0.1 1.6 

Desk lamp 0.9 0.1 8.5 

Coffee Machine 0.9 0.1 3.3 

Fax 0.6 0.1 0.7 

Oven 0.4 0.1 2.8 

Electric fans  0.4 0.0 7.6 

Dishwasher 0.4 0.0 1.6 

Electric Frying Pan 0.3 0.0 1.2 

Telephone 0.3 0.0 5.7 

Humidifier 0.3 0.0 0.3 
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Table 2. (continued) 

Air cleaner 0.3 0.0 1.5 

Electric pad 0.2 0.0 1.4 

Toaster 0.0 0.0 2.8 

Blender 0.0 0.0 1.2 

Iron 0.0 0.0 0.7 

Hair drier 0.0 0.0 8.0 

Vacuum 0.0 0.0 5.0 

 

 

Fig. 1. Mean standby power by appliances 

General Characteristics of the Respondents 
This study involves an investigation of the general demographic characteristics of the 
single-member household who participated in it, including their age, sex, type of 
housing, and housing ownership, which are listed in Table 3. 

Of the 101 respondents, 37(36.6%) were male and 64(63.4%) were female. With 68 
respondents aged between 20 and 29, they represented bigger age group (67.3%). There 
were 33 respondents in their thirties (32.7%). 39.6% of respondents lived in studio flat, 
24 lived in apartment and the other 21 lived in villa. 14 respondents lived in multiplex 
dwelling, and only 2 person lived in Detached house. A plurality of these single-
member household (47, 46.5%) lived at a rental, or lease (38, 37.6%). 16 respondents 
were home owners. Lastly 48.5% of respondents lived in houses that were between 33 
and 66 square meters in area. 21 respondents lived in houses that were below 33 square 
meters in area. And 19.8% of respondents lived in houses that were between 66 and 99 
square meters. 

 
Analysis of Standby Power Consumption Patterns  
Each home’s monthly standby power and electricity consumption based on utility 
bills for the month of April is displayed in Table 4. Standby power of each appliance 
that is normally left plugged in was calculated by the following equation using the 
mean use time collected by the survey. 
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Table 3. General characteristics of respondents 

n = 101 

Variable Value N % 

Age Twenty 68 67.3 

Thirty 33 32.7 

Total 101 100 

Sex Male 37 36.6 

Female 64 63.4 

Total 101 100 

Type of  housing Apartment 24 23.8 

Studio flat 40 39.6 

Villa 21 20.8 

Multiplex dwelling 14 13.9 

Detached  house 2 2.0 

Total 101 100 

Housing ownership Own 16 15.8 

Lease 38 37.6 

Monthly rent 47 46.5 

Total 101 100 

House size Below 33sqm 21 20.8 

33-66sqm 49 48.5 

66-99sqm 20 19.8 

99sqm or greater 11 10.9 

Total 101 100 

Occupation Specialized job 28 27.7 

Office job 35 34.7 

Student  31 30.7 

Other  7 6.9 

Total 101 100 

Table 4. Characteristics of power consumption by household 

No 

Standby 

Power 

(kWh) 

Electricity 

Consumption 

(kWh) 

Ratio of 

Standby 

power 

(%) 

The 

number 

of 

applian-

ces (N)

Ratio of

Plugging

(%) 

No

Standby

Power ( 

kWh) 

Electricity 

Consumption

(kWh) 

Ratio of

Standby 

power 

(%) 

The 

number 

of 

applian-

ces (N) 

Ratio of 

Plugging 

(%) 

1 5.22 215 2.4 16 81.3 52 5.85 222 2.6 13 53.8 

2 16.09 245 6.6 24 50.0 53 2.83 128 2.2 16 25.0 

3 10.47 179 5.8 20 35.0 54 2.27 187 1.2 15 46.7 

4 9.85 179 5.5 16 50.0 55 0.00 201 0.0 14 14.3 

5 8.82 189 4.7 14 85.7 56 7.39 350 2.1 13 84.6 

6 4.19 96 4.4 11 54.5 57 1.70 114 1.5 11 54.5 

7 6.82 185 3.7 22 36.4 58 6.55 121 5.4 20 45.0 
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Table 4. (continued) 

8 7.07 293 2.4 21 42.9 59 16.61 85 19.5 15 66.7 

9 6.07 161 3.8 19 57.9 60 4.71 115 4.1 11 63.6 

10 3.64 272 1.3 20 45.0 61 15.13 245 6.2 22 63.6 

11 5.60 90 6.2 18 38.9 62 2.27 93 2.4 9 33.3 

12 14.46 400 3.6 35 48.6 63 4.09 63 6.5 12 50.0 

13 8.71 240 3.6 22 40.9 64 10.82 214 5.1 16 31.3 

14 7.77 186 4.2 15 60.0 65 1.72 96 1.8 6 66.7 

15 10.08 273 3.7 15 60.0 66 8.01 333 2.4 14 57.1 

16 13.82 163 8.5 17 58.8 67 1.53 114 1.3 10 60.0 

17 9.71 82 11.8 18 27.8 68 9.21 237 3.9 22 63.6 

18 6.41 176 3.6 18 33.3 69 6.89 94 7.3 11 90.9 

19 2.66 50 5.3 11 54.5 70 7.79 160 4.9 14 71.4 

20 8.44 280 3.0 18 22.2 71 1.75 84 2.1 13 38.5 

21 10.91 195 5.6 19 78.9 72 10.97 330 3.3 12 75.0 

22 0.85 68 1.2 5 80.0 73 1.39 175 0.8 11 27.3 

23 7.98 141 5.7 13 46.2 74 8.45 293 2.9 18 66.7 

24 14.72 199 7.4 31 41.9 75 12.25 93 13.2 13 76.9 

25 7.81 144 5.4 15 46.7 76 19.60 138 14.2 21 71.4 

26 15.82 221 7.2 12 75.0 77 10.56 118 9.0 14 57.1 

27 2.66 78 3.4 10 60.0 78 2.86 140 2.0 6 66.7 

28 14.59 95 15.4 19 73.7 79 6.38 85 7.5 10 70.0 

29 5.46 307 1.8 19 47.4 80 1.27 76 1.7 11 27.3 

30 17.80 192 9.3 18 77.8 81 5.36 137 3.9 12 41.7 

31 5.44 134 4.1 15 60.0 82 9.91 141 7.0 17 70.6 

32 4.49 240 1.9 21 47.6 83 10.60 14 75.7 15 60.0 

33 20.85 199 10.5 23 56.5 84 22.80 120 19.0 14 78.6 

34 2.23 145 1.5 11 54.5 85 0.71 100 0.7 8 25.0 

35 1.43 85 1.7 11 27.3 86 1.57 118 1.3 9 66.7 

36 0.90 200 0.5 10 30.0 87 8.46 160 5.3 16 68.8 

37 9.57 170 5.6 14 71.4 88 13.50 200 6.8 24 66.7 

38 31.03 360 8.6 28 75.0 89 15.41 180 8.6 18 72.2 

39 15.40 162 9.5 26 65.4 90 10.04 201 5.0 16 43.8 

40 0.68 169 0.4 13 30.8 91 5.43 201 2.7 16 50.0 

41 16.25 121 13.4 24 66.7 92 7.52 307 2.5 14 100.0 

42 12.36 124 10.0 21 52.4 93 7.41 140 5.3 21 47.6 

43 4.66 136 3.4 16 56.3 94 11.38 193 5.9 15 53.3 

44 13.60 112 12.1 16 62.5 95 23.12 198 11.7 17 88.2 

45 0.98 145 0.7 15 20.0 96 10.86 141 7.7 17 70.6 

46 17.40 165 10.5 24 75.0 97 17.77 223 8.0 22 72.7 

47 4.68 111 4.2 10 90.0 98 38.04 326 11.7 31 83.9 

48 0.57 249 0.2 12 25.0 99 27.00 323 8.4 15 93.3 

49 2.86 120 2.4 9 55.6 100 15.33 225 6.8 17 64.7 

50 11.97 120 10.0 17 64.7 101 4.02 120 3.4 9 66.7 

51 9.92 260 3.8 21 57.1       
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Table 4. (continued) 

 Mean Standby Power (kWh) 9.0       

 Electricity Consumption (kWh) 174.2       

 Ratio of standby power (%) 6.1       

 The number of appliances (N) 16.1       

 Ratio of plugging (%) 57.0       

 
Standby power = [(standby power of each appliance that is left plugged) x (24hrs-

daily time of use) x 30(days/month)]/1000 
Percent weight was calculated for each appliance by dividing the calculated standby 

power by the total household electricity energy consumption. Standby power differs 
according to the plugging behaviors of the users, so the plugging ratio was calculated 
for each electrical appliance. We compared monthly electricity consumption and the 
ratio of plugging to measure standby power. We found that the average standby power 
in the 101 homes was 9.0kWh, and average monthly electricity use was 174.2kWh. 
Standby power accounted for 6.1% of total monthly electricity consumption. The 
households have an average of 16.1 appliances. An average of the ratio of plugging 
was 57.0%. 

 

Correlation Analyses between Standby Power Consumption and Variables 
Relevant to Resident’s Electrical Energy Consumption Behavior 
In this section, correlations analyses are carried out to determine the relationship 
between the resident variables and standby power consumption. The statistics can be 
seen in Table 5. 

Table 5. Correlation analyses between Standby power consumption and Factors of Electrical 
energy consumption behavior 

Electrical energy consumption factors Mean and SD 

Correlation 

standby power 

consumption (+) 

House Size M=17.15    SD=9.24 r=0.416** 

Time spent at home M=10.00    SD=3.17 r=0.004 

The number of appliances M=16.07    SD=5.44 r=0.636** 

The ratio of plugging M=57.02    SD=18.48 r=0.496** 

Duration of use, Kitchen appliances 
M=546.25   

SD=640.65 
r=0.026 

Duration of use, Office machine & Recreational 
M=511.06   

SD=365.68 
r=0.399** 

Duration of use, Health Support & Personal hygiene 
M=157.58   

SD=262.00 
r=0.227* 

Duration of use, Air conditioning & heating and 

Others  

M=293.85   

SD=274.64 
r=0.133 

* p < .05.  ** p < .01.  *** p < .001.   
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The ‘number of appliances (.636)’ in the dwelling turned out to be one of the most 
important variables determining standby power consumption. Also ‘the ratio of 
plugging (.496)’, ‘house size (.416)’ and ‘duration of use, office machine & 
recreational (.399)’ are correlated with standby power consumption. In addition to 
those factors, ‘duration of use, health support & personal hygiene (.227)’ showed 
correlations with standby power. As was discussed earlier, it would be the value of 
this study to quantify the relationship of ‘number of appliances’ and the standby 
power consumption. Habitual change is required to unplug the appliances that are not 
used for a while, and reducing the number of appliances is also necessary to diminish 
the standby power consumption. 

 
Comparison Analysis of Standby Power Consumption by Consumption 
Groups 
Fig. 2 shows standby power consumption of each household and their average. 
Averagely, the standby power consumption of respondents was 9.0kWh, and the highest 
was 38.0kWh, lowest was 0kWh. The majority of the households in this survey have a 
standby power below 10kWh. 

 
Fig. 2. Standby power per household and average 

We divided respondents of questionnaire into two groups. First group was people 
who consume standby power more than average. Second group was people who 
consume standby power less than average. Therefore we compared both groups in 
their variables.  

In this table 6 and 7, correlations analysis is carried out to determine the relationship 
between occupant variables and standby power consumption of each group.  

In the first group, Video (.680) turned out to be one of the most important variables 
determining standby consumption. In addition, Fax (.593) and Dishwasher (.473) 
presented a slightly higher correlation. Also, computer (.325), monitor (.337), set top 
box (.329) and audio (.382) presented a slightly higher correlation in the first group. 
Second group, computer (.464), monitor (.450) and Vacuum (.420) turned out to be the 
most important variables determining standby consumption.  
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Table 6. The result of correlation between Electronic appliances of occupant and Standby 
power Consumption of First group 

Electronic 

appliances 
Mean and SD 

Correlation standby power 

consumption (+) 

Rice cookers M=462.09 SD=589.68 r=0.01 

Microwave M=16.83 SD=31.88 r=0.171 

Electric Frying Pan M=0.93 SD=4.79 r=-0.062 

Toaster M=5.32 SD=11.43 r=0.083 

Coffee Machine M=5.23 SD=11.23 r=0.244 

Dishwasher M=3.11 SD=11.65 r=0.473** 

Blender M=4.34 SD=10.18 r=-0.044 

Water Purifier M=14.8 SD=47.51 r=0.026 

Oven M=5.72 SD=14.37 r=-0.135 

Computer M=87.16 SD=104.90 r=0.325* 

Monitor M=91.11 SD=1062.14 r=0.337* 

laptop M=145.34 SD=173.72 r=-0.018 

TV M=163.48 SD=119.74 r=0.079 

Set top box M=96.93 SD=107.33 r=0.329* 

Audio M=8.86 SD=18.57 r=0.382* 

Video M=2.44 SD=10.31 r=0.680* 

Telephone M=28.7 SD=65.32 r=0.041 

Printer M=6.32 SD=13.83 r=0.001 

Fax M=0.67 SD=3.18 r=0.593** 

Scanner M=2.97 SD=10.27 r=0.003 

Iron M=8.60 SD=14.40 r=0.116 

Washing machine M=53.67 SD=43.40 r=-0.048 

Humidifier M=34.55 SD=128.79 r=-0.035 

Air Cleaner M=96.74 SD=321.89 r=0.068 

Hair Drier M=12.67 SD=13.13 r=-0.143 

Vacuum M=13.74 SD=14.82 r=-0.002 

Bidet M=11.39 SD=38.57 r=-0.042 

Vibrator M=2.95 SD=7.60 r=0.056 

Electric pad M=60.00 SD=139.80 r=-0.212 

Electric fans  M=184.88 SD=164.67 r=0.12 

Air conditioner M=61.06 SD=65.59 r=0.244 

Desk lamp M=15.06 SD=82.86 r=-0.157 

* p < .05.  ** p < .01.  *** p < .001.
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Table 7. The result of correlation between Electronic appliances of Occupant and standby 
power consumption of Second group 

Electronic 

appliances 
Mean and SD 

Correlation standby power 

consumption (+) 

Rice cookers M=534.51 SD=658.15 r=0.191 

Microwave M=11.82 SD=19.69 r=0.005 

Electric Frying Pan M=4.29 SD=16.99 r=-0.11 

Toaster M=1.41 SD=4.46 r=0.191 

Coffee Machine M=2.74 SD=7.07 r=0.075 

Dishwasher M=1.12 SD=7.89 r=-0.061 

Blender M=3.31 SD=7.79 r=0.215 

Water Purifier M=2.82 SD=10.12 r=-0.014 

Oven M=4.82 SD=24.28 r=0.011 

Computer M=66.37 SD=134.29 r=0.464** 

Monitor M=66.72 SD=134.10 r=0.450** 

laptop M=150.68 SD=179.13 r=-0.384** 

TV M=107.41 SD=120.91 r=0.164 

Set top box M=9.31 SD=50.01 r=0.083 

Audio M=2.55 SD=11.28 r=0.06 

Video M=2.06 SD=15.76 r=0.049 

Telephone M=11.03 SD=44.94 r=-0.221 

Printer M=2.36 SD=8.96 r=0.286* 

Fax M=0.13 SD=0.76 r=-0.02 

Scanner M=1.20 SD=7.91 r=0.199 

Iron M=3.53 SD=7.24 r=0.176 

Washing machine M=57.93 SD=49.35 r=0.004 

Humidifier M=8.01 SD=42.18 r=-0.011 

Air Cleaner M=5.43 SD=39.38 r=0.12 

Hair Drier M=13.39 SD=14.51 r=0.12 

Vacuum M=8.98 SD=12.42 r=0.420** 

Bidet M=2.34 SD=9.18 r=0.248 

Vibrator M=1.03 SD=7.88 r=0.049 

Electric pad M=31.63 SD=78.45 r=0.099 

Electric fans  M=132.75 SD=210.72 r=-0.141 

Air conditioner M=52.32 SD=73.66 r=-0.128 

Desk lamp M=25.55 SD=60.06 r=-0.012 

* p < .05.  ** p < .01.  *** p < .001.

4 Conclusion  

The correlation analysis between standby power and variables related to occupant’s 
electrical energy consumption will provide important information setting directions to 
save power consumption. Since the single-member households show similar standby 
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power consumption as other commonplace households (commonplace households: 
6.1% of total power consumption; single-member households: 6.1%), the increase in the 
number of single-person households leads to the increase in the waste of electrical 
energy nationally, so it is expected that this study would imply to the society that a 
standby power cut-off system is imminent in the design of single-person housing. The 
results of this study are as follows. 

Firstly, the analysis of mean waiting time of each appliance affecting standby 
power shows that the appliances with longest mean waiting time are washing machine 
Air conditioner, TV and Microwave; those with greatest standby power consumption 
are air conditioner and set top box. Especially, the set-top boxes, recently appeared to 
provide high-quality image, turned out to be the new main culprit of the waste of 
electrical energy.  

Secondly, average standby power consumption of single-member households 
presents 9.0kWh. It accounted for 6.1% of total monthly electricity consumption. On 
average, households have 16.1 appliances with a plug in; ratio of 57.0%. Since the 
cost of usage 10cents per kilowatt hour, electricity which is wasted as a result of 
standby power per household monthly is 0.95dollars (11.4 dollars for a year). It seems 
insignificant, when the entire population in country is taken into account, the amount 
becomes huge.  

Thirdly, correlations analyses are carried out to determine the relationship between 
the resident variables and standby power. The number of appliances in the dwelling 
turned out to be one of the most important variables determining standby power 
consumption. Also, ‘house size’, ‘the ratio of plugging’, ‘duration of use, office 
machine & recreational’ and ‘duration of use, health support & personal hygiene’ are 
correlated with the standby power consumption.  

Lastly, we divided respondents of questionnaire into two groups. The first group 
was people who consumed standby power more than average, the second group was 
people who consumed standby power less than average. As the result of correlation 
test, the video and fax turned out to be one of the most important variables determining 
standby consumption in the first group. In the second group, computer and monitor 
turned out to be most important variables determining standby consumption. 

According to the result of this study, the easiest way of reducing the standby power 
is to unplug the consents. According to the analysis, the ratio of standby power to 
electrical energy consumption in the households is 6.1%. If 3%, which is half of the 
total, is saved by the entire 18 million households of Korea, an yearly 210 billion won 
may be saved [2, 15]. It is not easy to change one’s long accustomed behavioral 
patterns like plugging consents. Therefore, it is necessary to enhance occupants’ 
perception first through various education and promotion. It would be another 
measure to grant diverse benefits to the occupants to encourage these behaviors. In 
addition, a new technology may be applied in house design stage to automatically cut-
off standby power. 

This study is more of a pilot study and does not have sufficient number of subjects 
of 101. For this reason, it has a limitation to be generalized. However, the saving 
effect can bring considerably positive rippling effect if the derived output is followed. 
Future studies are invited to be able to suggest generalized results with more number 
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of sampled subjects to investigate domestic energy savings based on the electrical 
energy consumption patterns of occupants. 
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Abstract. Information on sky condition classification is important to the 
energy-efficient and sustainable building designs for predicting the energy 
consumption and daylight performance. Sky conditions are commonly 
classified into overcast, partly cloudy, and clear sky. IESNA’s Sky Ratio (SR), 
Perez’s Clearness Index (CI), Li’s Clearness Index (Kt) are representative sky 
conditions classification. However, reliable and accurate daylight climatic data 
are lacking in Korea. Thus, this paper presents a classification of real sky 
condition for Yongin, Korea from data recorded during a period of one year at 
the KHU station. For the research, illuminance and irradiance data were 
obtained from 1st February 2011 to 31st January 2012. Hourly frequency of sky 
conditions occurrence and hourly global horizontal illuminance were analysed 
according to sky conditions. It was found that sky conditions in Yongin, Korea 
are classified, respectively, as clear and overcast skies 34% and 17% of the time 
in Yongin, Korea. These findings indicate that sky condition classification and 
illuminance information gathered at KHU could be applied for various daylight 
design applications and energy-efficient building design in Yongin, Korea. 

Keywords: Sky conditions, Clear sky, Partly cloudy sky, Overcast sky, 
Illuminance. 

1 Introduction 

An understanding of the prevailing sky condition is an important part of the building 
design process [1]. Also, the consideration of meteorological parameters is essential 
in the design and study of solar energy conservation devices [2]. Generally, sky 
conditions of the same category have similar features and are very useful for energy-
efficient building designs by energy simulation tool [1]. For example, a computer 
simulation tool for predicting the performance of a solar photovoltaic (PV) system 
can be analyzed under clear sky condition [3]. In addition, the prevailing local sky 
conditions can affect both air-conditioning plant sizing and electric lighting 
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consumption [1]. For evaluation of daylighting performance, the overcast and clear 
sky daylight factor method is dominantly used in contemporary building energy 
simulation programs to model artificial lighting control [4]. Therefore, classification 
of sky condition and illuminance values for Yongin, Korea is definitely needed. 

Generally, there are three sky conditions, as divided by CIE (Commission 
Internationale de l’Eclairage): clear sky, overcast sky, and partly cloudy sky [5]. These 
conditions can be categorized by the following parameters: IESNA’s sky ratio (SR) [6], 
Perez’s clearness index (CI) [7], and Li’s clearness index (Kt) [8]. These parameters 
have been used to establish sky conditions over Hong Kong [1], Italy [9], India [10], 
and the UK [7]. Previous research has revealed that the frequency of occurrence might 
be different in different seasons and in regions with different climates. However, their 
compatibility with illuminance and irradiance data by sky clearness indices in Korean 
climate has not yet been verified. Thus, the aim of this paper is to suggest the sky 
condition classifications and illuminance value for Yongin, Korea.  

2 Daylight Measurement System at KHU 

In 2008, a daylight measurement station was set up at Kyung Hee University in Korea 
to measure the global horizontal illuminance and irradiance, global vertical 
illuminance and irradiance, and sky luminance. The station can be classified as a 
research station in accordance with the International Daylight Measurement Program 
(IDMP) of the Commission Internationale de l’Eclairage (CIE) [11].  

 

 

Fig. 1. Layout of daylight measurement systems 

There were 16 measuring elements in total with the three largest sections of 
illuminance, irradiance, and luminance. The solar irradiance measuring instruments 
were supplied by MS-802 of EKO, Japan and used to measure the global, diffuse, and 
vertical irradiance. The illuminance measuring equipment was also supplied by ML-
020s-o EKO Japan and used to measure the global, diffuse, and vertical illuminance. 
All equipment was connected to a CR1000 data logger (Campbell) to collect the data. 
A CHP 1 Pyheliometer produced by KIPP & ZONEN, Netherlands was used for the 
normal direct irradiance. The station is located on the roof of a thirteen-story building  
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at KHU. There are no tall buildings or structures in the site causing obstruction. The 
site is at latitude N37.14º and longitude E127.4º with clock time of Korea, GMT +9. 
In this study, data were collected for 1 year (Feb. 2011-Jan. 2012). Also, the data with 
solar elevation below 20º and global horizontal irradiance of 4W/m2 were eliminated 
from the analysis. 

3 Sky Condition Classification 

Sky clearness indexes based on these approaches are provided in Table 1, which 
summarizes the definitions for clear, partly cloudy, overcast sky using the SR, CI, Kt 
methods.  

Table 1. Classification of sky condition 

Sky Type SR CI Kt 

Clear SR≤0.3 5<CR 0≤Kt≤0.3 

Partly Cloudy 0.3<SR<0.8 2<CR≤5 0.3<Kt≤0.65 

Overcast SR≥0.8 CR≤2 0.65≤Kt≤1 

3.1 IESNA’s Sky Ratio 

Sky ratio method has been used to classify sky conditions. The sky ratio is determined 
by dividing the diffuse horizontal irradiance by the global horizontal irradiance [5]. 
Sky ratio is defined as,  

SR  EE                                      (1)�

Where, Eed = Diffuse horizontal irradiance (W/m2) 
Eeg = Global horizontal irradiance (W/m2) 

3.2 Perez’s Clearness Index 

Perez’s clearness index use normal direct and diffuse horizontal irradiance values to 
divide sky condition [6].  

Perez’s clearness index is defined as, ε  E E / E . Z. Z                        (2) 

Where, ε = Clearness index 
Ees = Normal direct irradiance (W/m2) 
Eed = Diffuse horizontal irradiance (W/m2) 
Z = The zenith angle (rad) 
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3.3 Li’s Clearness Index 

Li’s clearness index (Kt) is determined by dividing the global horizontal irradiance by 
the extraterrestrial irradiance [7]. 

Li’s clearness index is defined as, 

Kt 
EE                                  (3) 

Where, Kt = Li’s clearness index (Kt) 
Eg = Extraterrestrial irradiance (W/m2) 
Eeg = Global horizontal irradiance (W/m2) 

4 Classification of Sky Conditions 

The global and diffuse horizontal irradiance data measured for sky ratio at Kyung Hee 
University during one year from 2011 to 2012 were analysed. The frequency of 
occurrence is shown in Fig. 2. The yearly relative frequency of occurrence under clear 
sky based upon the sky ratio in Korea is assumed to be 36%. In the case of SR from 
0.3 to 0.8, corresponding to a partly cloudy sky, made up the largest part with 57%. 
Overcast sky, from 0.8 to 1, accounted for 14%. The average global horizontal 
illuminance under clear sky is 71,265lux. The average global horizontal illuminance 
under partly cloudy sky is 50,987lux. The average global horizontal illuminance 
under overcast sky is 24,408lux.  

Hourly Perez’s clearness index data from the one year measurements taken in this 
study were analysed and the frequency of occurrence is shown in Fig 3. A peak of just 

 

 

Fig. 2. Occurrence frequency of sky ratio 
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Fig. 3. Occurrence frequency of clearness index 

over 52% is observed under partly cloudy sky. The second most frequent clearness 
index is overcast sky, accounting for just over 17%. At approximately 31%, clear sky 
is the least frequent clearness index. For the remaining time, partly cloudy sky 
conditions prevail. In the case of clear sky, the average illuminance is 73, 410lux. 
Under partly cloudy sky, the yearly average global horizontal illuminance is 53,433lux. 
The average global horizontal illuminance under overcast sky is 25,232lux.  

The frequency of occurrence for the Kt obtained from the KHU in an interval of 15 
minutes is presented in Fig 4. In analysing Kt annual data using equation 3, when Kt 
ranged from 0 to 0.3, the corresponding condition of clear sky was 34%. In the case of  
 

 

Fig. 4. Occurrence frequency of Kt 
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Fig. 5. Correlation between SR and CI 

 

Fig. 6. Correlation between SR and Kt 

Kt from 0.3 to 0.65, the corresponding partly cloudy sky condition accounted for the 
largest portion with 45%. Overcast sky from 0.65 to 1 was 20%. The global horizontal 
illuminance is 15,272lux, 40,304lux, and 75,917lux under overcast sky, partly cloudy 
sky, and clear sky.  

Fig. 5 shows the correlation between IESNA’s sky ratio (SR) and Perez’s clearness 
index (CI). It can be seen that SR varies almost linearly with CI over 5 and up to 2. 
This means that the SR and CI values are very close to each other, indicating that 
under and clear and overcast sky. Figs. 6 and 7 show the correlation between Li’s 
clearness index (Kt) and CI, SR. The correlation between Kt and CI, SR analysis, and  
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CI and SR becomes more scattered. This is due to the different variables of the three 
clearness indices. However, the average global horizontal illuminance under three sky 
conditions is very similar. This indicates that the relationship of three indices is useful 
for predicting the other illuminance data and index when one index is known. 

 

 

Fig. 7. Correlation between CI and Kt 

5 Conclusions 

The classification of three sky condition in Yongin, South Korea during from 
February to January has been presented. The results show that 34% of the total time in 
Korea is classified as clear sky. On the other hand, overcast sky and partly cloudy 
conditions occurred 17% and 49% of the time. The average global horizontal 
illuminance was 73,530lux, 48,241lux, and 21,637lux under clear, partly cloudy, and 
overcast sky. Thus, the annual average global illuminance at working hour is 
38,644lux. The strong correlation between SR and CI showed that the sky condition 
can be categorised according to three CI ranges: 0 ≤ CI < 0.2 (overcast sky), 0.2 ≤ CI 
< 0.5 (partly cloudy sky), and 0.5 ≤ CI (clear sky). As a result, the global horizontal 
illuminance and sky condition classification information provided by this research can 
be used for designers to estimate the local daylight and energy consumption. Further 
work will be necessary to evaluate the efficacy model with illuminance, irradiance 
and the sky radiance and luminance distribution models for all sky conditions. Long-
term daylight weather measurement for Yongin, Korea will be conducted in the 
future. 
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Abstract. In order to improve indoor air quality, the interest in and the use of 
sorptive building materials that decrease the concentration of an indoor air 
pollutant have increased. The use of sorptive building materials is one way to 
decrease the concentration of an indoor pollutant that can adversely affect 
human health. In this study, we evaluated the effects of sorptive building 
materials applied to a wall on the decrease in the concentration of toluene 
emitted from the flooring. We also examined how the air exchange rate of the 
room, the loading factor of the sorptive materials, and the mass transfer 
coefficient influenced the sorptive performance; these effects were well 
reproduced experimentally with computational fluid dynamics (CFD) 
simulations. The results show that sorptive building materials have a fairly 
strong effect on the decrease in toluene concentrations in rooms and that this 
effect can be expected in real-world scenarios. 

1 Introduction 

Recently, the use of new chemical construction materials as well as heat insulation 
and air-tightness of buildings has led to fatal diseases such as the sick building 
syndrome. Further, it has been reported that economic loss can be caused by the 
presence of indoor air pollutants as they pose health risks and adversely affect the 
work efficiency of the occupants [1]. According to a previous study, there are many 
pollutants such as formaldehyde and toluene in the indoor environment [2]. These 
pollutants are emitted from construction materials, fuel combustion, cosmetics, and 
adhesives; they are also introduced from the outdoors to an indoor environment by the 
polluted outdoor air [3]-[5]. Hence, people have now started paying increased 
attention to the indoor air quality in order to improve their health. Therefore, the use 
of sorptive building materials with permanent ventilation and bake-out has increased 
as a method to decrease the concentration of pollutants in an indoor environment. 
From among these building materials, sorptive building materials have several 
advantages: their use not only helps to reduce the amount of energy consumed while 
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operating ventilation equipment but also helps to decrease the concentration of indoor 
pollutants and this approach does not require the use of any special equipment [6]. 

In this study, through a computational fluid dynamics (CFD) analysis, we evaluate 
the extent to which sorptive building materials applied to building walls decrease the 
concentration of toluene emitted from the flooring. Further, the effect of the 
attachment force of sorptive building materials on the surface area of materials, 
position of materials, and the air diffuser is examined on the basis of three factors: the 
air exchange rate of the room, the loading factor of the sorptive building materials, 
and the mass transfer coefficient [7]. 

2 Evaluation of Sorption Flux for Sorptive Building Materials 

In this study, the concentration of toluene emitted from the flooring was the same as 
the saturation concentration of toluene at indoor temperatures. Further, air containing 
a low pollutant concentration was flown into the indoor environment in which a 
sorptive building material was used. The performance of the sorptive building 
material was evaluated in terms of the sorption flux and sorption amount. The 
sorption flux was calculated from the difference in the mean toluene concentration 
depending on the sorptive building material applied to the building walls, the 
ventilation rate of the indoor environment, and the surface area of the sorptive 
building material [7]. The sorption flux was defined as follows: 

A

QCC
F cab ×−= )(                           (1) 

Here, F is the sorption flux (g/m2·h); Cb, the mean toluene concentration before the 
application of the sorptive material (g/m3); Ca, the mean toluene concentration after 
the application of the material (g/m3); Qc, the air exchange rate (m3/h); and A, the 
surface area of the building material (m2). 

3 CFD Analysis 

The model used for the CFD analysis is illustrated in Figure 1 and has the following 
dimensions: 6 × 4 × 3 m3. The room has one air inlet and one outlet, both of which are 
in the ceiling and have the same size of 0.4 × 0.6 m2. The fresh air is supplied only by 
the mechanical ventilation through the inlet; the air flows of the room through the 
outlet. A window is installed on the inner wall of the room and is closed. A fixed 
quantity of radiant heat is present in the room because of the window and the human 
model in the room. Toluene is emitted only from the floor in the room, and the human 
model is located in the center of the room. Table 1 shows the details of the cases 
considered in the CFD analysis. The different placements of the air diffuser and the 
openings with respect to the human model used in the CFD analysis are shown in 
Figure 2. Cases 1–3 correspond to the situations dependent on the air exchange rates. 
Cases 4–6 have the same air exchange rate strategy as that of Case 2; however, they 
differ in terms of the surface area of the sorptive material. 
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Fig. 1. Model used for CFD analysis 

Table 1. Cases considered in CFD analysis 

Case 
Temp 

(K) 

Air 

exchange 

rates (n/h) 

Saturation 

concentration 

(g/m3) 

Type of 

air 

diffuser 

Location of 

sorptive material 

application 

Area of sorptive 

material 

application (m2) 

1 293.15 1.0 158 No. 3 Right 6 

2 293.15 1.5 158 No. 3 Right 6 

3 293.15 2.0 158 No. 3 Right 6 

4 293.15 1.5 158 No. 1 - - 

5 293.15 1.5 158 No. 1 Left 6 

6 293.15 1.5 158 No. 1 Left, Front 24 

7 293.15 1.5 158 No. 2 Right 6 

8 293.15 1.5 158 No. 4 Right 6 

 
In Cases 2, 5, 7, and 8, the location of the air diffuser and the openings influence 

the performance of the sorptive material. Further, if the surface area of the sorptive 
material is 6 m2, the material is applied to an area opposite the openings. 

The boundary conditions for the CFD analysis are given in Table 2. We considered 
the radiation and the temperature difference between the outdoor and the indoor 
environments at the window. The velocity of the supplied air was 8.3×10-1, 1.25×10-1 

and 1.67×10-1 m/s, respectively, for each of the following air exchange rates: 1.0, 1.5, 
and 2.0 (n/h). The flow field was analyzed by using a three-dimensional analysis 
based on a low-Reynolds-number-type k-e model, the Abe-Nagano model. After 
analyzing the airflow field, we set the boundary condition of the evaporation that 
dominated the building materials on the side where the sorptive material was applied, 
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Fig. 2. Different placements of air diffuser and openings 

Table 2. Conditions of numerical analysis 

Turbulent flow 
model 

Low-Reynolds-number-type k-ε model (Abe-Nagano model) 

Number of meshes Around 650,000 
Scheme Space difference: Second-order upwind 

Inflow boundary 
Uy,in = 8.3 × 10-2 m/s, 1.25 × 10-1 m/s, 1.67 × 10-1 m/s, Ux,in = 0, Uz,in 
= 0, kin = 3/2·(Uin × 0.05)2, εin = Cμ·kin

3/2/Lin, Lin = 1/7Lo, Lo = 0.3 m 
Outflow boundary Uout = outflow (mass flow conservation), kout, εout = free slip 
Breath boundary 14.4 L/min, human standard [8] 

Flux boundary 
Hhuman = 20 W/m2, Hwindow = Kwindow · (θR - θO) 

θR = 303.15 K, θO = 293.15 K, Kwindow = 6.39 W/m2·K 

Wall boundary No slip 

Analysis of 
diffusion field 

Considering three-dimensional symmetry, we analyzed only one half 
of the space. After the airflow field analysis, the water (distilled water) 
saturation concentration on the surface of the building material was set.  

 
as a model of the release of the chemical materials. The diffusion was analyzed 
assuming an isothermal state (293.15 K). It was assumed that water was a passive 
pollutant, and the water (vapor) diffusion in the air was expressed as the diffusion 
equation (3). The water (vapor) diffusion coefficient in the air was calculated using 
equations (4)–(6) [9][10]. 
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where C1 is the pollutant concentration at a spatial point (µg/m3); Da, the molecular 
pollutant diffusion coefficient (m2/s); Uj, the wind velocity (m/s); vt, the eddy 
viscosity (m2/s); бt, the turbulent Schmidt’s number (-); and Pw, the water vapor 
pressure (Pa). Further, A, B, and C are the empirical constants 7.7423, 1554.16, and 
219, respectively. T denotes the temperature (K); C0, the saturation concentration 
(g/m3); and ρa, the air density (g/m3). M1 and M2 are the molecular weights, P is the 
atmospheric pressure in the chamber (Pa), Tc1 and Tc2 are the critical temperatures 
(K), and Pc1 and Pc2 are the critical pressure values (Pa). 

The water (vapor) diffusivity Da in the air was calculated to be 0.76 × 10-5m2/s 
(293.15 K) using equations (4)–(6). 

4 Results of CFD Analysis 

The results of the CFD analysis are given in Table 3 and illustrated in Figures 3–6. 
Some of the toluene emitted as a pollutant from the indoor floor was either diluted by 
fresh air or adsorbed by the sorptive materials; the remainder was naturally flown into 
the outside environment through the outlet.  

Figure 3(a) shows the mean toluene concentration in the indoor environment in 
Cases 1, 2, and 3. The effect of the use of a sorptive material on the reduction of the 
mean toluene concentration was increased by increasing the air exchange rate in the 
indoor environment, irrespective of the sorptive material used. Hence, we concluded 
that by changing only the air exchange rate, we could increase the effect of the use of 
a sorptive material on the reduction of the toluene concentration. Further, Figure 3(b) 
shows the change in the performance of the sorptive material in Cases 1, 2, and 3 with 
respect to the air exchange rate. The sorption amount in Cases 1, 2, and 3, where the 
air exchange rate was 1.0 n/h, 1.5 n/h, and 2.0 n/h, was 287 g/h, 371 g/h, and 445 g/h, 
respectively. The greater the increase in the air exchange rate, the larger was the 
sorption amount of the sorptive material. However, the rate of decrease in the mean 
toluene concentration was almost the same in each case. This implied that the increase 
in the air exchange rate led to an increase in the velocity distribution near the surface 
of the floor that emitted toluene as well as the surface of the sorptive material. 

Figure 4 shows the toluene concentration distribution in the indoor environment 
with respect to the surface area and in cases with and without the application of a 
sorptive material. In Case 4, in which a sorptive material was not used, the mean 
toluene concentration in the indoor environment was 71 g/m3. When the surface area 
of the sorptive material increased to 6 m2 and 24 m2, the toluene concentration in the  
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indoor environment decreased by around 9.8% and 37.4%, respectively, as compared 
to the reference concentration. It was verified that an increase in the surface area of 
the sorptive material decreased the toluene concentration. 

Meanwhile, the toluene concentration near the inlet was constant at below 8 g 
irrespective of the case in which the sorptive material was used because the toluene 
concentration near the inlet was diluted by fresh air. Further, a concentration 
boundary layer was observed near the surface of the sorptive material because of the 
sorption of toluene. 

Table 3. Results of CFD analysis 

Case 1 2 3 4 5 6 7 8 

Air exchange 
rates (n/h) 

1.0 1.5 2.0 1.5 1.5 1.5 1.5 1.5 

Area of sorptive material 
application (m2) 

6 6 6 - 6 24 6 6 

Type of air diffuser (No)  3  3 3  1 1 1 2 4 

Toluene concentration  
before application of  

sorptive material (g/m3) 
78 71 66 71 71 71 71 71 

Toluene concentration after 
application of  sorptive 

material (g/m3) 
70 64 60 - 64 45 60 60 

Sorption flux (g/m2·h) 48 61.9 74 - 63 60 101 102 

Sorption amount (g/h) 287 371 445 - 377 1431 608 613 

Rate of decrease in 
concentration (%) 

10.3 9.8 9.6 - 9.8 37.4 15.9 16.1 

 

  
(a) Mean toluene concentration          (b) Toluene sorption amount and flux  

Fig. 3. Toluene concentration change of indoor environment in Cases 1, 2, and 3 
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Fig. 4. Toluene concentration distribution in indoor environment in Case 5 (Surface area of 
sorptive material is 6 m2) 

Let us now consider cases 2, 5, 7, and 8 that have the same conditions except for 
the placement of the diffuser. The decrease in the mean toluene concentration in 
Cases 7 and 8, where the sorptive material was applied on the wall near the inlet, was 
around 16%; this decrease was higher than the decrease observed in Cases 2 and 5. 
This was because of the difference shown in Figure 5. Meanwhile, in Cases 2 and 5, 
in which the distance between the sorptive material applied on the wall and the inlet 
was large as compared to that in Cases 7 and 8, the velocity of the airflow at a spot 1 
cm away from the sorptive material (Line A) was almost as low as less than 0.1 × 10-3 

m/s, irrespective of the height. However, in Cases 7 and 8, a marked difference in the 
distribution of the airflow velocity due to the occurrence of a localized turbulence in 
the boundary layer where the wall met the floor, was observed. 

 

  
  (a) Concept of Line A                      (b) Scalar wind speed distribution  

                             along Line A 

Fig. 5. Scalar wind speed distribution in Cases 2, 5, 7, and 8 
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5 Conclusion 

In this study, we examined the effect of the use of a sorptive material on the reduction 
of the mean toluene concentration in an indoor environment, by conducting a CFD 
analysis when toluene was emitted uniformly from the floor. The factors affecting the 
performance of the sorptive material were identified to be the air exchange rate, 
surface area of the sorptive material, and placement of the air diffuser.  

A reduction in the concentration of toluene in an indoor environment could be 
brought about only by increasing the air exchange rate when a sorptive material was 
not used; however, a high air exchange rate can cause some discomfort to human 
beings. Hence, the consideration of the air exchange rate was necessary. Results also 
revealed that the decrease in the mean toluene concentration was around 10% despite 
the increase in the air exchange rate. Therefore, it was difficult to considerably 
decrease the mean toluene concentration only by increasing the air exchange rate. The 
decrease in the toluene concentration increased with an increased in the surface area 
of the applied sorptive material. However, it was necessary to consider the surface 
area of the applied sorptive material from the viewpoint of economy and efficiency 
because sorptive materials are expensive. When the air exchange rate was the same, 
sorption by the sorptive material was noticeably higher when the sorptive material 
was applied at a high air velocity distribution than at a low air velocity distribution. 
Hence, controlling the air velocity near the surface of the sorptive material and the 
place where toluene was emitted from the floor was expected to improve the 
reduction of the pollutant concentration in the case when a sorptive material was used. 
In this study, the results of the CFD analysis carried out to examine the reduction of 
the toluene concentration were confirmed by using a sorption model in which the 
surface concentration of the sorptive material was assumed to be zero (0).  

In the future, we plan to experimentally examine the mass transfer coefficient on 
the surface of a commercially available sorptive material. Further, by using the CFD 
technique, we intend to analyze the effect of a sorptive material on the reduction of 
the pollutant concentration on the basis of the experimentally obtained values. 
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Abstract. Residents’ responses and illnesses related to the new houses become 
currently a popular subject of ‘sick building syndrome’ research. Compared to 
the research dealing with varied symptoms experienced by residents in new 
built houses, there has been little attention to residents’ health life for a rather 
long period in old houses with different service life. Thus, we investigate 
residents’ perceived comfort and health in two apartments with different service 
life and see if there is any difference among them depending on the service life. 
Contrary to our expectation, the results show that the physical properties of the 
apartments do not much influence residents’ perceived comfort further the 
energy efficiency does not affect their perceived comfort either. In terms of 
health, residents’ perceived symptoms in the 33 years old apartment are a bit 
more severe compared to those in the 11 years old apartment. 

1 Introduction 

There have been numerous reports on ‘sick building syndrome (SBS)’ with a focus on 
newly built houses [1,2,3]. Residents’ responses and illnesses related to the new 
houses become currently a popular subject of SBS research, thus the new terminology 
‘sick house syndrome (SHS)’ recently emerged. The Ministry of Environment of 
Korea government legislated for maintaining optimal indoor air quality of newly built 
apartment houses in 2005 and Seoul Metropolitan City adopted a certified indoor air 
quality system in 2008 that require the measurement of air quality in newly built 
houses to meet the standards of them [4, 5]. Compared to the research dealing with 
varied symptoms experienced by residents in new built houses, there has been little 
attention to residents’ health life for a rather longer period in existing houses with 
different service life [4]. 

To provide sustainable healthy houses, several sustainable building criteria such as 
Energy Performance of Building Directive (EPBD) in E.U., Leadership in Energy and 
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Environmental Design (LEED) in USA and GBTool (international collaboration 
framework) have been introduced [6]. These criteria usually include three important 
related stakes: good energy performance (reducing the environmental impacts of the 
building), good indoor environment quality (IEQ) and health of the occupants. A 
building cannot be good if it fails in one of them [7,8]. In Health Optimization 
Protocol for Energy-efficient Building (HOPE) research project, Bluyssen et al. [9] 
argued that a healthy and energy-efficient building does not cause illnesses to the 
building occupants, rather assures a high level of comfort to them and minimizes the 
use of non-renewable energy. 

It is generally believed that the energy efficiency of old apartments is decreased, 
thus residents’ comfort and health in such old houses would be getting worse 
according to the service life of the apartments. Our research starts from a question on 
this anecdotal view. We investigate residents’ perceived comfort and health in two 
apartments with different service life and see if there is any difference among them 
depending on the service life. This study aims to obtain an insight into residents’ 
perceived experience in existing apartments, rather than new ones. Compared to 
previous research focusing on quantitative evaluation of physical comfort and harmful 
substances in indoor environment, this research has significance in analyzing 
residents’ perceived comfort and health qualitatively. 

2 Case Study: Methodology and Findings 

We selected two apartments with 22 years-gap in service life and investigated 
residents’ perceived experience on comfort and health. To reduce the impact of the 
characteristics of the households, 12 households with similar features in age, family 
size, income and unit size were firstly selected from the two apartments. Each 
household has four family members showing similar lifestyles and the subjects of the 
survey were housewives in the 40s who stay in a unit for a similar time. Three survey 
methods were used in this study: field survey inspecting each household’ 
characteristics with the information on the apartments and their surrounding 
environment; in-depth interview investigating the pattern of energy use of each 
household and; questionnaire identifying how residents feel and perceive the indoor 
environment [7] and health [10]. 

2.1 Characteristics of Apartments and the Surrounding Environments 

The old apartment complex in Banpo, Seoul has 15 flat-type buildings built in 1978, 
each one 12 stories facing south, where 1164 households live in different sizes of 
units with a corridor access. They adopt a district heating system using liquefied 
natural gas (LNG) in addition to electricity and city gas for cooking. In the 
surrounding of the complex, the express bus terminal and a transfer station meeting 
three subway lines are located, thus the floating population become large along the 
department stores and underground shopping malls around the transportation hub. 
Further, the Han river is next to the apartment complex, thus residents can access to 
the river park and swimming pools easily for leisure and recreation. Only six 
households in units of 107 m² were selected for the investigation. 
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Table 1. Characteristics of Apartments and the Surrounding Environments 

33 years old Apartment Complex 11 years old Apartment Complex 

 Appearance & Floor Plan 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Built year, Size, Orientation, Heating system, Award  

October, 1978 

15 buildings in 12 stories, 1164 units 

107 m² with three bedrooms 

South facing 

a district heating system using LNG 

October, 2000 

13 buildings in 14~25 stories, 1170 units 

109 m² with three bedrooms 

South-east, South-west facing 

city gas, landscaping award 

Surrounding environments 

Express bus terminal 

Department stores, Underground shopping malls  

Park, Soccer field 

River leisure park, Swimming pool  

Youth center 

Sport center 

Baseball field 

Sport park, Eco-park 

 
On the other hand, the apartment complex in Gwangjang, Seoul was built in 2000, 

where 1170 households live in 13 buildings ranging from 14 to 25 stories with 
different size of units. Buildings are stair access types facing south-east or south-west 
and adopt city gas for an individual heating system, cooking and hot water in addition 
to electricity. The apartment complex received a landscaping award by the city Seoul, 
thus walkways, benches, water spaces etc are well landscaped. It is surrounded by 
other apartment complexes with no public transportation facility and shopping centers 
in the vicinity of them, thus the residential area of the complex is rather quiet. There 
are schools, athletic facilities, parks etc., further the Acha mountain is near the 
complex, thus residents can access to the eco-park in the mountain. Six households in 
units of 109 m² were selected.  

2.2 Control of Indoor Environment  

Based on the assumption that that there some differences in the energy efficiency of 
the apartments according to the service life, their energy uses of households were 
investigated with an in-depth interview.  

 

1) Thermal Environment  
Heating 
Households in the 33 years old complex cannot control the heating temperature 
individually due to the district heating system, where the maintenance office can 
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manipulate the temperature of the entire units as a single zone for continuous 24 hours 
or intermittent heating in a day. On the other hand, households in the 11 years old 
complex can control the heating temperature ranging from 21℃ to 28℃ because each 
boiler is installed in each unit. The average temperature for one year is 24.6℃. They 
feel colder in winter, thus they use auxiliary heating apparatus such as electric 
blankets and heaters. All households in two complexes expanded their balconies, 
where residents feel relatively cold due to no heating provided. In the 33 years old 
complex there are two units without insulation sash in the extension of the balcony, 
where residents feel so cold even in the living room because of no heated floor and 
cold air from the external walls.  

 
Cooling 
All households in the 33 years old complex have one air conditioner in their living 
room whereas four households of the 11 years old complex installed air conditioners 
in each room in addition to the living room. It seems that units in the 33years old 
complex are located facing the hallway and the capacity of the electricity is limited, 
thus it is not easy to install additional air conditioners in a room. Similarly, the 
number of electric fans in the 11 years old units is larger than that of the 33 years old 
units (the average number is 2). This result suggests that the consumption of the 
electricity in the 11 years old complex is larger than that in the 33 years old complex. 
For the specific period in summer, people have a difficulty in getting sleep deeply at 
night because the minimum temperature is over 25℃. All households in both 
complexes turned on air conditioners or electronic fans all the night for 1 week to 1 
month when they sleep.  

 
2) Indoor Air quality  
For the indoor air quality of the households, we investigated the use of appliances and 
the way of the ventilation. Households in the 33 years old apartment feel 
uncomfortable with cold air through the external wall in winter, thus 2 households use 
sealing papers, 1 household use styrofoam and 2 households use thick curtains for 
blocking cold air from the outside. On the contrary, households in the 11 years old 
apartment have less natural ventilation and only 2 households which expanded their 
balconies adopt sealing papers in the extended wall. In winter, all households in the 
33years old complex use humidifiers whereas only one household in the 11years old 
complex uses a humidifier. This implies that residents’ perceive experience on 
dryness in the 33 years old apartment is larger that of those in the 11 years old 
apartment. Regarding the frequency of the ventilation, compared to residents in the 11 
years old apartment (1.53 times in a day), those of the 33 years old apartment perform 
more ventilation (2.33 times in a day). However, the duration of the ventilation for 
both complexes is almost same (20 mins). For the way of the ventilation in cooking, 
10 households in two complexes use both of the natural ventilation way and fan 
ventilator and 2 households use only fan ventilator.  

 
3) Lighting Environment 
All households in the 33 years old apartment face south whereas in the 11 years old 
apartment 2 households face south-east and 4 households face south-west. Since all 
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households of the 33 years old complex face south orientation, the amount of solar 
radiation seems to be a lot in winter and the natural lighting condition seems to be 
great throughout the year. In terms of the artificial lighting, households in the 33 years 
old apartment adopt only general lighting for rest and reading in their living room 
while those in the 11 years old apartment adopt localized lighting on the walls in 
addition to the general lighting in the center of the ceiling. Accordingly, the general 
lighting in the 33 years old apartment do not illuminate the living room uniformly, 
thus it provides uneven intensity of illumination. There is task lighting on desks or 
tables in children’s rooms, thus the intensity of illumination is rather higher. In 
kitchens, there is fixed localized lighting over the dining tables in addition to general 
lighting, thus it is hard to change the location of the dining tables and the intensity of 
illumination is low in the night time. There was no household using halogen lamps in 
the 33 years old complex whereas the installation rate of the halogens is rather higher 
in the 11 years old complex. However, many households do not turn on halogen 
lamps often because they are afraid that the electricity fee would be increased. The 
mean of scales for households in the 33 years old complex is 4.33 whereas that of 
households in the 11 years old complex is 4.17. 

2.3 Residents’ Perceived Comfort 

To investigate how residents perceive on temperature, air quality, lighting and noise, 
we developed a customized metric with five point Likert scale. There are some 
differences in the average of the responses to the categories. In order to further see if 
there is any significance statistically in their satisfactions for the categories, we 
conducted T-test with the responses. The result shows that there are significant 
differences in the perception of lighting and noise between two apartments. In terms 
of lighting, the mean of scales for households in the 33 years old complex is 4.33 
whereas that of households in the 11 years old complex is 4.17. This suggests that the 
lighting condition in the 33 years old complex is rather better than that of the 11 years 
old complex. For the noise condition, the mean of scales for households in the 33 
years old complex is 2.83 whereas that of households in the 11 years old complex is 
3.67. This implies that the noise condition in the 11 years old complex is better than 
that of the 33 years old complex. However, there is no significant difference 
statistically in overall satisfaction on the indoor environment between two complexes. 
The mean of scales for households in the 33 years old complex (3.67) is a bit higher 
than that of households in the 11 years old complex (3.33). 

Table 3 shows residents’ perception of the indoor environment in detail. Through 
the T-test, it was identified that there is almost no significant difference in the 
responses to sub-categories between two apartments. There are slightly differences in 
the perception of the air and lighting conditions. Residents in the 33 years old 
apartment feel more humid in summer and dryness in winter whereas residents in the 
11 years old apartment perceive more quiet regarding the exterior noise and the 
indoor noise between floors.  
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Table 2. Comparison of Overall Perception of Indoor Environment between Two Apartments 

Perception of 33 years old apartment 11years old apartment T- value 

Mean Std.Devi

ation 

Mean Std.Devi

ation 

Temperature 2.33 0.30 2.89 0.52 -2.259 

Air quality 3.00 0.00 3.00 0.63 - 

Lighting 4.33 0.52 4.17 0.98 0.368* 

Noise 2.83 0.41 3.67 1.37 1.431* 

Overall Comfor

t 

3.67 0.52 3.33 0.52 1.118 

*P<0.05, Scale from 1=never satisfied, 5=satisfied much. 

Table 3. Comparison of Perception of Indoor Environment between Two Apartments through 
T-test 

Perception of indoor environment 

quality 

Satisfaction  33 years old 11 years old T- 

value 

 

 

Point 1     Point 5 

Mean 

Std. 

Devia

tion 

Mean 

Std. 

Devia

tion 

Thermal 

comfort 

Comfort temperature in 

summer 

Never Very comfortable 
2.67 0.57 2.50 0.55 0.830 

Comfort temperature in 

winter 

Never Very comfortable 
2.00 0.89 2.67 0.82 -0.869 

Indoor temperature in 

summer 

Too hot    Too cold 
1.67 0.52 2.12 0.98 -1.067 

Indoor temperature in 

winter 

Too hot    Too cold 
3.67 1.37 3.67 0.82 0.093 

Temperature change during 

the day 

Too variable  Too stable 
1.67 0.52 3.67 1.03 -3.747 

Draught Never     Too draught 2.33 1.37 2.67 1.37 -0.543 

Air Indoor air quality in 

summer 

Too dry   Too humid 
4.33 0.52 2.50 1.38 3.706* 

Indoor air quality in winter Too dry   Too humid 
1.00 0.00 1.83 0.75 

-

2.369** 

Freshness Never     Very fresh 2.33 0.52 2.83 0.41 -1.583 

Unpleasant fragrance  Smelly    Odorless 4.00 0.89 3.50 0.55 1.304 

Smell of cigarette Smelly    Odorless 5.00 0.00 3.50 1.05 1.365 

Dust Too dust    Never 2.33 0.52 2.83 0.75 -1.137 

Light Natural light Never Very comfortable 4.67 0.52 3.83 0.75 1.807 

Glare from sun and sky Never Very comfortable 3.33 1.03 2.83 1.67 0.759 

Artificial light Never Very comfortable 3.33 1.37 3.83 0.75 -0.664 

Glare from artificial light Never Very comfortable 4.00 0.89 3.50 0.55 1.304 
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Table 3. (continued) 

Noise Outside noise Too noisy  Too silent 2.67 1.03 3.33 0.52 -0.830 

Noise from housing system Too noisy   Too silent 3.33 1.03 3.33 0.82 -0.113 

Noise between floors  Too noisy   Too silent 2.33 1.37 2.83 0.41 -0.726* 

Vibration  Too Vibration  Never 

Vibration 
4.67 0.52 3.67 1.03 2.068 

2.4 Residents’ Perceived Symptom  

Figure 1 shows residents’ perceived symptoms in two apartments with different 
service life. Such symptoms in health are related to SHS and allergies. Residents in 
the 33 years old complex feel more uncomfortable in terms of fatigue, dry eyes, 
irritated or stuffy nose, runny nose and hoarse/dry throat compared to those in the 11 
years old complex.  

 

 

 

Fig. 1. Comparison of Residents’ Perceived Symptoms between Two Apartments 

In order to further see if there is any significance statistically in their perceived 
symptoms, we conducted T-test with the means of scales as shown in Table 4. 
Residents in the 11 years old apartment feel more uncomfortable with the index of 
hands dry and itching red skin whereas those in the 33 years old apartment perceive 
more irritated or stuffy noise.  
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Table 4. Comparison of Perceived Symptoms between Two Apartments through T-test 

Symptom 
33 years old apartment 11 years old apartment T- value 

 Mean Std. Dev. Mean Std. Dev. 

Fatigue 2.33 1.03 2.33 1.63 -0.325 

Heavy headache 1.67 1.03 1.33 0.82 0.452 

Nausea/ Dizziness 1.00 0.00 1.00 0.00 - 

Dry eyes 3.00 1.79 1.67 1.03 1.304 

Itching, irritation of the 

eyes 

2.33 2.07 1.00 0.00 1.430 

Hands dry/ itching red skin 1.00 0.00 1.67 1.03 -1.809*** 

Irritated or stuffy nose 2.33 1.03 1.67 1.03 0.830*** 

Runny nose 1.67 1.03 1.33 0.82 0.452 

Hoarse/ dry throat 2.33 1.03 1.67 1.03 0.830 

Scaling/ itching scalp/ ears 1.00 0.00 1.33 0.82 -1.108 

Scale from 5=never, 3=sometimes, 5=often. 

Table 5. Respondents’ Belief on the Causes of the Symptoms  

Symptom 

The symptoms might be caused by the physical properties of 

the apartments 

Frequency (person)* Percent (%)* 

Dry eyes 5 41.7 

Itching, irritation of the eyes 2 16.7 

Hands dry/ itching red skin 1 8.3 

Irritated or stuffy nose 3 25.0 

Runny nose 2 16.7 

Hoarse/ dry throat 5 41.7 

* ‘Yes’ response rate of the total 12 respondents. 

 
The respondents seem to think that their symptoms might be caused by the 

physical characteristic of the apartments. As shown in Table 5, they believe that those 
health problems in the 6 categories may be derived from the physical status of their 
units. In particular, the most frequencies of the responses are shown in the index of 
dry eyes and hoarse/dry throat to the questions.  

3 Discussion 

This research started from the assumption that there are differences in residents’ 
perceived experiences on comfort and health depending on the degree of physical 
deterioration of the apartments, thus residents in two apartments with different service 
life were compared for the case study. The results are as follows; firstly, there is a 
difference in the energy use of households in two apartments with different service 
life. In particular, the energy efficiency of the 33 years old apartment is decreased 



 93  Perceived Experiences on Comfort and Health in Two Apartment Complexes 1051 

with low insulation and density qualities of the building. Secondly, there are some 
differences in households’ perceived comforts between two apartments with different 
service life. Households in the 33 years old apartment are satisfied with the lighting 
condition whereas those in the 11 years old apartment show high satisfaction on the 
noise condition. Speaking specifically, all households in the 33 years old apartment 
face south, thus they show high satisfaction in natural lighting. Households in the 11 
years old complex feel more comfortable with the external noise and the internal 
noise between floors. Thirdly, there are some differences in residents’ perceived 
health problems depending on the service life. Residents in the 33 years old complex 
feel uncomfortable regarding several sub-categories compared to those in the 11 years 
old complex. 

However, we questioned if the differences in residents’ perceived experiences on 
health might be from the physical properties of the apartments with different service 
life or the surrounding environments of the complexes. Thus we investigated further 
into the outdoor air qualities of the two apartment complexes through the statistical 
data given by the city Seoul. Figure 2 shows the degree of outdoor air pollutions in 
summer and winter for the two locations. The degree of outdoor air pollution in the 
surrounding of the 33 years old complex is a bit higher than that in the surrounding of 
the 11 years old complex. In particular, the index of SO2 and CO is rather higher in 
summer compared to those in winter.  

 

Fig. 2. Comparison of Air Pollution in Two Surrounding Environments 

According to the statistical data on the outdoor air quality in the surrounding 
environments, it seems that the differences in residents’ perceived symptoms might be 
from the surroundings of the complexes rather than the physical characteristics of the 
apartments with different service life. In the surrounding of the 33 years old complex, 
the express bus terminal and a transfer station meeting three subway lines are located, 
thus the floating population become large whereas the 11 years old complex is 
surrounded by other apartment complexes, thus the residential area of the complex is 
quiet. Accordingly, the frequent ventilation in the 33 years old apartments might 
introduce outdoor polluted air into the indoor environment, causing more allergic 
illnesses to residents.  
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4 Conclusion 

This research investigated residents’ perceived experiences on comfort and health in 
indoor environments from the residents’ perspective. It seems that the physical 
properties of the apartments do not much influence residents’ perceived comfort 
contrary to our expectation. Further the energy efficiency does not affect their 
perceived comfort either. Residents perform some energy conservation behaviors for 
reducing the energy loss in heating at a unit level however the more systematic 
approach to the reduction of the energy consumption would be needed at a complex 
level in order to produce more effects on the energy use. In terms of health, residents’ 
perceived symptoms in the 33 years old apartment are a bit more severe. The reasons 
for them might be varied ones, one of which can be the introduction of the outdoor 
pollutant air into the indoor environment of the complex. Eventually, the causes of 
symptoms should be identified in detail through further studies in order to protect the 
residents from the health problems. The quality of outdoor air in apartment complexes 
should be investigated and noticed to the residents for the control of the natural 
ventilation because the introduction of outdoor air could affect the quality of the 
indoor air directly. In addition to the regulations for the newly built apartments, 
additional laws for apartments with longer service life need to be legislated for 
enabling residents to live in a healthy residential environment continuously. Further, 
those laws need to be adjustable or adaptable according to the changing service life of 
the apartments. For example, they would include desirable management ways, 
recommendable renovation methods, and some standard levels or criteria for 
supporting healthier housing life in apartments with different service life.  
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Abstract. In America, the method of receiving the certification for environmen-
tal architecture through renovation is activated but in South Korea, it is difficult 
to find except for the minor renovations occurred to change the previous con-
struction material built in early 2000. It is more efficient to raise the value of an 
old building by putting over a double skin façade on the outside to make the 
building more energy efficient than to build a new building. Thus, in this study 
the energy efficiency of the shading device, the most frequently used composi-
tion in designing the double skin façade, is evaluated. Also, the energy efficien-
cy of the typical horizontal blind and the shading device with V-shape slat were 
compared and used to evaluate the cooling and heating load according to the 
position changes  

1 Introduction 

Nowadays, in South-Korea, the restoration movement of 4 major rivers, Korean New 
town project and the relaxation of the real estate regulation project have been conducted 
for the real estate activation. However, the value of real estate has been decreasing until 
now, and as a result, household’ loan on real property has been increased. Consequently, 
it increased ‘house poor’ and bankruptcy of construc-tion companies. Therefore, this 
study suggests a new type of construction such as combining shading devices and 
double skin façade. This method does not destroy the existing buildings nor built new 
one as new-town project or reconstruction. This research proposes having new outfit in 
existing buildings attaching new envelopes with shading device to increase the value of 
buildings and reduce energy consumption. 

2 Energy and Daylight with Shading Devices 

The most important objects in raising the energy efficiency of an old building are the 
double skin façade and the design of shading device, by putting on a double skin 
                                                           
* Corresponding author. 
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façade and creating a new exterior to improve not only the technical performance but 
also the aesthetic aspect. 

Recently, many researchers have studied on the green building and the demands 
increased continuously. Although there are diverse existing standards, the daylight is 
the base of the green construction. The daylight which has an effect on the zoning that 
divides perimeter  and core is one of the important elements in the environmental 
architecture. Since energy consumption, occupant’s satisfaction, productivity and 
health depend on which shading device was used on the envelopes. 

Also, Solar radiation and the outdoor temperature are essential factors influencing 
the optical and thermal conditions in a building via thermal gains/losses and incoming 
light. Commonly, thermal and illuminance are not in coordination and hard to control 
appropriately [1] Direct sunlight for room lighting is hard to be applied to all struc-
tures because its value of illuminance is too high and cause several problems such as 
overheating, uncomfortable visual environment and view performance. For these 
reasons, use of shading devices is coming to the fore again. External shading devices 
have been used extensively in residential and commercial buildings to control the 
amount of daylight coming into buildings. They are designed with the solar geometry 
in mind and their configurations are closely related to the sun path. Also, internal 
shading device is useful to control daylighting performance and shown good mainte-
nance. Especially, venetian blinds reduce glare and provide the view to outdoor, by 
adjusting slat angles. Figure 1 shows the tendency of illuminance with  
different slat angles in summer and winter. The result shows that slat angles allow 
daylight to be transmitted with venetian blinds. By adjusting slat angles, daylighting  
 

 

Fig. 1. Illuminance with slat angle in different seasons  
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5 Conclusion 

This research is aimed at exploring the usefulness of V-shape slat on the energy con-
sumption of office building module in South Korea. The IES_V.E(Virtual environ-
ment) software was used to predict the energy consumption of different conditions. 
Consequently, it showed no particular difference in cooling and heating load both 
with the v shape blind and horizontal blind. 

However, in case of V-shape slat, due to its slat angle which transmits the daylight, 
it is expected to have better result than with the horizontal blind. In analysis of V-
shape blind according to its installation position, it had advantages in cooling load 
because it doesn’t inflow long wavelength infrared light but it had disadvantages re-
garding the heating load of indoor shading device in winter.  
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Abstract. This paper investigated the daylighting and thermal performance of 
manually operated venetian blinds in an apartment living room. For the purpose 
the Mock-up model room with 7m length, 5.2m width and 2.4m ceiling height 
was used. Thirty-two subjects were asked to control the blinds angle and height 
to eliminate glare and maintain visual comfort from 9 a.m to 5p.m. The moni-
tored window luminance and indoor horizontal illuminance were used to eva-
luate daylighting performance. Also indoor solar radiation was predicted with 
Ecotect software to analyze thermal performance. The results showed that  
adjusting venetian blind in winter times reduced the daylighting and thermal 
performance about 30% compared to without venetian blind conditions. How-
ever using venetian blind could increase the daylighting and thermal perfor-
mance up to 40% at 15 and 16 hours.  

1 Introduction 

Venetian blinds are widely used as interior shading devices for controlling the amount 
of light and heat to maintain a comfortable environment [1,2]. However previous 
research has shown that venetian blinds are adjusted infrequently and users leave at 
the same position for days and weeks [3,4]. Inappropriate use of blinds increases the 
artificial lighting consumption as well as the heating and cooling loads, whereas a 
properly controlled blinds system not only increases the energy savings but also 
create comfortable daylit indoor environment [4,5].  

Several studies have been proposed to predict the performance of blind control. 
Some studies developed an equation of blind height and angle control that could block 
the direct sunlight [4] and others developed the regression blind control model by 
using subjective responses and physical parameters [6]. Also, some studies developed 
new types of automatic blind that could enhance the performance of blinds [6,7]. 
However, the relationship between the set points of luminous environment (Global 
horizontal illuminance, window luminance and illuminance) and occupant behavior of 
blind control is still unclear. Thus, this paper investigated the subjective response of 
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using venetian blind by controlling blind height and angle in hourly terms. According 
to the blind control strategies, daylighting and thermal performance was evaluated to 
define energy saving potential of optimally controlled venetian blind. 

2 Methodology 

2.1 Field Measurement Setting 

An experimental room was located in Yongin, Korea (latitude 37.17N, longitude 
127.01E). The test room was designed as typical apartment living room in Korea. The 
length of the room was 7.0m, width was 5.2m and the height was 2.4m. The window 
size and configuration was also designed as general type with 1.8m width and 2.0m 
height. The type of glass in widow was low-e glass.  

Internal illuminance was measured with HOBO Data Logger(U12-012), per 1m up 
to 4m from the window. Total of 15 spots have been installed to measure for 1 min 
and average floor-plan illuminance was evaluated based on the actual depth. Window 
luminance was measured with High Dynamic Range(HDR) photograph technique via 
Photolux 2.1 version. Global horizontal illuminance was measured with EKO ML-
0205-5 sensor. The monitoring period was winter season in Korea, from January 16, 
2011 to February 21, 2011. From these periods, only clear sky condition with cloud 
ratio of 0 to 2% was analyzed. 

 

 

Fig. 1. Mock-up and measurement points  

For this study, 32 subjects participated in the experiment and performed a blind 
control according to the luminous environments. The blind system was installed in 
three different parts (left, center, right) of windows. Also, the height of blind and its 
angles were able to adjust. The evaluation took place when the occupant directly faces 
the window (4m distance from window). The blind adjustment has been divided into 
10 equal parts to give data from 0(fully open) to 10(fully closed), and was able to 
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Fig. 2. Venetian blind control setting 

adjust in 4 slat angles such as 90°(upward), 45°(upward and downward), and 0 (hori-
zontal) according to subject’s preference.  

2.2 Simulation Setting 

The computer simulation was conducted to evaluate the thermal performance of vene-
tian blinds. Table 1 shows the material characteristics for the simulation.  

Table 1. The material characteristics for the simulation 

 Material Thickness(mm) Conductivity(W/m.K)U-value(W/m2.K) 

Walls Brick Masonry Medium 110 0.71 

0.49 
Polystyrene Foam 50 0.03 

Brick Masonry Medium 110 0.71 

Plaster 10 0.43 

Ceiling Soil 1500 0.83 

0.24 
Concrete 100 0.40 

Concrete Screed 5 0.25 

Linoleum 10 0.19 

Floor Concrete 100 0.40 

0.31 

Concrete Screed 5 0.25 

Polystyrene Foam 80 0.03 

Linoleum 10 0.19 

 
The simulation was focused on measuring indoor solar radiation according to the 

hourly blinds control. The simulation setting of space dimension and window size was 
identical with field experiment setting. The reflectance of the ceiling, walls and floor 
was assumed to be 0.65, 0.58 and 0.23 respectively. The transmittance of the window 
in the simulation setting was 0.95 and the reflectance of the venetian blind was 0.4. 
The time and date of the simulation were set on January and February from 9 to 17 
hours which are identical with experimental period. The analysis was performed by 
Ecotect software (2011 version). 
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3 Results 

3.1 Occupants Behavior  

Figure 3 shows the average window luminance distribution against the horizontal 
global illuminance. Horizontal global illuminance and window luminance showed 
positive linear relationship with R square value of 0.494. The experiment period was 
winter season (January 16 2011 to February 21 2011), so that the horizontal global 
illuminance values were lower than the 80,000lx. At 9 hours, horizontal global illu-
minance was about 30,000lx and increased about 1.3times until 12 hours. From 12 
hours, the horizontal global illuminance was decreased about 0.7 times and the illu-
minance value was about 7000lx at 17 hours. During these times, average window 
luminance was ranged in 5000-6000cd/m2, and when the horizontal global illumin-
ance increased by 10000lux, the window luminance follows by 1000cd/m2. 

 

 

Fig. 3. Average window luminance against horizontal global illuminance during the experiment 
period 

Figure 4 and 5 shows the hourly frequency of occupant’s behavior in blind height 
control and blind angle control. Most of occupants did not fully roll down the blinds 
at all daylight hours. When the horizontal global illuminance and window luminance 
reached highest (13hours), most of the occupants rolled down the blinds to a half 
points of window height. When the average window luminance ranged in 5000-
6000cd/m2 (10, 11, 12, 14 hours), the majority rolled down the blind to 3 and 4. When 
the average window luminance ranged below 4000cd/ m2 (9, 15, 17 hours), the major-
ity controlled the blind height to 2. The controlled blind height was about the same for 
different section of window (left, center, right) at all times.  

An analysis of blind slat angle control showed that controlling slat angle to upward 
45 degree was relatively higher at all times except 16 hours. Especially, about 60% of  
 



 95  Daylighting and Thermal Performance of Venetian Blinds 1065 

subjects controlled to upward 45 degree at 14 hours. At 16 hours, highest controlled 
slat angle was downward 45 degree. In comparison with different window section, 
similar control patterns were shown at all times.  

 

Fig. 4. Occupant’s behavior of blind height control 

 

Fig. 5. Occupant’s behavior of blind angle control 

3.2 Daylighting Performance  

Figure 6 shows the window luminance variation according to the blinds control. The 
average window luminance was decreased 1.8times from 4600cd/m2 to 2400cd/m2 
when the blinds were used. Most of the luminance values are ranged over 4000cd/m2 
when the blinds are not used whereas most of the luminance values are distributed in 
2000-3000cd/m2 after the blinds is used. This indicates that subject’s feel too bright 
when the luminance values are over 4000 cd/m2, and below the 2000 cd/m2 is too dark 
and tend to feel discomfort.  

Figure 7 shows the variation of hourly indoor illuminance according to the blinds 
control. The maximum average illuminance value when the blinds were not used was 
about 19000lx at 12 hours and a minimum value was 1000lx at 17 hours. 
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Fig. 6. Window luminance distribution according to venetian blind control 

The overall average illuminance was about 9500lx. When the blinds are used, sub-
jects controlled the blinds below the 13000lx and over the 800lx. The maximum illu-
minance value was about 13000lx at 12 and 13 hours, and a minimum value was 
800lx at 17 hours. The overall average value was 7200lx which is 3.7 times lower 
than the no control conditions.  

In all times (blinds used and not used), the indoor illuminance values were satisfied 
with the lighting recommendations of Illuminating Engineering Society(IESNA 
2011)1 and Korean industrial Standards (KS 2003) 2 in residential living room.  

 

Fig. 7. Indoor illuminance according to venetian blind control 

                                                           
1 IESNA lighting recommendation of residential living room (General: 30lx, Task: 50-300lx). 
2 KS lighting recommendation of residential living room (General: 30lx, Task: 200-400lx). 
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3.3 Thermal Performance  

Figure 8 shows the hourly average indoor solar radiation. The average indoor solar 
radiation from 9 to 17 hours was 39Wh when the blinds are used. When the blinds are 
not used, it dropped about 1.3 times and the value was 31Wh. The maximum solar 
radiation value was shown at 10hours for both blind used and not used. For the no 
control condition, the solar radiation was reached to 73Wh and 57Wh for the blind 
used environment. The minimum solar radiation was shown at 16 hours for the no 
control condition with 1.22Wh, and 17 hours for the blind used condition with 0.3Wh. 

 

 

Fig. 8. Solar radiation according to venetian blind control 

 
Fig. 9. Variation of Indoor illuminance and solar radiation according to the blind control 



1068 J.Y. Shin, Y.J. Kim, and J.T. Kim 

3.4 Correlation between Daylighting and Thermal Performance  

Figure 9 shows the hourly variation rate of indoor illuminance and solar radiation 
according to the blinds usage. At most of the times, indoor illuminance and solar radi-
ation was decreased when the blinds are used in comparison with no blind conditions. 
During the morning hours, the indoor illuminance was decreased about 40% whereas 
solar radiation was declined about 20%. At 12 to 14 hours, similar variations were 
shown with the illuminance and solar radiation.  

However, at 15 and 16 hours blind used environment showed higher indoor illu-
minance and solar radiation. These values are about 40% greater than the no blind 
conditions. This indicates that after 15 hours, the redirecting of indoor direct solar 
radiation and daylight in indoor space is much greater with the venetian blind than the 
window glass. In comparison with increasing rate between the solar radiation and 
illuminance in blind used environment, solar radiation increased 4 times greater than 
the illuminance increasing percentage. 

4 Conclusion 

This study presented the daylighting and thermal performance of venetian blind based 
on occupant behavior of controlling blind height and angle in winter season. The re-
sults showed that people tends to control the blind to provide more light in the back of 
the room by adjusting blind angle to upward 45 degree at most of the times. The op-
timal window luminance range by controlling venetian blind was 2000-3000cd/m2.  

The results also indicated that controlled venetian blind environments reduced the 
daylighting and thermal performance at most of daylight hours compared to the refer-
ence condition. However, using venetian blind at certain hours could significantly 
increase the daylighting and thermal performance due to the reflection of direct solar 
from venetian blind to the internal space.  
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Abstract. Recently, as part of an effort to comply with the low-carbon green 
growth policy adopted in Korea, the building of new long-life apartment build-
ings has been encouraged to replace existing apartment buildings with bearing 
walls. The regulations imposed regarding floor area ratios, height, and available 
sunlight can all be alleviated when apartment buildings are built using the 
Rahmen structural frame instead of conventional bearing walls, which are diffi-
cult to remodel. However, a Rahmen structural frame with reinforced concrete 
increases the floor height due to the increased beam depth, resulting in econom-
ic issues. This paper introduces a hybrid precast composite structural system. 
Apartment buildings optimized using the hybrid precast composite Rahmen 
structural system was compared with concrete Rahmen structural frames. The 
results show that the lower material quantity used in the hybrid precast compo-
site structural system reduces carbon emissions and as well as energy inputs re-
lated to construction. It is expected that the hybrid precast composite Rahmen 
structural system will play a significant role in building sustainable and healthy 
long-life apartment buildings. 

1 Introduction 

1.1 Background 

Apartments with bearing walls account for 50% or more of existing Korean apartment 
buildings [1]. The bearing wall structure type is advantageous for its superior con-
structability and economical feasibility. However, it is difficult to respond to the ra-
pidly changing housing preferences of residents due to the limitations in remodeling 
this type of wall. 

Apartment buildings with bearing walls are reconstructed not because of structural 
degradation [2], but because the difficulties in remodeling result in the early recon-
struction of buildings, resulting in significant energy loss and generation of construc-
tion waste [3]. 

The Korean government announced a plan to grant incentives on floor area ratio if 
apartment buildings are built using Rahmen structures rather than bearing walls. The 
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Acceptability Standard of Apartment Housing by the Architecture Committee alle-
viated restrictions imposed on apartment buildings, including restrictions on floor area 
ratios, height, and sunlight availability when they are built using the Rahmen structure 
type. 

1.2 Identifying the Problems 

The incentive policy is accelerating the construction of apartment buildings which 
incorporate a reinforced concrete Rahmen structure. However, the requirement for 
beams deep enough to satisfy design loads makes it difficult to build to the same floor 
height as conventional apartment buildings with bearing walls, thus these buildings 
are forced to lose a number of stories. 

1.3 Solution and Objectives 

Studies of new structure types for use in apartment buildings have been conducted to 
address the problems of concrete Rahmen frames. The Modularized Hybrid System 
developed by Hong et al. [4] solved the floor height issue of apartment buildings with 
a reinforced concrete Rahmen frame and proved its structural and economic efficien-
cy and constructability through tests and simulations [5]. Since a composite frame 
system is able to reduce the quantity of material needed, CO2 emissions and energy 
consumption during construction can also be reduced using this method [6]. This 
paper compares a reinforced concrete Rahmen frame and a Hybrid Precast Composite 
Rahmen frame (hereinafter referred to as a Hybrid frame), and presents the environ-
mentally friendly aspects of the Hybrid frame. 

2 The Hybrid Frame Concept 

A Hybrid frame for use in apartment buildings consists of a column-tree unit and a 
beam unit as shown in Fig. 1. Each unit has CT section shape steel, precast concrete 
and reinforcement. This frame has the advantages of using steel frames and concrete 
as supplements of disadvantages of each construction material. The column-tree units 
and beam units are manufactured in off-site plants and brought onto the construction 
site. After 2-3 story column-tree units are erected on site, three floors can be installed 
in one cycle, reducing construction periods [7]. 

The Hybrid frame was optimized based on previous studies for the location and 
type of horizontal steel used in the beam units which is connected to the column-tree 
units, thereby reducing the steel frame quantity and increasing material efficiency  
[8]. As demonstrated in Fig. 2, the lengths of the horizontal steel sections of the col-
umn-tree and beam units are determined by considering loadings imposed on the 
beam unit. The construction of connections would also become easier if they were 
manufactured in plants. 
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Fig. 1. Hybrid frame 

 

Fig. 2. Enhanced connections of a column-tree 

3 Analysis 

Apartment buildings using the reinforced concrete Rahmen structure and the Hybrid 
frame were compared in a 15-floor linear apartment whose total floor area was 6533.9 
m2. The number of resident units per floor was four and the floor height was designed 
to be 2.7 m. As shown in Fig. 3, we also compared two different lengths of horizontal 
steel sections, 25% and 12.5% of the span length, which are required as a connection 
between two units. 

3.1 Analysis of the Floor Height 

As shown in Fig. 4, the main beam section is 350 mm × 500 mm for the reinforced 
concrete Rahmen frame and 300 mm × 350 mm for the Hybrid frame. The floor  
 

Precast Concrete 

Connection 
Steel Section 

Beam unit 

Column-tree Column-tree 
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Fig. 3. The length of the steel frames 

 

Fig. 4. Typical beam sections of a Hybrid and RC frame 

25% of the span length 

12.5% of the span length 

< End Span > < Mid Span > 

[RC frame] 

[Hybrid frame] 
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height of apartment buildings using the reinforced concrete Rahmen structure increas-
es by 150 mm per floor in order to maintain ceiling height, and the total increased 
height of 15-story apartment buildings is 2.25 m. Apartment buildings built using the 
reinforced concrete Rahmen structure would thus lose one floor. However, the Hybrid 
frame, which has better structural performance, is capable of providing the same floor 
height as that of buildings constructed using bearing walls and thus maintains the 
same number of floors. 

Table 1. Material quantity comparisons according to frame systems 

Material Section RC frame 
Hybrid frame I 

(L/4) 

Hybrid frame II 

(L/8) 

Concrete 

Beam 
650.91 m3 

(0.100 m3/m2) 

443.52 m3 

(0.068 m3/m2) 

457.48 m3 

(0.070 m3/m2) 

Column 
364.64 m3 

(0.056 m3/m2) 

288.49 m3 

(0.044 m3/m2) 

287.22 m3 

(0.044 m3/m2) 

Wall 
810.21 m3 

(0.124 m3/m2) 

726.96 m3 

(0.111 m3/m2) 

726.96 m3 

(0.111 m3/m2) 

Slab 
757.24 m3 

(0.116 m3/m2) 

757.24 m3 

(0.116 m3/m2) 

757.24 m3 

(0.116 m3/m2) 

Stair 
64.25 m3 

(0.010 m3/m2) 

60.62 m3 

(0.009 m3/m2) 

60.62 m3 

(0.009 m3/m2) 

Sub total 
2647.26 m3 

(0.405 m3/m2) 

2276.83 m3 

(0.348 m3/m2) 

2289.52 m3 

(0.350 m3/m2) 

Steel Rein 

-forcement 

Beam 
692.9kN 

(0.11kN/m2) 

607.6kN 

(0.09kN/m2) 

615.4kN 

(0.09kN/m2) 

Column 
479.0kN 

(0.07kN/m2) 

359.8kN 

(0.06kN/m2) 

375.8kN 

(0.06kN/m2) 

Wall 
597.4kN 

(0.09kN/m2) 

536.0kN 

(0.08kN/m2) 

536.0kN 

(0.08kN/m2) 

Slab 
260.6kN 

(0.04kN/m2) 

260.6kN 

(0.04kN/m2) 

260.6kN 

(0.04kN/m2) 

Stair 
108.7kN 

(0.02kN/m2) 

102.6kN 

(0.02kN/m2) 

102.6kN 

(0.02kN/m2) 

Sub Total 
2138.7kN 

(0.33kN/m2) 

1866.6kN 

(0.29kN/m2) 

1890.4kN 

(0.29kN/m2) 

Steel Section 
0kN 

(0kN/m2) 

447.1kN 

(0.07kN/m)2 

233.4kN 

(0.04kN/m2) 

Form work 
18283 m2 

(2.798 m2/m2) 

11353m2 

(1.738 m2/m2) 

11353 m2 

(1.738 m2/m2) 
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3.2 Analysis of the Material Quantity 

Table 1 compares the material quantities required for an apartment building con-
structed using the different Rahmen frame systems. The frame systems compared 
include the RC frame system, the Hybrid frame I, in which the horizontal steel frame 
is L/4 of the beam length at each end, and the Hybrid frame II, in which the horizontal 
steel frame is L/8 of the beam length at each end. 

The results of the analysis of the RC frame show that the quantity of concrete is 
2647.26 m3 (about 0.405 m3/m2), steel reinforcement is 2138.7 kN (0.33 kN/m2), and 
the formwork is 18283 m2 (2.798 m2/m2). In the case of the Hybrid frame I, the quan-
tity of concrete is 2276.83 m3 (0.348 m3/m2), steel reinforcement is 1866.6 kN (0.29 
kN/m2), the steel frame is 447.1 kN (0.07 kN/m2) and the formwork is 11353 m2 
(1.738 m2/m2). In the case of Hybrid frame II, the quantity of concrete is 2289.52 m3 

(approximately 0.350 m3/m2), steel reinforcement is 1890.4 kN (0.29 kN/m2), the steel 
frame is 233.4 kN (0.04 kN/m2), and the formwork is 11353 m2 (1.738 m2/m2). 

The amount of materials used in construction of apartment buildings with Hybrid 
frame I and II decreased to 86.2% for concrete, 87.8% for reinforcement steel, and 
62.1% for formwork, and amounts of steel frame were increased when compared to 
the RC frame. When compared with Hybrid frame I, Hybrid frame II reduces the steel 
frame to around 52.2%, as its length is decreased. The quantities of concrete and rein-
forcement steel in Hybrid frame I increase about 0.55% and 1.27%, respectively, 
compared with Hybrid frame II. 

3.3 Analysis of Carbon Emissions and Energy Consumption 

Carbon emissions and energy consumption related to construction were analyzed 
based on the quantities of main construction materials calculated from the comparison 
of apartment buildings. Table 2 shows the carbon emission and energy consumption 
coefficients of the main construction materials [9]. 

Table 2. Embodied energy and carbon coefficients in construction materials [9] 

Material Embodied Carbon Embodied Energy 

Concrete 0.043 kgC/kg 1.11 MJ/kg 

Reinforcing Steel 0.73 kgC/kg 36.4 MJ/kg 

Steel Section 0.757 kgC/kg 36.8 MJ/kg 

Plywood 0.221 kgC/kg 15 MJ/kg 

 
Table 3 and Fig. 5 show the carbon emissions of each structural system. The car-

bon emitted from concrete is 261.81 ton-C/kg for the RC frame, 225.18 ton-C/kg for 
the Hybrid frame I and 226.43 ton-C/kg for the Hybrid frame II. The carbon  
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generated from reinforcement steel is 156.12 ton-C/kg for the RC frame, 136.26 ton-
C/kg for the Hybrid frame I and 138 ton-C/kg for the Hybrid frame II. The carbon 
emitted from the steel frame is 33.85ton-C/kg for the Hybrid Frame I and 17.67 ton-
C/kg for the Hybrid frame II. The carbon generated from formwork is 4.04 ton-C/kg 
for the RC frame and 2.51 ton-C/kg for Hybrid frames I and II. 

The RC frame emits 421.98 ton-C/kg in total. These results show that the carbon 
emissions of Hybrid frame I are reduced to 397.79 ton-C/kg (94.26% of the RC 
frame) and of Hybrid frame II to 384.61 ton-C/kg (91.14% of the RC frame). In the 
case of the Hybrid frame II, the quantities of concrete and reinforcement steel used 
slightly increase when compared to Hybrid frame I. 

 

Table 3. Embodied carbon (dioxide) comparison 

Material Section RC frame 
Hybrid frame I 

(L/4) 

Hybrid frame II 

(L/8) 

Concrete 

Beam 64.375 ton-C/kg 43.86 ton-C/kg 45.24 ton-C/kg 

Column 36.063 ton-C/kg 28.53 ton-C/kg 28.41 ton-C/kg 

Wall 80.130 ton-C/kg 71.90 ton-C/kg 71.90 ton-C/kg 

Slab 74.891 ton-C/kg 74.89 ton-C/kg 74.89 ton-C/kg 

Stair 6.355 ton-C/kg 6.00 ton-C/kg 6.00 ton-C/kg 

Sub Total 261.81 ton-C/kg 225.18 ton-C/kg 226.43 ton-C/kg 

Steel Rein 

-forcement 

Beam 50.582 ton-C/kg 44.35 ton-C/kg 44.92 ton-C/kg 

Column 34.968 ton-C/kg 26.27 ton-C/kg 27.43 ton-C/kg 

Wall 43.611 ton-C/kg 39.13 ton-C/kg 39.13 ton-C/kg 

Slab 19.024 ton-C/kg 19.02 ton-C/kg 19.02 ton-C/kg 

Stair 7.939 ton-C/kg 7.49 ton-C/kg 7.49 ton-C/kg 

Sub Total 156.12 ton-C/kg 136.26 ton-C/kg 138.00 ton-C/kg 

Steel Section 0 ton-C/kg 33.85 ton-C/kg 17.67 ton-C/kg 

Form work 4.04 ton-C/kg 2.51 ton-C/kg 2.51 ton-C/kg 

Total 421.98 ton-C/kg 397.79 ton-C/kg 384.61 ton-C/kg 

Percentage 100 % 94.26 % 91.14 % 
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Fig. 5
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Fig. 6. Embodied energy comparison 
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Table 4. Embodied energy comparison 

Material Section RC Frame 
Hybrid frame I 

(L/4) 

Hybrid frame 

II (L/8) 

Concrete 

Beam 1661.77 GJ/kg 1132.31 GJ/kg 1167.95 GJ/kg 

Column 930.93 GJ/kg 736.51 GJ/kg 733.27 GJ/kg 

Wall 2068.47 GJ/kg 1855.93 GJ/kg 1855.93 GJ/kg 

Slab 1933.23 GJ/kg 1933.23 GJ/kg 1933.23 GJ/kg 

Stair 164.05 GJ/kg 154.76 GJ/kg 154.76 GJ/kg 

Sub Total 6758.45 GJ/kg 5812.72 GJ/kg 5845.14 GJ/kg 

Steel Rein 

-forcement 

Beam 2522.16 GJ/kg 2211.66 GJ/kg 2240.06 GJ/kg 

Column 1743.61 GJ/kg 1309.67 GJ/kg 1367.91 GJ/kg 

Wall 2174.59 GJ/kg 1951.04 GJ/kg 1951.04 GJ/kg 

Slab 948.58 GJ/kg 948.58 GJ/kg 948.58 GJ/kg 

Stair 395.87 GJ/kg 373.46 GJ/kg 373.46 GJ/kg 

Sub Total 7784.817 GJ/kg 6794.42 GJ/kg 6881.06 GJ/kg 

Steel Section 0 GJ/kg 1645.33 GJ/kg 858.91 GJ/kg 

Form work 274.00 GJ/kg 170.30 GJ/kg 170.30 GJ/kg 

Total 14817.51 GJ/kg 14422.79 GJ/kg 13755.41 GJ/kg 

Percentage 100 % 97.33 % 92.83 % 

 
Table 4 and Fig. 6 show the values calculated in the comparison of construction-

related energy consumed for each structural system. The energy consumption of con-
crete is 6758.45 GJ/kg for the RC frame, 5812.72 GJ/kg for the Hybrid frame I and 
5845.14 GJ/kg for the Hybrid frame II. The energy consumption of reinforcement 
steel is 7784.817 GJ/kg for the RC frame, 6794.42 GJ/kg for the Hybrid frame I and 
6881.06 GJ/kg for the Hybrid frame II. The energy consumption of the steel frame is  
1645.33 GJ/kg for the Hybrid frame I and 858.91 ton-C/kg for the Hybrid frame II. 
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The energy consumption of formwork is 274.00 GJ/kg for the RC frame and 170.30 
GJ/kg for Hybrid frames I and II. 

The total energy consumption of an RC frame is 14817.51 ton-C/kg. The energy 
consumption of the Hybrid frame I is reduced to 14422.79 GJ/kg (97.33% of the RC 
frame) Hybrid frame II is reduced to 13755.41 GJ/kg (92.83% of the RC frame). 
Energy consumption was also found to be highly dependent on the quantity of steel 
frame. This analysis shows that materials can be efficiently utilized as the quantity of 
horizontal steel frame applied to the Hybrid frame is reduced. 

4 Conclusions 

This study presented the following conclusions by applying the Hybrid frame to 
apartment buildings in an attempt to solve the problems of apartment buildings con-
structed with RC frames. 

• The Hybrid frame is able to maintain the same floor height and the same number 
of floors as conventional apartment buildings with bearing walls. 

• Construction of apartment buildings using a Hybrid frame reduces the required 
quantities of concrete (-13.8%), reinforcement (-12.2%) and formwork (-37.9%) 
when compared with use of the RC frame. A horizontal steel section of 12.5% of 
total beam length can be installed at each end of the beam. 

• If the horizontal steel frame is 25% of the span, its carbon emissions are reduced to 
24.19 ton-C/kg (-5.74%), and, its carbon emissions are reduced to 37.37 ton-C/kg 
(-8.86%) if it is 12.5% of the span when compared to that of an RC frame. 

• The length of the horizontal steel frame can be efficiently designed, with the ener-
gy consumption of construction of Hybrid frame I decreasing to 394.72 GJ/kg (-
2.67%) and that of Hybrid frame II to 1062.1 GJ/kg (-7.17%) compared to an RC 
frame. 

This study showed that apartment buildings incorporating the Hybrid frame are supe-
rior in terms of their economic and ecological aspects when compared to the conven-
tional RC frame, ultimately enabling the achievement of sustainable, healthy apart-
ment buildings.  
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Abstract. Energy consumption in commercial and organizational buildings 
with shared electricity produces a considerable amount of greenhouse gas 
emissions worldwide. Sustainable reduction of greenhouse gas emissions in 
these building remains to be a challenge and further research is required to 
address this problem due to the complexity of human behavior. The present 
paper introduces distributed meters for these buildings in order to achieve a 
sustainable energy saving. The method provides a direct control to a humans’ 
behavior that is essential for effectiveness of the energy saving. It is shown that 
by using distributed meters, the system can actively engage humans in the 
energy saving process. The hardware and software required to implement this 
concept are explored and the sustainability of the proposed method is discussed.  

Keywords: Organizational buildings, commercial buildings, energy saving, 
human behavior, public building, energy efficiency. 

1 Introduction  

Climate change is an increasing life-threatening problem worldwide. There have been 
serious impacts and consequences of climate change over the past decades with 
noticeable increases in environmental pollution as well as extreme weather conditions 
around the world. In particular, a lot of research is focusing on energy efficiency and 
saving due to the wide influence energy efficiency has on greenhouse gas emission in 
various applications. Energy saving in commercial and organizational buildings with 
shared electricity is more complicated than private buildings because of the complex 
behavior and varying nature in which people consume energy. The energy that is used 
in these buildings produces a considerable amount of greenhouse gas emissions 
worldwide, not to mention the financial cost of inefficient buildings and systems [1, 
2]. It is clear that in commercial and organizational buildings with shared electricity, 
energy use per person is commonly higher than the energy use in private houses [1]. 
This could stem from a number of reasons such as access to consumption information, 
or the fact that the homeowner as an individual will be financially liable for the 
                                                           
* Corresponding author. 
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energy consumed is simply justified by knowing that people in their homes have to 
pay the energy bills from their own pocket. In commercial and organizational 
buildings with shared electricity, the energy bills do not have a direct impact on the 
individuals, therefore performing energy saving is more complicated. Other research 
has tried to address human behavior on energy saving in public or organizational 
buildings [3] but the existing technologies for saving energy in these buildings [4] 
have been unable to adequately address the human behavior and therefore is not an 
efficient or sustainable solution.  

Commercial, educational, organizational, governmental, medical, and residential 
buildings are responsible for a considerable percentage of greenhouse gas emissions 
worldwide. Therefore, energy saving in these buildings can noticeably reduce the 
greenhouse gas emission, which has environmental benefits and can decrease the 
energy expenses of the building owners. Energy saving will be more efficient if the 
people in these building are actively engaged in energy saving process.  

Environmental management systems (EMS) deals with the impact of the 
organization on environment [5]. Presently, ISO 14000 is widely used for 
environmental compatibility [5] and defines a green building as being environmentally 
responsible and resource-efficient throughout the life cycle of the building [6, 7]. But 
one of the main challenges for EMSs is the engagement of the people in energy saving 
within these buildings. Most of the existing methods for energy saving in commercial 
and organizational buildings with shared electricity are unable to actively engage 
occupants in energy saving. Previous studies that have focused on energy 
efficiency/saving for a number of such buildings can be categorized into three groups 
that include statistical/psychological analysis of energy consumption in these buildings 
[1, 3, 8, 9], different technologies and process for energy saving in these buildings [2, 
4, 10, 11], and different some case studies on energy saving in buildings [12-14]. The 
connection between the first two groups of research is challenging as it requires a 
technology and process that impacts on an occupants behavior. Such complexity has 
been observed by Doukas et al [10] where an intelligent system has been proposed and 
a high level of intelligence is required to address the human behavior. The proposed 
system is unable to effectively engage the individuals in energy saving process. 
Poortinga et al [15] performed a psychological analysis on humans behavior but there 
is a lack of a technology that could have a direct and measurable influence on humans 
energy consumption behaviors.  Figure 1 shows the existing model of energy use. Each 
person consumes energy and the sum of the energy consumption will determine the 
total energy costs for the building.  

The present paper discusses energy saving for commercial and organizational 
buildings with shared electricity and proposes a method that can actively engage 
individuals in energy saving. The paper proposes using Distributed Electricity Meter 
(DEM) technology to enable the measurement an individual’s energy consumption. 
Similarly, the DEM technology also allows calculation of an individual’s energy 
saving. Based on this configuration, we propose an energy rewarding method to 
ensure sustainability of individuals’ energy saving behavior. The concept of using 
DEM is to allow feedback to the individuals’ behavior by closing the loop back to the 
point of consumption, as shown in Figure 2.  
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Fig. 1. Individual energy consumption in commercial and organizational buildings with shared 
electricity  

 

Fig. 2. Distributed Electricity Meters (DEM) is an enabling technology that could have a direct 
influence on an individual’s energy consumption behavior  

The present paper is organized into 6 sections. Section 1 contains the introduction. 
In section 2, medium and large size building energy consumption and their produced 
greenhouse gas emissions are discussed. In section 3, a concept for Distributed 
Electricity Meters (DEMs) for commercial and organizational buildings with shared 
electricity is proposed. An example of the system is presented in Section 4. In section 
5, the sustainability of the proposed method is discussed and finally, in Section 6, the 
concluding remarks are presented.  

2 Energy in Commercial and Organizational Buildings with 
Shared Electricity 

Eco-sustainability of commercial and organizational buildings with shared electricity 
requires a further reduction of greenhouse gas emissions. Such reduction will be 
easier and cheaper to achieve if people are actively engaged in energy saving process. 
Currently, in commercial and organizational buildings with shared electricity, it is not 
always clear how much energy is used by any individuals or different sections 
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because the energy meters output energy consumption data of the entire building (See 
Figure 4). Therefore, for buildings with many employees it is not possible to 
accurately determine energy consumption at an individual level. Using this method of 
metering, the dominant factor in an individuals energy consumption behavior is the 
personal attitudes toward efficient and responsible energy use.  Also, there isn’t any 
feedback mechanism to influence an individuals’ energy consumption behaviors, 
especially for those who do not recognize value in reducing consumption.  

 

Fig. 3. Common electricity meters only meter the total electricity 

Influencing human behavior has been discussed in [16] and a mobile application to 
provide a comparative energy information has been proposed. Further engagement of 
individuals in energy saving in organizational buildings needs a more effective action 
(rather than only a comparative). This problem can be tackled, if the individuals’ 
energy consumption is metered or estimated. The concept of DEM has a great 
potential for energy saving in commercial and organizational buildings by providing 
local measurement and reporting. 

3 Distributes Electricity Meters  

Currently, a meter is used within buildings to measure the total electricity 
consumption as shown in Figure 3. For the DEM method, a small power meter is used 
to measure individual electricity consumption at the room or worktable level. An 
example of the DEM is shown for a part of an organizational building in Figure 4, 
where digital power meters are installed for different rooms and worktables. The 
meter for worktables is only for shared offices/rooms.  

Using this method, it is possible for individuals to track their own usage, and 
would likely lead to an increased sense of responsibility. The information of the 
meters can be used to provide an efficient control action to maintain or encourage an 
energy saving behavior. Currently, we propose an energy saving reward or support 
for individuals if they contribute to the energy saving process. The reward could be a 
percentage proportional of energy saved, or is a fraction of saved energy expense.  
By this method, it is possible to actively engage individuals in the energy saving 
process.  
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of showing various consumptions data, 3) an electricity management server, and 4) a 
DEM software program. There is also a requirement for a communication medium for 
automatically transferring the meters reading to the server. The software records the 
energy consumption of each meter within a database and performs various analyses 
such as calculation of the total energy consumption, average consumed energy, saved 
energy, etc.  

The DEMs can be designed in a way that they wirelessly communicate with the 
servers, however for the sample study the meter reading can be recorded manually 
daily or weekly and entered into the database. The information in the database can be 
used for analysis as well as for calculation of the energy reward/support of 
individuals. The reward can be a fraction (let say 50%) of the benefit of the 
individual’s effort for energy saving for their organization.  

This DEM idea has entrepreneurial potential and therefore, it is important to study 
the economic sustainability of this concept in order to ensure the applied research 
could have real application.  

5 Economic Sustainability Analysis 

5.1 Sustainability Chains 

The energy consumption in commercial and organizational buildings with shared 
electricity consists of four chains as shown in Figure 6, including individuals, 
organization, environment, and government.  

 

Fig. 6. Sustainability analysis chains of energy consumption in commercial and organizational 
buildings with shared electricity 

The individual chain addresses the effect of the DEM on individuals and the 
organization chain represents the effect on the building, owners/managers, and  
total energy usage. The environment chain represents the impact of the DEM on the 
environment and can be assessed based on the greenhouse gas emissions of  
the buildings. The government chain interacts with organizations and their impact on 
the environment (only in countries that have carbon mitigation plan). To ensure the 
economic sustainability of the proposed DEM system, it is important to show that all 
the chains experience a benefit from the proposed energy saving method.  
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5.2 Sustainability Analysis for Individuals   

In the proposed method, the individual will receive a direct benefit from their efforts 
to save energy in their organization. The benefit is somehow proportional to the actual 
saved energy of the individuals and therefore if they save more they would receive 
more benefits. Such system can actively engage individuals in the energy saving 
process. Furthermore, the there is an increasing awareness of climate change among 
public, and the awareness may result in people adopting other eco-friendly habits, 
both at work and at home. Having an accurate measure for how people are performing 
in terms of energy consumption and providing detailed information to the individual 
could encourage them for further improvement their energy consumption behavior. 

5.3 Sustainability Analysis for Organizations 

A lower consumption of energy translates directly into financial savings for the 
organization by means of reducing the power bill. Additionally, the method can help 
organizations to decrease their greenhouse gas emission more conveniently and with 
lower investment, especially in the case of existing infrastructure. The environmentally 
responsible practice presents further opportunity for green-marketing, and energy-
conscious customers may come to favour businesses that themselves subscribe to these 
values. If these building belongs to businesses then, the normally customers would 
prefer them rather other business because of their eco-friendly. For example, customers 
when choosing which hotel to stay at, in 85% of cases preferred to hotels that were 
‘green’ hotels [17]. This can help the businesses to increase market share.  

5.4 Environment Sustainability 

The proposed energy saving method contributes to environmentally sustainability by 
reducing the energy consumption in commercial and organizational buildings.  

5.5 Sustainability Analysis for Government 

There is an increasing awareness and action by governments around the world to 
address the climate change. For example, the Australian government encourages and 
provides supports to businesses that can demonstrate to decrease their carbon footprint. 
The DEM method aligns with these funding opportunity and the government support 
can be used to minimize the initial investment required for implementation of the 
hardware and software, as well as to further fund research within this field. 

6 Conclusions 

Energy consumption in commercial and organizational buildings with shared 
electricity produces a considerable amount of greenhouse gas emissions worldwide. A 
person’s behavior toward energy saving in these buildings is widely varied and  
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therefore encouraging energy saving practices is challenging. The present paper 
introduced distributed electricity metering systems for energy saving in commercial 
and organizational buildings with shared electricity. The method allows the metering 
of room-level or desk-level energy consumption, and energy saving behavior was 
used to provide direct feedback of the energy used by individuals. It was shown that 
using distributed electricity meters, an active engagement of people in energy saving 
processes could be obtained. The hardware and software requirements to implement 
the method were discussed and the sustainability of the method was evaluated both 
from a theoretical perspective and in context of Australian Federal incentives for the 
reduction of energy consumption. In future, the authors aim to 1) improve on and test 
the proposed distributed electricity meter hardware design, 2) further development of 
the energy management software, and 3) perform statistical analysis on the behavior 
of individuals before and after the implementation of the system. 
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Chapter 98 
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Abstract. In 2012 a Bosporus Mansion, which was demolished because of a 
fire in 1995, is reconstructed. Although it's facades were constructed the same 
as the original building, it's structural system component was made of 
reinforced concrete. But today doing so is forbiden by the new legislations in 
Istanbul, Turkey. It's structural system components must also be constructed 
with the original kind of materials and techniques. In the paper; firstly the 
embodied CO2 emissions of the reconstructed external wall and an eventual 
reconstruction of it according to the new legislation are calculated; secondly the 
U-Values of both alternatives are calculated; and thirdly operational CO2 
emissions are calculated. And lastly embodied and operational CO2 emissions 
are compared and contrasted. 

1 Introduction 

Efficient usage of energy is one of the most crucial matters of this time because of the 
various direct and indirect costs of energy. One of the most important indirect costs of 
energy is related with environmental issues. Energy is a convertible concept, and it 
can be converted to CO2 emissions. Reducing the CO2 emissions is very important in 
achieving a sustainable and healthy environment. That is why, the embodied energies 
in the construction of buildings and manufacturing of building materials are popular 
research areas. The embodied energy is an evolving criterion for buildings and 
materials. There are some manufacturers who give the total embodied energies and 
CO2 emissions of their materials but many others are not specified yet. There are 
several researches which studies building materials in terms of energy and emissions. 
For example; Kus, H. et al. studied the embodied energy of masonry wall units 
regarding manufacturing process[1]. Another example is a detailed study of Schmidt, 
A.C., about rock wool thermal insulation [2].  

The operational energy usage of buildings is also another popular research area. 
The study of Maile, T. et al. is a good example for operational energy usage in 
buildings [3]. They studied the energy used in a building and compare it with 
simulated energy usage which was obtained in the design processes. Protecting the 
energy used in buildings is also very important and it is mostly related with the  
U-value of the external envelope. Suleiman, B. M., studied the operational energy 
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usage in buildings using the U-values of the external walls [4]. The positive effect of 
insulation materials on the U-values of the external envelopes is significant. Friess, 
W. A., studied the effect of appropriate usage of thermal insulation on the building’s 
energy consumption [5]. 

Neither embodied, nor operational energies are enough to assess the environmental 
performance of buildings. Buildings are complex structures with life cycles. There are 
also several studies assessing the environmental performance of buildings. The study 
of Hacker, J. N. et.al. is a good example for these kinds of studies [6]. They studied 
the embodied and operational CO2 emissions of housing. In this study, the embodied 
CO2 emissions of the external wall of a reconstructed building is analysed, energy 
losses from those walls are calculated and the data obtained is compared with the data 
calculated for the original building details.  

During its long history, Istanbul served as the capital of the Roman Empire, the 
Eastern Roman (Byzantine) Empire, the Latin Empire, and the Ottoman Empire. 
Although several architectural monuments of all those civilisations can be seen in the 
entire city, Ottoman architecture is significant in the Bosphorus region. Bosphorus, 
dividing Istanbul into two parts between minor Asia and Europe, is about 30 km long 
and connects Black Sea with the Sea of Marmara. On the Bosphorus coastal zone, 
there are three main types of buildings; monumental palaces, “Yalı” buildings, and 
Mansions. Monumental palaces were the dwellings of the Ottoman dynastic family. 
The main difference between a “Yalı” and a mansion is their location. “Yalı” 
buildings were constructed on the coast of Bosphorus by the sea whereas the 
mansions on the inner parts. Mansions are also classified as “köşk” if they were built 
with wood in gardens in resort districts, and “konak” if they were built in the city and 
usually are masonry types [6]. Bosphorus has its unique architecture and after 1983 it 
has been protected by a special law through which new building constructions are 
forbidden. It is only possible to make restoration for old buildings and to construct a 
new building only if it can be proved that there used to be an original historical 
building in that place.  

A study of inventory analysis on a case mansion building, located in the coastal 
district of Bosphorus and originally dated to 1900’s, is presented in this paper. The 
restoration works of the mansion have recently completed. A comparative assessment 
of embodied and operational CO2 emissions is made between the external walls of the 
reconstructed mansion according to the rules given in the old legislation and the same 
project if it was today renovated with its original details according to the new 
legislation valid at the present time.  

2 The Case 

The case building is located in Kanlica, one of the typical Bosphorus coastal quarters. 
In Figure 1, the aerial view of the Bosphorus is seen from south to east. And in Figure 
2 a photograph of the front façade of the case building is seen.  
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          Fig. 1. Aerial view of the Bosphorus                       Fig. 2. The reconstructed building  
                                                                                            according to the old legislation 

2.1 Legislation 

Construction in the coastal zone of the Bosphorus is administrated by special 
legislations. Since 1983, construction of new buildings is generally forbidden in the 
coastal zone including the hills on both sides which can be seen from the Bosphorus. 
New buildings can only be built if either it’s a public building, which is needed vitally, 
or a building for tourism purposes. Reconstruction of old buildings is also possible, but 
those buildings to be reconstructed should represent a special historical value. 
Destruction of those buildings is forbidden as well, so reconstruction is possible only if 
the building was destructed with a disaster, etc. Most of the building construction in 
the coastal zone of the Bosphorus is basic repairs and maintenance. There is a special 
organisation, “Board for the Protection of Cultural Heritage”, in charge of assessing 
the old buildings and approving the architectural projects of them. Once a building or 
ruins of a building is determined as a Cultural Heritage and the necessary restoration 
projects are prepared, the approvals are then granted by another board, “Bosphorus 
Construction Legislation Affairs” which also grants permission to reconstruct or 
maintain the building and controls and approves the construction works.  

The “Board for the Protection of Cultural Heritage” determines a numeric rank to 
determine the degree of heritage significance. The heritage is ranked as “first degree 
historical heritage” if it is culturally very important. Monumental buildings, like 
palaces and mosques, are some examples for buildings in this category. The heritage 
is ranked as “second degree historical heritage” if it is a historical heritage which was 
typically constructed at its original construction time. Most of the mansions in 
Bosphorus are examples for buildings in this category. The degree of a heritage 
determines the way a building can be used, maintained, and reconstructed. 

Heritage buildings in the first category cannot be given a different function from its 
original function. They should be maintained considering the original construction 
techniques and original materials. If a reconstruction is going to be made, it should be 
reconstructed similar as the original in terms of architectural layout, building and 
construction techniques and materials. Whereas a differentiation in the function is 
possible if the heritage belongs to the second degree. For example a mansion can be 
transformed into a hotel. The facades and dimensions of the heritage should strictly be 
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the same as the original building but the architectural layout can be changed. Until the 
year 2005, the structural system of this type of buildings could also be changed if it 
was going to be reconstructed. For example, reinforced concrete could be used in the 
structural system of the building if the facades and the dimensions of the building 
were constructed as the original details. However, after the year 2005, the legislation 
was changed and changing the original structural system was forbidden afterwards. 
Now, a heritage can only be reconstructed if it is done by the original structural 
materials and systems. The building, which was studied as the case in this paper, is a 
second degree historical heritage. All the necessary documents of the building were 
prepared and the necessary permissions were granted before the year 2005 which has 
resulted the building’s structural system to be reconstructed with reinforced concrete 
skeleton. In order to assess the environmental impacts of the constructed building’s 
facade and compare it with the scenario in which the building is constructed 
according to the new legislation, new details for the facade with wooden structure 
were designed. The constructed building’s details are compared with the generated 
details considering the new legislation in terms of environmental performance. 

2.2 The Original Architectural Features and the Structural System 
Characteristics  

The case building represents all the original specialities of historical Bosphorus 
mansions. It’s a three storey high wooden building. Because of the sloped topography, 
there is a semi basement which was used to be a storage house for firewood or coal. 
The semi basement and the footings were built as masonry. It has a common living 
space (sofa) at the centre of each floor and four rooms surrounding this sofa. The 
front façade of the building is directed to north-west from which two European side 
Bosphorus villages, “Emirgan” and “İstinye” can be seen. The building has a terraced 
garden at the backside. There is also a water well in the garden of the building which 
is another typical speciality of the Bosphorus mansions.  

The mansion building is a traditional Turkish house built up with load-bearing 
platform walls having lightweight timber structural system, which can also be seen in 
particular places around Turkey and the Balkans. The main structural components of 
the wall system are; posts/studs, bottom and top plates, braces/diagonals, headers and 
sills for window and door openings. The roof form is gable with wooden structural 
system usually having a 33% slope with mission clay roof tiles.  

The main façade characteristics of the Bosphorus mansions are the large ratio of 
window openings and the projections on the upper floors. The external wall openings, 
which are 32 % of the total façade area, are dominated by the window sizes of two-to-
one, and are many in number. The windows are vertical slider type with counter 
balances which are operated with a pulley system. The openings are smaller on the 
ground floor, because of the privacy needs at that period. There was not any 
cantilevered floor at the front façade of the building as it was adjacent to the street. 
But, on the rear façade, all floors are projected. Almost the entire building was made 
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of wood above ground. The opaque wall finishings were wood siding on the exterior 
side and lath and plaster in the interior.  

2.3 The Reconstruction Project According to the Old Legislation  

In 1996, the building was damaged entirely because of a fire. The necessary 
architectural drawings for restoration were then prepared, and by the year 2004, the 
necessary permissions were granted. In 2009, the reconstruction works was started 
and it is planned to be completely finished at the end of 2012. The external wall core 
was built of autoclaved aerated concrete. Gypsum plastering was applied internally 
and a wooden siding externally. The entire facade was constructed similar as the 
original façade visually, in terms of the type of the main material, which is wood. 
Double glazed glass, new lock systems, and new counter balance systems were 
preferred for windows, as the primary differences from the original details. The 
structural system of the roof was also changed into steel in order the attic to be used. 
Clay roof tiles were applied as the roof covering. But, the new roof system was 
detailed to have a thermal insulation and waterproofing membrane.  

In Figure 3, the reconstructed building elevation (a) and the section detail (b) of the 
façade are demonstrated. The details of the wall and the RC structural system 
components can be seen in Figure 3-b. In the section, different parts of the façade, 
including the structural components and the masonry infill wall, together with the 
places coinciding with the wooden vertical laths for external siding, are marked with 
aI, aII, aIII, and aIV, in order to be separately taken into consideration in the 
calculations.  

 

      
    a) Elevation of the RC structural frame                                 b) Section details. 
    and infill masonry wall 

Fig. 3. Reconstructed building in accordance with the old legislation 

2.4 The Reconstruction Project According to the New Legislation  

The external walls are composed primarily of wood studs as the major elements of the 
lightweight structural system of the original building. The gaps between the studs are 
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filled with mineral wool and the wall is covered with wood siding externally and 
plasterboard internally. In Figure 4, elevation (a) and the section detail (b) of  
the eventual reconstruction project, in accordance with the new legislation, are 
demonstrated. The details of the wall and floor components can be seen in Figure 4-b. 
In the section, different parts of the façade, including the structural components and 
the thermal insulation filling, are marked with aI, aII, and aIII, in order to be 
separately taken into consideration in the calculations.  
 

     
  a) Elevation of the lightweight timber structural system            b) Section details 

Fig. 4. Eventual reconstruction project according to the new legislation 

3 Performance Assessment 

The comparative performance assessment of alternative reconstruction projects,  
i.e. according to the old and new legislation, is made in terms of; (i) embodied  
CO2 emissions, (ii) U-values of external walls and (iii) associated operational CO2 
emissions.  

3.1 Review of the Embodied CO2 of the Details  

The Embodied CO2 (ECO2) is the mass of embodied carbon dioxide per unit mass or 
volume of material, usually expressed as kilograms of CO2 per tonne or m3 of 
material (kgCO2/t or kgCO2/m3) (Hacker J. N. et al.). ECO2 values of all materials 
used in the case were examined and the total CO2 released from the external envelope 
was calculated both for the reconstructed building and the eventual reconstruction 
according to new legislation. The inventory list is presented in Table 1, together  
with the unit CO2 equivalent emissions compiled from either directly from the 
manufacturers data sheets or from the most appropriate references. The main 
difference between the two alternative walls appears to be the different materials of 
the structural system.  



 98  A Comparative Analysis of Embodied and Operational CO2 Emissions 1099 

Table 1. Inventory list 

 Density 
kg/m3 

CO2 Emission Reconstructed 
building according to 

Old Legislation 

Eventual 
reconstruction 

according to New 
Legislation 

Total 
Usage 

Total 
CO2 

Total 
Usage 

Total 
CO2 

Autoclaved 
Aerated Concrete 
(AAC) [8] 

500  191.6 kg/m3  
 

12,56 m3 2406,5 -  

Polymer modified 
cementitious thin 
bed adhesive for 
AAC [8] 

1500 0.248 kg/kg 156,02 kg 38,7 -  

Wood (sawn 
spruce) [9] 

550 0.55 kg/kg 2,84 m3 
1562kg 

859,1 15,4 m3 
8470kg 

4658,5 

PU foam [8, 9] 30 191.54 kg/m3 1,071 m3 205,1 -  

Gypsum plaster 
[8] 

1300-
1800 

0.198 kg/kg 0,993 kg 0,2 -  

Cement mortar 
[8] 

1900 0.2 kg/kg 4,376 m3 
9189,6kg 

1837,9 -  

Rock wool [8] (70)  
25-200 

1.61 kg/kg 
 

2,69 m3 
188,3kg 

303,1 4,6 m3 
322 m2 

518,4 
 

PE membrane [9] (360) 
940 

 
1.6 kg/kg 

332 m2 
61gr/m2 
20,252kg 

32,4 332 m2 
61gr/m2 
20,252kg 

32,4 

Reinforced 
Concrete RC35 
[10] 

2400 0.18 kg/kg 6,06 m3 
14544kg 

2617,9 -  

 
Plasterboard [10] 
 

(664)  
800 

 

 
0.38 kg/kg 

 

  2,075 m3 
1660kg 

630,8 

Water-based 
Paint [11]  

1300 2.5 kg/liter 0,717 m3 
932,1kg 
166 m2 

2330,2 0,717 m3 2330,2 

OSB sheathing
[10] 
 

640 0.96 kg/kg   166 m2 
1,66m3 

1062,4kg 

1019,9 

TOTAL    10631,1  9190,2 

3.2 Review of the U-Values of External Walls 

The U-values of the external walls are calculated according to the details given in 
Figures 2-b and 3-b and the lambda values obtained from the standard TS825 [12]. 
The equations used to calculate the U-Values are obtained from TS825 and can be 
seen below [12]. 

R = d1/λ1+ d2/λ2+…+ dn/λn                                                                               (1) 

1/U = Ri+R+Re                                                                                                     (2) 
R ........... : Heat transmission resistance .......................................... (m2K/W) 
dn .......... : Width of the material ..................................................... (cm) 
λn .......... : Heat conductivity value ................................................. (w/m2K) 
Ri .......... : Heat transmission res. of the internal surface ................ (m2K/W) 
Re .......... : Heat transmission res. of the external surface ............... (m2K/W) 
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The details of the different parts in the external walls of the reconstructed external 
wall according to old legislation and their U values are listed below: 

• a1. It is the typical wall detail which passes through the masonry wall 
structure with an area of 53,8 m2. This part does not comprise any reinforced 
concrete structural system components. It consists of external wooden siding, 
polyethylene membrane, rock wool, polyethylene membrane, cement plaster, 
AAC block, cement undercoat plastering and gypsum top coat plastering, 
respectively. The resulting U value is 0,394 W/m2K. 

• a2. This part is structurally very similar to the part a1, but passes through 
vertical wooden laths mounted to the masonry surface, and its area is 9 m2. 
The only difference is there is no rock wool in this part because rock wool is 
placed in between the vertical wooden laths which support the wooden 
sidings. The resulting U value is 0,609 W/m2K. 

• a3. This part passes through the reinforced concrete structural system 
components covered with rock wool externally, its area is 18,1 m2. The 
resulting U value is 0,568 W/m2K. 

• a4. This part is structurally very similar to the a3, but passes through vertical 
wooden laths its area is 2,1 m2. The only difference is that there is no rock 
wool in this part since the rock wool is placed in between the vertical 
wooden laths which support the wooden sidings. The resulting U value is 
1,158 W/m2K. 

The details of the different parts in the external walls of the eventual reconstruction of 
external wall according to new legislation and their U values are listed below: 

• b1. It is the typical wall detail which passes through the wooden wall 
structure with an area of 46 m2. This part does not comprise any wooden 
structural system components. It consists of external wooden siding, OSB, 
polyethylene membrane, rock wool, polyethylene membrane and gypsum 
board, respectively. The resulting U value of it is 0,320W/m2K.  

• b2. This part passes through the wooden structural system components of the 
floor level and its area is 2,92 m2. It consists of external wooden siding, 
OSB, polyethylene membrane, wooden ribbon between the wooden beams 
and rock wool behind the ribbons, respectively. The resulting U value of it is 
0,472 W/m2K. 

• b3. This part passes through the vertical and horizontal structural system 
components with an area of 33,08m2. External wooden siding, OSB, 
polyethylene membrane, wooden studs or wooden top-bottom plates, 
respectively. The resulting U value of it is 0,820 W/m2K. 

In Figure 5, the U-values (W/m2K) at different parts of the reconstructed external 
wall according to old legislation and the eventual reconstruction of external wall 
according to new legislation presented. In the graphics, the fractional U-values are 
shown in dark colours and the total U-values and the effect of the fractional U-values 
on the total U-value are shown in light colour. 
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Fig. 5. U values at different parts (Figure 3-b, 4-b) of the reconstructed details and eventual 
reconstruction details. 

3.3 Review of the Operational CO2 of the External Wall 

In this part of the paper operational CO2 emissions due to the heat loses from the 
opaque parts of the external wall alternatives are going to be examined. The heat loses 
from the reconstructions according to the old and new legislations are going to be 
calculated and compared. The calculation is based on the equations given in the 
standard EN 832 [13].  

Qyear   =  ΣQmonth                                                                                                       (3) 

Qmonth = [H (Ti,month - Td,month) - ηmonth (φi,month + φg,month)] . t                                    (4) 

Qyear  ... : Total heat energy need in a year .................................... (Joule)  
Qmonth  . : Total heat energy need in a month ................................. (Joule)  
H  ....... : Specific heat loss of the building ................................... (W/K)  
Ti,month  : Average internal temperature ........................................ (°C)  
Td,month  : Average external temperature ........................................ (°C)  
Ηmonth  . : Monthly average usage factor for heat gains ................. (unitless)  
φi,month  : Average internal heat gains ........................................... (W)  
φg,month  : Average solar heat gains ................................................ (W)  
t  ......... : time, (a month in seconds( = 86400 x 30) ..................... (s)     
 

Since the heat gain from windows is the same for both alternatives, it is neglected and 
therefore equation (5) is used in the calculations.  

Qmonth = H . (Ti,month - Td,month) . t                                                                               (5) 

Average internal temperature is accepted as 190C. The heat energy loses are calculated 
in joule units and then it is converted to kwh (1kwh = 3600000 joule). The heating 
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system of the building is supplied with natural gas. 1 m3 natural gas provides 10,64 
kwh energy, and in turn, 0,582 kgCO2e/kwh is released to the atmosphere [12, 13].  

Qa year   = 0,394 x (12,4+12,4+10,6+6,3+1,6+0+0+0+2,6+7,1+10,5) x (86400 x 30) + 
 + 0,609 x (12,4+12,4+10,6+6,3+1,6+0+0+0+2,6+7,1+10,5) x (86400 x 30) + 
 + 0,568 x (12,4+12,4+10,6+6,3+1,6+0+0+0+2,6+7,1+10,5) x (86400 x 30) + 
 + 1,158 x (12,4+12,4+10,6+6,3+1,6+0+0+0+2,6+7,1+10,5) x (86400 x 30) + 
 = 8002087757 joule = 2223 kwh 
 = 1293 CO2e 
Qb year    = 0,320 x (12,4+12,4+10,6+6,3+1,6+0+0+0+2,6+7,1+10,5) x (86400 x 30) + 
 + 0,472 x (12,4+12,4+10,6+6,3+1,6+0+0+0+2,6+7,1+10,5) x (86400 x 30) + 
 + 0,820 x (12,4+12,4+10,6+6,3+1,6+0+0+0+2,6+7,1+10,5) x (86400 x 30)  
           = 8884646346 joule  = 2468 kwh 
 = 1436 CO2e 

4 Results 

The results are examined in four topics; architectural design related, U-value related, 
operational CO2 emission related, and embodied CO2 related results.  

4.1 Architectural Design / Legislation Related Results 

The new legislation about the historical building reconstructions in Istanbul compels 
the reconstruction to be done with its original structural material. It is possible to 
change the plan schemas of a historical building in both old and new legislations. At 
the end the facades reconstructed according to both legislations should be the same  
as the original façade. That’s why only compelling the usage of original structural 
material is not enough for preserving historical buildings successfully and 
meaningfully. Preserving the original plan schemas is as important as the usage of 
original materials. On the other hand, reinforced concrete historical reconstructions 
make the width of the external wall increase which effect the plan schemas indirectly.  

4.2 U-Value Related Results 

The reconstruction alternatives, designed according to the old and new legislations, 
have different U-values. The possible reasons of that and proposals for improving 
both designs are listed below.  

• The reconstruction made according to the new legislation makes the mean U-
value increase 0,51 W/m2K from the reconstruction made according to the 
old legislation.  

• Although the spaces between the wooden structural studs are filled with 
excessive amount of thermal insulation material, the continuity of the 
insulation was cut with the studs which results many thermal bridges.  
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• As the wooden reconstruction’s external wall does not have any kind of 
material having heat storage capacity, it is not suitable for the dwelling 
function of the building. 

• The R.C. structured reconstruction also has thermal bridges at the 
intersection points with the wooden studs carrying the wooden siding. But as 
the number and amount of the structural components are small in R.C., it 
doesn’t effect the mean U-value much. 

• The main problem decreasing the mean U-value in R.C. reconstruction is the 
wooden studs, which carries the wooden siding, screwed to the external wall 
core. They cut the continuity of the thermal insulation. But as the wall core, 
which is AAC, has appropriate heat insulation performance that did not 
effect the overall values very much. 

• In R.C. reconstruction one of the main critical points decreasing the mean U-
value is the usage of same amount of heat insulation both in front of AAC 
and R.C. parts of the external wall. The amount of heat insulation material in 
front of the R.C. parts should be increased. 

• In R.C. reconstruction, a different material, which has a small surface area or 
a better heat transmission value, may be used for studs carrying the wooden 
siding. For example, the usage of U shaped light section steel will both 
decrease the area of the thermal bridge and increase the continuity of the 
thermal insulation. 

4.3 Operational CO2 Related Results 

External wall is one of the major components of the building envelope. Most of the 
energy loses from the buildings are resulted from the thermal loss from the external 
walls. Thermal loss from buildings not only effects the operational costs, but also 
effects the environmental costs of the buildings negatively. The environmental 
operational costs, in terms of CO2e, of two alternative reconstruction methods 
according to two different legislations of different times are studied and the data 
derived are listed below: 

• 245 kwh more energy is lost by the wooden structured reconstruction each 
year from a single façade of the building.  

• Natural gas is used as the heating source in the building. 245 kwh equivalent 
natural gas makes about 143 kg more CO2 emission to the atmosphere each 
year. (about 270 kg more CO2 if coal was used and about 119 kg more CO2 
if electricity was used – *Turkey conditions) 

4.4 Embodied CO2 Related Results 

The inventory list together with the unit and total CO2 equivalent emissions was 
presented previously in Table 1. The results related with the embodied CO2 are 
summarized in Figure 6 and data derived are listed below: 
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• The total embodied CO2 emission for the reconstruction according to the old 
legislation is 10631,1 kgCO2e and according to the new legislation is 9190,2 
kgCO2e. 

• The reconstruction according to the old legislation gives 1440,9 kg more 
CO2e to the atmosphere. 

• Structural system components, reinforced concrete and wood are the most 
CO2e intensive components in both alternatives. 

• The unit CO2 emission of OSB is greater than wood’s and usage of OSB, 
increased the CO2 emission of the reconstruction alternative significantly. 

• Paint, which is used in both alternatives with the same amounts, is the fourth 
most CO2 embodied material.  

• The effect of thermal insulation on the embodied CO2 emissions is relatively 
smaller than the other major components of the alternatives. 

 
Fig. 6. Embodied CO2 emissions 

5 Conclusion  

The embodied and operational CO2 emissions of the external wall of a reconstructed 
building in Bosphorus are calculated in this study and they are compared with the 
calculations done for an eventual reconstruction considering the new building 
legislation valid in Bosphorus. It is derived from the comparison that, the embodied 
CO2 emissions is improved with the external wall details generated according to the 
new legislation (1440,9 kg less CO2 is embodied in with new legislation). But, since 
the heat loses from the external walls are greater in the details generated according to 
the new legislation, heating system of the building gives 143 kg more CO2 to the  
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atmosphere each year. In the long run, considering 30 years of Life Cycle of the 
building, the external wall details generated according to the old legislation is more 
environmentally friendly.  
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Albano, Leônidas 337, 347
Ali, Mona Aal 837
Alonso, Fernando 229
Alonso, Luis 229
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Huerta, Miguel Ángel Gálvez 239
Hunpinyo, Piyapong 251

Ibn-Mohammed, Taofeeq 209
Ippolito, Mariano Giuseppe 975
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