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Abstract. Patch-based segmentation has been shown to be successful
in a range of label propagation applications. Performing patch-based seg-
mentation can be seen as a k-nearest neighbour problem as the labelling
of each voxel is determined according to the distances to its most sim-
ilar patches. However, the reliance on a good affine registration given
the use of limited search windows is a potential weakness. This paper
presents a novel alternative framework which combines the use of kNN
search structures such as ball trees and a spatially weighted label fu-
sion scheme to search patches in large regional areas to overcome the
problem of limited search windows. Our proposed framework (SAPS)
provides an improvement in the Dice metric of the results compared to
that of existing patch-based segmentation frameworks.
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nearest neighbour search, spatial.

1 Introduction

Accurate segmentations in medical imaging form a crucial role in many applica-
tions from patient diagnosis to clinical research. The amount of data generated
from medical images can take a substantial amount of time for clinicians to
manually segment, often becoming prohibitive as a regular task. Consequently,
automatic methods for performing these tasks are becoming more important for
image analysis. However, obtaining accurate results is highly important and still
poses a challenge in many medical imaging applications.

Patch-based approaches for label propagation [1], [2] have been shown to be a
robust and effective solution for applications in medical images. These methods
label each voxel of a target image by comparing the image patch centred on the
voxel with patches from an atlas library and choosing the most probable label
according to the closest matches.

In this paper, we propose an alternative framework for patch-based segmen-
tation which uses efficient k nearest neighbour structures, such as ball trees
and a spatially weighted label fusion method which is loosely based on a non-
local means approach [3] to allow segmentation of data with greater variability
in alignment after affine registration. We validate this approach on 202 images
from the ADNI database and compare the results with an existing method.
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2 Methods

2.1 Pre-processing

Atlases are all registered to a common template space using affine registration
and intensities are normalised using the method proposed by Nyúl and Udupa
[4]. A general mask is then created for each label of interest in the atlas by taking
the union of the labels from all the training data and dilating the result. This
mask is used to narrow the search space and restrict search to valid areas where
a label might appear. The mask needs to be large enough to allow for possible
variations in anatomical variability, but not too large as this would make the
search process less efficient.

The training data is also denoised to improve robustness. We used Total Vari-
ation denoising as a quick and easy to apply method which is effective in regu-
larizing images without smoothing boundaries and edges [5].

2.2 kNN Data Structure Construction

Performing patch-based segmentation can be seen as a k-nearest neighbour prob-
lem as the labelling of each voxel is determined according to the distances to its
most similar patches. An exhaustive search would have a computational com-
plexity that is linearly proportional to the size of the dataset and can be quite
prohibitive in large datasets, especially given the number of voxels that require
this process in an image. This is one reason why existing methods use a small
search volume size, such as in the region of 11× 11× 11 = 1331 voxels, and why
a good alignment of images is required.

To increase the search volume size without a detrimental impact to the search
speed, an efficient kNN search data structure is required. Any exact kNN data
structure could be used in this framework, but in our implementation, a ball tree
[6] was used. Ball trees provide much better search performance than kd trees
or brute force searches for high dimensional data [7]. Ball trees are metric trees
which use a given distance metric to partition the data so that only a small part
of the data need to be queried. The distance metric used must obey the triangle
inequality for metric trees to work correctly. Since Euclidean distances are used
in both patch based comparisons and atlas selection, and this obeys the triangle
inequality, ball trees can then be used to provide the results to kNN queries.

In principle all patches could be stored in a single tree, however, the memory
requirements would grow prohibitively large as the number of atlases increases
as well as giving decremental search performances. So instead, a ball tree is con-
structed offline for each label in each atlas region of every atlas in the training
set. Each patch stored in the ball tree also has its spatial coordinates within the
template space stored with it. This information is used in a soft-weighting scheme
when performing patch selection as spatial correspondence can help distinguish
between patches with homogeneous intensities which provide very little struc-
tural information. This is particularly the case in brain images where patches
from different structures of the brain can be very similar when only voxel inten-
sities are compared.
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Fig. 1. Example: ball tree construction from patches. Split the brain into 2 regions
centred around the left and right hippocampus and create a tree in each region for
each label, including the background label.

2.3 Search Strategy

Target images undergo the same pre-processing steps as the training images
prior to segmentation as some degree of spatial correspondence is required for
an effective segmentation.

Atlas Selection by Region. For each of the regions of interest that requires
labelling, the nearest N atlases are found for each region by comparing their
Euclidean distance. Using a limited selection of the best subjects from the atlas
library has been shown to provide more effective segmentation results [8]. An-
other kNN data structure such as the ball tree can be built offline to allow fast
atlas selection in the case of a large atlas library. The corresponding kNN data
structure for those atlas regions are then used for segmentation. By performing
atlas selection on the regional level, more appropriate atlases can be chosen for
each region rather than selecting a single set of atlases to use for the whole im-
age. This can be improve the accuracy of segmentations in cases where images
differ in their similarity from region to region. For example, for performing a
hippocampus segmentations, the set of atlases selected for the left hippocampus
can differ to those selected for the right hippocampus.

Patch Search and Label Fusion. The corresponding kNN data structures
for the nearest N regions are then used for finding the nearest k patches for each
voxel location i in target image x. The Euclidean distance between the patch,
P (xi), in the target image and the nearest k patches, {P (yj)}, from the atlas
library are weighted with the Euclidean distance on their spatial location to
provide an overall weighting for each label. An additional weighting, α, can be
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applied to control the influence of spatial correspondence. The resulting weight-
ing for label l at voxel i is then determined by the sum of weights between patch
P (xi) and the k nearest patches, {P (yj)} as follows:

wli(x) =

k∑

j=1

wl(xi, yj) (1)

coordinate where

wl(xi, yj) = e
−{||P (xi)− P (yj)||22 + α||xi − yj ||22}

h2
(2)

h is a decay parameter which controls the level of influence of patches as the
distance increases, an automatic estimation of this parameter is used for each
voxel based on the minimum distance between patch P (xi) and the nearest k
patches, weighted by their spatial coordinates:

h2(xi) = min{||P (xi)− P (yj)||22 + α||xi − yj ||22} (3)

An overall weight for each label at each voxel i is then calculated from the sum
of the distances of these patches and the resulting label is decided based on
majority voting of the labels according to these weights:

L(xi) = argmax
l

wli(x) (4)

3 Experiments and Results

3.1 Dataset

Images from the Alzheimers Disease Neuroimaging Initiative (ADNI) database
(www.loni.ucla.edu/ADNI) were used for validation. These images consists of
202 subjects (68 normal, 93 with mild cognitive impairment, 41 with Alzheimer’s
disease) imaged using different scanners. Reference segmentations were obtained
semi-automatically using a commercially available high dimensional brain map-
ping tool (Medtronic Surgical Navitgation Technologies, Louisville, CO) by prop-
agating 60 manually labelled images. Images were pre-processed by the ADNI
pipeline [9] and were linearly registered to the MNI152 template space using
affine registration.

To test the proposed framework, a leave-one-out validation strategy was ap-
plied where each image was segmented in turn, using the remaining dataset as
the atlas database. A patch size of 7 × 7 × 7 was used whilst we experimented
with the number of atlases used, N , the spatial weights, α, and the number
of nearest neighbours for each patch, k. All image intensities were normalised
and scaled to the same range and TV denoising [5] was applied to the training
data.
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3.2 Implementation

The main framework was implemented in Python using open source modules
such as NumPy, SciPy and SciKit-learn. The computation time is around 10
minutes for each image using 8 cores clocked at 2.67GHz each when using 20
atlases and using the 100 nearst neighbours. Given that Python is an interpreted
language, further speed ups can be achieved if the framework was implemented
in C/C++.

Reference Segmentation Best Subject - Dice: 0.910

Reference Segmentation Median Subject - Dice: 0.867

Reference Segmentation Worst Subject - Dice: 0.701

Fig. 2. Segmentations of the right hippocampus with parameters N = 40, k = 79,
α = 13

3.3 Effect of the Number of Nearest Patches and Atlases Used

With the spatial weight fixed at α = 13, we experimented using a range of values
for the number of patches, k, as well as the number of atlases, N . k is dependent
on N as using more atlases would present a bigger selection of patches to choose
from and we see in figure 3 that the optimal k value differs for the different N
values.

Generally, we find that accuracy increases as k increases, but reaches a limit
after k > 60. There is an increase in computational cost as k increases as more
comparisons must be made in the kNN data structures, so it is most computa-
tionally optimal to select the lowest k value that provides the desired segmenta-
tion accuracy.
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Fig. 3. Median Dice coefficients for the whole hippocampus whilst using a range of k
values with different N values

Fig. 4. Beanplot showing overall Dice coefficients distributions for a range of N values
with k = 64. Large thick lines indicate medians, dotted line indicates median across all
k values. The shape of the “bean” shows the distribution of the results and individual
data points are shown as small lines on the bean.
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Table 1. Dice Coefficients for the hippocampus (HC) when using different number of
atlases, N , with k = 64. Highest values are show in bold.

N
Left HC Right HC Overall

Best Worst Median Best Worst Median Best Worst Median

5 0.887 0.691 0.839 0.895 0.707 0.849 0.886 0.719 0.842
10 0.902 0.724 0.860 0.902 0.700 0.859 0.898 0.719 0.860
20 0.898 0.740 0.864 0.904 0.708 0.865 0.899 0.724 0.864
30 0.901 0.737 0.866 0.904 0.700 0.868 0.899 0.719 0.866
40 0.900 0.738 0.867 0.910 0.700 0.868 0.902 0.719 0.867

An increase in the number of atlases used generally increases segmentation
accuracy, but the gain accuracy after N > 20 is marginal. Given that the com-
putational cost increases linearly with the number atlases used, this suggests
that using more than 30 atlases would not provide a sufficient trade-off between
the extra time spent and the accuracy gained. Our findings on here agree with
those presented in [1] on the number of training subjects used, with proportional
gains in accuracy as N increases.

3.4 Effect of the Spatial Weight, α

Experiments using several values for spatial weights, α, showed that using spatial
information to provide a soft-weighting has significant impact on the

Fig. 5. Beanplot showing Dice coefficients distributions for a range of spatial weighting
values, α with N = 20, k = 64. Large thick lines indicate medians, dotted line indicates
median across all α values. The shape of the “bean” shows the distribution of the results
and individual data points are shown as small lines on the bean.
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Table 2. Dice Coefficients for the hippocampus (HC) when using different spatial
weights, α, with k = 64 and N = 20. Highest values are show in bold.

α
Left HC Right HC Overall

Best Worst Median Best Worst Median Best Worst Median

0 0.892 0.669 0.842 0.889 0.674 0.848 0.884 0.702 0.844
5 0.899 0.736 0.862 0.902 0.700 0.862 0.897 0.718 0.862
10 0.900 0.744 0.865 0.906 0.692 0.864 0.899 0.723 0.863
13 0.898 0.740 0.864 0.904 0.708 0.865 0.899 0.724 0.864
15 0.898 0.736 0.864 0.905 0.704 0.864 0.900 0.720 0.863
20 0.860 0.729 0.862 0.909 0.710 0.863 0.900 0.724 0.862

segmentation accuracy (see figure 5 and table 2). The distribution of the re-
sults as seen in the beanplots shows that the consistency of the results increases
significantly when we use spatial information. The values attempted suggests
that segmentation accuracy peaks between α = 12 and α = 13. If the spatial
weighting is too high, there is a detrimental effect on the segmentation accuracy
as this soft-weighting becomes too restrictive when comparing patch intensities.

3.5 Effect of Denoising

Fig. 6. Dice coefficients distributions for results using denoised and non-denoised train-
ing data with N = 20, k = 64, α = 13. Large thick lines indicate medians, dotted line
indicates median across both datasets. The shape of the “bean” shows the distribution
of the results and individual data points are shown as small lines on the bean.



Spatially Aware Patch-Based Segmentation (SAPS) 101

Comparing results from using non-denoised training data to those from using
denoised training data, it can be seen that using denoised training data provides
an improvement to the median segmentation accuracy (see figure 6). Further
to this, the range of the results is significantly smaller with a more favourable
distribution when using denoised training data, suggesting that this does indeed
improve the generality and robustness of the framework.

3.6 Comparison of Results to an Existing Method

Finally, with the same dataset of ADNI images, we compared the results obtained
by our proposed method to that using the method described in [1] (see figure
7 and table 3), with 10 training atlases in both cases. It can be seen that our

Table 3. Median Dice coefficients for the hippocampus (HC) comparing with the
existing method in [1] with the number of atlases, N = 10 (and N = 40 for reference).
Proposed method uses k = 64, α = 13 as its other parameters.

Method
Left HC Right HC Overall

Best Worst Median Best Worst Median Best Worst Median

Existing[1] 0.894 0.696 0.842 0.910 0.644 0.848 0.901 0.709 0.844
Proposed, N = 10 0.902 0.724 0.860 0.902 0.700 0.859 0.898 0.719 0.860

Proposed, N = 40 0.900 0.738 0.867 0.910 0.700 0.868 0.902 0.719 0.867

Fig. 7. Dice coefficients distributions for results comparing SAPS with an existing
method [1]. Other parameters for SAPS are k = 64, α = 13. Large thick lines indicate
medians, dotted line indicates median across both datasets. The shape of the “bean”
shows the distribution of the results and individual data points are shown as small
lines on the bean.
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method generally outperforms the existing method and is more robust. The two
methods performs quite similarly when no spatial information is used (see table
2). This is because the label fusion would be equivalent to the non-local means
method if the spatial weight, α, is 0.

Employing Welch’s two sample t-test on these results gave p-values of 0.00003,
0.007 and 0.004 for the left, right and overall hippocampus respectively. Addi-
tionally, our proposed method has a 0.05 decrease in the standard deviation of
the results.

4 Conclusion

We have presented a new generalized framework for applying patch based seg-
mentation which is able to robustly segment data in conditions where images can
have large variations in alignment by looking at a much larger search windows
in addition to applying a spatial location weighting to each patch. We validated
the proposed framework against 202 ADNI images of patients at various stages
of Alzheimer’s disease and achieved an overall median dice coefficient of 0.867
using patches from the 40 most similar atlases. The framework allows a trade-off
between segmentation accuracy and speed. If we use patches from half as many
atlases, we can complete the segmentation in half as much time and are still
able to attain a median dice coefficient of 0.864. At the lowest limit tested, using
5 atlases is still able to yield a median Dice coefficient of 0.842 for the whole
hippocampus whilst taking around 2-3 minutes on a machine with 8 cores.

In future work, we plan on further validating our proposed framework using
a multi-scale extension against different anatomical structures and image types.
We are currently working on a multi-scale extension to speed up segmentation
of large structures such as bones in knee images or when performing brain ex-
traction.

References
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